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ON SOME VARIAT10NAL PROBLEMS OCCURRING IN 
THE THEORY OF DYNAMIC PROGRAMMING 

Richard Bellman 
Irving Gllcksberg 
Oliver OroBS 

§1.  Introduction. 

—The- purpeB6 of this paper 1« fcowpresent« some results of an 

Investigation of a class of Interesting and Important varlatlonal 

problems Involving the control of a physical system over a time 

interval.  One Iprge category of problems of this nature arises 

In connection with the maintenance of a dynamic system In or near a 

specified state at minimum cost.. The cost Is usually compounded of 

two parts, the first part measured In terms of the deviation of the 

system from the desired state, and the second part measured by the 

cost of the resources used for control.  The theory of mechanical, 

electrical, and economic systems contain many questions of this 

type. 

Another large category of problems, of economic and Industrial 

origin, are those In which It la required to maximize the output of 

a system given a limited quantity of resources. Only one represen- 

tative of this category will be discussed In this paper.   

The mathematical difficulties encountered In treating prob- 

lems of the types above depend to a large degree upon the mathema- 

tical model used to represent the system, the functlonals employed 

to measure the cost of deviation and the cost of resources, and the 

constraints Imposed upon the permissible types of control. 
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As  far as  the mathematical modele are  concerned,  we shall 

consider here physical systems which are  ruled by a system of 

linear differential equations of the  form 

(1) 
dx, N 

"3T a1JxJ ♦ f^t),      1-1,2,•••lN 

x^O) c.,       0 < t ^ T 

which   In  the more  convenient vector-matrix  notation  takes   the   form 

dx (2) 1^.    - Ax +  f(t),       x(0)   -  c,       0 <  t ^ T 

where 

(^) f(t) 

Mt) 
fa(t) 

• 
• 

rN(t) 

Here the vector x represents the state of the system at any time t, 

and the forcing term f(t) represents the Influence of the resources 

used   for control. 

If,   In place  of continuous  control,  we  apply  Intermittent 

control,  the equation above ii replaced by a difference equation, 

(4) x(t+l)   - Ax(tl  +   f(t),       t-O,!,?,'"* ,T, 

x(0)   -  c. 
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ir we consider system»  In which time  lags occur,  in place 

of  (2)   o»   (4)  we  obtain equations  of the  foim 

(5) l*ili    . Ax(t)  ♦ Bx(t-l)  +  f(t), 1 < t ^ T 
dt 

x    - Mt), 0 < t <  1     . 

A discussion of control  problems  Involving differential-difference 

equations will   oe  postponed  to a subsequent  paper because  of  the 

variety of new features which arise. 

As  fer as  the  functionals representing  the cost are concerned, 

we  shall  take  them  to be  linear or quadratic,  with constraints of 

linear form involving boundedneas and  positiv I ty. 

We  diocuss  first,   in ^2,   the  case where  the cost of deviation 

is measure! by   J   [x—y,  x—y| dt,  where i u,v|   represents  the   inner 

product  of two vectors,  where x  is  the actual state,  y  the  iesired 
T 

state,   and  the  cost  of control  is measured   by a      f   f,f jdt.     The 

problem  Is  then  that  of choosing: an  f so as   to minimize   the   total 

cost 

r T 

(6) J(f) -    /Tx-y,  x-yldt + a jTf,f1dt 
o ^      J       o ^  ^ 

where x depends upon f uy  way of (2).  Using the known representa- 

tion theorems expressing the aolutlons of lnhomogenoou3 linear dif- 

ferential equations In terme of the solutions of the homogeneous 

equations and the forcing terms, the problem may be reduced to 
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mlnlmlzlng  the   functional 

T t 

(7) J* I" J1  K(t»t»)r(ti^t»   - y»   / K(t,tl)f(tl)dtl-y1dt, 
00 o -J 

T 

+   I   ff.fldt / L"} 

over all  f. 

A completely  analogous problem  Is  obtained  for difference 

equations   In which   Integrals are  replaced  by  sums.     For  the  case 

of ilfferential-dlfference equations  a  functional  corresponding 

t'>  (7)  is  obtained. 

To treat   these  various proMems  simultaneously we abstract  the 

general  problem and   consider  the  problem of minimizing 

(6) I|Ar+ glI2  4 a!|f||8 

whc»re A  Is  a  bounded  linear operator on  functions belonging  to 
T 

L?(0#T\  and   MfM2  =   S rf'f1it    °   (f'f)- 
0    ^     -^ 

Relate l   tw   the  pro:,lern  of minimizing  the   total  cost   Is  that 

of minimizing  the   cost  cf deviation  subject  to  the  restriction  that 

the  cost  of control  be bounded  by a   fixed  quantity,   and   the dual 

problem of minimizing  the  cost  of  control  given  that   the   cost  of 

deviation  Is   to  remain below a  certain bound. 

After having  ootained   the  existence and uniqueness  of  the 

minimizing  function   in  the  general   case,   together with the  integral 
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equation  It satlBfles, we turn to the application of the general 

result  to  the differential equation model. 

In the  next   three  sections we  consider some particular 

problems In which the cost functions are of a varied  type and 

In which there are  constraints on the  forcing term f.     In §3 

we  treat the problem of minimizing     j    (l-u)2dt    over all  f 
o 

subject to 

(a) 0  <   f < m. 
(9) "     - 

(b) r fdt < a», 
o 

where u  Is  related   to  f by means  of  the equation 

(10) -^-    - -u +  f,       u(0)-l. 

In  the succeeding  section, ^4,  we  treat the  problem of minimizing 
T 
f(du/dt)2dt  subject  to the same  constraints. 

In ^5 we  treat  the problem of minimizing Max   |1-u|   subject 
0<t<T 

T 
to   ^  fadt < Si,   by  considering  the  solution  of  the  dual  problem 

o 
T 

of minimizing    f   f2dt  subject   to -d  ^ 1  - u  < d   for 0 < t < T. 

Turning  from  this  class  of problems we  consider a   problem 

arising  In  the mathematical  theory  of economics  concerning maxi- 

mization of profit.     Setting 

(U) 
dx 

31--^   alJyJ'        xl(0)   " cl 
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whe ̂  al1     >      0»  tn0 Problem  Is  that of choosing y.   between 0 and 

x,   BO as  to maximize the  functional 

(12) 

T   r-    N 

^T (Xryi) 
dt. 

In the course of the solution it is necessary to answer the 

following question, of some Independent Interest.  Given 

(13) 
dx 

"■3" 

N 

^.^.^^(t). ^(0) 

what are the necessary and  sufficient conditions upon tba »atrlx 

A  »  (ai i)   ln  ord^r that  x^  >  0   for  t > 0 whenever  ^«£0 and 

f^t)   >  0? 

The answer turns out tc ie quite simple, namely a.. > 0, 1 ^ J 

There are a multitude of Interesting questions which we have 

not mentioned at all.  A quite important one if. that where there 

are two forcing; terms, 

(U) 
dx Ax + f 4- g 

the  first,   f,   representing  factors at our control,  and  th*» second, 

g,  representing exogenous  factors  beyond  our control.     Although we 

shall  not  discuss any    problems  of  this  type  In  this  paper,   let us 

merely point  out  that there are at  least two approaches  to the cor— 

resportai^ minimization problems.       We may regard  g as a random 

function with known expected  value and autocorrelation  function, 
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and minimize E(j(f,g)).    Or we may Introduce the concepts of game 

theory and  consider the problem of determining the  f and g which 

yield 

(15) Mln Max J(f,g),        Max Mln J(f,g), 
f      g g      f 

and then consider the corresponding game over function space. 

Finally we mention that there are several alternative approaches 

to the problems we discuss.  If we allow the problem to remain In 

Its native form (6), subject to differential side condition, we 

have the classical problem of Bolaa.  it seems, however, simpler to 

consider the space of functions ftL8(0,T) than the space of func- 

tions possessing derivatives. 

In this connection we can also use the Lagrange multiplier 

approach, particularly In the problems of the later sections.  We 

have preferred to use a direct attack based upon the Neyman-Pearson 

Lemma.  Subsequently we will present a new approach to a more 

extensive class of problems based upon dynamic programming techniques. 

§2. Quadratic Functional. 

In this section let us consider the problem of minimizing 

(1)    Ja(f) - (g + Af, g + Af) + a(f,f),   a > 0, 

where f and g belong to L2(0,T) and A Is a bounded linear operator 

on     l/(0,T).  The function J-(f) represents, from the above 

models, the total cost of control, where the first term represents 

the cost of deviation and the second term the cost of control 
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Theorem 1.  There is a unique fC L2(0,T) which fumishee the mini- 

mum to Ja(f). 

Proofi  Since >6(f) may be interpreted as the norm of the element 

[g + Af, f\   of L2 x L2, the exietence and uniqueness of the mini- 

mizing f, which we shall call f_, is a simple consequence of the 

fact that a strongly closed convex set In Hilbert space has a uniqu; 

element of minimal norm.  It is clearly sufficient to consider 

those f for which a(f,f) < luf Ja(f).  These form a weakly compact 

convex set.  Since A is weakly continuous, the image of this set 

in Lg x La is weakly closed, hence strongly closed, and convex. 

Theorem 2.  Let 

(2)    R, = (-^a - A'A)"1 

be the resolvent operator of the positive operator A*A (where A* 

Is, as usual, the adjoint operator to A), then 

(3)     fa • «-a *"«• 

Proof;  Let ^ be an arbitrary real constant, f an arbitrary func- 

tion in L2(0,T) and consider 

(M   J(fa + V) - (g + Afa ♦ ;\Af, g + Afa + AAf) + *{rA + Af, fa + ^f) 

" J^T^  + 2^r(g -»- Afa, Af) + a(fa,f[! 

+ 7? |:(Af,Af) + a(f,f)] . 
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The  condition that J(f--»- Af)  be a mlnlraum at   A- 0 yields 

(5) 0 - (g+Afa,  Af) + a(fa,f) 

- (A^g + A*Afa + afa,f). 

for all  f,  which  Implies 

(6) A»g + A*Afa + afa - 0, 

which  In  turn  yields   (3),   since  - a <  0  Is   in  the  resolvent set 

of  the  positive  operator A»A. 

Now,  as  Is well  known,  R* Is an analytic  function  In  the 

resolvent set,  ^-^ R ^   « _ R*       ^L-. R*   « _ 2R^,  ani 
\ 

R  « -^     (1  +^   A*A)       tends uniformly  to zero as A  > oo.     Thus 

(R* A*g, A*g) - ; if 
I     '    1   Q    i a 0 as a oo ,   and a is  non— 

Increasing as a  function  of a > 0,   for 

(7) A"* : |ra: |2  " ^-(R!a Atg'  A,g)  " 2(R^ A,?'  A,g) 

2(R-afa'  fa)   < 0 

since  R ft,  as   the   Inverse   of a  strictly  negatl.e   operator.   Is 

strictly negative;   Indeed   since   f    »  0  only   If A*g  » 0,    i jf a a Is 

strictly decreasing  If A-g  ^ C.     Similarly,   slncp 
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(12) (f. + Afa,  g + Afa)   -  (g +  Afft,  g)  -^   (A»g + A»Afa,   fa) 

- (6,g) +  (fa. A'g)  - a(fa,   ra). 

- (g#g)  +  (R^aA*gl   A»g)  -Ä(fa,  fa). 

we have 

(13) 
d 

"la g + Af d 
"3a (R^A'g,  A»g)  - a(R* A*g, A+g) 

(H^A'g,  A»g)  - (R^A*g,  A*g) 

2a(R^A»g,  A*g) 

2a(F_|lf  .  f  )  > 

Thus ig + Af   i |2,  as a   f\;nctlon  of a >   ),   Is  non-decreasing,   and 

strictly  Increasing  If A*g f 0. 

These  properties enable us  to easily dispense with  the  related 

proMems  of minimizing the  cost  of deviation with a  limited amount 

of control,   that   is,   obtaining 

(10) He) mln 
fl!2<c 

g +  Af 

The monotone   character  of fl i2 and   Jg 4- Af  I i2  can also be 

seen  for A»g  ^ 0  from  the   fact  that  f    ^  f.,   0 < a < b.     For  If 
a   u 

ua - i i g ^ Afa| i 2, va - i 1faiI
2 , then ua + ava < vb +  avb and 

u, + bv. < u -♦• bv so that u. + bvK < u + av + (b-a)v < u. 
a 
v 

'b '   ""b ^ "a v "'a "" "•"'"'- b v ""b > ~a 
+ avb + {b-a)va and (b-a)vb < (b-a)va or vb < ^ 

- avv to ua  -f av < uK + av^ we obtain u.. < u, o    a    a   D    D a   i 

adding - av < 
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and the dual problem of obtaining 

(11) f(c) mln 
g+Af| |2<c 

! 12 
» 

which is the minimum cost of control required to keep the cost 

of deviation below a certain l^vel. 

Let UB consider first the trivial case where A1?; ■ 0 ■ f 0      a 

(for a > 0). Since Ja(fa) - ! igl |2 ^ V**) - ; ig+Af| i2 + a  'f' ,2 

for any f and all a > 0, I!g| i2 ^ iig+Af,|2 for all f and clearly 

^(c) - | igj I2 for all c > 0.  Moreover we have ^(c)   - 0 for 

c ^. llgll2» with ^(c; undefined for c < i'gli2.  In the somewhat 

less trivial case of A^g +« 0, since i i f _ I i2 is continuous and a 

strictly decreasing, for c In the rar.ge 0 < c < sup i , f_ : : 2 

- lim  ||f il2, we clearly have a unique a > 0 for which (|f.i ,2 - c, 
a—>0        a a 

and   thi's   f    alone   provides   6(cl,   since  C'thfrwaSf   we   should  have a 

an  f |  f    for which   : ig+Afi l?  <   |   K+Af^1 I2,        !fj i2  <   i i f«i ,2   so a — 3 ■*        a 

that  Jn(f)   ^ ^«(^a^»   which   is   impossible.     Thus,   to  complete our 

discussion  of   (10),   w»0  need   only  consider the   case   in  whicn 

eup   !!f_(!2   is   finite,  and   c  >  sup   if      ? 
a      r   ■   • . • ■• f   a' ' 

If sup j jf0 i2 =  11m   ,faI 
2 is finite, then tnere Is a 

element f  to which f converges strongly as a —> J, which mini- 

mizes ; g+Af 2 for all f in Lg, hence provides ^(c) for all 

c ^ sup l|fall
2-  This follows from the fact that the set ffm] 

has a weak cluster point f0 for which llfJI* £ Um  I I f. I I2, 
a—> 0 

and   the minimal  property of   i|g 4  AfQl !.     For since  g +  Af    Is  a 

cluster point   of  g  -»- AfQ,   we   have   i !   g +  Af   | ;   <     11m        ! !g ■»- Af 
a—> ^ 

<   I |g  4-  Af        .     rience ,   If,,'g  +   Af;;   <   | ! g +•   Af   i i ,   we   have 
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J   (f)   < J   (T   )   l'or sufficiently  small  a,  contradicting  the  minimal 
ft &     s 

property.     Thus, | |g  + Af0i I   ^   I |g + Af| |    for all   f.     Furthermore, 

i jg + Af M   -   | ig + Af0i |   If and   only  If Af  « Af0,   from  the  strict 

convexity  of   the unit  sphere   In  h2.     Mow  if Af  -  Afo and   therefore 

| |g + Afl |   ^   i ig + Afal I   for all  a,  we  must  have   | |f| |   >   : i ^a i i   ^or 

all a  so that   ' 'f''   >    11m       i 1f»i I   >   ! i f0
; ,   >     llra       i ifa' '' ^ a >0 a      -        o a >0 

Thus,   f     Is   the  unique  element   of minimal   norm   in  the  closed 

variety   jf:   Af  -  AT V 

Since   this   is   true   for any  weak  cluster point   f0,   there   is 

Dnly  one and   since   , |fa, ;   —> • ^o1 I,   I If0 " fa' '   —> 0 a8 asserted. 

Also,   since   A'g  + A*Afa   =  - afQ   tends  strongly   to zero,   we  obtain 

A'*  +   A'Af0   -  0. 

Similar  considerations  apply   to   (11     when  Av t   )•     For  c   In 

the   range   of     !g+Af     1
2,       < a  <   x> ,       we  have  a  unique  a   for which 

|g+Af   il2   - c  and  f    alone  provides   ^/(c).     If  c   Is  not   in  this 

ran ge, we have two cases.  If c < i ig+Af 1 r   for all a > 0 and a 
2 ilf   i !2   is  unbounded,   the  problem  Is vacuous,   since   Mg+Afl,     < c 

<   i !g+Afai !2   Implies  Ja(f:   < W   for   I !faI 12   >   1|f|I2.     But  if 

sup   if   i |2   <  ocv   then  since   the  element   f0  provides   the  absolute 

minimum  of   j   g+Af   !2,   V|/(c)   Is  defined   only   if  c   -   i|g+Af0ii2, 

and   uhAn   ^(c;   -      f o i '2 •     0n   the  other hand.   If  c >   Mg^Afal|2   for 

all  a >   :,   then  since   , i f a li2   —■> 0 as a —> oo ,   c  >   . ;g!   2,  and 

^(c,   » 0   is   provided   by   f ■   0. 

Thus 

Theorem 3.  If A'g f 0, either c » h f 01 !2 for some a > 0, in which 

case f alone provides ^(c) or c > !:fni!
2 and f -  lim  f   a      —       a        u  a—^ j 

provides the minimum.  For c in the range of ||fa!i2, 
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(12) ^ ^(«l  -_a 

where  c   -   ||f   |{2   relates  c and  a. 

Similarly,  either c   -   ||g+Af   ,|2   for some  a  >  0,   in which 

case   f    alone  providee    y(c) ,   or     I faM8   Is  bounded and 

g-»-Af0i I2,   In which  case   f0 along providee  our minii Imum 

W(c),   or c  >   | jg+Af   ||2   for all  a > 0,  and   f - 0  provid^s  the 

minimum.     Also,   in  the  range   of   lig+Af   J2, 

(13) -^LiH.-l. e.hg+Afa;i- 

It only remains to verify (12) ani (13)-  Slnco —^TT— 

(«L A'g.A'g), 

(14)        i . acn^ A-g.A-g) 4?- = ?C^'8.ra:  -!||- 

anci   (121   holds.     Clmilarly,   fur  c   »     [g+Ar.|2.        ''   » -2a(i^   0 , f a, f a ) 3 —ö     a     a 

and 

dyjo       _    a r      2   _ o/;.    ,•    ,-      '^ 

da 

^-■' -^^ = ^-      V   *  -^^Va'1 
-a a*  a    cfc » 

and   {]'■:]   holds. 

Let   us   finally  observe   that   If   for aom"   eleme-.it  h6L*('^,.,   WP 

iiave   g  ■  -/\h,   then   Lne   value    -f   J_(f0     Is  ^l^^n   ny 
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(16) Jft(f) - (g + AJ, g + A^) 4 a(^iy 

- (g + A^ g) + (g + A^, A^) + a(k£) 

- (g + AJ, g), 

by virtue of (5).  Using g - -Ah and (5) again, we obtain 

(17) Ja(fa) . a(fa, h) 

§3.  Application to Differential Equatlona. 

Let UB conalder the application of the preceding results to 

the case where the system under control Is ruled by a set of dif- 

ferential equations of the form 

dx    * 
(1)      -TT1- >    *><<*< + MO. -'S 

x^O) - c1,     1-1,2,•••fN, 

or by an n-th order equation 

dNu       d"-^ 
(2)    .^r_« a, —1j=r + ••• + aNu - f(t), 

dt dt 

u(k)(0) - ck,    k.0,l,2,"-,N-.l. 
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In the latter case we consider the problem of mlnlmlrlng 

(5)  J(f) - J 
T r-N-l 

S \   < 

a u 

dt 
dt + a J f^dt, 

while  In  the  former we wlah  to mlnlmlre 

p-   N 

(*)  J(f)-/   g V*k-V t  + a t it 

Since  every N-th ordtr linear equation may  be   oenverted   Into an 

N—th order linear syetem by means of the  substitution 

(5) Xt   - u 

du 

d^u 

we shall confine our attention to Systeme.  These are most effec 

tlvely dlscueaed using vector matrix technique.  Set 

(6) x - f(t) 

fi(t) 

f2(t) 

fN(t) 

B - (a1j),  1,>1,2,---,N 
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EquAtlon (l) may now be written 

(7)     ^f- " Bx 4 f(t)'    x(0) - c- 

Let us assume for simplicity that the coefficients b. In {k)   are all 

unity, and use the usual Inner product notation 

1*1* 

The  expression  to be  mlnlralzed  takes  the   form 

(9) 

T T 
J(f) " S l^-0' X-CI] dt + a j   []r,f]dt. 

Purthennore, we define the norm as 

1/2     c i/2 
do:       iifii - (fff)      - ( J [i,riJt)    • 

o 

To convert this probleti Into the type discussed 

In § 2 , we require the following well-known result In the theory 

of linear differential equations. 

Lemma 1.  The solution oT  (7' may be written In the form 

t 

(ii)   * - y + J Y(t-t,)f(tl)dtl, 
o 

where y Is  the  solution of the homogeneous equation 

(12) £f-    - By,       y(0)  -  c, 
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Rnd Y le the matrix solution of 

(13)     ^-- BY, Y(0) - 1 

whloh la to eay Y - eBtf  y - eBtc 

Tf we o^t 

(U)    g - y - c 

t 

Ap)- J Y(t-tt)r(tl)dtlf 

then x • g + Af, and the varlatlonal problem Is now a special case 

of that considered previously. 

Furthermore, since y satisfies (12), we have 

(15)    af" " Be ",- Bc'   8(0) " 0' 

whence 

(16) g(t) - J Y(t-tl)Bc dti - ABc(t) 

The alJoint operator to A, A*, Is deflncl by 

T 
(17)    A'f - J* Y(t-tl)f(ti)dti. 
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(18) 

1 

(Af,g)   -   J    Jf^dtj 

T   -   t 
j       S Y(t-tl)f(t1)dti,g(t) 

o 0 

T 

dt. 

J        f(ti),     J" Y(t-tl)
,g(t)dt dt,, 

as  we  see  by  Interchanging  the  orders  of Integration,   where  Ylt—tt 

Is  the  transpose  of Y(t-ti),   the matrix e8'^-^,  where B'   Is 

the transpose  of B. 

Referring to  the  previous  section,   the minimizing  f  Is given 

by 

(19) - A«A)   1   A»g, 

which means that f satisfies the Integral equation. 

(20)    af + A»Af - A»g. 

Prora (17)  and   (20)  we obtain  the condition 

(21) f(T)   - 0. 

Since  the  Inverse  of A»  Is —^r - B*,   we  obtain  from   (20) 

(22) a   (   £r- - B'f)  4   Af - g 



P-580 
-19- 

which means that 

(23) -££ B'f - 0 at t - 0. 

Ualng the operator d - B we have 

(24) a( -^-B')   ( 4r-B)f * f -   -(-^-.B)g-.Bc 

This la a ayatem of linear differential equations subject to 

the two-point boundary conditions of (21) and (23)• The solution 

exists and is unique by virtue of Theorem 1. 

§4. Application to Difference Equations. 

Similar results hold for the variational problem associated 

with the system of difference equations 

(1)    x(t-»-l) - Ax(t) + f(t),    t-0,l,2,,,,lT 

x(0)  - c, 

with the norm defined by 

T I 
(2) lf!l   - ( JZ 12(0' f(tl])?   • 

The analogue of Lemma 1 is 

Lemma 2.  The solution of (1) may be written 

t 

(3)    x(t) - y(t) + 5Z  Y(t-t1-l)f(t1), 
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where 

(4) y(t+l)  - By(t), y(0)  - c. 

Y(t^l)  - BY(t), Y(0)  - I, 

which is to Bay Y - B ,    y - B   c. 

The remaining details are now completely analogous. 

55*    Differential-difference EQuations. 

If we consider problems of continuous control with a time lag 

we meet functional equations of the foxw 

(1) *j^li . au(t) + bu(t-l) + f(t),      t > 1 

u(t)    - g(t),        0 < t ^ 1. 

Although results similar to the above hold, we shall postpone dis- 

cussion of these until a later paper devoted solely to equations 

of this type, since some additional difficulties arise. 

^§6. A Result Concerning Posttivity. 

Let us agree to call a vector x non-negative if all of its 

components are non-negative and write x ;> 0, and similarly call a 

matrix A non-negative if a^. ^ 0, writing again A ^ 0. 

Using this notation we shall prove 

Theorem 4.  The necessary and sufficient condition that the solu— 

tion of 
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b# n»nHf\eg>tive  for t > 0 whenever f(t)  and c are non-negative 

is that 

.iV, " • 

(2)    a1J   > 0,   i + J. 

Prooft Th« »olution of (l) has the fom 

t 
(3)    x - eAt c ^ / eMt-t») f (tl )dtl, 

fro« which it follows that if x ^ 0 for all c ^ 0 and f(t) ^ 0, 

At 
we suit have e  ^.0, and clearly this is sufficient. 

The prtblera then reduces to finding the necessary and suf- 

ficient condition that e  ^ 0 for t ^ 0. Since eAt - I + At 

•f ••', it is clear that »« « ^ 0»  i ^ J is necessary in order that 

•  ^0 for small positive t.  The following simple proof that this 

condition is sufficient is due to S. Karlln.  We have eAt - (eAt^n)n 

for any integer n.  Choislng n large enough, we will have e 'n > 0 

for 0 .^ t^tf, by virtue 0f «4* ^. 0-  Since the product of non- 

negativt matrices is non-negative, we obtain the desired result. 

In the case of variable A(t) Bufflclency at least may he 

established readily by means of the change of variable 

t 

x, - e 
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convertB   (l)   Into the  form 

- P  a11(t)dt, 
(5) dy,       ^_ (T      U 

V1-^8!^ +  fl<t)e 

c,. y1(o) - c1 

The sufficiency  of the condition •««(t) ^0,       1 f J,  it non oltar. I. 

^7.    A Problem  in Mathematical  Economloe. 

Let us  conslier the  following  Idealized  problem  In mathema- 

tical  economics.     We have  a system with N outputs measured  by   the 

variables x.(t),     1"1,2,***N.     Each output x.   Is divided Into  two 

parts y^ and  z^ where z.   Is  taken  out as profit  and  y^ Is reinvested 

to Increase  future output.    Assuming that  the change  In output  la 

determined by the equations 

dx.U) ^L 
(i)      —i— . >    aijyj(t)'    i-i,2,•••,N, 

x1(0)   -    c1, 

with a^, > 0, 

what reinvestment policy does one follow In order to maxlmlee the 

T:— 
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Slnce  It  la not difficult  to eBtablleh the existence of a 

Bolutlon,  we  shall omit this point  and turn  Immediately to obtain- 

ing the  solution. 

In  order to  Illustrate  clearly  the  techniques  Involved,  we 

shall  treat   in succession,   the  one-dimensional,   two-dimenalonal, 

and N-dimensional  problem. 

The One-dimensional  Problem. 

We have 

(2) -fff1-   -a»»y»'    an  > 0,    Xi(0).c1 

and we wish to rnazimize 

T t 
(3) Ji  - J    (ci + an   J  yjdt!  -yi)dt, 

o o 

where yt   is subject to the conditions 

t 

(5)    0 ^ yi ^ c» + a,i J yjdt. 

An  Interchange  in  the  order of  Integration   in   (4)   yields 

T 

(6) J1  - ctT ■»- /  (ai1(t-t)-l)yldtl. 

Let Ti  be the value of t for which 

(7)    anCT-t) -1 - 0, 
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assuming for  the moment  that  T >  l/an•     The  function yi   which 

maximizes   (6)   subject to  (5)   Is  then given by 

t 
(8) yi  - cj + an  J   yjdt. 0 ^ t <; Ti, 

o 

-  0 , T!   ^ t ^ T 

Note that Ti  depends upon T.     If T ^ l/an,  yi-0 Is the maximizing 

function.     There  Is  no difficulty  In obtaining  the explicit  for» 

of y%. 

The Two-dimensional  Problem. 

Consider the problem of maximizing 

T 

(9) Je  ' /   Ui+z«)dt, 

where 

dx. 
(10) -c!T-- allyl  * a12y2'       1-1'2' 

x1(0)  - c1, 

alJ  - 0'  Änd'   flnftlly'  zi  " xl  ~ yl' 0 1 ^i  1 xi- 

Solving   for the  x^   In  terms  of  the  y.   in   (10)   we  obtain 

(11) xi   " ci + aii      i   yidt + ai2     J   ^2dt, 1-U2. 
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Th« expression for Jt  then takes  the form 

T r t C 
12) Je   -   J       ct  + an   J   yidt -f a«t   J   yidt - yx At 

/ce + at«  J    y«dt + aas   J   yedt - 
o o 

y» dt 

-  (c^e^T +  J    ((aii-i-aai)(T-t)-l)  yjdt 

T 

-»-  /   ((tia+«8i)(T-t)-l)   y.dt. 

Let Ti ,  Ta  be given by 

(13) (an+aaiHT-T!)-!   - 0, 

(ata+aaaHT-TaM  - 0, 

and  take T  large enough so  that Ti  and Ta are  positive.     Assume 

without  loss  of generality  further that Ta > Ti. 

A  partial  solution  to  our maximization problem Is  then given 

by 

(H) yi  - y» - 0, Ta i t ^ T 

Za  - 0, 0 <; t  < Ta, 

Zi  -  0, 0  <  t  ^ Tt 
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The only unknown remaining 1s the value of z, 1n Tt ~ t ~ Tz. 

Returning to the expression for J 2 in (9) and using the partial 

results of (14) we obtain 

(15) 

Employing (9) we obtain 

(16 ) xd T2 ) = c, +au ]' y,dt + &ta J Y2dt 
0 0 

• c 3 + a 11 ! Y2dt + a,a J x2 dt, 
Tt Tt 

where c 3 is a constant independent of the value of y2 in ~~ ,TiJ, 

and similarly 

(17) 

t 

Using Zt • Xt - Y t 2 C t + &tt ~ 
finally 

(18) 

Ytdt + au J 
0 

Y2dt- Yt, we obtain 

t 

J Y2dt) dt 
0 

t 

To proceed further, ~e require an expression for Jr y2 dt for 
0 

n this interval we have 

• 



(s
t t t 

(19) ~ 
0 

Yadt) • Y2 • 02 + &at or Ytdt + aa2 ~ Yadt, 

and thus solving, we obtain 

t t a 

s &2at f ~228 J· y,dt, (20) Y2dt • e e ca + &at ds 
0 0 0 

az2t J (e~22a s 

• ~,(t) + &zt e J Yt (t, )dt,) ds, 
Tt Tt 

ror T1 ~ t ~ T2 , where ~~ is independent of the value of y1 in 

IJ'a, Ta]· Hence 

(21 ) 

• J 
Ta 

Yt ( t, )dtt )de. \ 
\ 

Interchang ing orders or integration, t his is 

(22 ) 

The important point t o observe is tha t the coefficient of y 1 , namely 

1s a decreasing runct1on of t 1 • 

Tz t 

I t remai ns to s i mp llfy the expression T~ ( ~ Yadt) dt. 

We ha ve 



~ t 
(2:5) T!. ( [ Yadt) dt • c8 + a21 
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t (t __ ., J J y 1 (t 1 ) J e daj dt 1 dt. 
Ta ta 

The integral has the form 

(24) 

We have 

(25 ) 

ITa a22 t( Jt ) 
Ta e Tt y 1 (t 1 )'f'(t,t 1 )dt 1 dt 

Ta ( Ta 1 ,2 t • J ya(ta) f e · 'fJ(t,t.)dt) dt 1 • 

Tt ta 

d 
ar 

Ta 

(/ aaat ) aaata 
e 'tJ(t,t 1 )dt • ~ 'V(t 1 ,t 1 : 

Ta 

+ ! 
t, 

aaat 
e *dt 

JTa a2at ( ~aata ) 
• 0 + e -e dta < 0. 

ta 

Hence the coefficient of y 1 in (24) is monotone decreasing. Refer

ring to (18 ) and observing *hat c6 (T-t)-1 ts monotone de~reaaing, 

since c6 > 0, we see that the total coefficient ot 7 1 ·will be 

decreasing in (T1 ,T2 ) when J 2 1s written 1n the form 

Ta 

(26 ) Ja • c g + J k(t 1 )y, (t 1 )dt 1 • 

T, 



To maximize then, we choose y 1 as large as possible in (!1 ,Ti) 

Where k ~ 0, and equal to zero in (! 3 ,'1'i), where k(T 3 ) • 0. 

Since c6 (T-t)-1 1s negative tor t > T1 and the other coer

f1c!ents are zero at Ta, 1t follows that T3 1s actually between 

Tt and Ta. 

We have thus demonstrated that the maximum of J 2 sub ject to (10) 

et seq. is given by 

(27) Yt • Y2 • 0, 

z, - 0, 

T2 ~ t ~ 1.' 

0 ~ t ~ T2 

0 ~ t ~ T3, 

where T3 is a de finite numbe r between t 2 and T2 , and 

(28 ) (att + a2t)( -Tt)-1 • 0, 

(a,a + a22)( T- T2)-t • o, 

The other cases admit of e : m1lar solutions . The c cnd1t1ona 

a 11 ~ 0 may be relaxed to &t 1 +&at ~ 0, a12 + &22 ~ 0. 

The N-d1rnens1onal Problem. 

I f we examine the details of the previous case we see that 

e verything hinges on the fact that ea22 t 1s non-negative. In order 

t o see what t he required analogue 1s, let ua consider the N-

dimensional caHe using vector-matrix notation. 

(29) 

We have, as before 

N 

J- ~ 
J-T 

T N 

J [ ( ~ a 1 J ) ( T -t ) - fJ y j d t , 
0 f;r 
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where 0 ~ yj ~ xj and the xJ satisfy (1). Taking T large en~. 

let 0 < T1 < T2 < ··· (TN be given by 

N 

(30) ( (;aij)(T-TJ)-1 a 0. 

As above, 1t follows immediately that yN is given by 

(31) Y • x .~ ' 

- 0 ' 

We may then eliminate yN and solve for yN_1 in (TN_1 , TN) the only 

interval in which it is unknown. 

At the very next step, when el1m1nat1ng yN_1 and yN and exprela

ing them in terms of the other yk we are confronted by the problem 

or solving a system of equations of the form 

(32) i•R+t,···,N 

for the u 1 , i•R+t,···, N, in terms of the yJ' j•1,2,···~, and or 

~etermining the monotonocity properties of the coefriclente or 

the y J. 

In order to solve this problem we employ vector-matrix nota-

t1on. Let 

(3 3) v -
, b • , 



and consider the system 

(34) dv 
dt • Av + b ~ ykdt, v(O} • 0. 
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where all the components in b are non-negative. The expression 

for v is 

(,5) 

(36 ) 

The 

(37 ) 

Interchange of order of integration yields 

t t 
v • eAt f ( J e-As ds) b yk(t.}dt 1 • 

0 t, 

T 
The mat•1x f u:1ct1on eAt 

" 
eAs ds enters as 

derivative with respec t to t 1 is -eA(T-t, ) . 
'1' 

S1a1larly, when we ~ onsider ~v dt we o~ tain 

T t I eAt(! 'f(t,t&) b yk (t 1 )d t 1) dt 

T T - ! ( {. eAt 'f(t,t 1 )dt) b yk(t 1 )dt 1 • 

Since 

one coefficient. 
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T 

(:38) d /. eAt 'f(t.t 1 )dt ~At, 'f'(t,.t,) rrs -
+ t. eAt tfa dt, 

T 

- 0 - J eA(t-t,) dt,, 

we see that everything depends upon the signa of the elements of 

eAt We have. however. in~ 6, demonstrated that all the elements 

will be positive in eAt 1r aij ~ 0 for i + J. 
Using the above results and the previous techniques. we may 

establish that the solution to the maximization problem has the 

same general form for all dimensions, namelY , 

(:39) 

- , k•1,2,· · · .n. 

The computa t l on of the num:Jers Sk is laborious but straight

forward. 

Let us observe, finally. that the simplicity or the above 

result 1s due to the fact that we assumed all the coefficients 

were non-negative. Actuelly. all that is required 1s that 

a 1 j ~ o. i + J and that 

(40) j•1,2.···,n. 
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In the general case where the a 13 are both pos1 t 1ve and negat1v@, 

the problea wlll be auch .ore dltt1cult. 

_.§8 • . tuad~~lc a~ Linear ~ctlonala. _ __ ____ _ 

It ettber the coat ot control or the coat or deviation la taken 

to be a linear functional, and linear constraints or physical origin ' 

are introduced, the complexity or the problem or minimizing the 

total coat ia greatly increased. Essentially t h!a ia due to the 

tact that unrestricted variations are in general no longer perm1aa1 le. 

The problem now requirea a combination or classical varia t ional 

techniques and Neyman-Pearaon-type techniques blended in an adroit 

manner. 

Our first result 1a 

Tbeore~a 5. Let z be the abaolutelz continuoua aolution on 1],1] or 
T 

~ •- x + f, a.e., x(O ) • 1. Then the min1mum of 
0 

T 

subJect to f dt ~a < T, 0 ~ r ~ M(M.>l) 1a rurn1ahed bJ 
0 

( 1 ) r(t ) - [r-~ t < log ( 1/t-a) 

log ( 1/1-~ ~ t ~ log ( 1/1-~) + a/1-}\ 
l og (1 /1 -A} + a/1-~ < t, 

where )\ is determined b · a transcendental equation given below. 

The mir.imum of ~ (dx/~t ) 2 dt under the same conditions 1s fur nished 
0 

by 

+ {J(t-b ) t ~ b 

r(t ) • 



where~, f, b are determined by transcendental equations, liven 

below. 

Proof: LetS denote the aubaet or Le(O,T) ot all t tor which 

0 < t ~ M, ~ t dt ~a, which ia weakly compact. Since 

a 
(3 ) x(t) • e-t + e-t S e 8 r(a )ds, 

0 

the mappings f ~ 1-a, t ~ dx/dt • -a + t are weakly continuous 

ao that the images are weakly (hence strongly ) closed convex sets . 

and have unique elements of minimal norm. Since each mapping is 

easily seen to he (1-1), in each case there ia a unique minimizing r. 
Let t

0 
minimize J(f) •J(t-a) 2 dt, and tort inS \ 

let r A- ( 1-") r 0 + "r, o ~ ~ < 1, 

T t 

(4) ¢>(" ) & J(f~) • ~ (1-e-t -e-t J e8 Ql-)Jt0 (s)+~(a ) Jda) 2 dt. 

Since ~ ( 0 ) must be the minimum or f on I], !J , we have 

T t 

(5 ) o ~ ~· (O) • 2 f (1-x0 ) (-e-t J e 8 (r(a)-r
0

(a)ds)dt, 
0 0 

t 

where x0 (t) • et + e-t J e8 f
0

(a)da. Since clearly +" ~ O, thia 
0 

c ndition implies J(t
0

) • f(O) ~ f(l) • J(r). Thus t 0 ia the unique 

element or s for which 

(6) 

tor all t in S. Interchange of the order ot integration yielda 
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(?) ! to<•) Le [ e-t (l-.1t0 )d~ de ::!:_ f f(o) · ~S f e-t(t-ot.,)~gde 
T 

so that r
0 

maximizes (f,K0 ):~fK0ds, over 8, where 

T 

(8) K
0

(s) • e8 Jl .-t (1-x0 )dt 
8 

(wh1ch or course depends on r
0

}, and the d~termination of r
0 

appears 

aa a problem of the Neyman-Pearaon typ~. 

Be tore we pursue r 0 further, note that for I( ~ 1 , f ~ -< (a. e) 

implies x ~ C(, with strict inequality for~> 1 (in particular 

x(t} < M}; tor etf
0

(t) • d/dt(etx
0
(t)) ~O(et and thus etx

0
(t ) 1 

t t <«e - -c ~l(e - 1. Also K0 (t} • Cl( on a eet implies, as one sees 

by difterentiation, that x0 (t) • 1- 0( • f 0 (t) (a.e) on t~ is set.* 

W1th these simple facts in mind we can now deduce several facts 

about K
0 

wh1ch will determine t 
0

• Firat E • [:: K
0 

( t ) > 0) 1.8 non

void; otherwise, since clearly f
0
(t) • 0 (a.ei where K0 (t ) < 0 

and f 0 (t ) • 1 - 0 • 1 where Kc-(t ) • 0, we should have x0 (t ) ~ 1 

and not identically 1 (since, if x0 (t ) • 1, then f 0 (t ) • 1 a.e. and 
T T 
J r dt >a ) so that K0 (t) • et{e-e (1-x

0
(s ))ds > 0 for some t 

0 0 

despite the assu.pt1on that K
0 
~ o. 

Secondly, the measure of the non-¥oid set E (which is open since 

K
0 

is continuous ) exceeds a/M. For if this ie not the case those r 

inS which •ximize (f,K
0

) have f(t) • M for t•E; in particular, 

since t
0

(t) • M on E, K
0 

is twice differentiable 1n E and 

K~(t) • K0 (t} - (1-a0 (t ) ), K~(t ) • K~(t ) + x~\t) • K~(t) + M- x0 (t). 



Consequently K
0 

has no maximum on E fl (O,T) (at such a max1Jium t 

K0 (t) • 0 and 0 ~ K~(t) • M- x
0
(t) > 0). Thus K0 ia monotonic 

on components of E, and, as is easily seen, if tE.E then either 

[o, t] is contained in E and K
0 

ia non-in~reasing there, or [t, T] 

is contained in E and K
0 

is non-decreasing there. The latter can

not be the case since K0 (T) • 0; neither can the former, since 

then 0 ~ K~(O) • K0 (0) - (1-a0 (0)) = K0 (0) > 0, and we come to 

the contradictory conclusion that E must be void, so that the 

measure or ft:K 0 (t) > o}, If t:K0 (t) > o} l > a/M. 

Since this 1s the case, th~re 1s a non-void set of~> 0 ror 

which I ft:K
0

(t) ~~} I ~ a/M; let~ be the sup or thesej4. Then 

I ft:K0 (t ) ~,'\) I = I ?[t:K0 (t ) ~JC-)1 ~ a/M and I [t:K0 (t ) >AJI ~ a/M 

since [ t: K
0 

( t) > )\J is the union or an increasing seq:.~ence of 

eets t t: K0 ( t) ~ /'n > A3 each or which has measure < a/M. In view 

or this last fact every r in M maximiElng (f,K0 ) haa value M in 

ft:K 0 (t) >~and by exactly the argument used in the previous 

paragraph we find t his set ts void. 

Thus, setting E • [t:K0 (t ) -~ • sup K0J , lEI > a/M and any 

f 1 ~ maximizing (f,K0 ) vanishes outside E. Since x
0 

is strictly 

decreasing where f 0 vanishes and assumes the value 1 -~ onE, 

the closed s~t E muat be an interval [t 1 ,tiQ, and clearly 

t 1 • log (1-~) -l since x
0
(t) • e-t, t s_ t 1 • Now it is obvious 

that any r which assumea the value M on a subset or E of meaaure 

a/M and zero elsewhere maximizes (f,K0 ), ao that the maximum is 

£•1 Aa/M • ~a; (f
0

,K0 ) • ~a • (1-~) 'A lE I, lEI • a/1-)\ and we see 

that r
0 

has the form indicated. We obtain an equation for ~ from 

K(t2 ) • ~, x(t ) • (1-~)eta-t (fort~ ta) which yields as the 

equation ror A , 

, 



a m 3a m 
t=1-.l ~ -· 

(9) 3/2(1-~) • 1 - (1-A)-l e >-. + 1/2(1-~)-3 e 

T 
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Th@ m1n1m1zat1on or J(r) • J (dx/dt) 2 dt over! can be 
0 

aeh1@V@d 1n the same manner, as we shall aee . Let t
0 

m1n1m1ze 

th1e functional J and set r~· (1-~ ) f0 + ~f, ~(~ ) • J(t~ ) , 

0 ~A~ 1 or 

T t 

(1 0) ·(~) • [ ((1~)f0 (t)+~(t ) ~-t~-t J e8 Qt-~)t0 (s ) +~r(a8da) 2dt 

T t 

( 11) o ~ ~· (o ) - 2 f (r
0
-x

0
) (f (t ) -f0 (t ) ~-t S e1 rr(s )-t

0
(s )l ds)dt 

o o, L ~ 

and t
0 

as the unique element of S f or which 

t 

(12 ) )r (f
0
-x0 ) (e-t ~ e8 f

0
(a )da- r

0
(t) )dt ~ 

T t 
~(f0-x0 ) (e-t ~ esf(a )da-r(t) )dt 

tor all t 1n S. Interchange or the order or integration y1elda 

T ~ 

(13 ) [ e-t(r
0
-x0 )dt- (r0 (a ) -x0 {e )~ da ~ 

so that r
0 

max1m1Z@8 the inner product (t,K
0

) where we set 



T 

(14) K0 (a) • z
0

(s) - t
0

(a) + es J e-t (t
0
-a

0
)dt 

8 

* tor all a. K
0 

need not be continuous in this caee, or aourae, -

but K
0 

+ t
0 

i' and this ma7 be uaed to provide the analogues 

or the previous arguments. 

Suppose first that K
0

(t) ~ 0 a.e. Since f 0 maximizes 

(r,K0 ), t 0 (t) • 0 on all but a subset E ott t: K0 (t) < 0 ~1or 
measure zero. It we decrease t

0 
to zero on E (ao that by (14) we 

increaee K
0

) then for the altered and clearly equivalent t
0 

and 

K
0 

we have f
0
(t) • 0 whenever K

0
(t) < o. Now for the altered K0 

we have ft1K0 (t) < o) open, for otherwiae we have tn ~ t, 

K0 (t) < 0 and K0 (tn) • 0 so that K0 (t) + t 0 (t) • K0 }t) < 0 S K0 (tn) 

+ r 0 (tn), which ~ould contradict the continuity or K0 + t 0 guaran-

teed by ( 14 ) . 

Since t 0 (t) • o on this op&!~ "~ t K0 ie continuou~ and dit-

terentiable on it, and 
T 

K~(t) • x~(t) + et [ e-e(t
0
-a

0
)de -(t

0
(t) - z0 (~)) 

Suppose (t 1 ,t2 ) is a component ot this eet. Then t 2 -T, tor other

wise, since K0 is decreasing on (t 1 ,ta), K
0

(ta-) < 0 and K
0

(ta) • 

K
0 

( ta-) - r 
0 

( ta ) < 0 eo that 1a would be in ft: K
0 

( t) < 0} • Thue 

the set must be an interval (b,~ (the same arsu-ent ehowe T ie i~ 

• From this point on we shall think or t and K ae epeclrlc tunc-
tiona and not ae equivalence claeeee o~ tunctione dltrering 
on sets or measure zero. 

J 



the eet) although K
0

(T) • x0 (T) > 0. Thus we cannot have 

K0 ~ 0 a. e • , or I [ t : K0 ( t) > 0 Jl > 0. 

Now ae 1n the rtrst minimization we can assert that 
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I £t:K0 (t) > o)l > a/M. For tr this 1e not the case then r 0 (t) • M 

a.e. on(t:K
0
(t) > o), so that in increasing t

0 
toM on all this 

set we decrease K
0 

and obtain equivalent r
0

, K
0 

tor which f
0

(t) • M 

whenever K
0 

( t) > 0. !"or th1e new Kr
1

, [t: K
0 

( t) .> 0} 1s open; 

otherwise we would have tn ~ t, K0 (tn) ~ 0, K0 (t) > 0 and thus 

K0 (tn) + t 0 (tn) ~ f 0 (tn) S M < K0 (t) + M • K0 (t) + t 0 (t), contra

dicting the cont1nu1 tj~ o!' K0 + t 
0

• Now K
0 

1s dU'rerent1able on 

this aet and K~(t) • r 0 (t) - x0 (t) + K0 (t) • M - x0 (t) + K0 (t) > o, 

so that K
0 

1s strictly 1ncreas1nc on ita components. Consequently 

1r (t 1 ,t2 ) is a component, then K
0
(t2 -) > 0 and since, by continu

ity, K
0
(ta-) + M • K0 (t) + r 0 (t), K

0
(ta) • K0 (ta-) + M- f 0 (ta) ) 0, 

and we must have t 2 • T, and indeed T in the component. Thus 

tt: K0 (t) > o1 • (b,~. But then r 0 (T) • M and 0 < K0 (T) • x0 (T) 

- M < O, which ie the dee,.red contradiction. 

Aa in the first minimization let~ be the supremum or all 

)J. > 0 tor which l{t: K0 (t) ~)')I ~ a,IM, eo that I [t: K0 (t) ~~}I 

~ a/M and I f t: K0 (t) >A 11 ~ a/M. Ae before we can mod1ty t 0 , 

K
0 

on a set or measure zero ao that t
0

(t) • M whenever K
0

(t) > ~ , 
and by exactly the argument or the preceding paragraph we find that 

for the modified K0 , [t: K0 (t) >A] 1s void. 

Thus we have an f
0 

and K0 for which I (t: K0 (t) •A 11 ~ a/M 

and K0 (t) S ~for all t. For this K0 and t 0 we have f 0 (t) • 0 

tor all tin [t: K0 (t ) <~}outside a subset E of measure zero. Let 

us modify (r
0

, K
0

) on E to form the equivalent pair (f
0

, K
0

) in 

the following ra~h1on: eet E, • {t: t fE, Ko(t) + fo(t) ~ Al• 



E 2 .. [t : t C E , ~< 
0 

( t ) + r 
0 

( t ) > .1.} , and 

r
0
(t) • K

0
(t) + t

0
(t), l'

0
(t) • 0 tor t £' E1 

Then 1' + f ('l • t 
0 

+ !(
0

, Jr
0 

( t) < ?._ tor all t and t 
0 

( t) • 0 whenevl!r 

~0 (t) <)\. Om1tt1ng the bars we can now assert that E • [t: K
0
(t ) <A] 

1s open, tor otherw1ae we have tn -+ t, K
0 

( tn) • ~, K
0 

._)t) < A 
and K0 (tn) + t

0
(tn) ~ ~ > K0 (t) • K

0
(t) + r

0
(t). Moreover, tor 

any boundary point or E we have t
0

(t) 

tn ~ E and thus K0 ( t ) • ~ > K
0 

( tn) , 

t 
Ko(tn) • xo(tn) + e n 

• 0 since WI! have tn ~ t foE, 

T 

< K
0
(t ) • x

0
(t) - t

0
(t) + et [ .~ (t

0
-x

0
)ds 

t 

eo that f 0 (t) ~ 0. 

Now suppose t 1 , t 2 , t 1 < t 2 are 1n the complement orE and 

(t 1 ,ta ) C E. Then since f
0
(t1 ) • 0, K

0 
1a cont1nuoua on tJ 1 ,ti), 

and 1 n ( t 1 , t2 ) • 

K~ {t) • x~(t) + K0 (t) • K0 (t) - x0 (t) 

so K0"(t) • K'(t ) - x'(t ) • K {t) -X (t) - x•(t) • K
0
(t). 

0 0 0 0 0 



1 + ef·~-t, 

D1rrerent1at1ng, 

-2~ 

Thus 

•- 2x
0
(t 1 } eta-2t + x

0
(t 1 )et,-te-t 

•- x (t 1 ) eta-It • 
0 

> /t. ' 

< ~. 

These inequalities show that the components orE • ft: K0 (t) <~1 
are separated by non-degenerate closed intervals contained 1n the 

complement or E. But everywhere 1n the complement (a1nce K0 (t) ~ ~ 

for all t) 



T 

~ = K
0
(t) • x 0 (t) - t

0
(t) + et J' e~(t0-a0 )de t 
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so that t
0 

1e continuous ~nd thue d1tterent1able 1n such an 1nte~ 

val and 

T 

~e-t • (x
0
(t) - r

0
(t)) .-t + J e-e (t

0
-a

0
)de, 

t 

and x~ ( t) - r ~ ( t) • -A or t ~ ( t ) • x~ { t ) + )\ • r 0 ( t) - x0 ( t ) + )\ • 

Thus t~ ( t) • t ~ ( t ) - x~ ( t) • r 0 ( t) - x0 ( t) + J. - x~ ( t) • ~ > o, 
and e1nce then t 0 cannot be non-neaattve and zero at two pointe we 

muet conclude that E has one component. 

We may ~ow rule out the poee1b111ty that E hae a component 

(r,e ) , 0 ~ r < s < T, tor then [t: K0 (t) • ~}contain• [•,~, and 

since r~ • A and t 0 (e) • 0 

r 0 (t) • ~ (t-a) 2 + k(t-e) tor t ~ e. 

Since t
0
• • x• + 1\, x" • t" • ?'I and 

0 0 0 

hence 

But e1nce K0 (t) < K0 (e) -~ 1mmed1atel7 to the lett ot • ~ have 



0 ~ K~(t) • K0 (t) - x0 (t) for t < a and arbitrarily cloae to a, 

ao that;\ • K0 (a) ~x0 (a), aince K
0 

is continuous on Q-,(1. 

Thus since s < T, ") 0, 

and we arrive at the desired contradiction. 

Finally, then we know that K0 • ~on an 1ntervalD?,~, r
0 

and x0 are second-degree polynomials there aatiatying f
0

(b) • o, 
x0 (0) • 1, t6 • X6 + ~; the polynomials 

f 0 (t) • ~ (t~)• + k(t-b) 

x0 (t) • ~ (t-b) 2 + (k-~)t - ~ b2 + t 

evidently aatiaty these conditions. One may now determine the 

unknowns~' b and k from the conditione: X6(0) • r 0 (0) - 1, 
b j t

0
dt • a, and /\• K0 (b), ~'lhich yield the equations 

-A b + k -7-. • + b2 
- kb - t , 



~9. The Functional Mu I 1-u I . 
In both ot the preceding problema we have found 

min \r(x): G(x) ~a) tor two tunction1 P, G on a 1et XJ auch a 

problem hU a natural dual, that or finding 11in [ahl): P(x) ~ b). 

A 1imple and quite uaetul relation between the two ia turniahed 

by the trivial 

Lemma. If x0 is the unique x0 turniahing min [r(x): G(x) ~a) • b 

then x
0 

is the unique x turnishing min fo(x): F(x) ~ b} ~a. 
Proof: Clearly G(x) ~ G(x0 ) Sa implies F(x) > F(x0 ) • b, 10 that 

P(x) S F(x0 ) • b iaplies G(x) > G(x0 ). 

'!'be uaef\alne•• ot the le- 18 apparent ln tbe tollowtna prob

\ lem. As ·before, let x be the abaolutely continuoua solution ot 

\x• •- x + r, x(O) • 1, and consider miniaizing 

(1) max It- x(t)l 
t 

T 

for those f E: La (O,T) for Which J f 2 dt S b < T. It il not at all 
0 

apparent that there is a unique minimiz1nc r in thia caae until, 

utilizing the lemma, we consider the dual problea. To ~nim1ze I redt over the eet F or ell re.x. tor llhlch T ll~(t) I i •• 

(or 1 -a ~ x(t) ~ 1 + a tor all t) we are apln Mekina an ele.ent 

r of m1n1mal norm in a strongly cloaed convex subaet or La, and 

this element is unique. Aa we shall aee, for 0 ~ b S T there 1a a 

un1qu~ a, 0 Sa S 1 - e-T, for which the minimizing r haa ~ r2 dt • b 
0 

80 that r minimizes (1). 



Thue, w eball proceed to eo lYe the sec one! problem. 

tbe obv 1oue property that 

(2) (r ,t) ~ (t ,g) tor &E F 

ae one can eee trom the tact that 
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t has 

baa 1te •1nt~ at L Moreover (2) oharacter1sea t, tor 1t 

iao alao •tlattea {If then 

o ~ (r~. t~) • [(t ,r) - (r ,h1] + [(h,h) - (r ,ht) ~ o and h • r. 

BJ -an• or (2) .. may detel'lll1ne t on the open set where 

1 -a < x(t) < 1 + a, or 

t 

<'> (1-a)et - 1 < I es r<s>ds < <1•a>et - 1. 
0 

Indeed tor each component 1 or the set we have a conetant c ror 

wb1ch t(t) • cet 1n I • For let 1
0 

be any cloeed subinterval 

ot I; then there 1e an ~ > 0 tor which, on 1
0

, 

t 

(4) (1-a)et- 1 + ~< ~ e8 r(e)ds < (1+a)et- 1- ~-

Now 1t tor eome s van1eh1na outelde I 0 .. have (r,a) + o, (e8 ,&) • o, 
then t + 6& w111 be 1n F tor lei small since (3) clearly hol1e 

(tor t + 01) tor t oute1de 10 , and holds tort 1n 10 by (4). But 

than w .. , choose the elan oro eo that (t,t+&a)•(t,t)+e(r,a) < (t,t), 

a contradiction. Thus (e8 ,&) • 0 tapl1ea (t,g) • 0 and t(t) • oet 

1n 1
0

• Since 1
0 

1e an arbitrary cloeed eub1nterval ot the c:pen 

1nter.al I, our aesert1on is proved. 



':if 
We must now resort to another variation--that ot T. Let ua 

denote by FT the aet we have called F a~ by rT the ele .. nt ot 

minimal nol"'ll 1n this aet. We note that we 111&7 extend rT to all 

of (0, oo),by s~ttin& fT(t ) • 1- a fort> T, and, for the 

extended fT, fT&FT' for all T' > 0, aince, trivially tor t ~ T, 

(et~)' • (1-a)et, et~(t)- eT~(T) - (1-a)(et-eT) and 

~(t) • 1 -a + eT-t ~T(T) - (1-a)J ~ 1 -a 

~ 1 -a+ X,.(T)- (1-a) •zT(T) ~ 1 +a. 

Prom the minimal property ot fT, it T ( T' then 

T T T' T' T 
J rarst ~ J r;,dt ~ 1 r;,dt ~ 1 rarst • J ,.a~t + (1-a)• (T'-T). 
0 0 0 

It ia evident trom thia relation that it Tn ___,. T then [rTn )ta a 

sequence or elements ot PT Whoae nor.e tend to the minimal no~. 

But, a8 is well known,* thia implies that \ tTn} converpa atronsly 

tofT in La(O, T) . 

'ow if a ~ 1 then r • 0 la 1n FT, ao that we need only con

sider a < t. In th1a oase r • o is in FT tor T ~ T0 • loa 1/1-a, 

clearly, and th18 18 not the cue !br T > T
0

• For T > T
0 

we have 

Xr(1) • 1-a, tor it thia ia not the caae and t
0 

ia the leaat t for 
T 

which / f1.dt-o, then evidently aett1n& rT-o on ( t
0

- E, t 0 ) tor 

1 -~> ~- 8Ml1 ~lda an •1-nt or •, or -11•• no ... 

* The usual ar~nt rune: I r r n e P, a convex ae t and 

II r n II ~ II r 0 II • un II r I I , then II r n -to 11• + II r n +t 0 11• • 
teF 

2 1 I r n 11• + 2 I r 0 11• 8o that 
rn•to 

11rn-t0 ll 2 
• 2llf0 ll• + 2llf0 112

- 'II 2 11 2 ~ 2lltn11• + 2llt0 ll• 

-4 llt0 ll
2 

) o. 
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Aa a consequence ot these facta we can aaaert that ~ ia 

non-increaainc tor all T > o. Obvioualy ~hie ia the caae tor 

T ~ T
0

, and 1r th1a ia not true ror aome ~then .. have t,t•, 

0 ~ t < t' ~ T tor which~( ~ ) < ~(t•); conaequently th1a muat 

bold tor two pointe t,t• 1n the open aet where 1 -a < ~(t) < 1 + a, 

indeed for two pointe in the aame component I ot th1a aet. But 

on I, t(t) • cet, ~ •- xT + cet ao that c > 0; consequently 

~ ean have no maximum on I since at a maximum we would have 

0 • x.f, • - Xwr + ce t 

t . t • - xf + ce • ce > o. 

Inaamuch aa a,.(T) • 1 - a, a,. IIIUat then aaaume the value 1 + a 

at the endpoint or 1. Thua tor those T tor which ~ ia not non

increaainc max lt.r • 1 + a, while on the compleme,ntaey aet max z.x, • 1. 

NOtt aa Tn -+ T we nn~at clearly have z,. --+ Jt.r un1tormly on 
n 

any t1n1te interval (O,K) tor 
t 

Ia,. (t ) - &r(t ) l • e-t I J e 8 (tT - rT )da l 
n o n 

2t 1/2 st 1/2 
~. e-t ( e 2-1) (o (tTn- fT)•da) 

2K 1/2 JT• n 1/2 < ( e -1 ) ( (t - r )•de ) 
- 2 0 Tn T 

Where T~ ia the larger or T and Tn· Theretore, the aet or T > o 
where Xr ia non-increasing and 1ta complement are cloaed aubaeta 

or (0, oo ). Since the former 1a non-¥oid the latter ia void, and 

.,. 1a non-increasing tor all T > o. 



The term ot tT forT> T0 1a nov clear: rT(t) • cet, 

o ~ t S ~ ; r T ( t) • 1 - 0(; ~ < t ~ T. Let us ae t ~ • 1 - a. 'lbe 

relat1onah1p between ~ and c 1s round trom the solut ion or 

z' •- z + cet, z(O) • 1, that 1a 

(5) z(t) • (1- ~ )e-t +; et, 

'b7 virtue or the taot that z(~) • o<:. or 

T 

I t ve denote by ~ ( c ) the value or f rac1 t where 
0 

the n 

{7 ) 

[

e t, 0 S t < ~ (c ) 
r(t ) • 

oC. , ~(c) < t ~ T 

, 

To t1nd rT we muat nov •1n1a1ze t(e) oYer all c, where f arid c 

are connected by (6 ) , and e must aat1sty the additional constraints 

that z be decreasing and 0 ~ ~ (c ) ~ T. 

Clearl7 t:aktna o < o ta 1ntertor to tMtna o • o, and o > t 
yields an increaalnc z so that we need onl7 cona1der o ~ c ~ t. 

Differentiating (6) we obtain 

0 • ~ ( e ( - e -~ ) + ( ~ e ~ - ( 1 - ; )e- ~ ) * 
• ~ (e'- e-f) + (ce~ ~ g; 



while differentiation of (7) y1@1da 

P-,80 
~ 

• (ef, - ·-')(ce( - j. ce( - ~ 0() 

• j. (e~ - e-~)(cef. - o(). 

Moreover, it we note that our non-1ncreaa1ng solution ~ 1a, from 

(5), a convez comt1nation or two tunct1ona, 1t ia evident from (6 ) 

tala'~ lnoN-• w_l~ _o. 11nee •• (o) < 0 tor_ oeC < 0(, •• (e) > 0 

tor cer. ) 0(, 1t tollowa tbat the Yalue c• proy1ded b7 c•e (• • 0( 

w1 11 provide our minimum 1f i;* ~ T; otherwise (since ~ 1ncr@aees 

with c ) ••(e) < J for all~< T and we muat takei; • T. Now from 

(6 ) ( 
C*· _,. 1 

, 1 - ~ Ye • ~ 0( so 

( o• lo• 
1-1')~·~. 

c • 2 - 2c ~ + 01...2 • 0 

and c * • 1 Thus ~ • • log C?( and we have 
1-/1-t;' 

tor T
0 

• log ,; ~ T ~ log 
1 

0( 
~ - { 1 -~· 

, and 

o( , 

tor all larger T. 

0 ~ t ~ log ---:;::~=:::::::;:=-
1 - ( 1 - 0(1 

t ~ log ~ 
1-vt-OC' 



with 

' . ' 
'· 

' • 

' 
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Consider now the original problem, that of finding an t 
T 
r t2dt ~ b for which max It - x(t ) I ia a maximum. From 
~ ~t§ 

the solution r to the dual problem Just obtained we ••e that 

~ t2dt ie a continuous tunction or a, and tor o ~ a ~ 1 - e-T 
0 
it ia easily seen to be strictly decreaeinc with valuee T and 0 

-T for a • 0 and a • 1 - e • Thul tor each b in the ranee 0 ~ b S T 

we have an a, 0 ~ a ~ 1 - e-T tor which the correaponding r 

provides m1n max I t - x( t) 1. 
t • 
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