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Tids ', & short note o 4pproximate representation for computing
purposes of cortinuous real-valued functions of several real
variables by finite cums of functions separable in the individual
variable:, r )

PCLYMOMIAL=LIKE AlI'RONIMATION J

Cliver Gross I

Frequently, in machine computations, one may substitute for a '
furction of relutively complicated analytic structure a function of
cimple:r form without appreciable error. Moreover, if the function is
siven tabularly, a considerable reduction of tabular input data (load
on the memory) may be achieved, In what follows, we deal with :eal-
valued functions of continuous real variables x, y, ... o Computationally,
it is usually better to tori with variables assuming finitely many discrete
values, In the formulas wilch follow, however, the discre‘e aralosues are ’

apparent, integration to be replaced by surmation, ete, 'ie have in mind

multivariate approximations by polynomial-like forms, in particular, by

functions M of the form

4]
(1, ¥ 5) - Z%(X)%m ,

in tle tivariate case, Some of the follo:in: results are rene-alizable to
functins of more than two variatles,

Of special interest is the so-called slide rule form, f(x) + g{y).

e shell give formulas for approximating to a civen reul-vilue? cortinuous
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function, defined over the unit square 0 < ; < 1, to mininize, respectively,

each of the following measures of goodness of fit:

1l 1 0
(@) / /[t 9) = 200) - el ] *trty,  anc

o 0

(b) max |z(x, y) = £(x) = gy)| .

g

A simple variational techrique ylielis for (a):

1

f(x) = /‘z(xn y)dy + c, »and
(o]
1

&(y) = felx, y)dx ¢ c; , wiere
o)

¢, and ¢, are any real numbers such that

i1
SN cri=R=tV/ Iy z{X, y)dxdy .
o ©

Recursion forrmlas for (b) are based heuristiecall, on thre fact
that given two numbers a und b, one can apprcximate to L'»m - a 5% -le
g ’ d
number c¢; taking ¢ to be the qrithmetic mezn of a a2nd b minimicea t e

maximum absolute error. The rec:rsion formilas for (b) arc 2e oliows:
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£ (%) =5 {m;x =(x ¥) + g, ()] ¢ mtn [a(sy y) - En(.v);} .

2,(y) -% {m:x :Z(X. y) - fn(X)] + min [z(x, ) = £ (x)] } ’

and fo arbitrary but continuous, n = 0, 1, ... DILITB."!’.'I‘O43'!‘?’./’.1!31

have shown quite generally th:t the above process converges to a pair

of continuous fupctions (f, g) which has the require! property. Incluied
in their l!iscussion is a precise method, discovered iniependently by the
writer, for estimating the value of thr minimum, In this connection, the
reazler is referredi to their paper.

'“e now return to the rore general form (1). Let n~ U te a pre-
seritel integer, ‘e assume thit z (continuous over the unit square) is
.ot o the form (1) for this particular n,. e shall give two sets of
formulas for approximating to z by cortinuous furction: of the fom (1),

.tich satisfy respectively:

(¢) The error vanishes on some rectangulur grid of lines x = X5

Xy eoe 3 Xy ¥ = Y19 Tp9 000 » ¥y (xi # xj and Iy {Y: ir149)

1l 1] . n >
@ [/ E:(x, e 2 §,(x)¢ )] axdy 13 nintnizet.
o] 0 -/
j-

For (c¢), functions 04, ¢J can be computei successively as follows,
~ & - 5 i O g '
Chosee 2 point (x, yy) such that z(xq, ¥,) # 0 and two constants ¢

: 1
auc’, that eje. = and set
1 E zz.\:l, yls
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0 (x) = ez(x, y;)  and

W) = e 'zlx, ¥ .

we compute 92 and ¢, in precisely the same manner, except tht z is now

replaced by a new function z, given by

zz(x, Y)\" z(x, y) - Ql(x)‘h(}') .

Thus, ‘= choose a point (xz, y2) such that zz(xz, yz) # C, and tvo constants

Cos 02' such that czcz' ~ ;EK;%;-;;T and set
0,(x) = c,2,(x, y,) and
bo(y) = cz'zz(xp_. y)

We continue in this manner, with
21 (%0 ¥) = 2, (%, ¥) = b, ()4, (¥)

until we huve the required number of functions, A simple indvective aruiment
shows thit coniition (c) is satisfied,

That the solution of problem (1), i.e, findinz a least squares
fit to ~ of the form (1), bears a direct relationsihip to the tieory of

integral operators in Hilbert space was pointed out by George “rown at

-1‘-
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RAMD a few years ajo, His observations are escentially these:
Let )‘l’ )‘2’ soe )‘n be the lar;est n eigenvalucs of the
syrmetric lLerrel
1
K(x%, ¥) '/z(xo t)z(y, t)dt
o

and §,, Q):, el ¢n be corresponiing eigenfusctions (rormalized so that

/"Q;':(x)dx = 1) and sat
[o) (V]

1
4"(5') '/onz(xp Y)oj(’)dx y J=1,2, ¢e0op 0y

then the §'s and ¢'s defined in this way form a solution to (d), the ¢'s
tein; mutually orthogonal and the ¢'s ! ing mutually orthogonal., The
com;utations can te carricd on fequentially, Let )‘1 e the lar_ est el en=
value of K, O.l a_ corresponding normalized eigenfunction and H defined as
above, liaving found @1 and ¢y we form the symmetric Kernel, ¥, 2ssociated
with the residual function z(x, y) - (bl(x)¢1(y). Then, the largest el en-
velue of Xy is the next l:xrgest eigenvalue of X and we take QZ to te the
corresponding romalized eigenfunction with Ya definel as atove, Wwe con-
tinue in tl!ds manner until we have the required number of functions..
Incidentally, for n = 1, a variational technique ylelis the necessiry

conditions for an extremum:
A
J elxy y)¢(y)dy
)
@(X) = T

b2
S (y)dy
(o]
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1l
f z(x, J’)Q(x)dx

Wy) = z 1
,°/¢“(x)¢c

Trese can he used to generate an iterative computation for 9 and .
lowvever, questions of convergence, proper initianting functions to achieve

tve largest eigenvalue, etc, seem Lo be difficult, Cne fin:l remurk =

11, n 3
the minimum value of //Lz(x, y) - ;@x(x)gj(y)]‘dxdy is precicely
00 — Y
J

the sum of *tlie remaining eizenvalues »f K, i.e, the sum of the elgenvalues

mirus the sum o f the largest n eigenvalues, tle former sum Leing equal to

‘/yszxdy.

“e Po JILIEEHTOHE, Go TTRAUC, M On tre approxim-tiorn of a fivetion
of several variutles by the sum of functions of fewer viris les," . acific J,



