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SUMMAKY 

Ti.is  ' 3 :-  iJort no*,c o», Hpproxijnits representation for computing 
purposes of continuous reji-valued functions of several real 
variables by finite cuma of functions separable In the Individual 
variables. r   ) 

Y 
PCLWCMIAL-LIKE A! TP.OrjMATION 

Cliver Gross 

Frequently',  In machine conputatlons,  one may substitute for a 

function of relatively compllc.ited analytic sti^icture a function of 

.impler form v/lthout appreciable error.    Moreover, if the function is 

^Iven tabularly, a considerable reduction of tabular input data (load 

on the memory) may bo achieved.    In whnt follows, we deal with xeal- 

valued functions of continuous real variables x, y, ...  .    Conputationally, 

it is usually better to work with variables assuming finitely many discrete 

valurs.    In the  formulas which follow, however, the discrete analot3ues are 

apparent, integration to be replaced by sunmation, etc.    '«'e have In mind 

multlvuriate approximations by polynomial-like foms, In particular, by 

functions M of the   form 

n 
(1) K(x, y) -T"^(x)*j(^ . 

in the livarl^te case.    Some of the follovin^ results are ^ene~alizable to 

functioi s of more than two variables. 

Of special interest Is the so-called slide rule form,  f(x)  ♦ £(y). 

'..e  sl-.ail t^ive formulae  for approximating to a ^iven real-valuei ccrtinuous 
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function, defined over the unit square 0 < * < 1, to mininize, respectively-, 

each of the following measures of goodness of fit: 

1   1 
(a)  //R(x, y) - f(x) - g(y)1 2dxdy,    and 

O     0 

(b)   max \z{xt y) - f(x) - g(y) |    . 

A simple variational techr.ique yiells for (a): 

f(x) -  f z(x, y)dy * co      , and 

;(y) ■ / «(*» y)^ ♦ c1      , where 

c    and c,   are any real numbers such o 1 * that 

co 4C1 -y   ^   z(x, y)dxdy , 
o    o 

Recursion fornulaa for (b) are basei heuristic =0.1^  on the  r^ct 

th-il  given two number'- -i -.inii b, one can app*r5:cL'nat':1 to V-.m hv- a  si   tie 

number  c;   taking c to be tne   vrithmetio mean of a  s.nH b mininüzes ^  e 

maximum abcoluto error.    The rec irsion forrrr:lar.  for  (b) arc ?.c   folJo'.vg: 
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fn*lW  " J   ("^ [2(x» y) •   8n(y^] * min [z(x' y^ ' £n(y)J j   * 

g^y) - |   (max [z(x, y) - fn(x)] ♦ mln [^(x, y) - f^x)] j , 

and f    arbitrary but continuous, n • 0. 1,   ...  .    DILIPfRTO ♦STPJMJS O www 

have shown quit« generally th'.t the above process converges to a pair 

of continuous functions (f, g) which has the require! property.    Inclule'i 

in their iiscusslon is a precise method, discovered independently by the 

.•.ritcr,  for estimating the value of th^ nininmn.    In this connection, the 

realer is referred to their paper. 

We now return to the r.ore general form (1),    Let n v Q be a pre- 

scribol integer,    V.'e  assume that z  (continuous over the unit squire)  is 

:.ot. o-' the  form  (1)   for this particular n.    V.'e shall give two sets of 

formulas for approximating to z by continuous function,  of the  rom (1), 

•..Mch satisfy respectively: 

(c)    The error vanishes on some rectangulnr grid of lines x ■ x., 

V y • y-^ jl% ...  , yn (xi ^ x^ and yi / y, if i / J) 

1    1 

x„,  ...  , 

(d)   //   n(x,y)'-y-<t)((xH,(y)fdxdy is ninimizei. 
o    o    *~ 4-r    J J       J 

J-l 

For (c),  functions ()4> 4,    can be computed successively an follows, 

Choose h point  (x., y, ) such that z(x. , y.) ^0 and t*o constants c,, c, 

1 \ 
sic . that c.c.     ■    1 t  and set 1 -      zT^TyjT 
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^(x) - c^x, y^      and 

"„e compute (L and 4,p in precisely the aainc nanner, except th^t z is r>ow 

replaced by a new function z- given by 

22(x, y) - z(x, y) - f1(x)^1(y)    . 

Thus, ' •? choose a point (x^, y2) such that Zo^p' ^2^ ^ ^* an^ t'v0 con,,tant'3 

1 
c«. c^   such that c-sC^   » rrs   ", T   an<:i s^ 2     2 2 2       a0vxo» y^) 

^2(x) - c2z2(x, y2)   and 

^(y) - c2 z2(x0, y)    . 

We continue in this manner, with 

zk*l(x» y) ' h^' yJ " ^k^'hc^^ 

until we have the require! number of functions,    A simple inductive ar^ment 

shows thit condition (c)  is satisfied. 

That the solution of problem (d), i,e, finding a least squares 

fit to " of the form (1), bears i direct relationship to the theory of 

integral operators in Hilbert space was pointe- out by George Prown at 
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RAMD a few years ijo.    His observations are escentially these: 

Let \., \^t ••• t X,    be the largest  n eigenvalues of the 

synmetric kernel 

1 
K(x, y) -/2(x, t)z(y, t)dt 

and l|>,, f.,,  .,.  , (^   be corresponiing eigenfunctions (normalized so that 

/"(|).*"(x)dx « 1)  and set 
o    J 

1 
«IjCy) V z(x, y)^(^<ix   ,   j - i, 2, • • •  » n. 

then the ^*t and ^»s defined in this way fom a eolution to fd), the ^'a 

teirv; mutually orthogonal and the ^»s I "ing mutually orthogonal.    The 

commutations can be carried on sequentially.    Let \,  be the larjest eigen- 

value of K, (pj  a. corresponding norraalized eigenfunction vd iU defined as 

above.    Having found ({>,  and ^,  wo form the synanetric Kernel, K,  ^asociate^ 

with the residual function z(x, y) - (t'1(x)^1(y).    Then, the largest eigen- 

value of K,  is the next largest eigenvalue of K and we take ^ to le the 

corresponding nomalized eigenfunction with (f„ defined as above,    V,'e con- 

tinue in tlds mariner until we hnve the required nunher of functionc. 

Incidentally,  for n ■ 1, a varlational tecljiique yielJs the necessary 

conditions  for an extremun; 

1 
/z(x, y)i(y)dy 

^(y)dy 
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1 
/z(x, y)^x)dx 

^(y)    .  £ j—  

/(tr(x)dx 

T^'ese can ^e ujed to generate ar iterative computation for ^ arid «j,. 

However, questions of convergence, proper Initiating functions to achieve 

the largest eigenvalue, etc. seen to be difficult.    Cne final reraark — 
11 n 

the minimum value of J J']]'^* y) - ^   ^ ■(x),t <(y) \te&x is precisely 

the sura of the remaining eigenvalues of K, i.e. the sun of t'nt   eigenvaluei- 

minus the sun of the largest n eigenvalues, the forner run being equal to 

f/z dxdy. 

"T— 
". P. DILIEEHTO^E. 3,  :TRAU£,   "On tre ipproxitt-t ion of a faction 

of severfll   variables ty the sun of function;; of Teer viriallee, ••    Pacific  J. 
of Math. 1, p. 195-^10, 1951. 


