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Non-negative Square Matrices”

Gerard Lebreu and 1. N. Herstein

Square ustrices, all of w!ose elements are non-negative, have rlayed
an important ruvle in the probabilistic theory of finite Markov chains
(See [L] and the references there given) and, more recently, in the study
of linear modeis in econoaics [2), (3], [B8), (9), {12] to (17] and [20J.

The properties of such matricee were first investigated by Perron
(18], [19]), and then very thoroughly by Frobenius [S], [6], [ 7). lately

Wielandt [22] has given notably more simple proofs for the results of

e /#./ . “fe l

‘ ”,

Frobenius,
= é bac&ion i ma At.ud)\'/non-oogative indecomposable ntrlcelﬂw
1ifferent’ point of view {Ahat /0f the Brower fixed point theorea?; a
concise proof of their basic properties is thus obtainec., srtectteon £ -
*Erupertioa of & general non-neyative square matrix A are uerived from those
;vf non-nie jative indscomposavle matrices. .ln Jeotden 3 theorems about the
ma.rix sl-A are proved; they cover ur & unified manner & number of results
recurringly used in economics, JIn-Jeetien t 2 systematic study of the

convergence of Azw'mn p tends to infinity (A is a general complex matrix)

is linked to combindatorial properties of non-negative square matrices, \

nless otherwise svecified, all matrices considered will have real

elements, ¥s define for A =~ (.U)’ B = (bij)'

1y = bij for all i,

A T B i a - B and A # B

A 8§ B if a

A <« 3 if a P hj for all 1}
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Frimed letters uenote transposes.
fMen A is an n s+ n matrix, "I‘ =TA T-l denotes the transfornm of A

by tie nonsingular n «n matrix T.

1, Non-negative incecomposable matrices

An n . n matrix A (n 2 2) is said to be indecomposable if fur no

2/ A A
pernutation matrix" TT, does Aqr = TTAT -1 [ 11 l2>
) b2z
where All’ A,, sre squars,
Theorem I.  lat A 2 0 be indecomposable,  Then

l. A has & characteristic root r >0 such that

2. }_cz r can be associatec an eigcnwector xo > 0

3. A o is any characteristic root of A, ‘o(' SiE

L. r increases when any element of A increases

5. r is a simple root,

Proof. 1. a) If x>0, then A x 20, For if A x = O A would nave a

colun of zercs, and so would not be indecomposable.

1. b) A has a characteristic root r > 0.

\

{ -—
Let 5 = J/x ¢ Rn xg(\,‘,,'_xi-ly be the fundamental
“

simplex in the ktuclidean n—space, Rn. If x €S, we define T (x = : )
£ (x)

where (['(x) >0 i3 so determined that T (x) €S (By le.a) such a (p

exists for every x € S). Clearly T(x) is & continuous trensforuation of 5
into itself, su, by the Hrouwer fixed-polnt thecrem (see tar e¢xample (11)),

there 18 an x, € S5 with X, = T (xo} - — A x - Lt r -/d(xo)‘.

P(x )

(o)
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2. x_ >0, Suppose that after applying & proper 7,5 e (%), § > 0,
3
5

~ ‘ll ‘12 ; \‘ .
Purtition Ay accordingly. Ay x,*r 'xvc yields ). ( ),
0

hy Ay

thus A,.5 =0, so A, =0, violating the indecompusability of A.

21° 21
*
It M = (lij) is a matrix, we henceforth denote by N the matrix

»
M - (IIUI)-

3-k. If OZJBIA,and if B is a characteristic root of B, then
wlfr Moreover | & |= r implies B = A.
A' i3 indecowposable and therefore has a chareeoteristic root r, > 0

with an eigen—+wector x, > 01 A" xl =r ox. Moreover Fy =B y. Taking

absulute values and using the triangls inequality, we obtain
‘ . » ®
(1) i Rly =By T ay. 30
* <« #
(11) ‘/511'1 Yy - x'l A y - rl x'l y .
© » «
Since x, >0, x'1 y >0, thus I/5' - Ty

r

Putting B = A one obtains /X /2 In particular r Ir and sirce,

10

sigilarly, r. S r, r

1 - is equal to r.

1
Going vack to the comparison of B and A and assuming that [ A | = r e
gets from (i) and (14)
» * »
ry - B y -A Y .

»
From r 7. =AYy, arplication of 2 gives y’ > 0,

Thus B y' = A y’ together with B . A yields B = A,
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5. a) If B is & principal submatrix of A and 4 & cnaracteristic

root of B,/ 4| «r.

- B O
/é’ is also a charagteristic rco* of the n - n matrix B -/ ). Since
'\O 0

A is indecomposable, B S Ay fcr & proper 7 ad | 41 «r (by 3 - L).

S. b) r is a simple root of @ (v) = det (t I -A4) = 0.

@ '(r) is the sum of the principal (n - 1) + (n = 1) minors of det (r I - 4),
lat A, be one of the principal (n - 1) + (n - 1) suhaatrices of A. By S. a)

det (t I - ‘1) cannot vanish for t 2 r, whence det (r I -Ai,‘ > 0 and

' (r) >0l/

With a proof practically identical to that of } - L, one chtains the

more gerieral result:

If B is a complex matrix such that B <A, A indecomposable, and Uj

is & characteristic root of B, then wl: r. Moreover :,gl = r implies 8" . Ao

More precisely if ,g *r ol\r , B = olfb a7t where D is a diagonsl

*
matrix such that D = I, ‘A proof of this last fact is given in({22] p. &b

lines L - 11).
From this can be derived

Thearem I]. l.._c;ﬁ A :O be indecomposable. If tne characteristic equation

det (¢t I -A) = C bas altogetner k roots of atsulute value r, the set of n

roots (with their arders of multiplicity) is invariant under a rotation about

the origin Umog;ﬁm angle of 2 TT , but nut under retations through smaller
- k

angles. Moreover there is a permutation matrix 7T such that
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O A O - 0
0 0 Ly, 0

(1) TAT e s . . . with square sub-
0 0 n : A .

k-1, kl
A

bkl ¢ Y * ¢ J

L

matrices on the diagonal.

Again the roader is roferred to the excellent proof of Wielandt

L
(22, p. 6LO - 6&7]—/.

If k = 1, the indecompasable matrix A :O is said tu be primitive,

2, MNon-Negative Squaye Matrices

It A is ann * n matrix, there clearly exists a rermmutatioo matrix i

sych tuet

AT - A, where the Ah are square subma-

trices on the diagonal and every Ah {8 elther indecomposable or a 1 - 1 matrix,
The nroperties of A will therefore be easily derived from those of the Ah.

H
For example det (L I -4) = XT; det (t I - Ah) and Theorez I gives

»*
Theorem I. If A :O is a square matrix, then

>
l. A has a cnaracteristic root r « O sich that

>
2es to r can be associatec an eim-wocbor X, - 0

3. if & .s any characteristic root of A,l"(' =r

L. r does .ot vecrease wi.ei a1 element of A {ncreases.
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let r,_ be the maximal non-negative cuaracteristic root of A, we

take r = Max r
h

p} 1 =3 - b are then imnediste. To prove 2 we consider

a sequence A, of n o n ntri.cos converging to A such that for all

A_ >0, letr_ be the naximal positive characteristic root of A,

x_ >0 iss associated eigen-wvector so chosen that x €S, the funuamental

simplex of 4 Clearly r_tends tor. let us then select X, € 5 a

limit point of the set (x_ ); thus there is a subsequence Xgconverging

x therefore A x_ =r x .,

-
IR0 < ! o] 0

to x°.>.O and for every LI,AUx‘_,

S of Theorem I no longer lLolds, but 5. a) vecomes:

If B is & principal suvastrix of A and /@ & charecteristic root of B,

LBl Ir.

The proof, almost identical, now rests on 4 of Thearem I

#5/

3. Propertisns of s 1 ~A faor s >r.

In this section A 2O isann - n matrix, r is its maximal non-—negative

characteristiec root,

<

Lam.x If for an x >0, A x J s x (resp. 2), then r S s (resp. 2).

If for an x:O,Ax<sx (resp. >), then r <8 (re!E. >

The proofs of the four statements being nractically identical, we present

only tnat of the firat aone., Llet X Zo be & characteristic vector of A'

»
associated with r (2 of Theorem I ;: A X, *r X« Ax T sx with x >0,

thereflare x'° Axss x'o x f.e., r x'O xss x'o x and, since x'og X >0,
=
We now derive two theoreas (III' and []1Il) from the study of tne equation
(2) (s I -A)x =y

Theoren 111' (s I - A)-l ) if and only if + >r.
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3ufliciency. Jince & >r (2) nzs a unigue solutton x = (s 1 - A)'ly

for every y; we show that y 2 O implies x =1
Lf x haa negative components (2) coula be given the form [y proper

(identical) permutations of the rows and columns and partition)

e

. | l

. -
>

L] 4
>, >
w.ere Xy > O, x, 2V, yYsO, Therefore =(s ] = Al) ‘12 X, . 0

2

ie0., —(9 I —Al) Xy 20 L3e.), Al X, 3 3 x;. Proa the hnl’ the maximal

non-nega4ive clnardecteristic root of ‘1 o, : s, a contradiction to the fact

that r > Ty (See and of Section 2) and s > r,

-1
heco.litz. Since (s I - A) : O toa y >0 corresponds an x 2 0.
Therelare from s x - A x =y follows A X <8 X and,byt.holm., r < 8.
If A s indecomposable these results can be sharpened to the

Lemia; Let A be indecamposable

If for an xfO,Axfux(reg.Z}, then r s (resp. 2),

I for an xi’O,Axf.x(r_oJ.:), then r < s (resp. >).
The proofs, practically identical to those of the L-rm., use a positive
characteristic vector of A' associated with ro One of these statements indeed
nas already been proved in 3 - L of Thn‘orol 1.

-1
Theoren [1l. Let A be indecomposable. (s I -4A) >0 ifand only if s >r.

Sufficiency, We snow that y 2 O implies x > O, It is already known

»
(from the proof of sufficiency of Theorem III ) that x 2 0, If x had sero

compunents, (2) could be given the form

- ; r
‘jsI—Al -A12 , | xl
. 4
| - Ay 21 -4, | X,
L | L
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, >
where X, - 01 x, > O, ¥y 2 U, Therefore -L12 X, > O, and, since 12 >0,

A12 = 0 violating the indecomposability of A,

S L

-1
The Necessity has already besn proved since (s 1 -A) > O implies (s I -4) 20,

Theorem 1V. The principal minors of s I - A of orders 1, ..., n are all

positive if and only if s >r.

Sufriciency. det (t I - A) cannot vanish for t >r, thus det (s I - A) > C

for 8 >r, OSimilarly, the maxim8l ron-negative characteri.tic root of a

principal submstrix of A is not larger tuan r (See end of Section 2), 1t is

therefore smaller than s, and the corresponaing minor of s I - A is positive,
Necessity. The derivative of order m (< n) of det (t I - A) with respect

tot, for t = s, is a sum of principal minors of vrger (n = m) * (n - m) of

s ] - A and thus is positive, As its derivatives of all orders (O, 1, ,...,n-1, n)

are positive for t = s, the polynomial det (t [ - A) can vanish for no

1/

> -
«3 {.8¢,3>r,

t
Since a square matrix witn nonpositive (resp. negative) off-diagonal
elements can always be given the form s 1 = A wnere A 20 (resp. > 0),
results such as those of Chipman {2), (3], Goodwin (8], Hawkins and bimon (7],
6
Metrler {12) to (1), Morishima [16] , Mosax [17], Solow [20] a:re all con-

tained in the atove,
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L. Convergence of i.p

Tr.oorqg__‘l_. 1_4»_& Abean . n complex matrix, The sequance A, A , ..., Ap, coe

2 its powers « srveryes if and only if

lo any characteristic root ok of A satisfies either ;x| «lor «x =1

. wmher the secund case occurs tie order of m.ltiplicity cf the ruot 1 equals

tie dimension of ‘he el en-vectcr Jpdce @ssociated with that root

T.ere i3 a non-s:ngdas coaplex matrix T such that

~— — —

‘}l o5 L
: U : . 0
" . -1 r | oA J |
= AT a where J, =
' L]
O . I A 1 i
J “ !

is « square matrix on the diajonil and o & cnaracteristic root of A, To
ev~ry root v _ corres;onds at least one J1 (For this recuction of A to its

Jorgan canonical form see for example [21]).

1

Jlnce | J p

p -1 . U

|
TA T = p P ,
J | A" couveryges
|

L |

if aw only 1t every one of tie J ' converces. lLet us werefore study one of
i

them; for this p.pose we drop the subscripts ! and L.
Jis @ k * x matrix of tne tormJ = A [ « N wiere ¥ = (mgy )

mey ® 1 if =i NS B, ° ottierwise,
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It is easily seen that for In'n, ni:)- l if t =9+ h and mgt)- 0

otherwise. Thus Hh =0 if h 2 k; also the non—sero elemer.ts of Mh ana Hh
(b ¢ h') never occur in the same placse 30 JP converyces if and only if every
term of the ri;nt<hand sum does,

The [irst term shows that necessarily either o(j« 1 or o = 1,

Ifjx|< 1, every terz tends to zero ard JP CONYerges.
If X = 1 no term other tnan the first one converges and necessarily k = 1
..y J = [1]; clearly JF converges in tnis case,

We wish owever to obtain for this necessary and su:i:iiclent condition
of convergence an expression inaependent of & reduction to Jardan canonical
fcrm,

Consider tnen an arvitrary n ¢ n coamplex matrix A ard let J be the set

of 1 for which Ji corresponds to the root 1. The equatiou AT x = x, in which

X is partitioned in the same way as A, yields Jg xy = x for all 1 i.e.,

i
if L' C :7 y Xy oo 0
iry € J all components of x, but t-e first one ejual zero.

Thus thea dirension of the eligen-vector space associated with tne root 1
equals the numper of elsments o” ;f o This number, in turn, ejuals the order ol

multiplicity of the root 1 if and only if Ji « (1) for all 1 € J .

We now assume tha' the limit C exists anu give its exnression., It 1 is
not a characteristic root of A, C = O, Let therofore 1 be a root of A of
or‘dor/u, o Thus x (resp. y), a1 eizen=wector of A (resp. A') associated with
the root 1, has the form x = X E (resp. y = Y(j ) where X (res-, Y) is &

n ¢ . matrix of rank ,_ and & (resp. > ) is a . © 1 mMALriXx, tor an
=& - ¢ =
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arbitrary x the relation AA'x = Ap'lx gives in the limit ACx = Cx

1.0., Cx = X E (x)e To determine § (x) wa remark that Y' = Y'A

i.e,, by iteration Y' = Y'Ap, and therefore Y' = Y'C; thus Y'x = Y'Cx=

Y'X E (x)e Y'X is a non-oingulc%'g//u_ -/. matrix 1.e., § (x) =
(r'x) Yix. Pinally for all x, Cx = X(1'X)} yix i.e., C =X ™y,

Corollary. Let A 20 be indecomposable and 1 be its maximal positive

characteristic root. The sequence AP converges if and only if A is primitive,

The necessity is obvious. The sufficiency follows from the fact that
1 is a simple root.
Let then X >0 (resp. y, >0) be an eigen=vector of A (resp. A')

associated with the root 1, the limit C of AP has the simple expression

y'o °
Clearly C > O, thus if the indecomposable matrix A 20 is primitive,
there is a positive integer = such that A" >0 when p > m. The converse

11/
is an immediate consequence of the decomposition (1) of Theores IT .

Cowles Commission for Research in Economics
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Footnotes

This paper is a result of the work being done at the Cowles Commission
for Research in Economics on the "Theory of Resource Allocation™ under sub-
contract to The RAND Corporation, Based on Cowles Commission Disc»: ion
Paper, Mathematice No. L1k, February, 1952,

Acknowleigment is due to staff members and guests of the Cowles Commission,
to J. L. Koszul with whom one of us had the privilege of discussing the problem
of Section L, to R. Solow who in particular pointed out to us that Alexandroff
and Hopf (1] had already suggested the use of Brouwer's theorem in connection
with the problem of Section 1.

In any row or co 2p of a permutation matrix one element equals 1, the
others equal O, AT is obtained by performing the same permutation
on the rows and on the columns of A,

As an immediate consequence of L one obtains:

Mn 3 ., s r f wx 2
i 3 i J

and one equality holds only if all row sums are equal (then they both hold).

8y

This is proved by increasing (resp. decreasing) some elements of A so
as to make all row sums equal to Max z QU (resp. lin Z g“).

i 3 J
A similar result natually holds for column sums,

Decomposition (1) can indeed be completely characterized,

Lemsa. Let A be & square complex matrix such that AT =l pas form (1) and let

BinA

X «vo XA
i,i+1 k=d K x ‘k,l X o00 X ‘1-1,1' For A 40 to be a

characteristic root of A it is necessary (resp. sufficient) that q(k be a
characteristic root of every (resp. one) '1‘

After proper partition of x, an eigen-vector of A, associated with the
root o , the equation A 5 x = o x becomes

(1) 11'1.1 X" o X, (1=1, «.., k) which implies
(4:4) B, x, = K X,. Since no x; can vanish (by (1') they all

would ), ¥ 15 a characteristic
root of every Bi’



Conversely let oL k be a characteristic root of Bi and xL an associated

eigen-vector, we construct & vector x, whose im component is xi, and such
th

that Apr- x = o(x. The (i - 1) equation (1') determines X .3

Xjo2seees X)s Xpeeey X, oy X, are determined in turn; the 1*" equation is

redundant because of (1'').

As an immediate consequence of the lemm& one finds
Theorer, let A 20 be indecomposable. For A tc bave exactly k characteristic
roots of maximum absolute value r it is necessary (resp. sufficient) that A

can be brought to form (1) where every (resp. one) By has ne other characteristic
root of maximum absoiute value s, 'than 8; itself,

Naturally s - r* for every i.

A stochastic n . o matrix P is defined by pyy 2 0 for all i, J and
Zm = 1 for all {. Clearly 1 is a charecteristic root of P (take an
‘

;uon-voceor with all components equal). 1 is therefore a root of some of
the indecomposable matrices P), P, ' ,,, Py. Suppose that 1 is a root of P,

it follows from footnote (3) that all row sume of P, are equal to 1l i.e.,

P -

- P,
TTPTl"l B h o

This simple remark

makes properties of stochastic matrices (the subject of the theory of finite

Markov chains; see (L] and its references) ready consequences of the results
of this article,



.y -
6. It is worth [5) emppasizing & result obtained in the proof of
necessity of Thecrem III , N
Remark. let A 2O (resp. A . 0 indecomposable) be & square matrix.

If for a y >0 (resp. y 20), x 2 0, then (II-A)-I?O
[resp. (s1-4)">0]

Jhe mroof for indecompos8ble matrices uses the Lemma instead of the

Lemma
Te We give a last property useful in economics [1L], [15].
Theorem. let A > O be & square matrix and let ClJ be the cofactor of the

1ﬁl row, Jmcolm element of s I ~A. If s> 3‘13 for all i, then

i 43 implies C,, >C, .

Let us define the matrix B = (bm) as follows:

- - - . -
bpq lmitpfi; biq oif L Aq¢r §; by z b“.
B is indecomposable, moreover §q:b1q -3, %bm <8 forp¢di.

Therefore (See footnote 3) the maximal positive characteristic root Qﬁ B,
r (B) « s. Thus det (s I - B) > 0; a development according to the i~ row

n.ld.l; cu-;ci")o

8. Morishima studies square matrices A such that for a permutation matrix 7,
A A
-1 11 12
TAT = Ay - , Where ‘11 : 0 and A22 20 are square,
A A2
& d
A12 -« 0, ‘21 = 0. The relation
r ~ o
1 0
 CRSY I 91 _ |1

shows how properties of A, can be immediately derived from those of Lhe
non-negative ma trix

AS 4 ‘12
-
21 ‘22

In particular A, and L;. have the same characteristic roots.



Fe

10.

P-318
«15=

The Cesaro convergence of AP i.e., the convergence of 1 (A + A2 Yeeet Ap)
P

can be stu.ied in exactly the same fashion,

Xp =T X (resp. Y4 = 1° T-l) plays for Ay the same role as X (resp. Y')

does for A. Moreover Y'I = ‘!T' Xy. The right-hand matrix is non-singular for

the form taken by the Jorcan metrix AT in the convergence case implies that

the eigen-vector space U generated by 31‘ is identical with the eigen-vector
space V geverated by Y7. Thus Yi X_ § -0 tmplies I, & = 0 (there is no
vector different from zero in U perpendicular to V i.e., to U) therefore } -0
since the rank of Lr 10/‘,.

Tnis characterization of a primitive matrix is typical of the purely
combinatorial properties ol the nom-megative square matrix A (used for example
in the theory of communication networks): the smal’-et m satisfying the above
condition is independent of the values of t & non-ser elements of A as long
as they stay positive.

The development of cambinatorial te. e & “te’ L. the treatment of
such properties is tie subject of [10).
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