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Chapter VII

NONLINEAR TRANSFORMATIONS OF THE NORMAL RANDOX PROCESS

ki
P T S LY Y-
el e R e S et

PR
.4 %

‘(Power spectra)

A
S3FST)

CENTRIERS

1. General Solution, Obtained by Correlation Method.

The nomal random process occupies a central place in the majority of the practi- .

..
-‘Zfz.’.l"

MY
Brae we R i

cal applications of the theory being discussed here, Therefore a systematic expo-

>

sition is in order, of the transformations undergone by a normal random process in

WS N

its passage through radio-equipment components of various types.
It has been noted above, that the problem of the passage of a normal random
process through linear systems is a comparatively simple one, since the process re-
ta_ins its normal distribution at the cutput; only ‘the correlation function of the
process, and the éower spectrum corresponding to it, are subject to change., Al1
formulas neuessqu to the computations are contained in Section 2, Ch.VI. Therefore,
the prin\.ipal interest 1s presented by the problem of the nonlinear transformation
of a normal random process. . ,
In the present chapter ine indicated problem will be restricted to a stvdy only E
of the correlation function and power spectrum of a process at the output of a non- iz
linear system, For this we shall employ the general methods indicated in Section 6,
Ch. VI. 4
Let, at the input‘ of a nonlinear system, there act a random process constituting 3
a sum of the determined process (e.g., signal) S(t) and a stationary normal random
process with a zero mean value (e.g., fluctuation noises). In accordance with (_5.96),

the two-dimensional distribution function of this process ha.s the form of

. " B 4 (£-01—2R (r,—ay) (xra)
. Wa(xy, x4, 1, t)=2_;71=__e 2 (13"
%o ' T —R2 ) ’
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vhere a, = S(t), a, = S{t +7), while R = R{(?) and o’ is the correlation coefficient

(5 and dispersion of the stationary portion of the random process.

4
% Substituting (7.1) into (6.5), we obtain the expression for the correlation
by | function of the random process at the output of a nonlinear system with a character-
F .
E ' istic of y = £(x), at the input of which there acts a determined signal in sum with
‘ a stationary normal random process
o . L e
. . )=
BO=rayi=r § | 1e0iemx
3 —% = (7.2)
N @) = 2R (xy — ay) (52 — ) + (52 —a,)?
 Xe A= dx\dx,,
Effecting in (7.2) the substitution of x, fore x; and of X, for T X and adopt~
ing the designations
a'=§7("l)' 'z=s"——“,+?).
we reduce the expression for the correlation function to the form of
o R
" 'B(t'l)=2=;’r:k‘zj Si(sx,)f(:x,)x .
—~30 -
T =)t~ 2R (vy = 2)) (£ = 8,) + (¥; = 0)? (7‘3)
Xe 2= dxydx,,
For computation of the double integral in (7.3) we shall ewmploy the first of
the methods indicated in Sectjon 6, Ch, VI,
In the case under discussion, the one~dimensional distribution functions cor-
responding to wz(c'xi. X5, 7} are equal to
a9 I ¢ Rl M
2 wy(r)=—=e ? |
' sy . (7.%)
mabo)=gze 7,
with the variables x, and x, covering the range of from ~eo to + . If the functions
g ; (7.4) are adopted as weighting functions, then, as is known (cf. the book of V. L.
§ ¢ 3( Conchareov cited on p. 241), the a: rezates of orthogonal polyncmials corresponding
.
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to them are the Hermite polynomials Hn(r‘ -¢,) and H (x, - &,) (cf. Appendix VII).
An expansion of (6,57) for a two-dimensional normal distribution function has the
following form:

o B —8) — 2R (x, — &) (X2 — ;) } (x; —a,)?

(1 —RYy
wVi=R =
(% — &)t 4 (X3 —u,)?
ke TR
=g 2 ar iy —a) H, (1~ )",

A=l

(7.5)

Wwe substitute the series thus obtained under the integral sign in expression

(?0 3) ® o o ’
Ben=g | [fenien Y 5,024, (t—e)x
— I 'n)’“;(ox: — a,)t
Xe 2 dxdx,

Changing the order of summation and integration, and noting that the variables

of integration are thereby separated, we find

[ J (-] _(x. - )t
B(s,f) =2 -'%-n (y_;i S fx)H, (%, —a)e 2 dxl) X
a=0 (?~6)
_{xs—a)
(,,2, [rest,m—as o).
We introduce the designation
~x=e
=7|—Sf(cx)il (x—a)e ? dx. (7.7)

Then from (7.6) we obtain the desired expression for the correlation function of

a random process at the output of a nonlinear systenm

B (t,t)=2 C1nCan %‘ ,

a=0 . -

(7.8)

3
. H

where ¢jhand ¢, if in (7.7) in place of & are respectively

op are obtained from e

*  Expansion (7.5) may be obtained without difficulty if, with the employment of in-
tegral representation of a two-dimensional normal distribution function in terms of
a two-dimensional characteristic function and, with the expansion into a series of
the exponential multiplier containing a product of the variables in the integrard
expression, the integrals are expressed in terms of Hermite polynomials,
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assumed & and & ,
3 2

on time, therefore, before calculating the power specirum, it is necessary to average

this correlation function over time

B (9)==lim L S B(zt)dt.

T
2

")~

Since in the series (7.8) only the coefflcients Gyp 4nd ¢y, ave functions of

time,
) o R
B* ()= ¢: s
n=0
where ‘ o,
* 1 -F
ci@=lim - Sr €100t
=7

Subjecting (7.10) to a Fourier transformation, we-obtain an explicit expression

for the powsr spectrum of a normal random procesé which has passed through a non-

1linear system

p(m)=458'(t) coswtdr=4 2 f-'-,ggc: (9IR* () cos wid-, (7.12)

R=0

2. Case of Stationary ond Narrow-band Input Process.,

Since in the general case correlation function (7.8) depends

(7.9)

(7.10)

(7.11)

s A Vman. vl e
o s o

Let the determined portion of a normal process be lacking.
from (7.8) we obtain the expression for the correlation function of the process at
the output of a nonlinear system upon the input of which there acts a stationary

normal random process (e.g., noise in the absence of a signal)

(-
8 (‘!) = 2 c: _R_:!(_‘) .
A=l
where : ¢ e
“=yx ff(ax)lf,(x)e *dx.
-tn)
F-Ts-9811/V 257
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Then ¢t= ¢‘= 0, and

LT 8BRS, v SR

1

"
(2.13)
(7.14)
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The first term in the series (7.13) corresponds to the direct component (d.’z_s-

crete portion of the spectrum), and the sum of the remaining terms, to the continuous

portion of the power spectrum of a random process at the-output of a linear system.

let the power spectrum of a stationary normal process be a narrow-band one, i.e.,

let it be concentrated in a relatively narrow frequency band about the high frequency

Wy » at which spectral density is at its maximum and with respect to which the

spectrum may be considered symmetrical. An example of such a process may be found
in noise at the output of a linear system, the band of which is much smaller than its

resonance frequené:y. In accordance with (5.82) the correlation coefficient may be

represented in the form of

R{x)=R,(z) cos W, (7.15)

where Ro(z') is the correlation coefficient of the envelope of the random process at

hand, Substituting (7.15) into (7.13), we find

STLACIE
8(=)=§c: o cos"oge. (7.16)

We replace the powers of the cosines in (7.16) by the sum of the cosines of the
muliiple arcs according to the well-kncwr. formulas

cosfx=-2§7_ [:gl2(i“)cos2(n-k)x+(2:_)].

(7.17)

cos®™™ x-?—_iz(z" ’)cos(2n—-2k-l)x. (7.18)

Y

Thea expression (7.16) of the correlation function of the process at the output

of a nonlinear system will take the form of

2n
Bly= 2 "'(2()v2)2nR2”(‘°)+
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B | 2 — l)
+2 2 (2:"-: :)l (2?n—1 'Rz " (s) cos (2" — 2% — w4

Rl Rl

2n
+2 2 ( (t) 05 2(n — k) wgr,

Rel =0

(7.19)

Adopting the designation r = n - k and changing the order of summation in the

double sums, we obtain

8 (7)o
(9= 2 g Ko )+
3 ‘za-—t (2::=

+| Y En—n )Rz" = () | cos wgr +-

R=l
b
+ ‘n"':‘ . R2! (z)J cos (2r — 1) wyt -+
gz “E.r(z )] o
a, n__) '
+2, (2n), o RY (3) | cos 2rwge. (7.20)
Designating e
B (‘) 3 2 (2“) R?ll(
o\ — Zn (2,‘)!220 ) (7-21)
2 —
b—l (t) .2-' (2:":;)' (2M 2 ) R?ll"l (t)' (70 22)
n
y(‘)_z @y —ui_::l'R:n(t)o (7.23)
we rewrite (7.20) in the form of
B(x)= B, (x) 4 B, (x) cos wyz +
+E qmmw~0w+23mmmwg _ (7.24)

re? r=l

The power spectrum is, in accordance w'.th Khinchin's theorem, equal to a Fourier

3
;
el
agd

g
%
N

transformation of B(z). If the Fourlier transformation of each of the items in (7.24)

is designated by F (w). i.e.,
F, ()= ?NMWWMMh (7.25)
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then we obtain the following expression for the power spectrum of the random process
at the output of a nonlinear system

FO=Fo)+ Fi@)+ YIF, . (7.26)

(L]

A graphical representation of this spectrum is shown in Figure 48 (the dotted line

indicates the spectrum of the normal, stationary process acting on the input of the

system).

* Al

g A 3 Bl L " N T
R e R I o N K NEWNE CAP ST Y. S
PSRN B R orally B SRS v 5y

e

e ) Xy

Fig. U8. Power spectrum of narrow-band random process after
nonlinear transformation.
The first term in (7.26) represents the low-frequency portion of the power

spectrum (the so-called video spectrum) of the random process at the output of a

N ot
L T O S R S - 5
R C e e STy PO e R

The second termm corresponds to the portion of the power spectrum

ey

nonlinear system,
of ile outpul prucess lying aoout frequencytgo. where i1s alsc concentrated the

spectrum of the input process. The remaining terms in (7.26) correspond to the high-

frequency portions of the power spectrum of the process at the out.ut of a nonlinear

A &:JLG’%%‘.;{Q&;’;"};

et

ORI SN ]

system, which lie about the odd and even harmonics of frequency’az.

e,

[y
RS

The video spectrum 55(60 is of greatest interest in the study of demodulation

RS

processes in radio receivers, whereas the spectrum band F1(u) is important to the

eyl e
» ST

study of the modulation process in radio transmitters.
From (7.21) - (7.23) it can be seen that for the computation of a power spectrum

T ey
N0 ah S

=%
A

ey
ke Bk Fhage

it is necessary to obtain inverse Fourler transformations of the powers of the cor-

k
relation coefficients Hb (z). The higher is k, the less are the spectrum densities

k . .
corresponding to R, (?), but the wider is the frequency band occupied by the spectrum,

RS T

For large instances of'k. computation of the power-spectrum component which cor-
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A1 responds to RL‘ () is complex, However function R‘; (?) diminishes so rapidly, that

, ' an appropriate approximation may be employed. Thus, for instance, if the spectrum

J4
of a random process is uniform in band 4 , then according to (6.18)

2 +

* “nf-{
2 2
Ry()= P ?'-l---;- ::—) . :
K
YA
(’) - td \2 ’
Since ’~l-—} (—2—) <4..., there is permissible the approximation
B\ R (w2
sin =5~ -l
2
R@)={——]=e &,

and the power spectrum (inverse Fourier transformation) corresponding to this ap-

proximation is equal to

o
2 I °(t)e-,“dtz_4_ 38-%(1;)2
- .

4 k .
' slnﬁ‘—- *
‘ Figure 49 shows the power spectra corresponding to —t-‘\—-z- for k=1, 2,...5.
N T
-
. A e
)»" 3 2
?Eu -7 o H 2 J a “n?‘ . -
3 Fig. 4. Spectra of function -'3-2- .
7

9. linear Detector.

As the first example illustrating the method set forth above, let us consider
the manner in which the correlation function and spectrum of a ncrmal random process

are transforrmed in its passage through a linear detector*, whose characteristic has

j * Here and in the future, in accordance with Section 1 Ch.VI detection is regarded
only as a nonlinear and noninertial process. The subsequent action of the filtering /3

element must be treated separately.
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the form of 1
» 2

et | X x>0, '

y=Ha=}, <0 (7.27) E

N

(the constant multiplier for x is assumed equal to unity, which is not essential ‘ %
since it serves the purpose ot scale and may always be taken into account in the ¢j
final results). 3
The coeflicients ¢, in series {7.13) are in the case at hand obtained from the ‘
integral -
- .

<, xH (x)e *dx,

] . 5

- When n = C and n = 1 we obtain directly it
]

Co= o Xxe 2 d = s - ¥ i

. V‘h;‘ v (7.28) ;

R 5

— 2, i 3

. “=v= 5 re “dx=. (7.29)

When n3 2, we obtain by integrating by parts :
4 _’l . - X ) \‘

=W | % ? (-l)"“ il i

. Yz—l .S‘ ‘8‘ S P -1 dx= 7:

—ette o (- )

or ’
== '2_‘ 2 (0). ’

(7.30)

Substituting (7.28) - (7.30) into (7.13). we find ' Z

.

Boy=5[1+3R¢ )+}_‘, AL Lety ;

- ae2 i

Bearing in mind (ef. Appendix VII), that ,:
Hy O)=(—1p@2k— 1), H,_ (0)=0, 5

. ;{5

F-T5-0811/Y 262 i




y.‘,wl,vrv-:’r”v;my— O e Ty et g e
P Vg v e . A

we obtain the following expression for the correlation function of a stationary

normal random process which has passed through a linear detector:

ot 3 t S 2n — 3)
By=g5 [1+3R()+ &P 4—2}z - R ). (7.31)

Series (7.31) may be summed up, and then the expression of the correlation functiocn

is represented in the “inal form:

‘ B(:):{—{[—;- ~+arcsin R(f)] R()+ VT:-_E‘\T)} . (7.32)

By expanding (7.32) into a series, it is not difficult to verify that it coincides
with (3.71). As can be seen from (7.32), the difference between the correlation
functions of the processes at the output and input of a linear detector is an even
function of the correlation coefficient of the input process [ cosrespondingly series
(7.31) contains, besides the first power of the correlation coefficient, only even
powers of R(z’)] .,

If the power spectrum of a stationary normal prucess is concentrated in a
relatively narrow frequency bancé around the high frequency aJo in such a manner, that
for the correlation coefficient R (#') of this process formula (7.15) is valid, then,
in accordance witn (7.24) ard (7.%0), '

o o- (7.33)
B(5)=By() + 7 Ro(o) cosuyz + ¥ B,, () cos 2ru,
(L))
or
o 2n\
_af, Be, qlea—ap()
Bo(’)*};‘{l“'—T"’f‘g—_({"—“n)!zu - R (t)}. (7.34)
_a plea—nup(2)
By=1 It R (0 (7.35)

KRemp

* The fact that the correlation function of a process at the input of a linear de-

tector does not contain any other odd powers of R except the first, is not unexpected.

In fact, (7.27) may be represented in the form of the sum of two functions
£(x) = 4 x + £, (x),
vhere £4 (x) = £(x) - # x will be an even function of the argument x.
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The first tem Bo(tO in expression (7.33) corresponds to the direct component and to
the low-frequency portion of the continuous power spectrum of a random process at

the output of a linear detector., Series (7.34), which represents function B (7), 4

may be summed up, and its sum may then be expressed in terms of full elliptical

integrals of the first K(Ro) and second E(R)) kinds (cf., e.g., N. Yanke and F. Bnde,

., »
Y sl

ix s e
S BLEY RERERAT L NS NT T AR XS,

Tables nf functions. Gostekhizdat, 1948)

By(9)= 55 [2E(R) — (1 - RHK (Ry)) L (7.36)

S S A
—

S

ISR TN NS,

After a Fourier transformation of (7.34) and (7.36), we obtain the low-frequency

portion of the power spectrum of a process at the output of a linear detector. The

Yo i

first term in expansion (7.3%) jields the direct component, and the sum of the

Fourier transformatlons of the even powers of the correlation coefficient ylelds the

contintous spectrum.

P P S A

i)

e o e AAM Aot A

D R v .

5k e

R

Nt

-

Flg. 50. iowafrequency spectrum of random process which has

passed through a linear detector.

e

Figure 50 shows the contimious low-frequency spectrun of a process at the output

R S A

\ieds B

of a linear detector, for the case when the power spectrum of a normal stationary

process at the input is uniform in a band whose width is equal to 8 , The ex-

.- A
O S e R 2N 1. T ot pv roemerraprn e i

ponential series for R, in (7.34) converges so rapidly, that in practice for the ;
computation of the spectrum it is possible to restrict one’s self to only the term

2
Ry. Then for the case under consideration the low-frequency portion of the continu-

ous spectrum will have the form of a right triangle with a base of A . This ap-

proximate spectrum is designated in Figure 50 by the dotted 1line (compare Fig. 49).
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Comparison with the exact spectrum indlcates an entirely satisfactory approximation.
The relationship of the areas of the continuous exact and approximate spectra (i.e.,

3
of power, concentrated in the low-frequency range) is equal to (2""5')?3'
o3
. and the spectrum density, whenw = 0, (i.e., the correlation time) is 6% greater for

=i,

>

R it e SRR

5

% >
AR T

TR

the exact than for the approximate spectrum. In distinction from the approximate
one, the exact spectrum contains frequencies higher than A, bvut their intensity is
negligibly small.

The second term %%?Rb(tﬁ coswyy in expression (7.33) corresponds to the
undistorted (with accuracy to the constant multiplier) reproduction, at the output
of a linear detector, of the spectrum c{ a stationary normal random process.

The succeeding terus BZPGr) cos 2rw,% in expression {7.33) correspond to the

high-fraquency portions of the power spectrum of 2 process at the output of a linear

detector, whicn lie zoout the even harmonics of frequency &% o« The correlétion time
and, consequeatly, the spectrum densities when @ = 2rw, diminish sharply with a

) rise in the hamonic number 2r, since in the expression Szr(tﬁ [cf. {7.35)} the least
exponent of Ro(‘z) is equal to 2r. The areas of the contimious spectra (i,e., the
powers) situated about the harmonics of W,, diminish in irverse proportion to the

2
mage: tude [ (20 + 3/2).

4. Aoproximation of Non-linear Characteristics by Exponenilal Series

If the function f£(x), which prevides an analytic concept of the characteristic

of a nonlinear system, is continuous together with its derivaiives, then it can be

resolved into Maclaurin series

HO=1O) +xF O+ F 'O +... + £ [0 4. (7.37)

For this reason the nonlinear characteristic f(x) is frequently (for instance, in

cases of full-wave detection) approximated by an exponential series of the type of

f(x)=a,4a,x tagt4-. . 4ax"+. ., (7.38)
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the coefficients of which must be equal to the corresponding coefficients of series

3 v (7.37).

With such an approximation it is not difficult in the general case to determine

CRrprs— Ty

{

the coefficlients ¢y, and ¢, in series (7.8). These coefficients are obtained from
integrél (7.7), which in the case under consideration has the form of*
, g o a,¢ o (x—ay -
¢ C == '__ v — I
) 2.},727 Jrue—ae T . (7.39)
veo -0 .

The integrals in (7.39) are easily computed, if the integrand function be represented

as a derivative with respect to the parameter & , Then

¢ -—2 = (7%_;- .fx ¢ (’-.)’dx)

"2 da® (i’—;'; f(x'*'a)'e—;—,dx):

T e e ]
AT el A e

vy
f. =22¢6v)m'_‘ 4o :
' ‘,} where my_Kas a distribution mmnem of the (» - k)th order of a normal distribution ;
with unitary dispersion and a zero mean, Differentiating é:;i.th respect toy ‘
K and erploying (3.80), we find
&
i
22 g+ (k4r £
h+r — m a W
o f ek ( )l n)l %
242 (k-2 -
=22 LA ( + ')(‘_"),(2r—-l)lla‘ " g
N tal hun i.l
or, after changing k¥ = n + s in the summation index ‘o
W
L 4 1 (2r — 1) a* ¢
c.=2 Eaﬂ_”_bc""” (nti-i;zr)(n-l-s) ("L’!r et (7.42) 1
70 3=0 «,
* 1In practice, a summ2tion with respect to ¥ will contain only a small number of J
terms. This will indicate that the coefliclents aj, starting with a certainy , g
o turn to zero. For the sake of generality we retain the summatior for all positive 4
v instances of ¥ , 3
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It is necessary to bear in mind, that when r = 0 it is conventional that (2r - 1)1t

depend &t(t) and “:.(t)° Designating by

t. It is further necessary to average in time the product of Cyq® Copne UPOR which

r.
N
b, o =lim -r‘[«:' e} (t+vydr, (7.81)
we find from (7.10), (7.11) and (7.40) the averagzed correlation function of a process

at the output of a nonlinear system

B"(t) 2 2 2 2 2 st Fntatn, X
(7.42)

Al rym0 gm0 gym0 5y =0

3¢ g Pttty (0 + $ + 2&)(': + 53+ 2’3) %

(n+s)!(n+s)'(2r—-m2 — 1
1 x‘l“‘!nn! Y (2ry M M’(z)R"(g),

To the discrete portion of the power spectrum correspond (in the sense of a
. Fourier transformation) the terms where n = 0, and to the continuous portion, the
terms vhere n >0,
If the determined portion of a normal process is lacking, then in (7.42) all
the terms disappear, with the exception of those obtained when 5, =8, = 0. Then
from (7.42) we find the following expression for the correlation function of a

stationary, normal random process which has passed through a system, the nonlinear

characteristic of which is approximated by the exponehtial series (7.33)
B(z)= 2 R"(*)E 2 ps2r, Oy, I

R=l 3=0r,=0

X (*20) (% +25) (2r, — 1)1 2y — 1,

and since the summation along ry and r, is separable, therefore

B() =2 AR () [B @i oM (n +n 2r)(2r-- l)ﬂ]’. (7.43)
. =0 o0 ‘ '

Let us write out several of the first terms of summation (7.43), neglecting the ap-

proximating coefficlents a, higher thann = §
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B()=[vgt agt{-3at .. .2 4
. 4R a1+30 4 150 4.+
2R Q) a6, . ]+ GRO(5) a3 +108e8 4. o+
C AR (gt L. . + 12IR (o - ]

In expression (7.4%), the first line yields the power of the direct component,
the second line corresponds to the undistorted reproduction at the output of a non-
linear system of the input power spectrum, and the succeeding terms are equal to the

products of the second-, third-, and higher-order nonlinear distortions of this

spectrum,

Let us investigate in greater detail the case when the characteristic of a non-

linear system is approximaied by a parabola

Yy=0y+a1x -1 ayx3,
In this case from (7.840) we find

Co==0,-- a0’ a,0u a,0%2,
C1==ajo -+ 2a,3%,
6y ==Owhenn >3

where &« (t) = .§f}§)_ .

Let us introduce the designations

-B,()=lim + i S@)S ¢+,

T
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(7.45)

(7.46)

(7.47)

(7.48)

(7.49)
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.,..(t)—lxm—,'v S(O)S* (o4, - (7.50)

r
T
j;
T

T

T
,.(z)=1 -;- jsz(t)sz(t-i-z)dt.
| -3

(7.51)

The magnitude A represents the direct component of the process, and the magni-
tude W, its mean power. The magnitudes B,(Z), Bg 2(7) and By sz(t’) are respectively
L]
the autocorrelation functions of process S(t), of its square sz(t) and the mutual

correlation function of S{t) and Sz(t).
With the employment of the designations introduced above, the expression of the

averaged correlation functiocn of the random process obtained as a result of the

quadratic transformation of a normal process, may be represented in the form [cf. &

7.62)] of 3
B (8)= 8y +4,9) (2 -+ 0,22+ 20,4, +20,W) + '
+a; B,(x) 420,08, ,,(x) + a2 B,, () +

+' (014 4a,0,4, +4a} B, ()] R (3) + 202 R2 s), (7.52)

W e bl e ne

e B

Sach item in (7.52) has a clear physical interprecation. The first line yields

the power of the direct component, the second line cnrresponds to the discrete portion

3

[EREErar Ry atrt Sacupa e s e g SO

Tran mane fe N

of the spectrum, and the last line to the continucus portion of the spectrum.

The direct component contains elements both of the determined and of the random
parts of the process at the input, the share of the determined part of the process in ,
the direct component being equal to 2a, (a1As + azws), and the share of the random %
part coming to (ao + ay c”)z. In addition, the direct component also contains the
mean power of the beat between the components of the determined and the random parts

of a normal process. This latter is equal to 2azd‘(a1As + azws).

. PR R .y
e B e S Fovm v 2 2

The discrete spectrum after quadratic transformation reproduces the discrete input

spectrun [the term a- X 3(1)] , and also contains combination harmonics of the mutual
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beats of the components of the determined part of a normal process f the succeeding
(:j terms in the second line of formula (7.52}]) .
The continuous spectrum after quadratic transformation reproduces the input

continuous spectrum [the term a: ng(t)] , and also contains combination harmonics

t 2
of the mutual beats of the components of the random part [the term Za; ¢ R (tﬂ
. and of the components of the determined and the random parts [the remaining terms in

the last line of formula (7.52)].

5. Square-law Detection of an Amplitude-modulated Signal in the Presence

of Noise,
let us assume, that the determined part of a nermal process constitutes an
amplitude-modulated signal

S(O)=u(t)cosuy, (7.53)

M \ oy <o
FIR, A

the highest harmonic in the spectrum of the envelope u(t) being ruch smaller than

the carrier frequency ®,.

v

Let us assume that the stationary random part of the ncrmal process represents

—

DS

noise, the power spectrum of which is concentrated in a relatively narrow frequency
band abcut the same hRigsh frequen:ytao . Then the corvelation coef®iclent P ?) of
the noise may be represented in the form of (7.15).

let us employ the results of the preceding sectioﬂ for solving thc nroblem cf

oo

the detection of an amplitude-modulated signal in the presence of noise. It is ob-

TN

SE

vious that, in order to restore the low-frequency envelope u(t) from the radio signal,

the detector must contain, in addition to a nonlinear element, a filtering element

e
Se¥

s
SL o, Tt ey o e
BT ORI ANE PR w217

which separates out the low-frequency components and suppresses the high-frequency

ones.

let us first examine the nonlinear transformation of the signal with the noise,

T

i assuming for the sake of a simple 1llustration of the general results, that as the
2
~( nonlinear characteristiz of the detector there serves the parabola y = éz x . (The

el

IR R
™

coefficient a, may be assumed equal to unity, since it serves the purpose of scale
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and may always be taken into account in the final results).

From {7,52) when a, = a, = 0 and a5 = 1, we find

B ()=t +22°W, + B,, (z) + 49°B, (}) R (x) +-24R (). (7.5%)

Loy IR P
- . PN 5

-, PET T gy S
LA 2 = oty vbns el

S
NP GAN i' A mriteBRee U3 A

‘.
d

We now determine the magnitudes Wg, By and B2 for an amplitude-modulated siznal,

We ke
R

e
[

Substituting (7.53) into (7.48), (7 l&°) and (7.51), we obtain respeﬂtively

z
!
Wa=lim= | «? 2 —
hmT Su (t) cos? wytdt =

RN

(7.55)

w2 (1) dt + ‘p 3 { w2 (tycos 2ugtar;

I
w) -
I~
3
Hl -—
u: e UL
»l -o'-"’"», -y

T
T
8‘(e)=;j$%- S u(t)u (t +7)cos wyt coswy (£ 7} dt =

-I
3

=20 iy Su(t)u(t-l—-t)dt-{-
; (7‘} )
+":“ri.'?.fl S u(t)u(t+e)cos2m°(t+_~;-)dt

r

T

. T
B,.(t)_-.rligrl S 2() 2 (¢ 1) cos? uyt cos?wg (¢ -+ 7) df =

r

-3

T

T
=+tim ¢ uz(t) a2 (¢ 4-2) [1 4 cos 2uqf - cos 20, (F4) +

. . . ; . ) )
Y. R T . “ R IR .. . L
BRI -5 Y e SEY DB L s Tyt s e by TR Y R N S A PRI U 0% I o ML S,
41zt AT iyt L A A TR S L g I TN PR TR R L AN Sy rpatt, Ten Ty At Sibaye Vlan g
3 ‘m‘\’ ‘Mm A ¥ " s o " TRt + e NEXY A b 3 N3 3 v

[ 13}
et e
\E u\.z_\‘u s

o c08 gt c0s 20, (D) di=F Tl' wr () w2 (¢-4-<) de +

I —
L) bod b
P ';9"" L
b AnARih

(-~
ALY

r
3

+lim & [ 92+ [eos 2o tcos2my (-9l + (7.57)
r .

vl

%AASY

Y
AR
v el
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tos?u,.t . |
lim =
+ T+ T

u? () u? (¢ +<)dt +

m-o"‘ L ol

g?.Sz)d)
cornt!
+‘}}‘,“;' 12(6) 42 (¢ + t) cos 4w, (t+~}) dt

n!'-o.'—-."l"

Tt can be shown that, with the assumption made atove concerning the spectrum of
the siznzl envelope, a whole series.of limits in the cited expressisns turns to zero.
For this use should be made of the fact, that

T .
» limi.'- €os w_f cosw (t-{—t)dt—-

T
7
='E£.'_?;1—"' j‘ cos [(0, — o) ¢ {0 2] dt
r
g

(7.58)
r
1 1 ¢
+-2—£i_?:°7.- S cos [(w, + 0 )¢ o t]df =
r
.
-;— cosw cwhenw =—o,
0 ‘.'l_lﬁno,qéw..
Then in (7.55) the second limit turns to zero and, consequerntly,
r
1 1 f
Veglinr [ ega=1, (7.59)
_1 .
)
where W, is the mean power of the modulating signal u(t).
Tn (7.56) the second limit alsc turns to zerc and, consequently
r
€OS &% 1 X
=—— = 1 :
By ==75"]mr S, “{ha(t+s)dt=1 B, () coseg, (7.60)
et 3

where Bu(z') 15 the autocorrelation function of the modulating signal, with B, (0)
= W1o
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In (5.57) the second and fourth limits turn to zero and, consequently, 4

@“}" 1 1 3. ‘n%
< 1 1 Y L
B ()= (1 -+ 7 cos 205 ) lim £ _{r w2 ()1 (¢4 o) dt = S (XD

—'"(l + = C0S 20)91)8 ’(1)' . f

%

where Buz(z') is the autocorrelat.lon function of the square of the modulating signal. ;r

‘1

3

Substituting (7.59) « (7.61) into (7.54), taking (7.15) into account, we find :

B (9)=a"+B,(0)+ ¢ B,, (B, () Ry (3) +

. (7.62)

wk’ (z)+[ 2 B (3) 4978, () Ro(-)+o‘R (':)J cos 2047,

where R (¥) is the correlation coefficient of the ervelope of the noise at the -npub ;

. of the square-law detector. ;

In the absence of a signal it follows from (7.62) that i
B(x)=0*[1 4 R} (x) 4 R} (<) cos 2u,3). (7.63) ,5

E { In distinction from a linear detector [ci‘. (?.33)]. for which the output cor- }
relation function of noise is expressed as an infinite series in terms of the ex- 3

ponents of the input correlation cocefficient R(7), the correlation function of noise ‘

GRS e E‘,.f_: R T
e .

modulating signal is harmonic, with a frequency offl, i.e., j
8()=u,(l +mcos Q). (7.64) {v
( i Let us, in addition, assume that the power spectrum of noise at the input ol thgj
: !
detector 1s uniform in the band of O and is symmetrical with respect to the high E
. ‘g’g
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at the output of a square-law detector contiin: no power of R(2) hicher “lan

P

C s
o2 f n

second.
Enploying the expressions obtained for the correlation function znd performing

a Fourier transformation, it is possible to determine the corresponding power

spectrum,-
We shall illustrate the sequence of the computation of the power spectrum of a ,

random process at the output of a square-law detector, by an example in which the




TG, 25z L RN, g g
‘:‘ - - - - PR A

frequency W, (4 « Wy 4> 201 ). Then in accordance with (6.18) the correlating
coefficient of the process at the input of the detector is equal to

o33

? coswgr. . (7.65)

R(x)= Rgi(t) oS @t =

To determine the correlation function of the process at the output of a square-
lau detector we shall employ formula (7.62). We shall first compute the magnitudes
B, and By2.

Substituting (7.64) into (7.60) and (7.61), and also taking into account (7.58),

we find

r
-3
8, =lim m = S u:(l+mcosm)[l+mcosﬂ(t+t)]dl=
T : .
I 3

" (7.66)

=, (l+—-cosnt)

B,(0)=1 (l +:n§ '
' T (7.67)

( ..(*)——hm ! ‘u: (1 +mcosQ)[1 4 mcosQ(¢41))2dt =
'r
-i- ———

(l +mt 42 ome cosﬂt-}-—cogzng) (7.68)

Substituting (7.66) - (7.68) into (7.62) and effecting a regrouping of the terms,
we obtain
B()=1+ [2;’+ u:(l + '53) '+—“-3m’-cos0=+
+——-cos29t+2<l + ) cos 2wt 4 -——cosntcos2u°s+
+-—-cos20¢cos2m,z+u°o3R°(x)(l+_.cosng)+ (7.§9)

4 R] () + 43 0?Ry (v) ( +5 5 2 cos ﬂt) os 2ogt |-
. 4R ) cos 2w,t,

with ao(r) beinz determined from (7.55).

\

3 To compute the power spectrum of 2 process at the output of a square-law de-

tector it is now necessary, in accordance with Khinchin's formula (5.44), to effect
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an inverse Fourier transformation on B*{¥). From the expression of the correlation
- function (7.67) it is evident, that this spectrum consists of two parts: discrete

and continuous. The first terms of (7.69), not containing Ro(zo, after the Fourier

transformation yield delta-functions, i.e., these terms correspond to the discrete
part of the power spectrum of the process. The terms with Roér) correspond to the
continuous part of the spectrum, the terms containing the multiplier cos 2 W ¥cor-

responding to the high-frequency range of the continuous spectrum..and the rest to

its low-frequency range.

Let us designate by Fuk(kb the discrete part of the power spectrum of a process
at the output of a square-law detector. Then from (7.69) we obtain*

;;r,(«)_—._}[zawa: (n+ ”-,‘:1)]’;(‘.)+ “32""5(.._9)+
L SRR (T e

s v o e e e e -

S ; .‘;M‘-; o ore :,-é',

b

“:ml . (7070)
+ 5 Blo—20—0) 3 (w— 2uy -1 9)] +
' sgym
! + 5 [3 (% — 20y, — 20) - 3 (0 — 20, 1-20)).

The first term in (7.70) corresponds to the direct component of the process at

i e 3 B S, ¥ et

the ogtput of the detector. The share of the signal in the direct component is equal

u .
o 0 (1+ B )2, and the share of noise is oo ¥.

Besides this, the mean power of the beat between the harmonic components of the

2 2
signal and the noise equal to O’QLlo (1+ J%} ) enters into the composition of the

direct component. The remaining terms of the discrete power spect}um (7.70) owe

their existence to the mutual beats of the harmonic components of the signal in its

e A mn e

passage through the square-law detector.
We pass to_the determination of the continuous power spectrum. Let us designate

its low-frequency and high-frequency parts by Fh(wb and Fﬁ(u), respectively. From
(7.69) we £ind

/ * To each cosw;¥ corresponds a semi-sum of the delta-functions (cf. Appendix IV).
! Here are written out only those delta-functions, vhose arguments turn to zero with pos-
itive frequencies, For preservation of the power relationships the coefficients
of these functions are doubled.
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i e B e IR At 2 i S e

F (v)= 40 5 R, (t) cos mzdz 4

+2a: m?3? s R, (x)cos @z cos wedz - 4 IR: (=) cos =ede= (7.7%)
d .

=_F|(“)+Fz(“’)+"'a(“’)» :
We co'mpute each item in (7.71) separately. Since according to our assumption

the spectrum of the noise at the input is uniform in the band A , therefore

4
= o}, 0o < 5,

Fy (w)=144; 025 Ry(v) COS«‘tdt-..—-...{ 0, w> % . (7.72)

Spectrum F,(w} is uniforn in a low-frequency band with a width of &,  ofb
:-part of Pigs'S1)s  Employing (7.72) and bearing in mind the condition th

Seramonn mmme

at &> 29,

we find
Fy(w) =20 M@ aj R, (?) cos 8z cos wedi=
b °
=g M’-""S Ry (x) cos (w +-8) <d= ~".—'
g +R=m’=’3 Ry () cos (w — @) <de=
or . =T (Fi(+2)+ F‘. (= — DL,

(Zomtu, 0 <o <5 =0,

. 3 3
miiy g <o <7 TO (7.73)

' =
Fs(@w)={ 3%

R

Spectrum ?2(0) 1s shown in the center of Figure 31.

- -.

e ) prs

0. ’>%+a’

9 f""’o f"";' 2

rig. 5t. Components of continuous spectrum.
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Let us finally compute the third item, F3(w). _For this we employ the relation-

ship:* if f(v¥) and ¢(w) are a pair of Fourier transformations, then

J [1(x) cos wrde =1 S (u)tb(w-—a)da. (7.74)

-0

-

3
Assuing in (7.74) £(2) = 20”R (2) and § (@) = ¥ wneno<wc 4, gz 0

("‘") do=

—-(A——u), 0<u<A,

o4,
Spectrun F3(u) has the form of a right triangle with a base the length of A

when w >-— , we obtain
\ Fy(w)= 40‘5& (w) cos weds ‘—';

(7.75)

(Fig. 51, richt). Swming up Fyl), F(w) and Fy(w), we find the low-frequency part ;'a

of the continuous spectrum of a process at the output of a square-law detector (Fiz.

52, a).
’ It can be seen from (7.69), that the terms correspondingz to the high-frequency

part of a continuous spectrum differ from the corresponding terms of its low-

frequency part only by the multiplier cos 2wz Therefore FB(w) is obtained by the ’

shift of FH(w) into the high-frequency range by 2«), and by its multiplication by a ]

{yrrerap iy

constant, equal to 1/2 (Fig. 52, b). 5{;;
(Y Al
) Rl0)-25(2y) 3 § a
il -4

1 : ‘g

| ;

1 1) g

#”.,, PR T 22 FYen |

i

a) b) }

{

g

Fig. 52. Continuous spectrum of process at output of
. square-law detector,

a) low frequency part, b) high-frequency part.

;22'§Ms relationship is an analytic notation of the convolution theorem (compare p
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The full power of the continuous part of the spectrum, as can be seen from E
Flgure 52, is evenly distributed between the low-frequency and the high-frequency

ranges.,

Components F, {w) and Fz(w) of the continuous spectrum and the corresponding
items in the high-frequency rance are dependent on the teats of the harmonic com-

ponents of the signal with the components of the noise at the input of the detector, i

2%

which £i11 band 4 . This part of the continuous spectrum at the output of a detec-

e

tor is sometimes called the continuous spectrum of signal-noise cross-modulation.

e e

Component FBOU) of the continuous spectrum and the corresponding item in the é%
high-frequency range are dependent on the beats of any two elementary noise com- j§
ponents at the input of the detector, the low-frequency component being cbtained on i%
the basis of subtractive combination ha~monics, and the high-frequency component on E%
the. basls of additive harmonies., Since, with a fixed band D at the input, the %j
numter of pairs of harmonic components with a definite frequency difference diminishes '%

ww
SEIE

as this difference is increased, the intensity of the spectrum under consideration
diminishes, this diminutlon takin: place accerding to the linear law for the rectan-
gﬁlar form of the input spectrum., The spectrum F3GD) depicted on the right side of
Figure 51 obviously coincides wath the low-{requency spectrum of the process at the
output of a square-law detector, on the input of which there acts only a stationary
random process (noise in the absence of a sigaai).

Comparing this spectrum with the spectrum shown by the broken line in Figure 50,
we conclude that the low-frequency continuous nolse spectra, at the output of a linear
and of a square-law detector, in the first ‘approximation coincide with one another,

It is clear that, if the action of the filtering element of the detector is taken

R N e A Y T T AT o I AN P T PR Y

it

into account, the high-frequency components will be suppressed. %
5

The ratio of the power of cross-modulation to the power of the noise is equal to i

- N

3

jm @)+ Fy(0)]do 8

Y AL me , 55

T =) (1+5) 7.76)

. Jfg(u)du B

2
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i.e.,, to the ratio of the mean power of the signal to the full power of the noise at ég
the input of the detector. Therefore with a strong signal (u ) 3> o ) the principal

part of the continuous spectrum at the output of a square-law detector has to do

with signal-noise cross modulation, and with a weak signal (uo<za) the principal part

is played by the continuous noise spectrum, In accordance with this, with a strong

1
signal‘the form of the power spectrum approaches that of a step-shaped curve with ;?
slightly sloped steps (Fig. 53, left), and with a weak signal the spectiral picture gi
resembles "a triangle with a saw-tooth hypotenuse" (sic) (Fig. 53, right). }é

\

w Al

2l

Fig. 53. Comparison of power spectra with strong and weak signals, LE‘

In the general case of an arbitrary amplitude.modulated signal, the structure ,%

of the power séectrum at the output of a square-law detector will be analogous. The é
terms of correlation function {7.54) which do not depend on R(2), will yield in the ;é
spectrum a direct component and discrete components from the mutual beats of the %g
harmonic compcnents of the signal. The terms in (7.54) proportional to R{z) will ég
yield the continuous cross-modulation spectrum, and the terms proportional to szt) E
will yield the continuous spectrum resulting from the passage through the detector ‘%
of noises alone. f?

" 6. Solution Obtained by Coatour Integral Method.

In many cases the nonlinear characteristic is approximated by the function

Fo)=ataxdamt.. dax'to, x>5
D=0, x <x, | (7.77)

Sk

IR

SR

-
AR
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where xo is the cutoff voltage.

An expression for the power spectrum of a normal random process, which has

passed through a nonlinear system with a characteristic of (7.77), may be obtained by53;

“the method set forth in Sect, 1. The indicated method is successfully used in the

investigation of the half-wave detection of a stationary normal random process(éf.secﬁ

3). However, if the normal process contains also a determined part, then diffi-
culties may arise in the time averaging procedure according to formula (7.9). In
order to facilitate the solution of the problem, it may prove useful to employ the
method of contour integrals, bearing in mind that function (7.77) permits a repre-

sentation in the form of (6.62)*,

Let us then assume, that the characieristic y = f(x) of a nonlineér system per-‘

mits representation by the contour integral (4.62) and let us return to the general

expression (7.2) for the correlation function of the random process at the output of

a nonlinear system, at the input of which there acts a normal random process.
Substituting (6.62) into (7.2) and changing the order of iniegration, we find

B(s, )= _jg(mo j i) i
(7.78)

C (xy—a))*—2R(xy—a,) (h—G;H-(x.-—a,)'
- 2 (1=
x{ e = =8 ety d du
) )

-0 =20

The double integral along X, and X, represents a two-dimensional characteristic
function of normal distribution. Therefore, employinz (3.95), we obtain
2_ (lffﬂku,u.-{»u;)

Bty =g | [ ginpemtome du,du, (7.79)

LX)

In integral (7.79) only the multiplier e ¢(ay 1o, %) iontains the magnitudes

ay = s(t) and a, = s(t +7), which depend upon time. Therefore in the time averaging :

of the correlation function B(w, t) only this multiplier is averaged. Designating

4
0,y o =fim } { ettt g, (7.80)

* Of course, characteristic (7.38) may be represented in the form of a sum of two
characteristics of the (7.77) type: f, (x) + £,(-x), and then the method of contour
integrals may be expanded to rull-wave detectlon.
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we find from (7.79) the follolwing expression of the averaged correlation function

B*(?) of a random process at the output of a nonlinear system

-2 u g + a2 ’
B () =1t [ [etine ()8 (0,00 F(omnns %) (7.51)

€ &

Let us assume that the determined part of the process constitutes a periodic function
of time with a period of T. Approximatinz the periodic function S(t) by the first

N + 1 terms of the Fourlier series

"
S)=W 4 cosZ*;
=Y Aucosy

and noting that the averaging in (7.80) may in this case be made for one period, we

v)

obtain the following expression of the function © ( U @y,

rd [U.A,,eu =+, cos 2 (¢4

. -
0,(u), uy, t)= -i.Se a=0 Lt
[

or, introducing a new variable v = -‘7-7)2‘ and separating out the direct component A

we find

[a..q,.m notu,a, eos(no + ‘) ]

0, (61, 4y, ¥)= ehterked 2.'; 5 ""'l (7.82)

o

eyt AP SRS

o I

»

.o zn
i as
S

We perform under the summation sign in the integrand function the elementary

transformations

2xn *
u cos nv+ uycos (nov4- —'T—f)= (u‘ 4+ uycos 211.—'")cos ny—

i

2:nt
— Ugsin ——sinno= 2xn
Uy Vu, +a,+2u.a, cos—-— cos (nv -9,),
wherein the phase angle ¢, does not depend on v. The expression (7.82) may now be
rewritten in the form of

0‘(11,, 4y, t)=

N
¢ AT ‘
== o!Anti) %Te "E'"RV .: ";H.‘.' cos 37"“‘ (70 + 9) (7.83)
[

do,

F-T5-9811/v




The integral in (7,83) is a zero-order Bessel function of N varlables

0, (@), 1y, t)=Jy(;, x,:.,_ %) elAtute)
(7.84)

3."—'4.}/::: 4-u)+ hlu,cosz-%.'-‘f (r=1,2,...N).

A Bessel function of N variables may be expanded into a short series of ordinary

Bessel functions*, then

oa (2, &, t)=e 1Asuytuy) X

X 2 . 2 "-t.(xl)',a,(xz)...J,u(x”), (7.85)

&= .”-—“

where k1 = 2 kz + oee +Nkp .
Let us examine more closely the case of the purely harmonic signal S(t)=a cos

‘z—.'r:—g. In this case from (7.85) we find

0, (@), g, )=Jo (x)) =/ (a Va:+u;+2u,u, cos il;—‘) (7.86)

Employing the addition theorem, well.known in the theory of Bessel functions
(ef., e.g. G. N. Vatson, "Teoriya besselevskikh funktsiy", For. Lit. Pub. Hse. 1349,
P. 3N ),[i.e.. G. N. Watson, "A Treatise on the Theory of Bessel Functions", 2nd ed.,
New York, ‘1944 ]), it is possible to represent {7.86) in the form of the series

. - - -
8y, 1y, t)=§(—- )"/, (au)) J, (auy) cos ".'ET"_‘ (7.87)
. . -
where eo = f. E, = 2vhenny {.
If now (7.87) is substituted into (7.81) and, besides that, there is employed

-0 R4, u
an expansion of the comultiplier e 172 into the series

T 2(__ l)'#.-ufa: . (7.88)
se8 .

.

* Cf, M. I. Admov. On the Bessel Functions of Many Variables, Leningrad, 1929,
pp. 47 - 49, [5 funktsiyakh besselya mnogikh peremennykh_._7
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then in the double integral (7.81) it will be possible to separate the variables of

integration and to represent the correlation function B*(%) in the form[ compare

(6.65)] of

R RTTy  T ET mry Ty!

R S R SO NPTy ST L

L5y

2zne . - <L
B'(t)_. ( 1)"“. e“R*(f) cos S X
ol o

X :_‘S gliu)ul J_ (auy) e ldu %S gliuub I (au)e * du,.

Designating ' et
f; "'S g (iu) 2"/ (au)e du,
e .

RBy=

i

A

(7.89)

R )'":,:}' :g.-"ﬂ

T

it s

we finally obtain

o T

¥ 17

B*(f) = "‘L 2 "’;l R’(z) K3, cos T2 2""’ (7.90)

8=0 =0 . at

2

Slfde

s

.
Py

o,
&

At R

Analogous computations for the case when the signal consists of two harmonic

vibrations
a, cos 2= 2= .
) T t+a, cos T b

(4 ST

TEANT
W

lead to the formula

®w O o .
Be)=Y) 1) V) Eet Ry con 251 rcos 2o,

[
Med Rl A=0

< TR

o

(7‘90 )

R e

where . .

|

mnk

e

O
? du.

Let us assume that the power spectrum of the stationary part of the process is
concentrated in the narrow frequency band about the carrier frequency w, = -31-2-‘- of

the signal, Then the correlation coefficient may be represented in the form of R(?)
= Ry(?) cosuosz:f. (7.15)]. and from (7.90) we obtain

O 3

B*(v) = 2 s (%) A2 cos® mot COS nw,t, (7.91)

8=0 k=0 . ’

T A U R S L
R RO, ST e R M RS A S O N PR N

Sl
A
‘-:r

F-T5-"811/V 283

- oo - e by . Lt ~ . , ., .
4 OB 8 L sk 3a e Lyt LA TSR T T P T, I T e T N T T A N T T o o T U N P R TN O R TR T IR I TN T S




N
]

12
Replacing the powers of the cosines by the sum of the cosines of the multiple arcs 5%
. 15/
il
according to formula (7.17) and (7.18) and effecting the same transformations as in s
§2, it is not difficult to transform (7.91) into an éxpression anélogous to (7.245: %é
', . : ; « i (o . . ’ :
| 3 ; B*(x) = z &, 5 cos nuwge 4 2 ¢, B, (1) cos nogz 4 - .
,'jt A=0 /=0 “ :i
;. w R g
a +5Y) Y e.Buota (9 eostn--2r—Noge-Heos (r—2r-+)mg)l+ (7.92) I
Rel rel ’ : ;
’ o .0 y
A5V a8, 0 cos -+ 2) e +cos(n —2) o :
Anld el . Q %
where .o ?%
P W g - e
<= gy g e
' w 2%~ 1) 1
k-2 ;
Bb—l.u (t) = k_:. hn 2k-1 Rz* - (t)' : :
.2.,“* It o2 (7.94) k|
. ik (k-—r z 2k :
y'” (t) 2 (lk)l 2"’*“‘ '” R (t). -0 {(7.90 )

ot 4
3

The power spectrum of a process at the output of a nonlinear system is obtained
by a Fourier transformation of B~(£).-The discrete part of this spectrum correspcnds E
to the first sum in (7.72), while the remaining terms of this equation yield the.
continuous part. ﬁ

It can be seen from (7.90), that determination of the power spectrum of the sum ‘3

of a periodic signel and a stationary normal random process reduces, after nonlinear

. LA 3

transformation, to the computation of Fourlier transformations ot the exponents of the

e,
Sl d i

input correlation coefficient and of the integzrals (7.89), which depend on the charw

Tl e

acteristic of nonlinearity z(iu). Por the nonlinear characteristic

e

| M=t e > (7.95) .
A i » ‘<t. .’.. . . 5
the function  g(in)= ﬁ-'r—(3+—"e""" , and contour ¢ coincides with the true axis, ¥

N SR -
skirting only the origin of the coordinates alons a semicircle in the lower half of

the plane(Fiz. 5%). In this case the coefficients (?7.89) are éxpressed as integrals

ATCREUE sarwandry I i G
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of the type of

oyt v
- b

R=v—1 - —
it 2::(-+1) S Y (au)e Tetnegy. .06
. [ 4 . 7.0

hnl
!

The integrals (7.96) may be computed by means of the expansion of e™*** and J,(au)

into exponential series and by the replacement of C= uz. after which the problem ,,
reduces to the computation of the contour integrals SC'-'e"‘dC' (centour c* "
is shown in Fig. 54), which simply coincide with the uell-‘l:noun integral represent.
ation of the gamma-function (cf. M. A. Lavrent'yev and B. V. Shabat. Metody teorii .a'.
funktsiy kompleksnogo peremennogo (Methods of the Theory of the Functions of the
Complex Variable). Gostekhizdat, 1951, p. 373).
0 u ¢ .-

Fig. 5%. Contours of Iﬂtegration. ¢ and c*, ‘j?

7. Ideal Signal Limitation in the Presence of Noise

As an example to illustrate the contour-integral method, let us examine the é
correlation function and power spectrum of a prccess at the output of an idezl ?;
limiter with a characteristic of 31
2y, (x>x 5

y=1={ sz:)) (7.77) 3

if at 1ts input there acts the sum of a harmonic signal and noise which constitutes “
a rormal, stationary random process, the power spectrum of which is concentrated in /’j
a narrow frequency band about the signal-carrier frequency. ’:
It is obvious that the nonlinear characteristic (7.97) is a special case of ?%
(7.95) when Y= 0, and therefore the solution to the problem at hand is provided by ”
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formulas (7.90), (7.96) if in them it is assumed that ¥= 0.

{) Let us first c;msider the case when the signal is absent, i.e., when a = 0,
Then from (7.96) it follows, that all the coefficients h 4 turn to zero, with the
exception of the coefficients corresponding to n = 0.

Employinz the technique used on p. 135, we find

~

o) ofut
hy= .. 3 :"Iu“" T ey =
[ 4

(7.98)
dt o (-2 M
=i x )¢ ze *du :
B mﬁ—lv 1:5
when k31, from (7.98) we find (cf. Appendix VII)
. A . " ‘: .—
‘ dl—-l ] 0 a, o
=g e v, (T)e (7.99)

To the direct component of the limited noise there corresponds a term equal, when

k=0, to
4 C— —F %
| ho.o %[l F.\'.—)]. . (7.100)

where F is the Laplace function (ef. Section 7, Ch. I).
Substituting (7.99) and (7.100) into (7.92) and taking into account (7.93) -

(7.941), we obtain an expression for the correlation function of normally distributed

noise, which has. passed through the ideal limiter, in the following form:

R (IR ) LNE

(2&)!2)” Ro () +

® 2%—1 -
Xo -— o) . ’ 70 1 0 1
+[2”3-=(7)(——-2._'Iw'“~= i o

( ) (* — t) R (1)] cos(2r — f)o T+
'_’ .-’ (u 1y 2’.'.—3 0
s 351 2 rn
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From this expression there can, by means of a Fourier transformation, be de-

termined the power spectrum of limited noise. This spectrum has a form character-

istic to nonlinear transfornmations, i.e., (besides the direct compone'nt) it consists
of a video band and of bands situated about frequencyw, and about harmonics of that

frequency. The energy distribution between the video band and the carrier~freouency

harmonics depends on the limiting level.
Let us make use of (7.101) in order to examine in somewhat greater detail the

case of low limiting, in which the mean-square value of the noise amplitude is much

greater than the height of the limiting level x, <K o .
contains only even powers of x°/ o , and when k is even only such odd powers, there-

fore ignoring the powers of xo/cr higher than the first, we obtain for the case at

hand

o 2ri—1
(i) .
@Qn— l)zzi"'n-z R’ (f)] cos wyt -}

312

wen—3e(’hl)
(28— l);z(u’.l.g ') R’ l(t)]cos (2r — l) oyt }+

+ 4 {2 O (@n—nup () o,

Toem

2 [ 2 [(2n — e (n--r) R (‘t)] cos 2,0,01}

(2n)1 2281

(7.102)

R+

rel

It can be seen from (7.102) that when Xy = 0, the spectrum of the limited noise

is concentrated only in the vicinity of the carrier frequency®, and its odd hamomcs

[cf. the terms in (7.102) enclosed in the parentheses]. When x, f 0, but x, X o,

combination spectral components appear in the video band, and in the bands situated

about the even harmonics of “’o' but the power correspon” ng to these parts of the

spectrum is much less than in the bands about the odd harmonics of & o *
Figure 55 shows the power spectrum for x, << o with the condition that the

noise spectrum at the limiter input is uniform in band 4 . The spectrum in the
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Fig. 55. Noise spectrum with low limiting level.

vicinity of carrier frequency-a$ is determined by the Fourier transformation of the

expression

o [(2n —3)ujs(2n—!

By (‘)=%2: [R(0 +)) i

2n-l
A (2n 1)t (‘)] €0S 0. (7.103)

R Y N : £y N e S JAN L N = -, v, 'y . - - 2 Sy
Srednd gt e S e LEL AR 2 e g I e e S

.

The first, principal term in (7.103) repeats the form of the input spectrum.

The difference of the form of the output spectrum from that of the input spectrum is

e T

determined by the succeeding terms, whose influence is, however, insignificant. The

formn of the spectrum in the vicinity of the carrier frequency is shown in Figure 56.

AR AR

In the same figure the broken line indicates the power spectrum of noise at the ”

limiter input. It can be shown that when X, —> 0 the area of the section of the %

output spectrum in the vicinity of carrier frequency W, , shown in Figure 56, is

equal +o 0.8 of the area of the input spectrum, i.e., 204 of the noise power becomes ?
the power of the odd harmonics of the carrier.
Let us note, that these same power relationships are preserved with the ideal

limiting of a sinusoZdal voltage, for which Xy = 0, since in this case the output is

voltage has the form of a periodic pulse seguence with a density of 0.5.

r=r=,

' '

! '
“wi P ogd

Fig. 56. Spectrum of noise in vicinity of carrier frequency.
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With an increase in the limitiag level x°/ o, the distribution of power to
various parts of the power spectrum changes substantially. Thus, for instance, with
X, = O the principal part of the mean power of the process at the output of the
limiter is concentrated in the/video band and about the frequency @, , the power cor-
responding to the video band amounting to approximately 25% of the total power, and
that corresponding to carrier frequencywo amounting to 50% of the toial power {(Fig.
57). The same phenomenon also takes place in the high limiting of sinusoidal volta.ge;

here the density of the square pulses at the output of the limiter diminishes, and

with it also the power of the first harmonic of the cadence frequency.

High limiting

a
7 :
H [ ]
f M i
! A -
h pry 2o '-

Fig. 57. Noise spectrum with hizh limiting level.

Let us consider what changes are underaone ty tae correlation function and the

- ——————

power spectrum if a signal is present, restricting ourselves to the case when the
abscissa of the operating point coincides' with the cutoff voltage (xo = 0). Then

from (7.96) there follows (cf. Appendix VI)

‘l*‘ ) _ oty
= = 5 =y, W(au)e™ 2du=

m(}”) (.Yz) (1 n+lz)l"'|(" k,n+l - 5)-

Since with a whole negative a gamma-function is limitless, it can be seen from

K=

(7.104)

(7.104) that h, = 0vwhenn +k=2r (r=1, 2,...). Substituting the expression
hyo from (7.104) into the first sum of formula (7.82), we obtain the periodic part

of the correlation function

a h—l
B (‘)'—"—'{" Ell(z,,_m ) (l_h—l ( )
8= 7.105
. X Fy (’l—-i 2n, —-—)} €05 (22 — l)my2,
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to which corresponds the discrete part of the power spectrun of the process at the
limiter output*: .

Lro=t10+ 3 Vetmlae)

! S Fi(n =g, 2, g,-)]’a [0 —@2n—1)u,).

If 0—» 0, then employing the asymptoiic resolution of a hypergeometric functior

(cf. Appendix VI) and takinz into account that

P(Fa)r(ga) =21t e,

from (7.105')we find

1 9 5 = .
0= 30+ 75 VNt le— 1),

square pulses with a density of &.
Selecting from the succeeding sums of {7.22) terms for which n = 0, we obtain
{ded:cting the direct component) a correlation function correspendine to the con- 3,
tinuous spectrum which is formed by the beats of the noise components. Tais cor- R
relation function coincides with (7.102) if in that expression the last tem, whichj;
has the magnitude x, for a aultiplier, is discarded. Tne remaining terms of (7.922,:3
in these sums (n>0) correspond to the continuous spectrum which is formed by the :
beats of the siznal and the noise components. All the even harmonics in {7.92)

disappear in the case under consideration.

An explicit expréssion of the correlation function of a random process at the Z

-3

output of a limiter, in terms of the correlation coefficient of the noise at the ins

put of the liamiter and the ratio % . is obtained after the substitution into (7.92‘

* Cf. footnote, p. 275,
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of the axpressions (7.93) - (7.94') with account being taken of (7.104),*

(—3 8, Calculation of Signal/Noise Ratio After Nonlinear Transformation.

The content of many radio-engineering problems lies in evaluating the influence

of interference on useful signals. For the solution of problems of this type it is
necessary first of all to stipulate a criterion, un the basis of which there can
take place a quantitative comparison of the interference-killing features of variou;
' systems, The cholce of a specific criterion for the evaluation of interference-

¢ killing features depends on the method used for separating (observing) the siznal at
;3 ) the output of the system.

X Very often there is employed as such a criterion the power ratio of signal to
k< noise (or the square root of that ratio), known for short as signal/noise and

e
designated as g~ . For calculating this ratio there is employed the theory, set

| forth above, of the transformations of random-process power spectra in linear and
non-linear systems. We emphasize, that the evaluation of interference-killing

! features by the indicated criterion required a knowledze of only the most general
statistical characteristics of random processes, and not the probability distribution
of instantaneous values.

Since a unit of radic equinpment constitutes a series of standard links, each of

which consists of two linear systems with one rnonlinear sysizm bLetween them, it is

sufficient to consider the manner of calculating the signal/noise ratio at the output

‘y:

of a standard link (Fig. 43).

< axanes
e
SR

(A L2

Let us assume, for the sake of definiteness, that on the input of a standard

o X r

AR

Fuid

link there acts a signal, which is a determined function of time, and a noise which

* An expression of the correlation function for the case when the process at *.:=

limiter input is not a narrow-band one, is cited in [5] R When:q3= 0 and under .he
condition that the normal process at the input is stationary, the correlation function |
may be represented in the form of

SRR

. .
B(:)m .’.‘{_’_[l + % mst(-.)].
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constitutes a normzl stationary random process. Since the signal and the inter-
ference pass through the linear system independently, we again have at the input of
the nonlinear unit the sum of a determined signal and of normally distributed noise,
the spectra of which are deformed according to the frequency characteristic of the
linear system, as was indicated in Section 2,Ch.VI. Therefore it is not difficult to

compute the power ratio of the signal and the noise at the input of the nonlinear

element (abbreviated: signalfnoise ratio at input). The power spectrum of the process;;
at the output of the nonlinear unit has a more complex structure, As has been indi-
cated more @han once in the present chapter, this spectrum consists of three parts.
The  discrete part of the spectrum Fclb(a»corresponds to the beats between the com-
ponents of the useful signal. One part of the continuous spectrum, ﬁ“xmﬁu». is

formed by the beats of the noise components, and the other part, Fc uﬁﬂ) is formed oy .

X
the mutual teats of the signal and noise components.

Let C(w) be the frequency characteristic of the linear system (filter) which
follows the nonlinear element. Then the power spectrum of the process at the output

of a standard link is equal to
F ()= C3 () [F o (9) + Fiay () 4 Feyy ()] (7.107)

In order to compute the signal/umoise ratio at the output of a standard link, it

is necessary to decide whether the bz(a» Foxu

be imputed to the signal or to the noise. In this connection there result two

(W) part of the output spectrum should

varieties of power criteria for the evaluation of iuterference-killing features:

a) the beats between signal components and noise are imputed to noise,

b) the heats between signal components and noise are imputed to the signal.

The first criterion is used in the evaluation of the interference-killinyg
features of communications systems, in which by c¢/m is understood the square root
of the ratio of the power of the useful signal with interference absent ir the_pass

band of the filter, to the power of the interference in the same band, computed with };
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formula . : ;‘é

. 5
f (-«,) ) .l“ (w)de ‘%:
: ~ ¢ ,_{ 2 (7.108), %;ﬁ
' (7):—' T '
F,(w)de ‘*i?‘fﬁ

where o -Fl((.):‘C’(m) Fexe(“)' ?:

.”‘2

F » (ﬂ)=C’(0) {F nxXn () + Fexm ()} %

In problems dealing with the detection of a weak signal, concealed in noise, ;ﬁz

y:"(‘:

the presence of beats between the signal and the noise facilitates the detection of }-3%

the signal, and.the employment of the second criterion may prove more expedient. In %

this case the signal/noise ratio is computed according to the formula §

© © ﬁ;

et {F‘(u)do-l-gf.g(u)du (7.109) §

SV = , >3

(")A T P

{Fn(o)du 4

where ) 5

- Fu (@) =C ) Fo (o)
» X
F (0)==C%(w) F ,.;,(). 3

} v‘gﬁ

%

9. Power Spectrum of Quantization Noise é%

3

Along with the quantization of signals by time*, an effective means of augment- %

3

3

ing the interference-killing features of radio equipment is the quantization of e

siznals by amplitude. In this case the entire continuous dynamic ranre is divided %

P

. T
j into a series of discrete levels. The signal-quantization mechanism at the trans- ’é
; mitting end reduces to the transmission, in place of a given instantaneous signal §
‘ 4
value, of the value of the discrete level closest to it. "f

The quantization of signals by amplitude makes possible the effective suppression g

of interference, if only the mean-square value of the interference is small in com- p

- o

2

parison to the difference between the discrete levels, Quantization leads to signal jf"fa

distortions which are called quantization noise. ,g;é

5

\, Signal quantization by amplitude forms the basis of all pulse-code modulation '_‘é

{ 1

- £

* cof. footnote, p. 163, &
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Mg. 58. Non-linear network with sawtooth characteristic. »

{P.C.M. [sic. I¥M]) systems. %

Let us determine the correlation function and power spectrum of quantization h

noise, assuming that the signal is a normal stationary' random process with a zero {

2

mean, a dispersion of O and a correlation coefficient of 2(Z’). 3

4

The quantization error, i,e., the difference between the initial and the ;

quantized signal, may be regarded as a result of the transformation of an initial ;

i

signal in the nonlinear system with a saw-tooth characteristic, shown in Fizure 358 4

3

A

f(x)= x —m3}, (m—%)8<x<(m+%)8, §-

“ m=0, =1, =2,... (7.110) 4

\ ;" . ,\:

; where & is the distance between the discrete I&veis. ;
! Employing (7.2) and takinz into account (7.110), we find the following express- ;
g ion for the correlation function B{?%) of quantization noise éi
1 1 :

| o o (P (ed)
: ' = e xy — m3) X 3
| BO=rry 5‘ Sl (x1~—m%) :
i: . . ﬂ‘-"‘“;"h--ﬂ(m‘_ _i_)‘ ("l"‘ i.)‘ (?. 11 1 ) (%
i _ ‘g + l: —2Rxyxy ’3:
) X (xg—mB)e FO-RY ggdx, -1

Effecting a replacement of the integration variaules &

' %

n—ml=-35%

: P

- ‘,—-m:8=.§-y z

and designating F = '%T , we obtain k;

_F 4

y A 4;,‘:;

4

#
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{:}L ' o _

Bly= D ZPT=T ) f X

Ny =00 Myee — 09
. ) "1+"§+"0(‘-R!)+M:(r-kx)—2km.m,
Xe * LR dxdy,
or
+1 41 $ x4y —2Rxy
. = ot S T 1—R?
B() &-——f———, = xyl— (xg)e dxdy,
- (7.112)
where
? g -
» » _!_ my ma+my(x=Ry) t my(y—Rx)—~2Rm M, ,\
Lep=Y Y = : (7.113) i
My o) Mg en 0D ;
The summation indices in the expression of function L{x,y) may be separated by ‘
effecting the replacement §

my4-my=n,, m—my=n, _ (7.114)

-

The new indices n, and n, also vary from ~co toeo , but they must be either

1 , 4

both even, or both odd. After substituting (7.114) into (7.113) and after the
’ , . o
simplest of transformaticns, we nave k.
5

- , Bfethtin o 3 Imlr—y) dng e

“ & 1+R ~3' T 1=R ®

L(x.y)= 8 2 e + 3

Ry =D Ry=m~—~00

© p @D e @Ml @ B (2854 1)(x—y) L2 1) E

1R 2 e ! =R 3

. + )¢ . .3

ny=—0 M- B

The integration variables in integral (7.112) may now also be separated, for

which it is sufficient to effect the replacement

: —rps, ymges, (7.115)

The transformation jacobian of (7.115) is equal to two, and the area of integration
in the plane (u,v) is a rhombus bounded by the line u +v=4+1, Invirtue of the

full symmetry, integration may take place only with respect to positive values of
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variables u and v (one-fourth of the rhombus), the amount of the integral being

multiplied by four. In this manner we obtain

]
v

¢ Lo,

B= g S (u?—ut)e

Y LR
-3 (H-R

)x

®© _ 382uin) o

’ }E e TWER }E e

(in.+ NEQ2u42m 1) o

«1+R) 2 e

Rywe=0p

o (204 2)

SRy (7.116)

- m.+n B (%04 20+ 1)
i)

+ e

-.O—Q

} dudv,

Additional simplification of expression (7.116) may be attained, if the sums
entering into it are transformed by means of the Poisson formula (cf., e.g. B.
Van der Pol' and Kh, Bremmer. Operatsionoye ischisleniye na osnove dvukhstoronrego
preobrazovaniye Laplasa (i.e., Balth Van der Pol and H. Bremmer, "Cperational Calculus

Based on the Two-sided Laplace Integral® [N. Y., 1950] ), For. Lit. Pub. Hse., 1532,
p. 131):

L h(n)= 2 S h(x)e™"*dx,

R=enl) =

Employing this formula, we find

_ndetn) I\
4R __ x(1+R) Ti1FR
Z e W)z o X 2117)
e [ _r’s’(l+R) ] ' ?
x[l+2 e ? cosT|.
1 1 ~ | ’2-1 J
Analogously .
0o md(vd M) =R 3 o
e Rk o/ * ;— Jeb =R ¢
e mun (7.118)
x 142 s—';-].
[+og

o @4t 1828t 2,+1)
1+R) x(l -4 R) 4 m
‘ = FERE T
, By 00 _II4R) ) (7 119)
X[t42Y—1ye ® °°""z£']' .
[}
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C R Y L D)) 0'

*V‘J - -—"“-—————".""’ (7.120)
. : X[l+2'2(-—-l)'e » cosi;—“- .

sl

Substituting (7.117) - (7.120) into (7.116), and noting that the expcnential

factors in these sums cancel out with the exponential factor of the intezrand

%: ! function, after eleﬁentary transformations we obtain
} 2} | § T )
. é t 2
| n(«).='—;-‘f i(u*—w)[fl(ura. 2) (1 — R)+
s _ (7.121)
b + (14 R, 6} (1 — Ro)] dudo,
ol b where i: designated
L r‘n’a
hia =142V B ope (7.122)
rw}
7'zt
h, z)—1+22(~1)e Feos 2
=l (7.123)

Now the integration in (7.121) may be brought to a conclusion with no particu-

lar difficulties, since the irntegrals subject to computation are tabular. Omitting

the aizebraic transformations, we cite the final reemlt
o -h"' 4nix3
(*)=——’2—'—e ’ h’”‘R+

|

R=1

Ay 2, 2

i ;. » w . - ‘(lll'*‘:g’gl . (n‘.; _ n;) R

43 +22—;—-——,—e ' sh ————r —

it . "y —ng ¢

Maom

b e 1y 1Y) ., (7.124)
e

e ’ X

ga:%("'-%)'-(ﬂ—%)’
SRR () el k71 il

Let us assume that the difference & between the discrete levels is much less

than the mean-square value o of the signal. This a.sumption is almost always

( realized. Then P»<?1. Taking this last inequality into account, it is possible
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in (7.124) to neglect the double sums.compared withithe first sum, and, replacing the
hyperbolic sine by its asymptotic expansion, we obtain the following approximate ex-
pression for the correlation function of quantization noise, sufficient for most

problems of practical interest

=

- 1
BOI=1a 2‘»7 : ‘ (7.125)

. .

The full power of the quantization noise (the dispersion of guantization error)

is equal to

[ -
_’cl __’38 ‘K‘___“'
BO)= e (7.126)

i.e,, one-twelfth of the square of the distance between the discrete levels. It is
not difficult to notice that, in the case under consideration, the dispersion of
error coincides with the dispersion of a random variable uniformly distributed over
the interval of from 0 to 8 . This is so because with a small difference between
the discrete levels, the quantization error is sufficiently closely approximated by
segments of straight lines (with the exception of those cases, when the signal
between the discrete levels passes throuzh the extreme).

Let us determine the power spectrum F(W) of the quantization noise with the
assumption that the spectrum of the initial siznal is uniform in band & . The
correlation coeflficient of such a signal, is in accordance withi6.13), equal to R(?)=

-s-.‘—'-’;%—é-—— . Then from (7.125), employins Khinchin's theorem, we find

- .

3
l v

° o - '.1‘! _ u"—“.
F(m)-4"’ 2"1_ e (l w )cos@tdt. (7012?)

NS ::e'«!bcpandjnga%%into a series and restricting ourselves to the first two terms
(which is permissible, since the integrand functions in (7.127) diminish rapidly

with an increase in the magnitude of T 4), we obtain
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d 2nr? 3?}

. - 28 i —--—-:w RE

§ F (.)-‘TET'?} €0s wrdx, (7.128) %

e - Anl . ' ﬁi%

i

The integrals obtained under the summation sign have already been encountered ;%

::?f-ﬁ

above (cf. p. 228). Substituting in (7.128) the magnitudes of these intezrals, we ie

find the power spectrum of quantization noise in the form of {g

F(w)=32 33 ~ (7.129) 4

™ £} 2% . Z

- s n-l . g

The correlation time, in accordance with (5.32) and (5.47) is §

:?:

43

)

F@) __3 _3._2_1_ 3 /3, 1 pi

%= 1B(0) “a_uV 3 =58 & 3 BE

or Re] ’Z

P8 =

ws Y=g ap  }

i.e., the correlation time of the quantization noise is approximately 2/\/—- times ;‘i

less than that of the initial signal., When P<<1 ,~torrelation between the quanti- g
zation errors in the consecutive selections of signal values is practically absent. i

Accordincly, with a reduction of the distance btetween the discrete levels the power :
spectrum of the quantization noise becomes uniform in a wider frequency range, with )

a simultaneous decrease in the maximum of spectrum density. ;}
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Chapter VIII

STATISTICAL CHARACTERISTICS OF THE ENVELCPE AND PHASE CF A NORMAL RANDOM PROCESS

{. PForrulation of the Problem, and its Seneral Solution,

Let us examine a narrow-band linear system, at the input of which there acts a

oA
G*é.)”““: Vg ta ke b

determined process (the si:nal) together with a stationary normal random process
(noise).
In accordance with the results of Secte 5, Ch.VI the stationary process at the

output of a narrow-band linear system with a resonance frequency of & may be repre-

sented in the form of

A(t)cosuyt 4-C (t) sinuyt,

where A{t) and C{t) are independent, stationary random functions which have normal
laws of distribution with 2ero mean values, dispersions of & and correlation coefl-

ficients of R, ().

Let the signal 3/{t), which has passed throush a linear system, consist of

S e e i

.
O T o et e N P e R e L

high-frequency vibration of the frequency wo » modulated by amplitude and bty phase,

i.e.,

S()=u(t) coswyt 4 v(t) sin wyt.

Then the random process of the linear systeu under examination is descrived vy tae

)
e |

random function

- . HO=[(A) t-u(t)]cos m‘ol 4 [C () + v(t)] sinwyt,

A R

antriide

L JITYICY- e

(8.1)

b s e i n

R

.

,,

which may be represented in the form of

tO=E()cos[wgt+o()], (3.17)

i RN AN

where E(t) and l.? {t) are the envelope and phase* of the random process &{t), defined

ol ] B33 B b o BN 3 "t it ot o 4 s

* In some works (cf. e.z., [1] ) by the phase of a process is meant the sum e rip(e),
In avoidance of error it should be kept in mind, tnat nere by phase is meant onl,/ he
randon function &f (t).
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by the formulas

E@)=V A+ @OP+ICO+v0? (8.2)
(t)
P =—arctg SO0 .20

In many applications consideraéle interest is afforded by the problem of deter-
mining the distribution functions of the envelope E(t) and phase ¢ {t) of the normal
random process (8,1, a zeneral solution of which is irdicated in Sect.7, Ch. VI.
Formuzlas (6.73) and (£.90), there cited, provide a basic solution to the indicated
problem., For this it is sufficient, to insert the explicit expressions of n-di-
rmensional distribution functions in place of L and Wooe The practical application
of these formulas is complicated by a cogsiderable difficulty in the computatiocn of
the participating integrals., We shall limit ourselves here to obtaining the dis-

tribution functions of the first two orders.

2. Distribution Functions of the FEnvelope,

The problem of obtaining the first distribution function of the envelope of 2

normal distribution function - (3.1) coincides fully with the problem solved in SecteS, |

Chapter III of the probability density cf the length of a plane vector, the con-
ponents of which are independent and are normally distrituted with paraneters of

1 .
[u(t).oﬂ and [v(t). o] , where @ 1is the dispersion of the stationary part of process

!5(t). Employing (3.38), we write the first distribution function of the envelope

-

R0
Wina=5e = L[52]. 8.3)

r>0
W' ('. ‘):—‘:0: f<o,

a?(() =u? () 4+ 0*(¢).

where

Thus, the first distribution function of the envelope of a normal process coin-

cides in the general case with the generalized Rayleigh law sof distribution. Thais

i




i
'
,
|
|
i

function for various fixed values* of ot/o' is shown in Figure 24, As the ratio ecfor

js increased, the distribution law of the envelope approaches the normal [cf. (3.140)].
When the signal is absent {o&¢ = 0), the distridbution law (8.3) turns into an

ordinary Rayleigh distribution law (cor-esponding in the indicated figure tc the

first curve on the left)

e
W;(r)=—:7e ¥ >0,
(8.3) i
W,(r)EO, '<0.
The integral distribution law of the envelope, 1i.e., the probability that E(t)

does not exceed a given magnitude r, follows directly from 8.2)

1 & _ ey
P(E<r}=-;,—5re A ('““’)d,,

Integrating by parts and employing the relationship
L]
§u’l, (au)du="% 1, (au),

we obtain rpet

PiE<r)=e ™) (%)” I, (%) (8.4)

n=l
The curves of the integral distribution law (8.:) were shown in Firure &5.
Passing to the determinatior of the second distributios function of the envelope
of a normal process, we shall restrict our detailed computations to the case where

the siznal is ahsent.
Brploying (5.24) and (6.72) when n = 2, we obtain the desired two-dimensional

distribution function of the envelope
'%—2[?.! 13 €08 (9, —8) 47 ;

. 2 - P Rg’
AR z.‘,—.;;);';—;’-_—p;j e 48,d8,~
v
i+ p JeliTrco8 (=5 (8.5)
Ny T W-RD we Ul
== m e js e delde,,
v
] > 0, Ty 0.

* I.,e., for the fixed instant of time t = t%; thereafter «(t) should always be conff

sidered in a fixed instant of time,
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ful to effect a replacement of the variables

6,—6, 8,46,
n=. ==, = —,
V2 V2

For computation of the double integral in the right part of {8.5) it

hich corresponds to a rotation of the coordinate axes through an angle of 45°

(Fizure 52). It is not difficult to satisfy oneself that the transformation

jacobian of (8.6) is equal to unity.

Fig. 59. tation of the coordinate axes.

First integrating alonz v(Figure 53), we find
.. Ro717 €08 (A, — 0:)

- ﬁe R 19,d0,—

oy p s
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=GF (z4=x)e © da,
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.= @p du= (:‘,)ye
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cf which, by viriue

The replacement of y = z 47 resulted in two intezrals, one

of the oddness of the intezrand function, is

and the other {cf. Section 5, Chapter III) is equal to
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Thus we obtain the two-dimensional distribution function of the envelope of a

(-'» \; stationary normal random process
T A+ .
(1R R
Walrs, 7y, ‘)=ﬁ b [ o ] n>0, r,>0, (8.3)

w‘("' '20‘)-—- "’ 'l<0' f’<0.

Wen T —»eo o R° —» O , and from (8.8) there follows

q %

Wilr, ry oo)==Ste ¥.0 "5
i.e,, the two-dimensional distribution function is, as was to be expected, equal to
the product of the ordinary Rayleigh distribution functions which represent the one-
dimensional px;obabllity densities of the envelope of a stationary normal random

process for T—> oo,

_ The general expression for the n-dimensional distribution function of the envel-
ope of a stationary normal process has been ottained in [9] in the form of a product
of exponential and Bessel functions.

The case when a rezular signal is present is considered analogously, although

the computations turn out to be more cumbersome. Here there will be cited only the

8
final expression of the two-dimensional distribution function of the envelope .{%
i
_ 'f+l§+ l?'flg‘-hﬂgk. : %
W(1~RD) 1k
Walry, 73, <, t)_—.:__.__"’* e X
- Ry (8.9)

Roriry @y — Ry @y — Ry
X 2 m m [el(l Ré)J [ o2(l —Rz) ] [ c:(l Ré) 2] ’

where « = & (¢), @ = = (e + ), and &, =1 , £ =2 with m>0.

I{ the signal constitutes a harmonic vibration of the frequency & and the ampli-

-

tude u,, then % = &)= Uy and from (5.9) there follows
.w:(ﬂ. r3, ‘)=7(T‘_f-’;§)—e e"“'“f" X (3.9')
B x§,‘-’~[a(73'§2>] ["(H- Ro) Le' (':‘-:-’R.)]
( When & — 5 o » Ro-—-» O and from (8.9) we find
F-TS-9811/V 25
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i.e.. the two-dimensional distribution function is equal to the product of the one-

dhe s

dimensional distribution functions (8.3).

3. Correlation Function of the Envelope

w5 0 Y e e BTN 3 W N

Having the expressions of the two-dimensional protability density of the envel-

ope, it is possible to find its correlation function, since the latter is a second

050625 AR el ¥

nixed moment of distiribution. To compute in this connection the double integral, it

is expedient to employ the method set for:h in Secte 6, Ch, VI, of expanding the two-

R Lt W s b P

dinensional probability density into a serics of the respective orthogonal poly-
nomials.

Iet us examine in detail the sequence of dei~rmining the correlation function

of the envelope of a stationary normal random process. The two-dimensional dis-

8 P A T < e

tribution function is here determined by formula (8.8), and the one-dimensional dis-

20'

tribution corresponding to it — by formula (8.3). If the function ',2

over the interval (0,o0 ) is taken as a weighting function, then to this weighting

O B AR § DA

3
function there corresponds the aggsregate of orthogonal Laguerre* polyinomials Lvh)({,)

The expansion of two-dimensional distribution function (8.,8) into a series of

23 L Rbt) Drirde T il ¥ 2w x

these polynomials has the form of

Ty e =R ! Ruryry
“(l—R)) ‘_)]

D Kk M T 2N

(8.10)

2
(2} vyaf o :
X 2 oL (zcr ) L’ ’(2; ) 3

a=0

Employing expansion (8.10), we represent the correlation function of the envelope ty

* By definition, the Laguerre polynomials are equal to

"
, . Lf:’(x)as (—~ l)"x"e'i"T(xR-He—u)

(¢f. V. L. Goncharov "Teoriya interpclirovaniya i priblizheniya funktsiy" (Theory of
Interpolation and Approximation of Functions), Moskva, Gostekhizdat, 1754).
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00 60
the series By(x)= 5’ gy (ry, ra, t)dridry==
2 242
= RB" L 6T 2L 2\ =212
= ——? _‘_..55 r; /)( 2") L( ) (T:z)é 230 dr,dr,,
0
and since the varlables double integral are separable,
44 ..
apllly T
80 (t) 2 (ﬂ'y [ o S L:" )(2c1) e 2 dfr' .
or
o
B, (1:)=c’E R¥(x) .
a=0
Xy 1\ ~F
here 1) { % 3
wher c,= -”75 2Ll (T) e *dx.

(8.11)

(8.12)

(8.12*)

The computation of integral (8.12') is carried out very simply, if use is made

of the 1link which exists between the Laguerre and the Hermite polynomials (cf. V. I.

Smirnov, Kurs vysshey matematiki (Course in Higher Mathematics), V. III, part II,

' 3 1
Lam(x )_(_. l)"';:r Hy, ., (%).
2 2
Then P -5
€= (-.:)‘ x’HuPl(x)e dx =
" T
0 o
—(__"n[-l ) g+ "‘z'dx
= n+;_ x ppry
2 n!

and integrating by paris twice, we find*

C,=

(= ve ' _ (m=3V7
2°n! H""'"z 0= 2"n! '
n>2,

Forn =0 and n = 1 it follows directly from (8.12') and (8.13) that*

c,--Vﬁs—e‘ ‘dx._V25ye"’dy--V_

S’(x’ —3x)e ’d =_'2’_

/"
l.

* cof, Appendix VII..
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(8.14)

(8.14*)
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1
its linear detection. ,%
&
. For the case of a harmonic signal present with an amplitude of u, the cor- §
3
relation function of the envelope has been computed in [2] and has the following form:};
% w £
0. 20" T QY (2m)! [(2m 4 1)tp
B =2 (1 — Royre ™ Y f
mel . i
R-ﬂl—n /uo I—R“ ” 8
XE @m — ny(np \&7 T+ R, X (8.15) [s?
n=0

B R B R A o ::':'.*;::"‘*"—?:‘g
.i{ﬁ\

'—ﬁSx’e 2d!=ﬁ. ) (8.1)4'1)

Substituting (8.14) - (8.14") into. (8.12), we obtain the expression for the cor-

relation function of the envelope of a stationary normal random process

no=w(i4EaFlezae)

which coincides (with an accuracy to the last constant factor) with (3.74)*. This

correspondence is to have been expected, since the power spectrum of the envelope is

=

e g 1 o Py —t e
:ﬁ%’fo‘f‘w&t’»?ﬂ's‘»g&'xlg’v'z:xr/a‘*:_-.mm»mﬂn—/;&v@nzna.xas O T R T DA

the low-frequency part of the spectrum of a stationary normal random process after

SV

1Ry, 4
T Xﬁ(”‘“"&"+h ¥R 28}

4, Nonlinear Transformations of the Envelope, The Square-law Detector.

N ¥ A AT A AR g S SR

It has been noted in Sect. 7, Ch.VI, that the random process, obtained by the

prpr—esr

nonlinear transfcrmation of a narrow-band raandom process, may be represented by the

ESY ]

series

NO=Fo(E) +F; (E) cos gt — 9
Fra(Eycos ot — 2t 1 T
where

1.(E)= —',—:—Jf (Ecosy) cos npdy, (ep=1, ., =2, > 6).

Zach of the components of random process7(t) is of the same nature as random
process £(t), i.e., represents a product of the slowly changing envelope f (E) by

()

* The indicated correspondence becomes obvious, if under the summation sign, a@mr

is replaced by T%?' ,
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cos n lmol-—-'p(l)l, the power spectrum of f,(E) being principally concentrated in
the frequency range close to nw,. In particular, the spectrum of fO(E). as well as
the spectrum of E, is concentrated in the range of low frequencies adjacent toW=0.

It is of interest to obtain the first two distribation functions of the random
process fo(E), which is obtained as a result of the nonlinear transformation of the
envelope of a normal random process., For this it is sufficient to effect the ap-
propriate replacement of variables in (8.3) and (8.9) according to the formulas of
Sect, 1, Ch, III.

Let us, for example, consider what will be the distribution functions of the
envelope of a narrow-band normal random process after square-law detection. In the

case under consideration
, fo[E(t)]=Ez(t). (8.16)

Let us begin by determining the two-dimensional distribution “unction of E2(t).
The problem is, in formula (8.9) to make the transition from the variables ry and r,
to the variables

2 — g e e
p=ry, =" -

(8.17)

Al though the inverse function r = + \/e- is two-valued, nevertheless, since
ry> 90, rp > 0, to each point in the plane (PJ ' P :_' ) there will correspond only one
point in the plane (ry, rp). The transformation jacobian of (8.17) is equal te

d »
(n Pz) l26, 202 1_4“’2.

(n. )
a(ry, !
BEnploying (3.10) and taking into account that -5%;—;:—;'=';,-1,—;{ we obtain
the two-dimensional distribution function of the square of the envelope
n+n+ c’-n’-zmako '
y - :-'n-ng) %
wi('ll Pey % )—me
LA 8y — Ry (8.18)
XE Joh) L[ va)x
[ ——Rc.l|
X1, (= VPz]
o 'l>oo p’>0
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If the signal is absent, then «, = “zao, and

-t " ‘
. ) 1 1Y—RY Ry [
{ X . Walpw e W)= P o[c,—'—"u_k-‘.;)]- (8.19)

. The one-dimensional distribution function is not difficult to obtain.from (8.18),

Ve
4

D R

2
a5

irf - 0. Then

' e . —
Wibh=e 1o (ZLE). e>0. (8.20)

When « S o , the Bessel function may be replaced by its asymntotic zpproxi-

A e NS E

nation

s ez

. V7

ln( ﬂ’-’_) ~ l// ° e ” .

¢? 2xaV p

o e 1 —
S

Then the distribution law of (8.20) may be represented in the form (cf. #5, Chapter

)
*

III) of

i W —ay
Wil =———: = >0,
29‘ 2x102

LAY

e ~‘:‘;“‘:’;i‘ o

A

(3.21)

-

A curve of the distribution function (8 % ) for several fixed values of -E',— is

ooy
ol

e

shown in Figure 50. Curve 1 corresponds to the absence of a signal.

D Ty STER R WX

Qu

2 OFFA

as

2

2 4 5 L] /R A
ig., 60. Distribution function of the square of the envelope ;

’ 0

EF TR W P R T ey ey

FETAREHY))

- p Sy
.

of a normal random process. 1. {:—3 =0, 2, == =1, 3.-%‘,—- = 2,
by =& =3,
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The distribution function corresponding to it is equal to

L Wie)=gge B >0

This is the so-called exponential distribution.

the square of the envelope of a stationary normal random process is equal to
’ 0 oo 9 o
8,(v), Vg, 7)== —— 2 ¥ °(‘e"""f"'i’ tioa (e y)),
(2zet)2 (1 — RY)
08 —00 —90 —%

_: -'.i.*"'i’ ~2Re (2, 22ty y)) 13 i-y:i

—te

i
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[ DOt

(8.20°)

T A A WL RN s O

e,

The two-dimensional distribution function of the square of the envelope nay
alo be obtained by the method of characteristic functions (cf. Secte 7, Ch. VI)e

Thus, in accordance with (6.81), the two-dimensional characteristic function of

-(8.22)

(8.23)

, w18
e ' dX|dx;dy|dy2 ==
xf !-xg—ZR.x.x,
T 3 @K :
‘(Wl—" 'l'tl ) ()
—~00 e
i.e., to the square of the integral .
AR 2Rex 2y
1 . T T el (o,xf + v.xg) @ B~ Rg) dx‘dx2 =z
2x32 V 1—R3
=0 =20
— l -
Vi—oict (v, t vg) — 458 (1 — R3) 0,03
A detailed computation of integral (8.23) is cited in Appendix V.
Consequently,
!
Uy, 3)= .
©: (0, v, | —2ia2 (vy + vg) — 438 (1 — R?) 0,03 (8.24

Effecting in (8.24) an inverse Fourier transformation (cf. Appendix VIII), we.
obtain a second distribution function of the envelope of a stationary random process,
differing in no way from (8.19). The case where a regular signal is present may be
marked out in an anélogous manner. It is clear that for the investigation of the
distribution functions of the square of the envelope, direct replacement of the
variables in (8.9) is more simple than the employment of the method of characteristic
functions., However, with more complex nonlinear transformations of the envelope

Lo (E), when a function inverse to fo cannot even exist, the method of characteristic
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functions becomes one of the most effective procedures in solving the problem,
Having the expressions of the two-dimensional probability density of the square

of the envelope, it is possible to find its correlation function, employing for this

purpose the method of expansion in terms of orthogonal polynomials. As an example,

let us determine the correlation function of the square of the envelope of a station-

ary normal random process, the two-dimensional distribution function of which is

given by formula (8.1%), and whose one-dimensional distribution function is equal to

L4
LN S wher p > 0. If this one-dimensional distribution function &
2;3 4

is taken as a weighting function over the interval of (C,oo), then to it will cor-

respond the aggregate of orthogonal Laguerre polynomials Lf’(ﬁé{) ' (ef, footnote on

p. X06).

An expansion of the two-dimensional distribution function (8.19) into a series

T R A T A L LT

£
T

Pl S L YR & LAy e S g I . o ae, - "
DN DALY m&m,maamw,ﬂm.‘zum.x*mazs.@&m‘mzxﬁm.

of these polynomials has the form of
~ ke
L N I ALY
. < o e ,o et ——— Y
e - 4ot (1= RD) o (1 —R}) :
(8.25)

ii | L e R
| =L gng)(g;?) £2(35)-

! Employing (8.25), we represent the correlation function of the square of the envel-

Y
R AL

rt
B
W

! ope by the series

ISR

e
S
3

i

Joghel

C an=P5 e [Tt () (2 x 6.n6
e Q.20

- :
& +h

- ——

o
2
Xe . dpcp=dar Y] RV,
a=D

f
SN

IR SN

A,

e R A R A S M T T

i
Kl
[T,

f ; where -
]

== | xLM(x)e™*dx. '

L) M ! (] (8.2?)

Employing the definition of the Laguerre polynomials (cf. footnote on p. 306), it is

LNsg : 2 2%

Bt A R

e e e
e

not difficult to compute intecral (8.27):
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Consequently, in the series (8.26) only the first two coefficients, ¢, and ¢, differ

from zero; these are computed independently, remembering that Léc) (x) = 1 and

(0) )-1-x

on @
c°=) xe fdx=1, c.=§x(l —--x)e7dx==—1,
(4

Thus, the correlation function of tae square of the envelope of z stationary normal

process is equal to
By(x)=43*[1 - R, ()] (8.28)

03w e €At e A2 At ¥t 2 . s £t kS o .
ek o s £t e i e A P e £ ARSI B At S TR U e B85

from a comparison of (8.23) and (7.63), it can be seen (as should have been
~ expected) that the power spectrum of the square of the envelope coincides with the

low-frequency part of the spectrum of a stationary rnormal random process after its

€ ergarienek Ty, WA

square-law detection.

In the case under consideration an expression of the correlatirn funztion may
be obtained directly from (8.24), if use is made of formula (5.16'). Differentiating
9'1("1' v,) first with respect to V4, and then to v,, we obtain from (8.24)

@6, 4 (1 — RR1—2i (1140,) — 48 (1—R]) v,79]
09,03 (1 —2ist (9, + vg) — 458 (1 — Rg) v,v P

] +[2iel + 4391 — RD) v,] [4izt -+ 8et (1 — R3) vy}
(1 — 2ic? (£, + vg) — 424 (1 — R 0,03

wherefron

e e

=4t (1 — R ) 8ot = ot (1 4 R?),

e r e, e e aan . T
IR T e SEAR PRSI T 0NN SIS e AT S £ lua ey e e tar e wals
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which does not differ from (8.28).
} -
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5. Statistical Criteria for Detection of Signals in Noise. 3

A distinctive feature of the contemporary theory of electrical signal trans-

Lo
VT Bl P SR on fa W T G PO T & A

mission in communications, radar and telemechanics systems, is the fact that in this

TR SN

theory an evaluation of the influence of interference is not restricted to such a

Lt

general criterion as the signal/noise ratio (cf. Sect. 8, Ch.VII), but employs the a'

ALY

finer statistical properties of the processes, which make it possible to judge the !
authenticity of the data received. Whereas for calculation of the signal/noise ratio\?
it is sufficient to have the power spectrum of the process at the output of the de-

o

vice from which the data is being picked up, an evaluation of the authenticity of

R ILE

i

hem EL s re s, L,
A
T

received data by any statistical criterion will always require a knowledge of the
multidimensional distribution functfi:ins of the process. ;
From these statistical positions let us examine the protlem of the detection of
a signal in noise. . :
Let the operator observe, on an indicator, a random-process envelope which may :
represent either noise alone, or the sum of a signal and noise. He does not know in
advance whether a signsl is present, and must decide this guestion on the basis of

o

observs*ions. Let thie observations be fixed at a definite place, i.e., the problem

e e e T B ot aE BT R B Gt aios 3 ey e

being solv:. concerns the presence of a signal at a given point. The operator has
i

made the following decision: he considers that the signal is present, if the voltage

at the given point exceeds a certain arbitrary level Uy and that it is absent in thefg
contrary case. What is the probability that such a decision will yield the correct

answer? : B

It is clear that an erroneous answer may be given in two mutually exclusive in.

peromay

stances: 1) when the signal is absent, but the voltage exceeds the level uj (event A);
2) when the signal is present, but the sum of the signal and the noise does not ex-

ceed the level u, (event‘B).

The probability of eveﬁt A, 1.e., that two events will be combined, the absence -

A4 . EE RN “ RIS
NS ANITE YE TR T W NN RS THOIET X S Prerrion g cvaprtyr

of a signal and the exceeding bty noise of the level U, is according to the rule of

nultiplication (cf. Sect. 3, CheI), equal to the a priori probability of the absence

Pl
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of a signal, multiplied by the a posteriori probability of exceeding the level u,

S o

oy
SATAS

under the condition that a signal is absent.

=2

The a priori probability q we shall take to be given, and the a posteriori

probability of the noise exceeding level u, is not difficult to obtain from the first

distribution function W (r) of the noise envelope [cf.. e.g., (8.3 )]
.. . .

P {E>>u,) 1 = P{ES Uy} =1 _sw, (r)dr ==

S A 1 e et

o ‘.ji}
=s w,(r)dr. “"’5
H E
Then 4
o
p(A).—_qu, (r)dr. (8.29)
5 |

The probability of event B , i.e., that two events will be combined, as the

presence of 2 signal and the failure to exceed level Uy is according to the rule of

nultiplication equal to the a priori probability of the presence of a signal, multi-

plied by the a posteriori probability cf the failure to exceed level u, under the

condition that a signal is present.

L T 2 S P UL SR NN NI
Wl e e AR LN it ok 0 R S et S

The a priori probability of the presence of a signal is equal to

p=1—q, 3
and the a posteriori probability of the failure to exceed level u, is not difficult
to obtain from the first distribution function of the signal-and-noise envelope [cr.
e.g., (8.3)) 4?

. ;

P {E <1y} =SW. (R, u) dR..

P D S

Then . ‘
P(B)=p '{ W, (R, u)dR.
_ (8.%)

Since events A and B are mutually exclusive, on the basis of the rule of ad-

dition (cf. Sect. 2, Ch, I) we find the probability of an erroneous answer

P(A of B)=P(A)+P(E)=g[wi(r)dr +
[N

+pIW| (R, u)dR.

“
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—I-q}w,(r)dr).

¢
Consequently the desired probability of the correct answer is equal to

Pluy, )=1—P(A or 5)=p5‘W.(R, u)dR -+

"y e
f +afmoe (8.31)

The question, however, arises: what is the best way of selecting the arbitrary
level u,? It is clear, that if this level is chosen sufficiently high, the proba-
bility P(A) df the false detection of a signal will be small, but the probability
P(B) of missing a true signal may te considerable. Conversely, with a sufficiently
low level of u, the probability of missing a signal will be small, but the proba-
bility of false detection mzy become considerable.

It is possible to formulate the problem of selecting the optimum magritude of
Uy, for which the probability P(u,, u) with given distribution functions of signal

and noise is at a maximum, Computing from (8.31) the derivative —‘i-‘%&‘iﬂ) and equat-
(-]

ing it to zero, we obtain the equation for determining the optimum level
qwy (ug)==pW, (u,, 1). (8.32)

When p = q the optimum level is determined by the point of intersection of the
distribution curve of noise with the curve of the joint distribution of signal and
noise (Figure 61). As can be seen from the fizure, with a strong siznal the level
u, must be chosen high, and with a weak signal this level approaches the mean-square

noise voltage.

It is not difficult to notice an analogy with the problem cited in Secte L, Che I

if the communication "yes" is made to correspond with the signal, and the lighting of

the green lamp with the exceeding of the voltage on the indicator of level Uye
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Fig. 61. Selection of ogtimum level u,.

In the example under consideration the observer is restricled to two possitle

answers: "signal present” or "no signz2l", with the probability of the correct answer
N . . . . e Y = . . — W
teins deterwined. With the aid of Bayes' Sormula ({1.1%) it is possible %o determine %
_:-%
)
the a posleriori probability of the presence of a simal, under the conditlon that 3
3
4
the observed voliz e exceed the level uj . A similar approzch to the problem of ?2
2]
! sicnal detection in nolise is developed in work [7] . 3
”::;
Formulz {2.31) is extended to i:e czss whers the operator musi decide the %

\oe) e

i3
%
2 - am ~ “yoom 3 - * P o W -~ oo 2 &5
guesticn of the preseace or absence ¢f a simal on the basis of & otgservations of the %
envelope 0f a randawm process. The as-rezate of ¥ chservations ¢F the random voltaze 3
4
51 Y ‘;N nay be represented by 3 goial in B-dinmensional space. The oscrawr 3
arbitrarily divides this space Inic twe ranges 3. znd T and considers that the ;
o B
4
3
siznal is present i puint .«.(é; , é’ veos fN) f23lx Inio rance G and thzt It is ab- E
2 P4 C é
. . » s 3
sent, if the point K falls into ran_e S 4
4
: g

>
Adl

- oy .ox .. X 2«

let ":-:(rl' e Ty ‘c:l,...t.»__l and ;:_:(? .....R“, tl...tn_l,-,; te N-dimensional dig-
tribution functions respectively of the noise envelope and of the signal-zand-ncise
envelope. Then the probability of a correct answer is determined according to the

fo:"mula - P.\-(G‘. u)=
=pf .. (WyRi...R 50eo5 u)dRy...dR -
o,

NN
SIN AN (R N R N

L)
0
.

W

()

~

)

g

R

! +4I.;.Iw,(r.....r~, Youo Ty )dry .. dry.
-

In this case it is also possible to feraulate the problem of

i
[14]
=
™
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o
=
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optimum surface S, which divides the space into the ranges G, and G w50 that the
probability PN(GC, u) is at a maximum with given distribution functions of signal

and noise. The equation for this surface is determined from the relationship

_—

qwy (2, 22...2)=pPWy(2, 25...2y, 4),
which for N = 1 was cited above. For two observations when p = q = % it permits
alsoa geometrical interpretation. The optimum line dividing the plane (5‘, 52) into
two ranges is a prcjection of the line of intersection of the noise-distribuiion
surface with ihe joint siznal-and-noise distribution surface.
I the time intervals 7, between the observations are sufficiently zreat, then

the magnitudes 5 ’ yeso sy may be considered mutually indeperndent.
EY a N )

Then
W,(R,....RA., oo e Sy ll)—‘_--W|(Rl. U)...W| (R, u)
Wylry, ... 7y fl»---7x_|)=wl(’|)--~wl('~-

In this case, for a weak signal the equation for the optimun surface S, has the

Y

form of

E4+8+... +§=2N"

j.e., constitutes a hypersphere. 3epresenting this equation in the form of
N
. . .
= g =252,

W= 2 i
i=l
we conclude that in the event of a weak signal the operator must compare the mean-
square valie of N observations with the mean-square value of the noise. If 71")20'".
then on the basis of N observations he draws his conclusion as to the presence of a
siznal.
If N is sufficiently great, then it is possible to show that the probabdility of

a correct answer with p = q = ¥ is in the optimum case computed according to the

formula
YN =y .
Py (o “)=F(T : Ix‘) (3.%)

where F{x) is the Laplace function.
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Tarnula (8.34) makes it possible to indicate the minimum number of measurements

' 4
necessary to obtain a correct answer with the required relizbility for a given -:—;

The depurdence curve of function PN on -2‘%- is shown ia Fizure 62,

ul
) H 7 3 & .
Fig. 62. Probability curve for rizht answer in optimum case.

Above there has been examined a statistical criterion for the detection of a

signal in noise, which provides the maximum probability of a rizht answer with one or 4l

with several observations. This criterion i~ called the criterion of “the ideal ob-

server",

Other statistical criteria are, however, also possible., For instance, in some

BNy e o

2 2 a=g

cases it is important that the probability P(B ) of missing an existing signal dees

T

2%

25

not exceed some constant K. In this case with a given number of N observations it

e o
o B0

is necessary to select a criterion for which the probability P(A) of false detection
is at a minimum under the condition that P(B) KK (the ‘Niemann-Pearson criterion). e
There can be selected ¢ statistical ariterion of the "successive observer®, )

which with given probabilities of missing and of false detec:ion will make it possible,

-

&

R
to reduce the number of observations N. According to this criterion an N-dimensional

range of possible signal and noise values is broken up into three: Sy Se» and an s‘i;&
intermediate one, If, when n¢ N, the ag:-ecate of observed values falls into th W7 ’,‘

intermediate range, then the followinz observation is made, and so on until this z_- ¥ ' s
grezate falls either into range Gu or range G, , after which a decision is made as

to the presence or absence of a signal.

¢
&

signal in noise is represented schematically in Fisure 63 (in the general case ranzes
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G‘“and Gc are not one-dimensional). A detailed presentation of the employment of

statistical methods in the problem of signal detection in noise will be found by the
reader in [3] , [€] .

P FRT NP TR | S0 o AL TP

0

[otA1(6)] s

wilt y

¥l

Pi8)const 0, 3

b)

AT2 el L Aut e

.

ane N orrr e f Anianee 3N NS R

‘ Fig. 63. Comparison of statistical criteria for detection of signal in :
i ' noise. a) ideal observer; b)Niemann-Pearson observer; c) successive
observer,

6. One-dimensional Distribution Function of Phase

AN T o DTN

We pass to the study of the statistical characteristics of the phase of a normal

S

random process, In accordance with the general formula (6.80), the one-dimensional

R N b
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distribution function of the phase of random process (3.1') is equal to

« (r cos 4—u)? 4 (r siihp)?

LWy, ‘)-—3,,—5' ‘.re w dr.
°
Effecting elementary transformations, we obtain
. «® Lo? oo _r’-zr(ucMO Lesinh) . : ,
v, (8, f)="5:?!' e ¥ 5 re = dr. :8.35)
Designating
2 . v (1)
u? (f) +v2 () =2%(t), O, () =arctg TR
\
we rewrite (8.35) in the form of _atm  ri=lracos (8-A,)
W,(0, 0= 2—:;,— e ™ S re” £ dr.
a ' (8.36)

The integral in (8.3%) is calculated by means of a replacement of the variable of

intecration
o o © (r—e cos (A—@ )]
— o oy €08t (98, ) - S
W, (8, t)-_---z-:—;,- e ¥ e * f re ue dr=
°
? ] [ "
. _ 1 = g5 ST (¥t
ot ¢ S [r+acos(0—O )]e * dr,

~3C08 (W—H,)

wherefrom, introducing the Laplace function (cf. Sect. 7, Ch. I), we find

) _ W, (4, ’)—‘Tg- € + .
— - -.-:-sln‘ (R—-0,) (8 . q?)
. 88 » ' ’
. ,%:ﬂﬁﬁrﬁ_pbgmqe—eJy © ot
9,--1:‘9‘9,—\"‘-

If the signal constitutes a harmonic vibration with a frequency of W, and an

amplitude of u,, then & = u,, 9‘s = 0, and from (8.37) there follows

Ssinte
W,(O)-—-z'?e -{—s;,‘.'.s_ F(scos®)e ° | (8.38)

—x<Oun
wherebyvs=i."~ i:s represen';ed the ratio of the amplitude of the signal to the mean-
square vulue of the noise, It is obvious, that in a fixed moment of time dis-
tribution (8.37) has the same form as (8.38), if only the origin of\_the coordinates
is transferred to the point © = 6, and there is designat.ed s= :(.';)_",’

let us examine distribution (3.33) more closely. fizure 64,2 shows a set of
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phase distribution curves, computed according to formula (8.38).

A}

: )
4
-. ‘N
o ]
2 1850
L 282
331
1 45°832
¢ c’ N ', isa
i s
5
_/
jANSS

’
B0 150 -0 - 60 <0. 0 0 60 G0 1280 150 w0

a)

P(s)

9 0 080 90 120 10 w0
b)
Fig. 64. Distribution function of phase of normal random process:

a) probability density W1(9).
b) integral function P(@){cf. p. 32f€ and further).

As can be seen from (3.38) and from Figure 64,a the distribution function W, (e

is even along © , i.e,, the distribution curve corresponding to it is symmetrical

with respect to the ordinate axis. When s =0

© W(@)=s, —x<O<=,
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el

ke peattan o athe Yt N

abreten . LARBON B Fot B Pzt tv TR % KA

ELa T < Sb d R VA AR ARG e T AEE

PN

TN s I TA T v, BRI MR L s R

B R R Y

SVXE a3 TN AN ek WO 8y

:

-y,

QNN B B CE T 3K N, SN PR

1

!

\A:‘
¢
‘g



wnich corresponds to a uniform phase distribution for pure noise. With the presence

of a siznal, as s increases, the probability density for @ = 0 also increases, teing

equal to
. L
1 7, sF !
v O=2¢ ° i-';-‘;}%?. (8.39)

At the boundaries of the interval (-7, %) the protability density is less than

1 and, as s increases, tends toward zerc

27
. )
=de * —_S(1— L 8.40
Wi(Ex)= 5 e = Fll<g- (8.4¢C)
When O = + %% the probability density is equal to
= 1 T
W;(t-—i—)-:-i—;e .
It is easy to see, that '
_stsine
scos® 2 ®
Vi(e—8)=W,(0)~ <3¢ .(9<-2—). (8.41)
i.e., that the probability densities of two points, symmeirically situated with re-
fsing
-T2

{ ~
spect to the + Z axis at a distance of £ - @, differ by %%e

When s<«1, i.e., with a signal amplitude much snmaller than the mean-~sguare
value of the noise (weak signal), from (2.38), exvanding the ri:ht part into an

exponential series in terms of s and restricting ourselves to terms cof the sscond

order of smallness, we obtain

. scos® st cos 20 s<l.
\Vn(9)-—2—;+'272=g —w < (8.42)

2

In this case, with an accuracy to quantities no greater than s®, the point of

intersection of W, (6) with the line W, = 3 is equal to ‘

2 = 2s
6‘=.—:arccos'—,;f_:z:(7—-ﬁf)- (8.43)

Bi<o* W, (9)>%. and when [8[>6* W,(6), <;',;-.

from (8.42) it follows, that with a very weak siznal the phase distribution function
|

constitutes a cosinusoid, displaced along the ordinate axis by the amount of 7x °

Therefore when

- with an amplitude of ——2._
2V &
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TR ‘e -

if - scos9>2,5(0<-§-, s>2,5), i.e., with a siznal amplitude much

Zreater than the mean-square value of the noise (strong signal), from (8.38) we

obtain
- $¥8int @
0s 6 2
V,(0)~ e . (@.45)

When @2 2 (s >2.5) it may be concidered that W,(©) = 0, and for small

values of ©

_se
s 2
Vilb)=yze (8.55)

e
i.e., the distribution law for a phase is normal with a dispersion of - ;‘,"=~;.;.
equal to the noise-signal ratio in the initial normal random process.

As.s increases, the phase probability density approaches the delta-function (cf.

Appendix IV)

i 0)=23(8),
!}I&‘Vl( )=38(8) (8.56)

which characterizes the distribution of the signal phase {assumed to be zero) in the

absence of noise.

- e —

We compute the numerical characteristics (distribution woments) for function

{32.38):

m {o} = 59'- W, (8)d.

(8.47)

For computing the integzral it is useful first to represent w1(e) by a Fourier
series along © over the interval (-%Z,%Z). Tor this it is sufficient to expzand the
integrand function in (8.35) into a Fourier series in terms of ©, and to make use
of the well-known equality from the theory of Bessel functions (cf., e.z. G. N.
Vatson, "Teoriya besselevykh funktsiy® (3. N. Watson, A Treatise on tae Theory of
Bessel Functions) For. Lit. Publ. Hse., 1949, p. 31)

$2Cos ¥ v in®
) = 2 I,(s2)e™ =
A (3.48)

=[y(s2) 42 2 I, (sz)cosn®,

LE]]

F-15-5811/Y 324

R RIS

S SRR BT

PR RS S R T RR ARSBR  RH BR

e
g Sy
b Lt 1 e Lo w g

AR ALY 8 SR NI




- e e L L ——
i s e MR AV Syt N
3 " - o i

A e o o

Ll i

b
2
G
3
2
%
4
q
]

P
s
N

g

Then we obtain the sum of the integrals
i

o

W, (8)= —}; ¢ * S I,(s2)zc ® dz +
1]

' oo o 2
+-£—-e 2 2 sl,(sz)ze ? dzcosn®.
n=1 0

Biploying an expression of the integrals obtained, in terms of deienerate hyper-

geometric functions (cf. Appendix VI, we find the desired resolution of w1 (&) into

a Fourier series

oo
I

v, (6)=§+Za‘cos kS, . (8.49)

A=l
where there is desiznated
&
r (‘ + .2—) st & st )
o, =——g——Fi (. . 7). (3.50)
2%

Substituting (8.42) into (3.47), and taking into account that the product © "

cos kK © 1is an even function when n is even and an odd function when n is odd, we

obtain
2 ac x
2 r
==+ Y, .{ 8 cos £6 d6,
ket (8.51)
mz'“==0, r=0,1, 2,..,

. . F ‘s
Since the mean value of m, = 0, the random-phase dispersion d‘f coincides with
1]

the second distribution moment, and from (8.51) we have

o x
¢:=m,=-_—1;- +2 a, SG’cos k8do,

k=l -z
or, after computing the integral,
4
2 a
A=F Y0 (2.52)
k=1

" With a weak signal it is possible to restrict one's self to the first term of a

series (8.52), and then

‘ 5 ] st
/°20=‘§‘—4*a|=:'}'_‘3v2“1".1 (_2—’ 2! '—T)o
° c’,z'-‘al—-sl/f;z, s,
' (8.53)
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For a strons signal, the phase dispersion diminishes with the increase in

sifnal amplitude, with

A~k (8.5%)

.

Equality (8.54) is obtained from (8.52), if use is made of an asymptotic series

for the degenerate hypergeometric functions (cf. Appendix VI).

N :'-m»~wke..«3,i¢'~.:w4ﬁ‘:;§}_” TRFEVCIING

7. Brrors in Measurinr Phase of Harmonic Vibration due to Presence of Noise.

At the present time, increasingly widespread application in experimental en-
gineerinz is being made of the so-called phase method of measurements, linked with

the transformation of the process under examination into a2 process of frequency

e e e

change or of alternatinzg-voltage phase.

e A

Y

S

ity I L L A et e p 03t arar i aony Fe Gl B

I

;

! It ic well known that, in amplitude measurements, instrument senstitivity is
i

¥ \ limited by fluctuation noise. In phase measurements, fluctuation nojse leads to

BRI RS

e re c oyt

variations in the ma:nitude of the phase difference betwcen two signals, which is

N P oresintr SN Gttt e

S oen ]

beinz measured. 1In this conaection interest is afforded by the question of errors

u &

in phase measurement, which are caused by the presence of noise.

Let there bte measured the phase of a high-frequency harmonic vibration with an

amplitude of u, in the presence of narrow-band, normal, stationary noise. What is ’

the probability that the errcr in the measurement of the fluctuation phase does not \

R A A sy it it v e e O A g p g

exceed some fixed magnitude © 7 Tt is obvious, that this probability is simply ex-

'A»...uA s ioiaioe

pressed in terms of the integral distribution function

oA

; P{lvi<8}= (W (0)d6=2(w,(8)a0, 3.55)
2 § —e "g
iy é where W1(9) is determired by formula (3.38). g
Let us intcoduce the abbreviated designation f%
' - s
P{le|<8}=P(8). (8.56) 1
Substituting (8.35) into (8.55) we obtain %
A : a‘ ] _sinte .. 4"?
{ PO)=2¢ 5_4—-&25cos‘)l“(s cos8)e > dO. (8.57)
L Y'll'
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The integral in the right part of (8.57) is investigated in Appendix IX. Bm-

1 ployinz formulas (9) and (12) obtained in this appendix, we find %

P(O)él’(ssine)—-—:~(-;-—-6)+2V(ssin9, sc0s@), (8.58)
0<6<3,

T PRTT R N
[TEN

. | P©O)=F(ssin®)++ (6 —5)—2v (ssin ©, —s cos 8),

-;—-<Q<x.
The function V(h, q) has been tabulated by Nicholson (cf. Biometrica, V. 38,

(8.58*)

1543). These tables have teen employed to plot the set of curves for the integral }

law of the distribution of phase P(®), which is shown in Figure 6kL,b.

:\- N i : M o - “
N e A S W P, P Ao e e 1S o rrvers gy

We note, that from (8.58) there directly follows P

faiN

P (= — ©)-} P(8)=2F (s sin B). (8.59)

L
T

From (3.57) we find when © =%
P(3)=Fs (8.59")

R R P T L S e

If s cos © > 3, then function V permits the following asymptotic representation:

3
£

2V (ssin®©, scosO)~F(ssin9)-%—%—. (8.60)

Substituting (3.€0) into (8.58), we obtain an asymptotic formula for the probability
of P{O), which is valid when s coc @ 2 3.

P(8)=2F(ssin®)—1. (8.61)

B R AR S S AR S, B

o
RATWRC NN

If s <1 (weak signal), then, takinz (8.42) into account, we find

4

PO) =3+ 5= sin® -+ sin28, (3.62)

8. Two-dimensional Phase-distribution Function

! MRt donent RS S by

In accordance with (6.80), the two-dimensional dis*ribution function of the

phase of the normal rendom process (8.1) is equal to
[ X3

V 9.9,, ,l =—-———'———-—-
2(8, 0, 1, 1) @y (1 —R) ‘Srlrzdndrgx

{ ﬁ' X
X exp {~— 27(:":7:7 {(ry oSO, — )2+ (r,sin 8, — o) + (8.63)

K
7
£
2
A
-
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+(racos8;— u,)* + (’; sin @, —v,)? —
— 2R, [(rycos By — &) (racos 0, —u,)+- (8.63)
’H’|5iﬂ91""°|)(':5i“92—Uz)]}}' (Cont*d)

‘*“’e“‘. -—t<93<ﬁ'

where wy=u(f), 4y=u(t-+v), o=v(), v,=0(t +%).

When u = v = 0, which corresponds to a two-dimensional distribution of the
phases of a stationary normal random process, there follows from (8.£3)

'3 -{-’rg——zk.r,r,cos (A—8y

o
3 i 2ot (1-RD) .
\ Vﬂ(eloeﬁt t)=m é‘;". rnrae dfldfz.

(3.64)

A computation of integral (3.64), cited in [1], {41, leads to the expression

r
: a—rl 3 +arcsny ] 8.65)
W’ (9[. ezv 1)= 4z 2 [l ___yz +y (l-—y’)3” * (

~‘=<e'<ﬂ, ~R<92<1=,
where

=R, cos (0 —-G).
y 0 C0s (6, 2 (8.66)

When 2 —»voo, Ro(t)-’ C, y=»0, and from (8.65) there follows

W38, 0)=V\(8)V1(8) =15

It is evidert from (8.66) thz;t when & - Bég const, the distritution funce
tion WZ(G 1,92,1') = const, i.e., the intersections of the probavility surface
%,(©1s92 ) by the plare 6, -0 ,=0, and by those perallel to it, are st;:aight
lines, parallel to the surface ( 91,92) and, consequently, the probability sur-
face of the phase of pure noise is a ruled surface®, Besides that, function

wz( ©1,9, ) is even along © 1 - © 5, i.e., the plane ©) 20 5 is the plare

* As is well known, a ruled surface is formed by the movement of a straight line

the generatrix)
c(lirec:rix in the case at hand is provided by formula (8,65}
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as it slides along some curve (the directrix). The equation of the
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of symmetry of the distribution surface.
A change in the level of the location of the indicated straight lines of the

constant probability density is determined by the intersections of surface WZ(Q t
9&. ?’) by the set of parallel planes 61+9 = const, which is orthozonzl to the set
of planes ©, - ©, = const. One of these intersections (by the plane O, + 6 o)

is shown in Figure 65. The maximum probability density, corresponding to €; = ©,,

is equal to

Vm(:).-_—'r'-ﬂ[l—i—-( +arcsto)},l~ ] (8.67)

[o)
From (8.67), it follows that Wy max

phases increases ihe probability density of 8, = Gz, this density increasinz limit-

> e s . .
Y IR R Y XS T PN y 2t e
o N sy Tops N R g R L e NPT o
_ SR SRSt o S et Y S R T St LSS B

(@) > 7}%:’ , i.e., a correlation between the

lessly when 27— O/ R —> 1), Furthermore, if between the correlated phases

\{ . I0 v et M ,e
Ot A S 8,

(f (¢) and (f (¢ + ) there takes place a constant displacement, equal to -7-{ , then

T

from (8.65) there follows WE(Z’) = ‘7;—’;&} , i.e., in this case the probability density
2

is less than in the abtsence of correlation by the gquantity —‘?;r. When T—0

o

.e)'cc?é‘l.‘ia D

(R,——M) the probatility density of a displacement of %— tends toward zero.

w3 61,6

e
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e
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Fig.'65. int.ersection of phase-distribution surface of noise
by the plane el= ~0,.

1) Ry = 0.9, 2) R, = 0.7; 3) Ry = 0.2; 4) R, =0,

2y 5o,

Ly e TN

The minimum density, correspondin: to © L = w+ 94 » 1s equal to

ST

v tyis s

Ry
‘,WWR ()= T‘;,(l — arccos Ry = —.—-—R?,) g (8.67*)

o g A e

From (8.67') it follows that W 2 min(z') -_.1 i.e., correlation tetween the phases

diminishes the probability density of 91- ez+7?", this density tending toward zero

L s R v D3 o Ja ek 5

when T~ 0 (R,=>1).
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From (8.€5) it is not difficult to obtain the distribution function of the phase ,:;,

‘ i difference T (¢ +7) - ¢ (¢) E
i\} 1—RI[ 1 3 +arcsin y J @.
Vi) =2 [l—yl"r'}’ (—yipp (8.68) 7

The two-dimensional distribution function of the phase of a normal process, for

the case when there is present the signal u(t) cosw, t, has the following form: &
w3 +ul—2Rguu)
R gy o} +a}

{1 —
W’(elt 920 < t) = ye € . e-—'—i— X

X f} [ 2Recos (95— ©4) ]"'- Al r(i"—,if’) X
ma0

(8.69)
t 1 3
X 1Fy —‘ﬂzi'.?.m-—f)-{;’fl(m;)x
XlFl( mz ' A ‘;2 )+l' %-{-l)x
I 1 a§ 3@
X|F| TTTTY Ty 9 -—T ’ :
§ —x<0@,<r, --x<O,<n=, ﬁ
- where iy — Rty ug — Rety s
a,=mcos 91, 02=mc059”
ay=u(f), uy=u(t-t-). (8.70)

Formula (8.67) is surficientiy cuaubersome*. In zartain cases, it is .iore convenient

for the analysis to employ a formula which results, if the two-dimensional phase-

distribution function is represented by a multiple Fourier series in icrms of vari-

SRR R

ables 91 and 93. For this in intezral {8.63) we assume v = 0, go over to the vari-

e

ables z4 = —;‘- » Zp = %.*— and employ formula (3.48). Then we obtain
‘2+'2“2R0” 1y

v St - on e e e v
CHLEA:

.J‘ 4 A"z
Ay 0.6, 5=t e % 3
A (0, 8,, 7, ) e X P
,o i 'f+'g %
£ Y] —— ¥
i A—RD) «
g t XJJz‘zze 0 I Rozlz:) "(01"90) x ?
| o ,.8., -R)" . ' B

{ Rn“a e/ ™ 3 — Rty | &, 5

~ o X 2 [. (=R 3 ] 2 L“ s z2 dz,dz, . :
! Mo -2

* A certain sinphficatmn of formula (8.42) may te attained by employing relation-
ship (8) of Appendix VI.
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Chanzine the order of summation and integration and introducin; designations

“ T AR 0 . W 3 . N
b & Tt ettt S diasrte s Mattet e pas 1o

. i(' for the expansion coefficients
’ . .§+ lg—’kgngﬁg -
1 TTwemogR

A’“ (“. l) - m [ szlz’ X ‘
H 8.71) :
:21-:7 . :

Ry2,2 uy — R..u, uy — R T a-2)

X’ ( “) [ ] ,m [,;1 __I;g; 22] dedzg.

we obtain the desired expansion of the two-dimensional phase~distribution function

v
AT e ST A By

into a multiple Fourier series

W,(6,, 0,, ¢, t)= 2 2 2 A ll(r FARHm—rm]

f=—00 u-—mm:--—w. , (8.72)

-x<0,<x, --x<O,<=

If the signal is absent (u1 =u, = 0), then from (8.72)we obtain the expansion

into a Fourier series of the two-dimensional distribution function of the phase of

a stationary normal random process

v BD A S AU PR P v SRR S SIS 4 TeIg ek sen

Wz(ehez. )= Ao, i

,_2_:,,, (8.73) 3

_.t<9|<x, ~r<O,<x, :

3

- where , oo :
A,(t):‘m(t)=m5§ z2, > %

12 ( %

8.74)

Tan— Rz, i

° x l’(lkflk;’) dz‘d22. :%

Since A =A.., (8, 73) may be rewritten in the form of ;
;

W,(8,, 8, 9= A,+22A cosr (9, —8,). (2.75)

rel §

The coefficients A.are computed by the expansion of function l,(lk";’,g) into :
the exponential series
- o ;%.

‘ 422 2 - Ro)rg-l-f?a X i

. =0 2

: i+ %

X b CPrHstm b, MR 5

, el ] A A dz,dz,= (8.76) &
8é =5

&

K
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';fozn!(n:';’;u (xmm 7 dx) :
a=0 .. ;
AR e 610
From (8.76) it follows that the constant term in (8.75) is 2lways equal to _Af—l—ﬂz ]
M= L= P
a=0

Having the series expansicn (8.72) of the two-dimensional phase-distribution ..

Vo et ViaT

function, it is not difficult to compute also the correlation functicn of the phase

. LB L, ©O=m, {22t +9} =
= 5 j 6,0,,(0,, ©,, *, 1)d0,d0, =

, »
Al u.i

. '--ooa-—aom-—:o -—F
The variavles in the double integral are separable, and the computztion of each

- e s
ot 8wt ab waddles L raa ¥

integral is not difficult. As a result we obiain

™ w© ) (= e 3
B, (=)= 2 2 2 A”'"'_(—n—W—_r)_’ (8.77) ‘
fa—o0 R=—0 Me—3 o

RsfE~—r, m#r.

If there is no siznal, then
D

TRt A AR R D IR D

<
B,(x)=8* ) A, (),

(L0

s s &

and, emplorinz (8.76), we find the expansicn of the correlation function of a static

lni

ary normal random process intn a series of powers of R,

Shuiee o3 Ll PIGEN

.‘ @ Fifm-t1 4
PB (m=2(1 —-RQ)EE 3 gz(n+r)'z R = : (3.78)

Iz 1y L)

: =3RO+FRO+EREO+...

Ltk o

Sonnrn

Lov el rannd

9., Phase Cosine Distribution Minctions

i

In some cases it is necessary to have the statistical characteristics notl of t'

]

phase (r (t), but of cos (f (t). Employing the distribution functions of (f (t) ot~

tained in the last chzpter, it is not difficult to ottzin the distribution mnct:.o!;‘;

of cos(f (t). For this it is sufficient to use the relationships which make it

F-15-2311/V 3327 3
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possible to find the laws of distribution for functions of random variables (cf.

Sect. 1, Ch, III).
We find first the one-dimensional distribution function of cos (’o (t). Fror_n

(8.38), by means of the replacement of the variable z = cos © , we find the fol-

lowing expression for the one-dimensional probability density of cos (‘) (when

3 - € O < the function ©(z) = arc cos z is two-valued): ‘
: i
9 f : de 8. %
i LACE AR IR AT ETh em
f
E: and since i
€ 1o 1 |
a |= @ | Ty {
" then* |
2 | ~F 5o 7
g; . . L4 (z)=tYl-_—;—-z—'e St +V2"‘SZF(SZ)8 I (8.80)
& —1<2z<l,

Figure 66 shows a set of the curves of distribution (8.80) for several values

» { of s. When s = 0 (pure ncise) the curve yields the well-known distribution of a
o 1

B harmonic vibraticn of unit amplitude and random phase [cf. (3.16)]

¥ , _ :
‘:; ! W 2) o= ———

o 1(2) o l2lsL | (8.80°)

When s > 0 the curve becomes asymmetrical, the probability density for a given s

swhen z,> 0 is greater than when 2_=-2,. This is linked to the fact that the

1 2"
probability density of the phase when [a] < —";f- is greater than when [G]} 1‘3— » i.e.,

that positive values of cos @ are more probable than negative cnes. Quantitatively

this difference is determined from the equality

(8.81)

Fid
)
e 2

Wi=a=—) 2T, s,

SR oSt SRt bttt e L RS I T N R AR B T o e s e o SR R A R . A s G B et At s B R T e B TN R, o i SRS,

* Alt'.ach the distribution function of the phase and of the phase cosine are denoted
by the same letter W, it is necessary in the future to remember, that these are dif-
ferent functions,

,,
i W LA L ead
PR R Y

1
-

3,
i

T

ATy 2
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! R R R TR A A TR PR TR TR
}Z Fig. 66. Distribution function of phase cosine ¢
’ of a normal randcm process.
| BEmploying expansion (8.4%) of the function W, © into a Fourier series and bearing 2%
in mind, that cos k arc cos z = Ty (z), where Tk(z) is a k-th-order Chebyshev poly- %’
‘: nomial of the first kind, it is possible to obtzin the followin; expansion of W1 (z) ;‘k
:“ into a series the Chebyshev polynomials 4}
o 3
V@)= 2 Y ane]. (8.82) f%
2 < The coefficients a, are determined by formula (8.50). %
! Iet us compute the distribution moments of cos (P , making use of expansions ;g
%’ (7.17) and (7.18) of the powers of the cosine with respect to cosines of multiple §§
E arcs, Taking into account the property of orthogonality of trigonometric functions, ?:g
| we obtain [c.‘.‘. (8.49)] %f
! n—t . 3’2
m,, == S [2"+Ea coer] oy [2 2 (‘?)cos?(n—-k)@ +4- (8.83) %
1 (3]0 () é
1 , : TR L 20—t §
| m, = S[§;+2arcnsr9];m[2< & )cos(‘lu — !Zé
4 ! - rel ot ket (8.8#) %
) —2%—1)8 |d0 =555 Yw a3} ‘f
o -0 3
, ‘ The first two distribution moments ;1‘ codr are equal to
4 Y | %)=
my =xay= V ( 2 i': (8.85)
V5@ )]
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We find now the probability, that cos (f\< 2

P[—l<cos«p-<-.z} =F (2).

K
¢
It is not difficult to express this probability in terms of the integral phase- ,g
&
distribution function P(6)
. “fﬁh
R
+P{a‘°°°32<?<"'}=l—-P{—arccosz<cp<arccosz}, §

or
> F (2)=1—P(arccos 2).

8.3
(8.87) ?}5
From (8.87) it follows, that the probability of f - Fo(z) trat 2  cos (f<1, simply “)
coincides with P(arc cos z), and for computing this probability it is possible to 42
employ the curves and formulas cited in Section 7. z
The probability that cos ¢ is positive is equal to ,%
{—F,0=P (3)=F( c89) |

If there is no signal (s =0), then P(arc cos z) ="%°", and then [compare

wita (3.17)]
F (2)==1- % arccos 2,

7o determine the two-dimensional distribution function of a phase cosine it is

possible to employ expression (3.69) or (8.72), effecting in them the replacement of

"y R .
ARt r oA W SSRGS SN B G

variables z, = cos 91; 2, = ©0S Ga’.

1
The inverse functions are two-v.lued when —*<H,<r, —x<O,<x

T L T Sy

therefore to each point of plane (z1, zz) there correspond four points of plane

(8,0,

P
Ji
¢

6, =arccosz;, ©O,,=—arccosz,
0, ==—arccos2,, ©Op=arccosz,

The moduli of the transformation jacobians are, as is not difficult to compute,
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equal to
l By, 8)|__[9(8y, 8)|__ I (B, 8p)1 __[3(8yy, 849)|
0(2‘. Z') d(ll, 23) 0(2‘. Z’) d(zp 31)
) (8.89)
) Vl—zil-Vl-zfj )
From ex-

Let us examine in greater detail the case of the absence of a signal.

pression (8.75), taking into account (8,.89) we find

W’z (zlr 2y, t)= Vr:—;.,.m [Wz (ell' eﬂlo‘) Jf'

.

+W, (ell' 8,,, %) -+ W, ©, 921- 0) 4+ W3(012,6,,%)] =

4
V:;? Vi (4“, +§A [cos (r arc cos 2)) X |

X €os (r arc cos 2) —- sin (r arc cos 2)) sin ( arc cos 2;)] -+

+ 2 A, [cos(rarc cos 2)) cos (r arc cos 2,) -+

_ret
4-sin (r arc cos 2,) sin (r arc cos z.,)]] =

4 +2 A cos(rarccos z)) X
“vVieali-4 “' ,“]_,
X cos (r arc cos z,)l ’ -

and, introducing the Chebyshev polynomials Tr(z) = cos (r arc cos z), we obtain

N\

Wz (2" 22, 'C) =

i
BYi1-3V1-24
X[1482 Y 4,67, @7, @],

(L3}
—I<z<«l, —~1s2<|,
where Ar(z') is determined according to formula (8.74).

(8.9¢)

let us note that series (8,30) represents the expansion of a two-dimensional
distribution function of the phase cosine of a stationary normal random process in
terms of orthogonal Chebyshev polynomials, which fully corresponds with the general

method of resolution, indicated in Sect. 6, Ch, VI, since the one-dimensional dis-

over the interval of -1 € 2

1
ibution fu f . . : ——
tribution function of cos ‘f equal (o Vica .
coincides with the weighting function of polynomials T.(z).

With the aid of expansion (8.90) it is not difficult to find the correlation

function for cos(f
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B(s)==m, {cos p (f)cos 9(t+)} ==S Y 2,2,Wy(2), 2,, t) dzd2zy =
. b
=2 J4,()c,

where

+1
dz =1
- e=2(27.(2) =[*r=1
) : L TTVI=a 0>,
In such a manner [cf. (8.74)]
B(t) =2x24, (x) ==
s

- = 8.91)
S N Rnizg\ A~ R (
R 56‘. 212,1, (l — Rf,) ¢ dzdz,
or, taking into account (8.76), we obtain
. 3 :
’ | — R "("'*"2‘)
B)==—; 02 aeEy R =
ne) (8‘92)

xR (%) Ry(®) ", 3Ry () anZ 1yt PR3 ()
=—F ‘l+'T +og kot T.‘m 1

It is also possible to represent the expression for the correlation function of
the phase cosine in another form. For this the double integral of (8.%1) should be
expressed in terms of hyperceometric functions, which in the case ai hand are re-
duced to full elliptical intezrals., Omittinz here a presentation of the indicated

transformations, we cite only the final :esult
B()= - [E(Ry) (1 - & K (o). (8.3)

where K and E are full elliptical integrals of the first and secend kind, respectivelyw

The correlation function of cos cf may te computed without preliminary deterni-
nation of the two-dimensional distribution function, which is particularly important
for the case when a signal is present, since in this case determination of the in-

dicated function leads to cumbersome computations. It is clear that (cf. footnote

on p. 333) 141
B(z) =S S 242,Wy(2y, 25, ) d2yd2, =

= S S c0s 8, cos 8,7, (8,, ©,, 1)d8,d8,,

(8.7%)
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where WZ( 61, Ga, ?’) is the two-dimensional probability density of the phase, Bm-

ployinz (8.72) and changinz the order of summation and integration, we find
o [ - - ] ® =
B(x)= 2 2 2 A Scose; >
Par QO A o =GO) M ow =00 — -t
X cos 0,e" T g 4@,

In virtue of the or 1ogonality of the trigonometric functions,

.
®, Nt =

jcos eiel(ll )9, del ={ » + r bk, 2l l
0, nd-r-fo-1,

", M—r==:t1
) 0, m—r£=1.

Thus, we obtain the followinz general expression of the correlation function of

LJ
S cos B! "igg,

cos(f in the form of the ser‘;es

B(t)-‘——'-t2 2 A', —ral ral () (8.95)

whose terms are determined by formula (8.71). If there is no signazl, then all the

terms, with the exception of A1’ 0, 0,° A1.

10. Statistical Characteristics of the Derivatives of the BEnvelope and Phase

Let us examine first the more zeneral problem of determinin; the joint dis-

tribution of the envelope, the phase, and their first derivatives for the random

process (8.1), assuming that these derivatives exist. In order not to encumber the
presentation with analytical computations, we restrict ourselves to the case, when
the determined part of the process is a harmonic vibration with the constant ampli-
tude u (v=0).

The starting point for the solution of the indicated protlem is a four-di-

mensional distribution of the envelope and phase of a normal random process

©,(r, .0, 0, )=—"71____ —_——
2s(r1, 72, 8y, ©,, 1) e exp{ 2,,(1__”5))( (8.96)

X [(r) cosO,—u)? 4 rf $in?0, 4 (ry cosBy—u)2 -1 5in? @, —
-.-2 Ry l(r, cos 8, —u) (r,cos0,—u) +-r,r,sin O, sinB,l]} .
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turn to zero and (8.75) turns into (3.51).
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We now effect, in distribution function {8.76), the replacement of variables

?\ 2 P2 t ! (8.‘?7)
p==tt 8 -8
! 2 ° t

[
z 70 0

i NI o @.58)
| 0 0 37
Therefore .
Wil oo 910 920 ")'"i,%%ﬁ) xp{ 2-*(1'— &5 X
X ([[1-+3 m)eos(t+ )= (o + {0+
+?)+[Pl ) co;(h-—-,-- _u]+(p' 7% (3.72)

X sin? \'\'l '“-2"?1)“2’?0 'L{(?n +'§P.’) cos (’x’l +'-z ?2)"‘“ }X
x{ Px“%?2)003('?1*.1'?2)—“}‘+
+(9| + 92) (91 2 ?2) sin ("'l + ul) sin ('?l _2: ? )J)] .. R
If in (8.99) one is to pass to the limit when ¥ =0, then Pyg—> Ty P2 -"%—i--'
. . de,
2 =6, ard Yo ar -—-9,. » ard in this manner there will be obtained the desirsd
distribution of the env.lope, the phase and of their derivatives in coincident in-

stants of time.

Taking into account, that R,(tx)==1 -{—-;R;'(O) 4+0(13) and taxing the limit, we ob-

tain* 4@
et Rl ol
W,(r,r0, 9)-4,““20 20%, % . (8.100)

where there is designated w =-V Iéﬁ(O) (R, <0). .

If the stationary part of the normal process at the input of a linear system is
" By
white noise, then it is not difficult to express the magnitude . R, (0)_-"‘(,;

in terms of the band of the linear system. making use of the appropriate formulas for

* The indices "1" of the variables are omitted.
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the dispersion of the derivative, which are cited in Sect. 3, Che VI. It is then ‘%
it :

necessary in the indicated formulas to assume &, = 0, since B, (%) results from B{?) Z
—— 5

when @, = 0. Then for the ideal linear system = =V—- R, (0)=7%. and for a ;;;2
linear sys\.em with a gaussian frequency characteristic “’l"}/ - Ro (0)|== "f‘:
From (8.100),irtegrating along © and ©!, we determine the joint distribution ~§
function of the envelope and its derivative in coincident instants of time é;
W, (r, ")= @
T2 ""f"'——l £ "’e'. 2ur cos b %é
= “f 2t __5’_' b
© detstel de'de, 3
—n —0 75
wherefrom S
"~.7':{"+«'+:—;} L
W _' 1 ®
)= oise L&), (8.101)
g
b4
Comparing -{8.101) with (8.3) we find :;
° pt9 ""‘::“4

- I3 ¥

25ty &

W,(rr)—-W‘(r)-—ﬁ. L (8.101') i

i.e., the joint distribution of the envelope and its derivative is equal to the :
product of the distribution function of the envelope (generalized Rayleigh function) i
by the distribution function of the derivative, which turns out to be normal with a
‘zero mean and a dispersion of o 2 Wy 2, ‘
Having the expression W,(r, rt), it is not difficult, employina, (5.108), to de- |
termine the average number of intersections, in a unit of time, of a fixed level: ;
r=r,by the envelope of a normal random process
= “’w (f 52
n(xp)=2m," "W (r,), 4
i
(+) ;
where m, is the averagze of the positlve values of a normally distributed deriva- 2
(+)
me=—, )
tive, equal to Yh 12
Therefore o 1
. —9.% :
u('o)-" '7?-‘- W|(fo)’ (80102) ;“{'
3
i
:
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It can be seen from {8.102), that the distribution curves of the envelope, which are
shown in Figure 24, represent on a certain scale also the average number of the over-

shoots of the envelope.

Let us now determine the joint distribution function of the phase and its deriva-:

tive, integrating (3.100) with respect to r and to r'. Integration with respect to

r* is effected immediately, yielding

ut o -z ] +‘L' ur Cos®
-5 2t 7 ) - —
W8, 9)“"7:7')'_—e “ jr’e ( “i )e * dr. (8.123)

Finally, integrating with respect to © , we find the distribution function of the

derivative of the phase of a normal random process
= o« - -;—:—;(‘4'9;)_":“0
—_ 2 2 bt | of
V(@)= me [ e drd 8=
. -t 0 . o (8.104)
e '2‘:’0(' +T)
5 r2l, (“’) " U dp,
C’m. 2= . Fy

The integral in the right part of (8.104) is cxpressed in terms of a hypergeometric

function (cf. Appendix VI). Then W1 (©') may be written in the form of

__1’_ T -3- 3V7Z
= 2
%,V 25 ( )e': LT R _____a'_”_.
(H- ?) 2c’(l+:;)
“' ]
%]

. . . __u . .
or, introducing the desiznations s=<, v=1 . we obtain
?
‘1.

V.(e')— 2

' (8..105)
Wy(0')= i 2,”'/. IFI( » b 5?)

It can be seen from (3.105), that function , (6') is even and the curve correspondingi%

to it is symmetrical with respect to the ordinate axis. A set of the curves of wj\
for several values of s is shrwn in Figure 67.
For a stationary normal random process {u = 0) the distribution function of the

derivative of the phase is equal to

=t =L !
WiO)=i =1, (' N ), (8.106)
“
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Fig. 67. Distribution function of phase derivative
of normal random process.

In this case it is also not difficult to find the probability, that the derivative of

the phase will not exceed in absolute maznitude a given frequencyﬂ .

e
P8 <) =2S W (@)d8'= L j L -
" ()

— et
s em————

Yo+ @)

1
—_—

~

(8.107)

- w2

P{le'l<0}z'—%(n)' (.107")

series and restricting ourselves to two terms of the resolution, we obtain

If u << o, then, resolving the hypergeometric function in (8.105) into a Taylor -

R — A . .
81\% 2,8 (8.108)
2».(1-;-‘% +“.;,

W2

When u 3> o , employing an asymptotic resolution of the hypergeometric function,
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a'ﬁ"
3-1 kl + —’

Wi(0)~ —&

('+ ) Vh (8.108")

The magnitude @, , as has been indicat i above (cf. Secte 3, Che VI), is pro-

2
portional to the band of the power spectrum of the initial process. When ¢ 1«01

and u o the distribution of the phase derivaitive is normal with a dispersion of
2
(%)
S
The mean value of the phase derivative is, in view of thz sy. ry of w1 (),

equal to zero*, In an attempt to compute the dispersion of the phase derivative we

are blocked by the divergence of the intezral SG'ZW(G')dB' In fact, it can be
seen from (8. 105), for instance, that W (6') dlmm* shes when O'—s o a3 6'-3 and,
t-1

consequently, the integrand function in the indicated intezral diminishes as © s
i.e., too slowly to ensure a convergence of the improper integral. Thus, the dis-

persion of the phase derivative is unlimited. Distribution (8.105) represents one

-y

more example (cf. p. 133) of the distribution of a randem function, for which a dis-

persion does not exist,

As a numerical characteristic of the distribution of a phase derivative, there

may be taken the average of its absolute values, i.e.,
-« (4 3
m {51 ={ o1 W.(90d9'=25e'w.(aode'. (£.102)
-0

Substituting in (8.103) the expression for w1 (@) from (8.104) and changin: the order

B s e e

of intezration, we obtain

2 K pos NS
¢ 25 - .
ml {l,l }— .M‘ sz‘s' io (.1) 2% Jele 2.'-' de'df::
”
——-—z‘ = | 3
. =.y%,‘,$’o g't!)e "’dr==ul ‘F'(-z-, l"-"f:?

or, expressing the hyperzeometric function in terms of a Bessel function (cf. Ap-

pendix VI), we find

- &y
( K
- - A
* Cf. Footnote, p. 301. Consequently, here we are speakinz of the mean value of the3]
deviation of the frequen-v from @, . 3
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-2 :‘1) -
m "i’"=“’le il A SN (8.410)
If the determined part of the process is lacking (u = 0), then

m,{lé‘[}=m. (8.111)

11. Correlation Function and Power Spectrum of Process at the Cutput of

an FM Discriminator

To conclude the present chapter let us find the correlation function and power
spectrum of the phase derivative of a normal stationary random process.

This problem assumes still more significance with the development of frequency-

modulation engineering. As is well known, a receiver desizned for the recep*‘ion of

~

frequer.cy-modulated oscillations has, followinz the amplifier, two nonlinear elements:

e

S\ oo LA S i IR R AT

a limiter and an F¥ discriminator. I{ the effective width of the power spectrum of a

3

. \‘:)‘.fz;g‘g“’ S 3 A

normal stationary random process acting on the rf-amplifier input is much greater

than its pass bandwidth, then the normal randcm process 5 (t) at the output of the

rf-amplifier will be a narrow-band one, and may in accordance with (6.37) be repre--" )

sented in the fommn:
E(f) ==A(f) cos wf -+ C (t) sinwgf =

=V A ()4 C* () cos (uo —arctg & 8)

-

If, besides that, the power spectrum of & (t) is symmetrical w.th respect to the

iR e A e

central freguency W » then A(t) and C(t) are uncorrelated, and their correlation

RTINS
i

functions B(2) are equal to each other. To simplify the mathematical calculations,

it

it may be assumed that, after limitinz, the process is equal to*

§()==cos [o,,l — arctg — A:g]

Fisibiead

Lt

e

Then the random process at the output of the F¥ discriminator coincides with the

phase derivative of a normal random process

C()_C()-A()—A(D-C (1)
Al At(() + Ci (1) . _ (8.112)

Q()=— arctg

* A solution of the problem wiih more general assumpti , concerning the limits
characteristics is cited in [14] .
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The correlation function of randcm-process 2 (t) is equal to

B,(x)=m {2(n Q¢+ )} = .
i =m JEOAWO~ANC () CUL) A (43) —AUEDC (th3)y 2 (8.113)
d - ‘{ Ar{t) +C2(1) * A+ FC{ +9) {°

-

It can be seen from (8.113), that in order to determine Bg (), it is necessary

to have an eight-order distribution function of the random variables a{%), A’ (t),

A(t +7), A (t +2), C(t), C'(t), C(t +2), C'(t + 7).

In virtue of the fact that the random variables A(t) and C(t) are uncorrelated,
the indicated distribution function is equal to the product of two normal distri-
bution functions of the fourth order, for each of which the defining determinant has
the form of (5.1032).

For subsequent computations it is convenient to employ an integral represent-

ation of these distribution functions in terms of the four-dimensional characteristic

functions correspondin; to them (ef. 3.75').
’ ’
wy (xl’ x] ) x"xz )=.

]
Z
%
3
Eg

[ eeww 23S mes, e (8.114) .
—2_-)_‘5 S j Se =t ket e e .xzv‘dula-.dvdn
~~00 =90 -0 —-00 N »
(Y1) Ve Y )=
s
RENE: -Tgng-;tq‘.l.‘ ~i (it byluy (8.115)
=] ] e iy .. du,,
80 =00 =00 ~~0p 2
where Pl coincides with the elements of determinant (5.103), and © = B(0).

12
4

Takinz into account (3.114) and (3.115), we find
T nx —xy,

Bg(t)=-3;... '—x.i,—+'?'—

et
, . 8 times
’3‘2—3]’2 ’ [ d d '=
x 4+’; ¢'4(xh---‘,)"'4(.\'lv---y2) Xp... y‘l (80116)
) ’ o 4 4
R s e . =5 Y 71g Tyt W uy)
=1 .j T}l‘:"hh}z‘g‘"dze zlgl?":l %
&) ) T AR _

¥ times , .
xe.‘“".*.”..*.’z..’dxl .. .dyz d0| e .du4

-7

The integration with respect to Xy x1 o ¥y y!l‘ " and X ,:2.. Yo Yz'
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in (8.116) is separable and reduces to the computation of four fourfold integrals of

the sane type.

R ot S S
’yhﬂu
b
.
—_—

o5
By

) let us examine the intezral
Nxy bty '
Kl—‘zg)i S S S Sx;+y_ dxldx dyldyl' :
Buploying the delta-function (cf. Appendix IV), it is possible to represent this ?
integral in the form: o
L tTF o ety 3
s ; i (Xyg-b 0 M¥
S Kl—(z 5 (©2) % (1t3) S S 2ty T dxdy,.
o35 5 Transforrmation should now te made from the variables X, and yy to the polar co- ?
; ordinates P and(? . ~,
1 4
i £
X, ==pCOSY, ¥y ==psing; . o
then ' A
o 2x . ' 1
K = a‘%,av(u,)s(u,) S S singe!t (e insinsl g gy .
* i
b But
3 ?j - ; _.3 %1
! ig;“ smqe p(ry cos g4, oin g) dp= 3
|| e
k- = A rad un () RE
2 b5 ] - "V + 1 Ftv _ -
f'r =.‘_‘ (e.l? - I?)e t de = g
v fn _‘_“” e‘.*.c,y'vf{-u'i'naod
—?{e ‘2 S
. ¢ 4
-l re—nw " .Mdﬁl =
2 ) ’ :

=46V & +u}) 5'—’-%3:‘:=11(9V°§+u3)c05?.

FELES,

3
3

R O
QRS

L
LS
g I Y o yer vy wane
.

i

2 where

ey e y .

| AV ara

. ‘f ‘
; Thus ’
!' (8 Lot o)) (4 6V TF ) ;
= [ o:-l-uf 2 ’J e | 1 14p,
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CSREN A N e . - e e e e ot et v o e

i %
4
| and since ;
1 "
Y -
{."4 .. S-’l(PV"g"‘an)dP“V At 7 :
.- Ki=z5- ot & (vy) B (u5). ~,
(8.117) ;
Analogously :
| T mma ] ] ] e |
(2x) ‘
PR R :
X e“' EX RIK 's"'ll's*l')’l":) dx dx‘ dy. dy (8. 1 18) ;
| ¥
— v N
. . “E ) '3_’_,—“{ &{vy) ¥' (uy). !
® @ o o ’ i
1 Jax. X
o ] ] 1 ] 2 “
(2x)! . ;
=08 =08 —08 —00 xg f-yg N
X e“ (59,4 x) Ost ¥ +)'2"c) dxzdx dyady (8° 1 1,7) .
2 2 :
1" -
' = 02-: u3 A CALIUAY
@ o w o ’ :
1 Xy ¢
ez | [ | |5 |
(2= 2 .
QEREAE AP I £ i
X ! (:‘o.+x;v.+y.u.+y;u.) dx zdx; dy;dy 2'= (8.120) ’
1 v ' '
| kgl o
Substituting (8.117) - (8.120) into (8.116) and taking into account the filtering .
| property of the delta-function and of its derivative, we obtain
Bu=gsy [ - | o X
-00
St :
i , ’
X m (e, (v,) 3 (1) 4 0)% () &' (u)] X
: ]
X (0¥ (vg) & (1) +v,8 (v) ¥ ()] X
44
_}'2 Y vex (ryretugu,) i
‘- ) Xe o =thet do,...du,==
S
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&
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1 TP T TR (st i) + R (e — vy X
B S ] S J O] + a5+ )

-0 —C0 —8) =00

-2 (024 ud + o2 tult 2Reioyk2RU)

7 dv,dvydu,dus,

Subsequent computations of the multiple integral are simplified, if use is made

of the substitution of the variables of integration:

0=~ cos (a 4-f), &= Tsin(z ),

AL S B ST K AR e m o s ik R S5 L DA A 1H 6 3 o

v;:%cos B, u3=%sinB.

! ©0 00 2 2% E
Then B, () =1x 5s‘S(R"cosm + R rpsinta) X
) 60060 3
. i
-~ = (*3 Fp? $2Rrp coS a) ‘
Xe *? dd=drdp =
0 % 1 2= ;
) e —a ivipY) N
o TR G | .-;
00 {
2= :'
\ + R%rp 5 sin2qe~Rrecney a) drdp.
. i o v
‘ ] —gcos3 g __(  1\? :
e Taking into account that 7x § cos nae da=(—1)"1,(q) and employing formulas.

(3) and (7) of Appendix VI, it is not difficult to carry the interration out to the

NN e R TN AL AN L

end and to obtain the desired expression of the correlation function of the random

process at the output of in FM discriminator ‘

R vy

e

B, =5[R?() ._Rn(g)R(z)][l.g_%‘i’.\—Eié(ﬁ.{_.,,]:

(8.121)*

1 In{l — R (= :

; =— [Rlz (g) -— Ru(-_) R (-)l LJ_'I—QT(_-.—)-('—)J . z

1 The power spectrum of a random process at the output of an F¥ discriminator is

obtained by means of a Fourier transformation effected on Bg (%).
Let the random process at the input of the rf.amplifier te "white noise", and

the frequency characteristic of the vf-amplifier be a gaussian curve, Then taking

* Since R{0) = 1, then from {8.121) it follows that the magnitude BQ (¥) bvecomes
unlimited when ¥-» 0. However, taking into account the finite width of the dis-

4 criminator-filter pass bard, the correlation function of the process at the output
b of a FM receiver will have a finite value when # = 0,
P.TS-9811/V 3
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into account (6.1%) and (6.46), we find an expression for the correlation coefficient:

3

6’ playing a role in (8.121)

1 e ' 5

R=¢ * . (8.122)
wherefrom _p -

—_— , Plg’ ]
R=—1e *. RE==F01-F) .
(3.123)
in (8.122) and (5.123) the parameterP is linked with the power band width of
the rf-anplifier by the relationship A= (BY% . substituting (8.122) and (8.123)

into (8.121), we find

prat
2 322 =7,
B =37 +5(1-F)mu—e )=
. (8.124)
)
. ¥
=—fmp—e 7).
The power spec'cr“'.xm is, in accordance with (5.44) equal to
o0 _e :
. _ Fn(w)=—b’6fcowsln(l—e ?)dr, :
Expanding the lozarithm into a series and integrating by terms, we obtain
. ©0 0 n’t;’
! - !
’ Fg(w)zf,ﬁx ,T"fe 2 coswtds = :
A=t 9 wt (8.125)
* 1 “a&an '
=V 5 Y me ™
net

The intensity of the power spectrum when®@ = 0 is equal to

RO=tY Y=V Feen.

where & (X) is a Riemann zeta-function. Bearing in mind, that § (3/2) = 2.612*, we:

find

F, (0)=1,863==1,863,

when &
en .»ﬁ F'(.)~§g=§.

- * Cf, e.g., Ye. Yanke and F, Bmde, Tablitsy funktsiy (Tatles of functions),
Gostekhizdat, 1748, p. 372,
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Figure 68 shows the curve of power spectrum (8.125). :

§ Lele)fo

16
2 |
Q8 !
o if
S0 i F 2 B 3 iy ;
Fig. 68. Power spectrum of process at output of ¥ discriminator. :
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Chapter IX

PASSAGE OF NORMAL RANDOM PROCESS THROUGH STANDARD RADIO-EQUIPMENT
SECTIONS

1. Statement of the Question and the Method of Solving it

It has already been noted in Secte 1, Ch., VI that a characteristic feature of
many stages in the operation of radio equipment is the transformation of electrical
sicnals, which generally speazking are random processes, in a standard section con-
sisting of three consecutive elements: the input linear system, the nonlinear (non-
inertial) element, and the output linear system. (Fiz. 43),

If a normal random process is actinz on the input of a standard section, then

finding the power spect:-um of the process at its output presents in principle no dif-
ficulties. Past the input linear system the process remains normal, znd the spectrum
is deformed in accordance wiih the shape of the {requency characteristic ¢f this
linear system [cf. (6.&)]. As a result of nonlinear transformation the distribution
functions of the process cease to be nocrmal, but the spectrum of the transformed
process can still be determined through the use of one of the methods set forth in
detail in Chapter VII. Thereafter it is sufficient to take into account the se-
lective action >f the output linear system, employing formula (6.%4).

However, in many cases a knowledge of the power spectrum c¢f the process at the

output of a standard section is insufficient, and it is necessary to know such finer
characteristics of random processes as the distritution functions. The determination
of distribution functicns is tied in with considerable difficulties, of boeth a theo-
retical and a computational nature, since for this it is necessary to solve the
problem of the transformation of the distribution function of random process in a

linear system upon whose input there acts a r.ocess which is not normal (cf. Sect. 8,

Chapter VI).

In those cases where the process at the input of a standard section is not

normal, this difficulty appears already in the first stege of the investization. It
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may constitute an otstacle n;t only to the solution of the problem of determining
the distribution functions, but even to that of therproblem of finding the power
spectrum of a process past the nonlinear element, since for this it is necessary to
now the second distribution function of a random process at the input of the non-
linear element (i.e., at the output of the preceding linear system).

There exists a limited number of precise solutions to the problem of determin-
ing the distribution function of a process at the output of a standard section,
which have been obtained with some special assumptions as to the nonlinearity charasc-
teristic and the statistical properties of the random process at the input.

An approximate method of determining the one-dimensional distribution function
consists in computing a.certain number of distribution moments. This method permits
generalization [l&] ,» but even in ité simplest form, as it was set forth in Sect. 8,
Chapter VI, its practical application is tied in with cumbersome calculations.

In the present chapter there is examined a precise solution to the problem of
determining the one-dimensional distribution function of a process at the output of
a standard section, with two fundamentzal restrictions:

1) the random process at the input constitutes the sum of a determined signal
S(t).and a stationary normal random process with a uniform spectrum ("white noise"),
and with an intensity (average power per unit of band) equal to 0'2;

2) the characteristic of the non-linear element is quadratic: y = x% (the con-
stant multiplier is omitted).*

The problem under consideration obviously coincides with the following problem,
of important significance in many radio-engineering applications (location, com-
munications, etec.).

The input of an rf-amplifier is acted upon by a determined signal S(t) and by

fluctuation noises. The signal is subjected with the noises to square-law detectors

* A solution of the problem for more zeneral assumptions, where the multiplier
serves as the nonlinear element, is cited in [7] .

7-TS-2811/v 353

ot i vl P L, L% , . e by ; N ‘ :“[ma
RS T o AN F LRI GO NG, 2PN T L ol P ey y 30 e e e g -




d ¥, .- Z, u s
A EE L e SRS Rl s

W. Shgeian e R T
SN ATV ‘zn!«,““',‘ SR e S . !

-

v aief

K ;f 2 Do,

[

- - x R f v smrmmtins e e

Ny,
i
i
{
i
i
3
H

od

"
&
4

.
e
e o7

ot o el

and to the subsequent filtration. What is the distributio. function of the siznal

"2 Zunl

e

e b Serdany

and the noises at the output of the filter?
In the following exposition, the terminology connected with this special problenm

is preserved for the sake of gcreater definiteness. Two cases are considered: a) a

(RPN | (N A

wide-band rf-amplifier and bt) a narrow-band rf-amplifier (the width of the frequency-

D REEarEy Sdan

characteristic band is much less than the central frequency). In the first case the
process after nonlinear transformation is assumed equal to the square of the random
process at the output of the rf-amplifier. 1In the secornd case the process after ncn-

linear transformation is assumed equal to the square of ihe envelope of the random

PIPR W R AN IR S U R DS e

process at the output of the rf-amplifier (i.e., the high-frequency component of the

process is discarded}.
We shall. show that the processes at the input and output of the standard section

in question are linked by an inte;ral relationship. lLet the linear systems ¢f the

AN o R LS X

standard section be charactzsrized by their pulse transfer functions:; the rf-arplifier:
by the function h1(20 and the filter by the function h2(27. The link between the
pulse transfer function and the square of the frequency characteristic of a linear

system is provided by the formulas in Secte 2, Che VI).

NS 2" - WL R W NVRR SRR A

Let us designate white normal noise ty E’(t). Since the signal and the noise

pass through a linear system independently, *the process at the output of the rf.

VI R

amplifier will be a sum of two items: the determined 51(t),and the stationary normal

random process El(t). each of wlich may be represented ty Duhamel's integral (cf.

6.3) - B} ~ .
S\ ()= j' Ry (3) S (¢ ~+)d, ;
o (9.1)

e.(¢)=:‘; By () 3 (f — <) . (9.2)

From (2.1) and {9.2) there follows the possibility cof representinz the square

of the random process at the output of the rf-amplifier in the form of
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1S, (048 ()2 = j' S hy () 1S (6—u) 4% (¢—u)] by (0) [S (t—0) (9.3)

-

+-&(t — )] dudv.
It &z(t) is the process after filtration (i.e., at the output of the standard

section), then
&)= f Ry ([, (t — 1)+ 5 (f— Y2 dx, ' (9.%)

or, substituting into (9.4) the expression (?.3) and replacinz the variables of in-

tegration v and v by u~ 7 and v - 2, we obtain

()= S S Kwo)(SU~u) + ¢ —uw){S¢ —v)+ (9.5)
where - +-&(¢t —v)] dudo,
K(u,0) = j‘ hy (& — <) by (x) by (0 — ¢) . (9.6)

Expression (2.5) represents the desired intezral transformaticn, by which the
process at the output ¢ the standard section is linked to the process at its input.
We shall call the function K(u,v), which depends only on thre characteristics of the
rf-amplifies and the filter, the nucleus of this transformation*.

In problems dealing wita the envelope of the process at the output of a standard
section, there is placed under the sirm of integrzl {".4) noti the square of the
random process at the output of the rf-amplifier, but the square of its envelope.
Here it is useful to employ the concept of the neirow-vand normzl random process in

the form of a sum [cf. (6.39)]

) G@O+Si(0)=[¢, O+S, ()] coswyt + -
+[5.() + S, ()] sin wyt. (5.7)

Thus the solution of the problem at hand has been reduged to a determination of
the statistical characteristics of integral {9 5), for which there will be n:cessary

a more detailed study of the proverties of such integral transformations.

* In taking into account the physical feasibility of the rf.amplifier and the filter,
it should be assumed that h,(t) =0, hz(t) =0 wvhen t < 0,
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3 Since consideration has been given above to the nonlinear transformations only 4
{ } of the envelope of a nzrrow-band normal random process(Sec.l”hapter VIiI)and not to :
L S
the nonlinear transformations cf wide-band normal random processes, therefore #2, ;
E which ccntains a detailed computation of the first two distribution functions of the ‘
square of a wide-band normal random process, is prerequisite to a solution of the gs
i
principal problem to which the present chapter is devoted. In a certain measure this :
; section may serve as a standard example in the determination cf the distribution ;
. j
functions of random processes undergoing nonlinear transformations. :
2
2. Distribution Functions of the Square of a Normal Randoam Prccess
EY
%
! % us fi:d the two-dimensional distribublon fuaction of the stuare of a normal
randon proces:, having explored the general Jormiles for tne replacement of vari-
ables :m distri out‘on functions urndergoing transiornation (cfe Sect. 1, Ch. III):
| 2
' . m=gz, =8, i
where - . ! '
)
E|=e(‘). E2=E(t +<). é
i
?
We desiznate by w2(x1. X5, ¥y t) and Wy(yys ¥p. ¥, %) the two-dimensional dis- !
i
i tribution functions of a normal random process and, respectively, of its square.
H >
: ; < s 2, . . . i
Since the function inverse to y = f{x) = x is two-valued, to each point with the ;
§
)
coordinates Y > 0, ¥, > C there will corresgpond four points in plane (x1. :(2): 3
=V x2=—V 3. (5.8) ;
4
=V, ta=—V9:
. . i
Then in accordance with (3.7) . E
9(xy, x91) i
Wi Y2 % ) =3 (xyy, X0, %, ‘)l——"(’:-!z)‘ |+ |
9 (x5, X23) 9(x13. Xn1) ' !
2 L { B
: | 4 @y (%41, X2 *.l)l AU Ys) l+ wy (X2, X31 )I 0. ) + (9.9) :
ZHNN 9(%y3, x27) .
S : X3, %, 4 3
: +¢’3(.‘u. 22 )l d("y’) ;’
e . X
9 . The absolute values of all four jacobians in (7.2) do not d:.ffer from each other and ¥
2y
\ . 4
X are equal to — . B
Wy 5
£
$
:
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Substituting the expression (7.1) of the two-dimensionzl function of 2 normal

y random process into {9.9) and taking into account (9.2), we find
* cf{»a;-zka.a.

. 1 1 = Ta(1—R)
Vz (Vh Y )= 4 }‘Iy,y, .21::3'/ 1 —R2 € x

ntys [ @—RyVyitlar— Ra) VyidRY Sy,
3l — U~ R
Xe »0 lm\e L) +
@—Ra,) Vyi—(a:~Ra)V y:—RY v,y
+e o1—R%) +
_ a—Ra) Vy 4 (a.—RaWWy,—RY 3,3,
+ e o*(1—R")
_ {a—Rap Vy—a—Ra)V5: RV yiy; °\
+ e 1—R%) /
y
aftal-2Raia, ity
- _ 1 | L) e w(l—k')x
2Vyy; 2%2Yi—Re

+

I

Ry -
X { FA—R) ch[ (2, — Ray) ‘.rzi('lt(?:z;_ Ra) V'Y, ] 4+

R 5y '
te - Si=Fh ch [(a. —Ra,) t":{.l = (;:)— Ra)V )’:] }

Transforming the hyperbolic cosines cf the sum and difference and srouping tae terus

with cosines and sines, we find the desired expression for the two-dimensional dis-
tribution function of the square of a normal random process:

.z-lva:;'—ma.a,

1 ~ TRa=R)

Wiy, vz 5, )= 2e3tY y, (1 —RY) ‘

RY5Y; Vyi(a —R \ VY2 (a~ Ray)
X{Ch cl(l, ’]Ch[ ¢3'(l‘ R‘)a, Ch[ :’(1’ R";l }+

RYyy, Vy(a—ka) ¥ y;(a; — Ray)
+sh [5a= ')]Sh (=R s"[ .z’(.’_m,']}»

yl>oo y2>0°

- b} + Y.
2¢%1—-R") X

(9.10)

If the determined part is missing (a1 =&, = 0), then from (9.10) we cbtain the two-

dimensional distribution function of the square of a stationary normal random process

— 1 et [R Yy.yg
Va0 ¥s V==t ch[

’l>o- yz>°-

' It is not difficult to obtain a one-dimensional distribution function from {3.10),

(3.11)
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if ¥ —> e (R-20); then
_aie
W= Vznzy Vet al’y)' y>C. (9.12)

lhen a = 0, we obtzin the probability density of the square of a random variable dis-

tributed according to the normal law

2
Wi(y)= Vzm.: e ™, y>0, (9.12)

which does not differ from (3.14).
It asp o, then in (9.12) the hyperbolic cosine may be replaced by its asympto-

tic approximation

"Sv'
Tren distribution function (2.12) may be rewritten in the form of
_Vy—er
0.4~ = (9.1%

2V 2rity 2:") .

Fizure 65 shows the curves of distribution function (3.12) for seversl fixed

values ofi&-. Curve 1 corresponds to (2.13), i.e., to a2 purely random process.

@

e 2 4 6 06 0 12 W

Fig. 69. Distribution function of a square cf normal random process,

The expressions (2.10) and (3.12) obtained atove represent the distribution
functions of the square of a normal randcm process in the most general forn, when no
supplementary assumptions are made with respect to the shape of its power spectrum.
for the problem under consideration in this chapter, thicis equivalent to the absence

of any special restrictions with respect to the shape and central frequency of tre

If,

frequency characteristic of the input linear system of the standard section.
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however, this linear system is such that its linear characteristic is symnetrical
with respect to the central {requency &), , and its band width is 4 KW, then the
normal random process at the output of such a system will te a narrow-band one. Then
its square.will consist of two terms: a low-{requency one, coinciding with the
square Ea(t) of the envelope of a ncrmal process, and a high-f{requency one, equal to
E?‘(t) cos 2 [wot- (f(l-‘)] . The distribution function of Ez(t) were determined in
Sect. &4, Ch,8 |ef. (8.18) and (8.20)] . The distribution cf the high-frequency com-
ponent may be obtained ‘from a consideration of the product Ez(t) cos Z[ﬁlot - 50(&‘)].
The low-frequency term of the square of the envelnpe of a stationary normal random
process, Ezgt). is distributed accordinz to the exponential law, with the phases
equiprobable, Fmployinz (3.25) and taking into account {2.20') and (5.80'), we find

the one-dmensional distribution functon W,,(y) cf the high-frequency term

Wiu(}= T‘_ii .__{f-_-.:-__—_.- dz=
Re T 1
o zl/ 1_(3) ots
"
' ='§:Ti ;;i:?ldxz‘;%il(o(l_y;!)’

where Ko(z) is the Bessel function of an imaginary argument of the second kind and
of a zero order {cl. G. N. Vatson (Watson), Teoriya besselevykh “unktsiy (A Treatise
on tne Theory of Bessel Functions). Foreign literature Pub. Hse., 1349, p. 203).

A curve of the function 'd12( %) is shown in Figure 70.

W@

-3 <3 -f 0 1 2 9 {

Fig. 70. Distribution function of the high-frequency term of
the square of a normal random process. :

3. Cne Result from the Theory of Intesral Forms

Let us now return to the study of intégral transformation /9.5); for this it

*

5
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will be necessary to draw upon one result from the theory of integral forms. Omit-
ting here the procof of this result which is referred to one of the handbooks on

integral equations (cf. e.g., I. G. Petrovskiy, Lektsii po teorii integral’nykh

uravneniy (Lectures on the theory of integral equations), Costekhizdat, 1543), we
shall restrict ourselves here to several geometrical analogies.

Iet us consider the continuous function y = f{x), in the interval (a,b). For
a full determination ol this function it is necessary to assign to it values at every
' point in the indicated interval. However, some concept of this function is provided
by its values at n points X,, X,, ...x,. Let us adopt the desi:nation y; = £(xg)

(1i=1, 2,...n).. The numbers Yir Y21 ¢ Ty may be regarded as the components, in

.

an n-dimensional space, of a vector drawn from the orizin of the coordinates. Thus

: to the function £{x) there corresponds the vector (v Yyr Yo ...yb). The greater is n,

' the more precisely is the function approximated by this vector. The lenzth (or the |
"orn") of this vector is equal to Vyf +y§ +y: Taking the lirit when J
‘ n—»eo, it is natural to call the "lenzth" {"norm") c;i‘ the function £{x) the magni- i
R tude fo’(‘)d‘ The function is called normalized, if its norm is equal to i
.1. The scalar product of the two vectors (y’, ;1). .o y(1)) and (_y"?), ,;2), ...in))

is provided by the formula Eyi"yf” 9:\a.l,ogously, we shall call the scalar prdduct of

i=1 ) »
the two functions £, (x) and fz(x) the integral S[,(x)f,(x)dx. Twe vectors are

a
orthogonal, if their scalar product is equal to zero. The condition for the ortho-

gonality of the functions is written in the form of

b
' Sfl (x) fa(x)dx=0

The equation for a 2-nd order surface in an n-dimensional space is put qusd-

ratically and has the form

—— o

2 2 YY) ==const, :

=t j=l : ‘
with kij = kji‘ The corresponding analogue in the space of the functions is the t

‘ intezral form . .

{ -« ob :

‘ § § K@, o F(@) () dudo=const, :

[ N} ‘3
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where the nucleus K(u,v) is symmetrical, i.e., K(u,v) = K{v,u).

0P i T ORI A §

S TR 2

{ } It is well known that the equation for a second-order surface :
’ LI 5
2 kyy,y,==const

ol Jml N

PR

may be reduced to the canonical form:
m 9
2
ZT- =const (m <n),
t
=1
if the transformation is made to such a system of coordinates, in which the principal

axes of the surface serve as the coordinate axes. This reduction to the canonical

form is effected by the linear transformation

[ N
Z= 2 ey ’

i=1

the vectors (a“. a; 20 «.8py) forming an agzrezate {1 =1, 2, ...n) of orthogonal,
noramalized vectors, directed along the principal semiaxes of the surface under con-
sideration. To the true semiaxes there correspond A;)O . If m< n, the surface

degenerates into a cylindrical one. It is proved that the coefflicients aij of' the

Ly J

transformation satisfy the system of linear homo:zeneous equations
n
a,,=1,2k a

[

i &
=1

Completely analogously, an integral form with a symmetrical nucleus may te

represented in the form of the finite or infinite summation*

(14
SSK(u, v)i(u)f(u)dad;,:zi"é, (9.16)
where o 4=t
]
b= @) ¢ (x)dx, (9.17)

and the functions cr‘.‘(x). (i=1, 2, ...) are an aggrezate of orthogonal, normalized

functions, each of which satisfies the Qomogeneous integral equatious

»
"(x)‘—-‘-l‘SK(X, y) 9,(y)dy. (9.17*)
i=12,...

2N

() * Yhen the upper limit of a summation may bte finite or infinite, only its lower
limit is indicated.
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The solutions for {f‘; (x) are called prover orthosonal functions. and the numbersl“_
y "y the proper values of integral equation (9.17'). If a large number of the proper

functions is finite, the nucleus of the intezral equation is called a degenerate one.

Formula (2.1€), and (3.17) and (9.17') which are linked to ii, represert that

result from the theory of integral forms which is employed for studying the dis-

tribution function of the random process at the output of a filter.

This formula also follows from the possibility of expanding the symmetrical

nucleus K(u,v) into the series
' 9 1)y (v)

K(u,0)=2——-T‘—-——. ' (9.18)

f=l .
Let us note that the expansions (?7.5), (2.1C) and (8.25) of symmetrical two-di-

mensional protability densities are expansions of the type of (S.18).

4, Characteristic Punction of Random Process at Qutout ol filter

-In"Seotion 1 1 was shown that the random process at the ontput af a filter is °

represented by the integral form

[
Yo sO=[ [K@oSt—a)+H—u)St—v)+
o T k(¢ —o)]dudo,
the nucleus K(u,v) of which, as is not difficult to see from (9.5), is symmeirical,

Then, employing (3.16), we represent the preceding expression in the form of the sum-

mation
S, ()4, (112
t = —————emnen. §
%0 2 N (9.19)

=t

where, in accordance with (3.17) and (2.17')},

S, ()= }'S(i-x)(p‘(x)dx, (9.20)
/ "t t=.E t — x)o,(x)dx,
foe -‘2- ( ‘ (9.21)

and (fi (x) and X‘; are the proper orthogonal functicns and the proper values of the

hamogeneous irntegral functiore,
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P()=1 [ K( eldy. (9.22)

The nucleus of integral equation (9.22) is expressed in terms of‘the pulse tranfer
functions of the rf—amg;lifier and filter according to formula (9.6).

Equation (9.22) may be reduced to a different equation, the nucleus of which is
the product of the correlation coefficient of the noise at the output of the rf-
amplifier and the pulse transfer function of the video filter. For this we substi-

tute (9.6) into (3.22) and change the order of integration
. - B
’(x)=l Sh,(‘)hl(x-—-")jhl(y—-{)?(y)dydg.
-0 —0

Having multiplied both parts of the last equality by h1 (x - z) and intezrating with

respect, to x, we obtain

}(z).—.l?h,(z)f(:)?h, (x —2) by (x — 2)dxdr, i

o
where there is desigznated [f(2)= qu(x)hl(x—-z)dx. But accordin. to {4.13') the
-0
correlation ccefficient of white noise at the output of an rf-amplifier is equal to
: «®
R(x)= I"n(“)hx (2 +)du.
q
Consequently, £(z) satisfies the inteiral equation

i(z)=2.§R(z"‘)"z(‘)f(‘)d"' (9.22')

The problem of the study of the statistical characteristics of the random process

Ez(t) is now reduced to a determination of the distribution functions of the sum of
the squares of random processes S;(t) + qi(t). in which Si(t) are determined, and

W (t) are random. Since we are restricted to the determination only of a one-di-
mensional distribution function, it is sufficient to carry out all further investi-
gation in an arbitrary, but fixed moment of time t. We shall show that the random
variables 7?,‘(‘) and 72j(f) when kf., are uncorrelated, This makes it possible for
us merely to define the joint determination of 7?1(t). ‘72(':). coo 7',{1.) as the

product of their one-dimensional distribution functions.
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4 us then examine the mean value of the product

m (1, O O =m{ Tt =210, dx {4 — ) 9 oMy} =
= 'f 'fq, (x) 9, () (£ — %)t — )} dxdly.

Bearing in mind that the correlation function of white noise is equal [cf. (5.815)]

to
my E()E(¢ )} =0% (1)

and faking into account the filterins property of the delta-function (cf. Appendix

IV), we find

my (O O} =] | 9(09,0)3(x — ) dxdy=

-0 ~0

2 [ o, ()9, ()dx.

-0

But the functions T‘.(x) are mutually orthogonal, therefore

o k=
ml{n.(t)n,(t)}={ 0 k:,‘.-;,- (3.23)

Q.E.D.

tnce it is a condition of the probvlem that the white noise E (t) at the out-
put of the rf-amplifier has a normal distribiutior, the distributions of 7‘. (t), rep-
resented by inte:rals ofé (%), will also be normal. Then in virtue of (3.23) their

joint distribution will be equal to the product
5
. — 1 % (9.24)
. W(y.’ y"...y....) !-I‘Y—_me . .

Having the product (9.24), it is now not difficult to cttain the expression for
the desired one-dimensional distribution function of the random process & L(t) at th

output of the filter. For this there should first te determined the characteristic

function el(v.t) of summation (9.19). Employing formulas (3.73) and (3.76), we [in

.

E o ol (S[(O:;nl’

K - (

L j : 6.(0,1)=S...je ! Wy, Yoo Y.} X

L ) R (9.25)
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» @
Xdy.dy,...dy... .=£ ...S “{e
-0 =~ / §
7 :
1 7w _ (3.25) ;
X v me a3 }_ (cont*d)
ivs?
i as,
R TR
._“ S Y] l
2xel Yie 1

Completinz the square of the exponent under the integral and integrating (cf. Secte 8,

Chapter IIT), we obtain after simple algebraic transformations

i *
1 PO YR
8,0, =[] —=—=e : (9.26)
I} Vl - TI- _

for the case of a narrow-band process, the expression for the envelope Ez(t) at
the output of the filter is, in accordance with {9.7), obtained from {9.19) by the

replacement of [S,(t)-{-'q‘(t)]2 by the sum of squares

Es()=Y] - {1 + 20 Ol +150 O+ 10, (OF}. Gz

where ! ‘
Sut)= 05.34(‘—1)?4("). dx, S¢;= Ssc(t'“")q’z(")d"' (5.28) ,

"l,uz.f Ea(t'"‘x)?t(x)dx' N = S Ec(l—"x)?i(x)dx' (7.29) |

Then the one-dimensional characteristic function of this envelope is obtained analo-

gously to (9.25)

p (9.30)
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Each of the multiple intesrals in the curved brackets coincides with {9.25), if

only Sj is replaced by sAj
(9.26), we find

or respectively by SCJ’ Therefore, taking into account

M+ Cl, _2va*

9‘ (o, __“ wc‘ —_— T A,--zm'

———
—

Ly

(9.31)

The desired one-dimensional distritution function of the random process (or

envelope) at tne output of

(9.31) by an inverse Fourier transformation.

In principle, the problem before us appezrs to be solved.
{9.26) and (9.31) there figure the characteristic numbers 1] , for the determination
of which it is stili necessary to solve the integral eguation (9.22) or (9.22'). B

Only in one special case does t!

extremely simple., This is

istic is uniform at all freguencies. In this case h2(20 = 8(?), and frem (9.6),

taking into account the fi

Comparing
since there corresponds to
(@=VX h, ; (u) wtxd

ized, i.e., that

The relationship T'—"—

at the output of an rf-amplifier.
From (9.26) we find in this case

. 8, (0, l)=

F-1T5-2811/v

(9.32) with (9.18), we become convinced that the nucleus is degenerate,

a filter is obtained from (5.26) or respectively from

However, in formulas

he solution of this integral equation %urn out to te

the case of an output filter whose frequency character-

ltering property of the delta-function, we find

K, o)==k () 4, (). (9.32)

it only one proper value of ‘& and one proper function q>
being determined from the condition that iﬁ(a) is normal-
o« 4 o
2 Shf(u)du=-‘— Scf (@) do=1.
-0

thus constitutes the dispersion of noise

&9—‘59
=%
L
3
I

B e vl

woEE

!

¥

AN L3 A L YT cae

o Atwn

(9.33)
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By z
;
where Sf(t) is a signal which has passed thrcugh the rf-amplifier, %,
et Sirce the output filter hec an unrestricted band, lormula (9.53) yields the

st

expression i'or the characteristic function of the sguare of a normal random process
2.
1
(9.12) (with, of course, the approoriate replacement of O by 0&, anc¢ of 5 by a).

with a dispersicn ot O An inverse Fourier transformation of it coincides with

From (2.31) we have in this case ’
+-;«_q. el I ,
] %! 1_2”’% (90 34 )
l-maf *

6, )=

where & (t) is the envelope of a siznal at the output of the rf-amplifier., Formula

(9.34) rields the expression for the characteristic function of the square of the

envelope of a normal random process. Its inverse Fourier transformation coincides

with (3.20).

Let us note that the method set forth above may be generalized and employed for
calculation of the multi-dimensional characteristic functions of a random process at

the output of a standard secticn of the type under consideration [1]

5. An Aoproximate Metihod cf Determinin: the Uistribution Function

th the exception of one special case, cited at the end of the preceding
section, the solution of intezral equation (3.22) is a sufficiently laborious process,
S3ince, besides, in the majority of casss in practice this solution is obtained by
approximate methods, it is worth our while to consider the approximate methods of

directly determining the distribution function of a process at the output of a filter,

avoiding the stage of solving: integral equation (9.22). One such method, consisting
in the computation of a number of distribution moments, was cited in #8, Chapter VI.
This method may be applied in detail to the protlem considered in the present chapter,
if account is taken of (9.26) or (9.31).

Let-us regard as numerical characteristics of the random processes at the out-

put of a filter not the rioments, but the cumulants (cf. p. 109)of ore-dimensional i
distribution,
F-TS-5811/V 367
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By definition a n-th-order cumulant is equa). to

o=0

k—i[ LN

Froa (3.256) we £ind
1 S} 2iver

., at
. an,(v,l)_-——z—zln(l—&v ’17)+2—2?f'x,_-m‘
i !
wherefrom by consecutive differentiation we find the n-th-order cumulant of random

process 52(1:) :
, (f)

k=0a £ 2 R - (9.35)

In exactly the same manner, from (9.31) there can be i‘ound the cumulant of the

envelope E,{t) of the process at the output of a filter

k, (t)=(2%)" (n--l)lz— + (20 2)"-‘ 12 w‘ (9.36)

The series enterinz into {7.35) and (9.3%) may be expressed through iteration of the
nucleus K<n)(u,v), and that itself excludzs the proper numbers '{J . The iterated

n) . . _
( {4,v), is obtained from the basic nucleus X{u,v) by means of .(n-1) in-

nucleus K
tegrations
D K= [ VK@ x)K, ).
. - -0
\ ... K(x,_,,0)dxdx,... dx,_, .

Substituting under the integral sign of (9.37) in place of X(xy, Xpey) its ex-
pansion (9.18), and bearins in mind that the aggrecate of functions tf‘-' (XK) is

orthogonal and normalized, we ottain

K™ (4, uydu= YL . (9.38)
L

Analogously
S js(““’)s(‘-—“)l(("’(u v)dudu_z._izn . (9.32)
0P =00 ‘

Substitutinz (9.38) and (9.39) into (9.35), we find
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k ()=(2%)" "'{ fl(‘"’(u uydu -+ ° :
- (9.40)

\mA

+“L.I TS(!—-a)K""(a, o)S(t-v)dudo} .

LNy PR TR T

sk st it et B

Thus, employin: (9.40), it is possible to détermine arbitrary-order cumulants

of the one-dimensicnal distribution function of a rzndom process at the output of a

bRt vy

filter, without solvin: the intezral equation. It is not difficult to write an ex-

pression, analogous to (9.40), for the cumulant of the envelope as well. If the

R e

Vo]
T ol

B
T
ey
bpd

signal is absent, then the dcuble iniegral in {9.40) disappears. :

s
b
pit

After some number of the cumulants of a random process has been found, the

BN R D

questior arises as to the means of their employment in the approximste determination

YN

ol 2 one-dimensional distribution functlion. The desired disicribution function is .

LhlL

for this purpose usually represented in the form of a resolution inte assi:ned ortho-
gonal functions; the coefficients of this resolution are expressed in terus of the '

. distribution cumalants. As the system of orthozcnal functicns into which the reso- :
. Fid

lutior takes place, there is usually taken the function Q(x)_____,e 2 und
Vi

derivatives {Grammzt-Charlier ser.es, Zd;eworth series, ¢f, Z. Kramer [l.e., Harold

ts

Jole

I Y W .

PR N

Cramer] . Matematicheskiye netody statistikl [xathematical ¥ethods of Statistics] ,
Moskva, For. Lit. Pub. Hse., 1743). Sometimes it is more coanvenient to employ a

resolution of the distributicn finction into a series on the basis of the Lazuerre

.

functicns [2] .
Let us cite here an expansion into an Edgeworth series. Let wl(x) be the de-

sired distribution function of the random process at the output of a filter, and k1,

We e memr e ohaemo

ko, k3 be the first three cumulants of ‘this distribution. Then the firsi four terums :

of the expansion of w1\x) into an BEdseworth series have the form of . f
[ 3“‘| __._L .; (3) (x-h) .
m@=gglr (75) ~w i “)

(9.4
« REETTIE P

PO

S
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X where '3). ‘f( ). ‘f(“) are derivatives of ?(‘)=?‘e s and the magnitudes i

3 © %

: - . :

E .o K’/ 3/ and 7/ coincide with the coefficlieats of asymmetry and excess of dis- {

¥ N 2:

% tr1but101 wy (x) [,L. (3.63)]) . :

s P

¥ . . - %

i Let us noie that the Ed eworth series has already bteen employed earlier in J2, 4

%

: j
Chapter IV in an evaluation of the rapidity ol convergence of the distribution E

function of a sun of independent random variables with a normal one., A comparison %

of (9.41) with {4.19) establishes the complete identity of the two equalities. ;

4

i € .

Figure 71 shows graphs of the derivatives {f(B)(x), (f ) )(x). and (f( )(x) with

g

such coeffici ts as they have when they eniter into expansicn (9.41). The curves of é

(&) %

(x) and (P (x) are symnetrical with respect to x = 0, and ‘he third deriva- %

tive(f (3)(x) introduces an asymmetrical element into the expression cf the dis- é

tribution function. 5

§

&

K

i

3

© e i

| ”ﬁ

' i

| . z
23 Fig. 71. Derivatives of the function ¢ (x)=-—==¢ 2
S . b1
e . s . i
E . 6. Example of Calculation of Distribution Funciion ¢f Process at Filier Output 3
i s £
22N As an illustration of the method set fortn above, we cite the example of cal- i
L. 4 i ]
e B 4
> . culating the distribution function of a random process at the cutput of a standard H
Z 2

- § section consistin: of an rf-amplifier, a square-law detector and a video filter [2]. §
3 Let the frequency characteristics of the rf-amplifier and the filter te sym- :

! ‘

! metrical and describable by the gaussian curves* p

: 9 » : :

Ci(w)=¢e +-e . 3

- ]

‘ ] i

{ c’(~)=e " {

* Cf. note on p. 229 concerninz the physical feasibility of linear systems with ;
assirned frequency cnaracteristics,
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Precisely expressed, the nucleus K(u,v) and its iterations contain second items,

B

The corresponding pulse transfer functions have the form of

N (9.42)
LA (‘)— -P;G El COS w,t,
v}:-
hO)=ghe T (9.42°)

The parameters /9 1 and /3 , are simply exoressed ia terms of band Al of the rf-ampli-

fier and of band Az of the filter (ef. p. 229)

Al:y:ph ‘2=%"/;pz. (9043) g

-

We introduce designations for the ratio of these parameters

Substituting (9.42) and (9.52') into (9.8) and performin: the integraticn, we find i
-—g?’
K, ,,)_“hh;g::oz(u 0, [(u+ar+m(mr]. (2.45)

The iterated seccnd-order nucleus is, in accordance with {9.37), equal to

4:"'?,@% cos wy (u —v) .
_————- X =
YE+2)(3+ D) (9.56) ;
- [:“ (u—o) § —- (v} v)']
+2 "fl
Xe .

Analogously the iter. :d third-order nucleus is
8:3},!; cos g (u — v)

K? (4, 0)= j'l("’ (u, ) KP (y, o) dy = Y+ @4 +1) (2743 (9.47)

21 @14y
§ [Fois ot o et |

K™ (4, 0)= S‘ K(u, x)K(x, 0)dx =

-y

Xe

St N € s s———— Y Sy 5 Wb ot b doms <o

which are small to the point of disappearance if &, 3> A .

Enploying {9.45) - (9.47), we find

Sx(a, u)de =2 Vx=24, :

* ' i

Sxm(a 8)da == +2 ) v’ ;

)

' - f

#31 (7.50)

N SK"("-‘)“";Tz(za‘*-a)' :

- ;
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5 7:7 Let us assume that the determined part of the process at the input of 2
* S *} standard section constitutes a harmonic siznal with a constant amplitude of S(i)=
£ A cose,t t (the fx'eqaencyw coincides with the resonance freguency of the rf-ampli-

R4S

fier). Then, taking into account {2.45) - (72.47), we find that the double integrals

PR TP
G R
PRI

S nE
1

‘Z, in (9.40) are, for the example under consideration, equal to :
o © o . i
[ [st—oKwos¢—odudo=t (9.51) 5
00 ~00 :
' ® o
] {2) vd At
| S St —u)K” (2, 0) S (¢t —v) dudv=—22__.4°
} ...,_i ya K (5.52)
! o oo
2
| f j‘s(‘—w)l("’(a, 0) S (t — v) dudv= vy LA
i =Y V@R +132443) 4 (1.53)

.

Substituting (9.43) - (3.53) into (9.40), we ottain cumulants of the first three

ff._ orders for the random process at the output of the video filter.
; The first-order cumulant (or the mean value) is equal to
A
'f k 2
= | 1 =a2A, A __ (9.54)
A + 4 (] + oy z.\,)
S -
| The second-order cumulant (or the d;s')ersion) is equal to |
S . S |
%, 4 —
n 2 Y\3+2 V\’ +1 (9‘55)
= "“l v’
—=—— +2
V.a+2( +"1: ) !
1
Tae third-order cumulant {or the third-order central mynenit) is equal
e . i ﬂ.\’ .u’ » .
: =88 o+ 2454 =
E | ks 2(2713) Y(zi-}-l)(’vﬁ-f:” 4 (9.56)
j;j . ‘ _‘“‘l l 2\3-‘-3
sy . ’ —1¢+3(‘+ wu, 515)'
‘ ‘ The coefficient of asymmetry of the one-dimensional districution functicn of a
L
1 random process at the output of the filter is equal to
3
!
! l+” .3 Y.—_ .h
; A 2351 w42 s )
; k=‘;l =4Vv e l 2,,,/"” ’ {2.57) :
. . 41 ,
; i where s= y‘;__ is the ratio of effective value of the sizsnal to the effective
¢ AN

value of the noise at the output of the rf-amplifier.

e A KTA e B add LACE a et
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It could be possible, in a completely analosous manner, to continue to compute

R A O W S P

cumulants of a kigher order. We cite merely the final result:

k= (2623,)" (n — 1)} <

STV A D~ (A
I— — (9.58)

sc(14-n A Wat2+0—(Var2—w a+2>‘ 2
) 2y (Varaen + (Ve gi- - '

Having the magnitudes of the cumulants, and expanding into a series in terms of

orthogonal. functions [e.g., series (9,&1)], it is possible with an assizned dezree

et et fe T E Vst RSN A

of precision to plot the distribution functiion of a random process at the output of
the video filter. ;

Figure 72 shows the curves, obtained by the indicated method, of the one-di- :
mensional distribution function of the process at the output of a standard section, E

for the case when only "white" noise .s applied to its inpuit, To each curve there

corresponds a constant ratio v of the width of the filter bandldz'to nalf the width :

of the rf-amplifier band -%i . i

i)
¢
¢
(13

! e L }
0 U WU WYy Y 9y

Fig. 72. Distributicn function of process at output of
standard section (s = 0)

1
[}

In Fisures 73 and 7% these sane curves are plotted for cases where there is act-

AZ :
2%,
When y—>poo{curves 1 in Figs. 72, 73, 7%), i.e., as the filter

. . . 2, . .
ng a sinusoidal signal as well, the ratio = ¢~ belng equal, respectively, to

[ dd

one and to two.
2
band width increases, the curves of the distribution functions approach the respective;

t
’

curves shown in Figure €9,

wrazamand - e

It can be seen from the curves chown thai, 25 the filter band . rows narrower

(v~ 0), the distribution functions approach the normal, This normzlization of a

k]
H
H
Y
s

randon process at the output of a narrow-band linear system is, as has teen noted

811./y.
F=TS8tfv
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Fiz. 75. Distribution function of process at output
of standard section (s = 1).

b T S A
Fig. 74. Distributior function of process at output
of standard section (s = 2).

Sect. 8, Che VI, a consequence of the central limit theorem, The tendency toward
normalization increases with an increase in the sigznal/noise ratic s at the output
of the rf-amplifi

In the first approximation the degree of normaiization of 2 randem process at
the output of a filter may be evaluated by means of the coefficient of asymmetry X%,
the dependence of which on v and s is given by formula (9.57) and by the graphs cor-

responding to it in Figure 75.

\\‘ ‘ e
¢ .y
Qe

® :
. B
af:‘\‘;’

._. m

’ ! 3 3 1’ ~

Fig. 75. COefficient of asymnetry of procﬁss at output of standard
section, in relation to the ratio s = —&— with fixed value of v = 241

o33, - "Z._; .
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With small » and a constant s, the coefficient of asymmetry is, as follows frow
(9.57), proportional toW = V?-_i-;__ . This coincides with the result obtained
in [5] » by the method set forth ixxgect. 8, Ch, VI, for a standard link which con-
sists of an rf-amplifier, a linear detector and a narrow-band {ilter, the Irequency

characteristics of the rf-amplifier and the filter being rectangular.
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CHAPTER X

POWER SPECTRA OF SICNALS, MODULATED BY RANCOM PROCESSES

L LUEA AR Sl T e 1oL % Ee St b

1. The Pulse Random Process

B

In pulse enzineering, which has undergone considerable development in recent

years, many problems lead to an investigation of the sequence spectra of identical

Sectasru RIS

the zeometric shape or position of f

pulses, The basic parameters, characterizing

these pulses (amplitude, duratlon, instant of origin of leading edge, etc.) can change

b aras Ak asia

in accordance with a given law or can te random functions of time, The latter takes

place when the pulses are distorted by random interference, or when the modulation cof

b B Bin b ARG

the pulse sequence may be regarded as a random process. A sequence of pulses whose

parameters are random variables we shall call a pulse random process.

If the pulse shape is given and one of its geometric parameters is random, then

to the pulse sequence there corresponds a sequence of randow variables, namely: to

the beginning of each cadence interval there may te assigned a randon value of the

ST INERS S N £ s DN DAL R S X R s s

pulse parameter. Such 2 random sequence represents a special case of a random

process with discrete tine, the theory of which is developed in parallel with the

theory of random process with continuous time.
A pulse random process is generally non-stationary. Thus if the moments of
pulse emergence are periodic, and the parameters characterizing the zeometric shape

are random, then it is otvious that the two values of a pulse random pro.-:s, at the

T VLS AT GT Pt TS i 2 DI e AT Wt AR Tt e

moment of passage of a pulse and in the interval between pulses, are independent.

ey

The values of a random process may become statistically related, if two moments in
time are examined with reference to the passage of an aribtrary pair of pulses.

Finally, the value of the examined random function is uniquely determined for the

interval between the pulses,

SV PG F AW it RS ke o € o

Thus the correlation coefficient of a pulse random process can, with a given

magnitude 2 of the difference of two instants in time, take any value from zero to
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one. The mean value of a pulse random process also depends on time. In the inter-

b A2

- vals between pulses it is always equal to zero, whereas for time instants corre-

a2
-
L.

sponding to the passage of pulses, the magnitude of the mean value may differ from

3
il
s
<
2
%
1
s
3
i
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i
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e
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zero and may be different for various pulses.

A puise random process is determined by an infinite number of rezlizations,
each of which constitutes a sequence of pulses. Let us segregate one (for instance
the k-th) of these sequences and examine 2N + 1 pulses, located on both sides of the

zero pulse linked with the orizin cf the time reading.

P L L1 N PSRN X IPPY 7 LV, SN SN

Let us desiznate by sz(“» the spectrum density (Fourier transformation) for

FRTpS

the function describing this sequence, and let the distance between its exireme
pulses be (2§ + 1)T. Since the pulse process is nonstationary, the mean power of the

pulse sequence [cf. (5.&2)] Gkad) = 1lim will depend on %, i.e.,
N

2
o @ T 2 @

on that one of the realizations of the pulse random process for which this power is

computed.

. AT TR IE Vv AR R £ ke A aten

b In order to determine the power spectrum F(&W) of a pulse random process, it is

e L L e

necessary to perform a supplementary averaging of Gk(aﬂ for the multiplicity of

realizations. Thus the power spectrum of a pulse process is determined {rom the

P O R e

é relationship
. 2
Floy=m, {G‘ ("’)} =M {L‘l‘}, @7 2w () '2}‘

(10.1)

N »
O T S

This same power spectrum may be obtained by a Fourier transfcrmation of the cor-

ety

relation function, averaged over time, of a pulse randcm process. However in the

subsequent presentation, formula (10.1) will be used to calculate the power spectrum

o
AEAD o w ar e

of a random process, and the correlation function of this process is found by means
of a Fourier transformation of the power spectrum F(&).

k)
lLet us examine some realization df‘ (t) of a pulse random process.

T R S T

To each pulse there may be assigned a numeral - a number (positive or negative)

of the natural series. Let a pulse, belonzing to this realization and emerging at

R FTICRIPNT IS

(k)
{ the moment in time t , be described by the function ﬁ:%t-tfb . This
’ n

T
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func‘tion must satisfy the condition !&"(()_:_ 0 when t € ¢. The sequence 2N + 1

of the pulses of the examined realization may be analytically expressed by the sum-

mation )
Y we—e.
[ T |
Let us assune  tW=nT 4" where T is a positive constant and let

FH(K’((A) be the Fourier transformation of E”(k)(&‘) . We designate

V= F¥ (o) ey, (10.2)
Then the Fourier transformation of  §¥(f— (") will be equal to
F:” (w) el _ V:”e"""r ) (10.2')

It is assumed that the pulses do not overlap, i.e., that in ;each cadence interval
there emerges one pulse, and only one. This condition signifies that the possible
values of the random variable Pn and of the random duration of the n-t:h puise do not
exceed T/2 in absolute value.

Let us now write the spectral density (Fourier transformation) of the sequence

of 2N + 1.pulses., Considering (19.2'), we find
. N
— k), inuT
Zyy(0)= 2 vile™ T, (10.3)

RN

To determine the power spectrum of the pulse random process we substitute (10.3)

into the general formula (10.1)

. ” ’,
— : 2 R)_Inel
F=m{im mrim| Y v
- N

’}. | (10.4)

Changing in (10.4) the order of transition to the limit and of the averaging for the

multiplicity, we obtain

N
-2 1 %) 2
Fo)= r},i_',';zu-f-‘n'"'” 2 Ve °‘m| ] (10.5)
[T 4
It can be seen from (10.5), that to determine F(w) it is necessary first to find the
X ) . 2
average for the multiplicity (i.e., for the index k) of IZKN (w) | . Since

l zm (“) l’ = Z‘N(‘) ‘ ZT”——(C),
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therefore

N N )
12,y () 2= Vphgtenr
ugu ;.E;u ! (10.6)

Here the line over V indicates a conjugate-complex quantity. Serregating in

sunmation (10.6) the terms corresponding to n = j, we obtain

my {|Z, ()] ’}=m|{ Z |V‘"|’+ E ﬁ v‘"V;‘)e‘("-h-f}.

.-—

--—” oy
.. I, N
and since the average of a sum is equal to the sum of the average items, therefore
’ N
m {1Z,@F)= Y} m (v} +
N N =N ' (10.7)
(DA (=,

+ 2 E ml{V,‘ Vl)e(" ”"r}-

T
From this point on the investigation is restricted enly to such pulse processes,
in which the statistical characterist{cs of the pulses do not depend on the numeral
thereof, and the statistical characteristics of a combination of pulses depend on the
relative position of the pulses and do not depend on which of them is selected as the

zero one. With these restrictions the quantity
K{@)=m{| Vo) | (10.8)
does not depend on the pulse numeral n, and the quantity
H,_ (9)=m, { v("v“’} (10.9)

depends only on the difference n - j of the numerals of two pulses.
Then
2} m {1V Y= (2N + 1)K (a),
A—N (10.10)
and the double summation may, after the simplest of transformations, be represented

in the form of
XN

AN  Hin—l el __
.2_ g ;n{v 1 .2,2.(2~+l~p)” (¢)cos peT. (10.11)
Yy -
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el 0 Substituting (10.10) and (10.11) into (10.7) and taking into account (10.5), we find

s F(~)=§;{K(m)+‘ljinn2E(I-EF%_—I)H'(w)cosme]. | (10.12)

=1 J

If the pulses are mutually independent, then

(10.13)

Hy )=m{VOIm{V|=|H @),

N e cdm s s

where

et

H(«)=m.{vf:’ }.
(10.14)

We desiznate

SIS AT b BN A P A 5

(10.15)

o)== ?hmz( EVP?T) [H, (=)—| H(w)i2] cos puT.

=

SR S

Then formula (10.12) may be rewritten thus:

AT TR w bew Tt 2

F)=£ [K(o)~1H (@)% ) +

. + | H (v) mm[l + 2}23‘(1 - 271—‘-’}-—1') cos prJ}.
Notm,_ that ’

V. mm———

(10.14)

B S ey

w
AN((D)=I +22 (l—-z—Ng_ﬁ) COSp(DT: 5

& - r
NN i
b ‘ ' : ! elr=iwr __ 1 st [(2N+ ) ]
| WFI =¥l Wl

v : RN [m~N s(ll—;i

i

and that

Mo 2N F 1

r..—-=0, =+, *=2 ..

fim "“ ‘2“'" l _Jo er£2e,
oomT=2nr,

R O s PP S N

we find Tk = 8w — 2%
fin 221”A~(m)_c8( 1.),

Lo

where r is any whole number (includinz zero as well).

T o T

For determining the unknown constant ¢ we take the integral of both parts of the:

last equality within the limits of  2_% to 43 . Then
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’_t‘_‘_ r+-;~ 1
cb(m-g-;—')d == ;
3 %; a
® 1
Ut :
= [42inY (15t cos poT |du = ?
P 1 ;
F(-3)
2= - " p \cosrprsinpx 2 )
=1 41 —_ . =2 {
= r+4}_'-,'2.-.2;(‘. 2N-1-1)- a7
’-
In this manner
" 2 2xr
y&AN(m)_.-fs(u._? . (10.17)

Substituting (10.17) into (10.16), we obtain the following general expression

of the power spectrum of a pulse random process:
Flo)=F{Kw) — | H @)+ § (o) +
[
2x / 2xr
+l”(°’)l"’f 2 8'\ "‘7)}.

Pm—ad

(10.18)
in which the functicns K{W), H((d),cr(h’) and HP (W) are determined by formulas (1C.2),
(10.14), (10.15) and (10.9). ' '

If the pulses are mutually independent, then HP (w) = IH ()] l 2 and in (10.18)
it should be assumed that (f (W) = 0. In this case the pulse distortions (ampli-
tudinal, in duration and in position) are similar to white noise. In some protleums
the assumption of pulse independence may rest on entirely firm ground. Correlation
between pulses may be neglected, if the cor-re]:aticn time 2’°<< T. Thus, for instance
in examining at the cutput of a receiver a sequence of video pulses distorted by
fluctuation noise, these distortions may be considered to possess the character of
white noise if the pass band width of the receiver, 4 > —24,— , where 27 is the pulse ‘
duration.

Problems may, however, also be encountered in which it will be necessary to take
into account the bands of the previous stages, i.e., correlation hetweenlthe pulses,

The general expressicn (10.18) of the power spectrum of a pulse random process :

consists of a continuous part
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Fo =2 (Ko = | HE) P+ 3 (o)) (10.19)
and a discrete part “ © 2
F@=glder Y a(.....;:), (10.20)

e —g0

o dew

et 7

which consists of discrete lines on frequencies which are multiples of the mean

frequency'%%z.of pulse repetition. The ratio of the full power of tne cumponents of
the continuous spectrum to the full power of the components of the discrete spectirum |
is equal to

§ (@) =1 @) + plod] do

S

#=-—o0

.= .
2 - (10.21)

It is not difficult to see that if distortions are absent, then K{w) =]!I@o)] ;
2=|g(&0 ‘2, where -{W) is the spectrim density of the undistoried pulse, Here the
continuous part of the épectrum disappears, and the discrete part coincides with the
power spectrum of the periodic sequence of unmodulated pulses. Therefore, in those
cases where the distortions are caused by interference, it is valid to identify the
continuous part of spectrum (10.19) with the interference spectrum, and the discrete
part (10.20) with the spectrum of the useful siznal. In this case the ratiq,/?, com~:
puted according to (10,21), will yield the ratio of the nower o the inderierence to
the power of the signaléga. In other problems where the useful modulation of %the
pulse sequence is of a statistical character (tor iastence tne nodulation o speech
in multichannel telesphony), the contiruous part of the spectrum carries useful ine

formation.

If the pulse parameters (amplitude, %time of emergence, duration) are, besides

[ e anae

purely random distortions, subjected to modulation by a given periodic function of

g TRk

time, ther the discrete part (10,20) of the power spectrum must be supplemented by

A
o

terms containinyg delta-functions at frequencies corresponding to the components of &
J

the resolution of the indicated periocic function into a Fourier series. %
%

. R =

In the succe~ding sections there are examined some snecial cases of randonm 3

3
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pulse processes, for which the random factor is one of the parameters characterizing

the shape of the pulse or tke instant of its emergence. Formula {10.18) also permits

an investi;ation of more general cases, when the indicated random distortions act

simultaneously.

2. Secuence of Equidistant Pulses havin- Equal Width and Random Amrlitude

Let us examine a sequence of equidistant pulses of given shape, which are of

equal width and of random amplitude.

Iet us designate by (@) the spectrum density of a pulse with an amplitude equal

to unity, which emerges at the instant of time t = 6., Let us designate by T the

period of repetition of the pulses, and by 5n the random amplitude of the n-th pulse

(Fig. 76).

T =ope—T $
§
b 17
0 5
I t

ye ¥

Fig. 76. Sequence of equidistant noises of equal widih and with
random amplitude.,

Since in the case at hand »f,"_-—so

and F,(0)= g . it follows
from (10.2) that

V,=8g (o) (10.22)
Substituting (10.22) into (10.8) and {10.7), we obtain

K@y=m {210 )=lgepm{e), (10.23)

. o .ﬂn—l(W)=m|{Eafﬂg(‘”);e}"lg(“)lzm‘{Encl}-’ (10.24)

Let w, (x) be the one-dimensional distribution function of the rzndom amplitude

gn' equal for all pulses, i.e., for any n. The mean value of a and the dispersion
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o zof the random amplitudes of the palses are equal to
m.{E }=a= j‘ xw, (x)dx

(10.25)

C Mpft)=o'= j(x—-a)?w, (x)dx
Let W,(x.y,z’) be the two-dmensmnal distribution function of the random ampli-
tudes €n , which depends only on the relative position of the pulses ‘3'=("“J) T,

i.e., only on the difference in the numerals of these pulses. We designate hy R”-j=

R{(n—NT] the correlation coefficient of the random amplitudes of the pulses;
then . .
m (¢, —a)G—a)} ==R,_ =
o o )
= S S(x—a)(y—-a)w,[x, ¥, (n—j)T)dxdy. (10.26)
-0

Bnploying (2.7%) and 73.53), it is not difficult now to express K@) and Hh-j(w) in

terus of the numerical characteristics of the random amplitudes of the pulses

K(w)=|g (@)@ +a), (10.27)
H, (@)=|g()P(*R,_; +a?).
If the amplitudes of any pulse pair are independent, then
R,=0, p+0, . (10.29)
and from (10.13) and (10.28) it follows that
H=ag() | (10.30)

Substituting (10.27), (10.28) and (10.30) 1nto (10..v), we obtain the final ex-

pression for the power spectruam of the pulse random process under consideraticn:

Foy=Fle@P{#Il+u@l+

o (10.31)
e ae-7)
where by (,) (w) is designated
c{;,(u)_2l|m2( 2N+1)R ccsP“'T. (10.32)
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It follows from (10.31) that the power spectrum of a sequence of equidistant

wrpa B e

*}l ' pulses of random amplitude depends on their correlation function and does not depend
on the form of the distribution function of the random amplitudes.
If the random amplitudes of any pair of 2 sequence of rectangular pulses are in-

dependent, then such a pulse process may be regarded as the amplitude modulation of

the second kind* of pulses by whiie noise. Since, when condition (10.29) is ful-

e N T T T QR

filled, (P(&))E O, it follows from {10.31) that for this case we find
| , : o

2 I
Flo=rle@p{2+7a ) a(o—F) (16.33)

!
I reo0

LR VY TR

The continuous part of power spectrum (10.33) has the same shape as the spectrum

Zes oy

2
of a single pulse, and its intensities are proportional to the dispersion ¢ . The

discrete part of this spectrum corresponds to a periodic sequence of pulses of the

Ao pwasn ol o O

same shape, but with a constant amplitude equzl to the mean value a, Thus with a

given pulse shape, the spectrum under examination is determined only by two numer;cal

PIERGALS X

2
characteristics, the mean value a and the dispersion 0 .

-~

"

The pewer-correspondings to the continuous part of the spectrum is egual to

263

jlg(w) d,
‘ and that corresponding to its discrete part is
P ®
» - 2, \
’ B S g Y o(o—%)do=
321- 2 T
= j‘ g ()| 2dw.
-

The ratio of the power of the continuous and the discrete parts of the spectrum.

A o T I N B s

R e I T T L TS

S A

is equal to

e\3 .
,.==.(.¢.) ' ' (10.3%4)

i.e., to the square of the ratio of the mean-square value to the mean value of the

; random amplitude of the pulse.

S} SIS A AT NS ME ML Wt £y

* As is well known, in oulse-amplitude modulation of the second kind, the amplitude:
of each of the pulses remains constant, equal to that value of the modulating ]
function which corresponds to the leadin; edze of the given pulse [5] :
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Fizure 77 shows the power spectrum of a sequence of equidistant rectangular pvlseg’f

j:« with a duration of 2‘0 , modulated in amplitude by white noise. !
g ’2
Fll

Discrete spectrum

T— o ontinuous spectrum

Ll e

2 i
“i \ priing
AR

ive

(R

Figz. 77. Power spectrum of a sequence of mutually independent :
rectanzular pulses with random amplituce.

From {(10.33) it is not difficult, by means of an inverse Fourier transformation,

to find also the correlation function of a sequence of mutually indspencdent rectan-

AT T ey € AL

gular pulses with random amplitude (Fis. 78). Here the discrete part of the spectrum

FOR

is transformed into a periodic sequence of triangles (Fig. 7%a):

1AL, A

Bo=5% 3 eflg(“)?a(‘”"gff') ¢ du=
=% YleCHle

wherefrom o
£ Ge—lt—1T]) |r—rT|<x,

B, ()= 0 RTINS S (10.35)
r=0, =1, 2, .. -

The continuous part of the spectrum is transformed intc one triangle, located

A e 8L

near the point ¥ = 0 {Fig. 79 b): :

b e

B.(t)=2‘:‘: Sle(-)l’e"'d-=%(‘o—"“' (10.35)
el<s,. |

Let us return to an examination of the general case, for which the function ?1(0)':

I

H

is not identically equal to zero.
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Fig. 78. Correlation tunction of a sequence of mutually ﬂ
independent rectanzular pulses with random ampli- &
! tude. 3
' ¢
| :
| Belt) "
' o 4
" T
. 4
a) |
" by :
1 4 .
1
| 9 |
~ 3 5
. Mg. 77. &) Periodic part of the correlation function shown f
in Fig. 78; b} Aperiodic part of the correlation g
function showr in Fig. 73. A4
- :
It Z IRpl .converzes, then the 1limit in the rizht part of (10,32) sxists and %i
, y L I
: ?10‘0 is determinred “y the formula®* ' ;
* L e |
$ (w)=2 ER’cosme. (10.236) $
i | )
We designate by LP (w) the Fourier transformation of the correlation coefficient
R(r)' i.e" ’ - ” . . -
?(e)=2 SR(t)e-""dt=4JR(t)cosndt, ;
A {10.37) ]
The function (Pl represents the power spectrum of the random -~-ocess by which %
the pulse amplitudes are modulated. 3
Let spectrum 70(0) have a finite width of 24, i.e.,Y(U)'EO whenfwf 3 £ 5
- Let us first ascume, that ‘ ! rij
{ I‘3 A<-i-. Y i’if
- (o, %
el

* If & /%T) is a stationary process with discrets time, representins a sequen:s
random amplitudes, then ¢ A (W) is the spectrum density of this vrocess.

Vot "ot
L S Ty T 4o o -
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Then frox (10.36), it follows that 1 + Ww}is a periodic function with a period

of %.r-_g , which within the limits of -:rn: to -.'7‘-_- (sict) coincides with (ffw). If the

inequality (10.33) is not fulfilled, but AS%—Z—‘, then, representing A as the sum

of the two items

A g s A 3By e WA ek N Ve e % P S o i R

A.‘-'—‘;'-*'A‘, A‘<'T!~, (10.39)

A

St 2 3

we obtain from (10.37)

1 A T
R(g):.-f;‘s',(u)e"'qm =§5?(.)cosmdm +

The functions l{)n (w) and dln (1) are periodic functions, which (to an accura -y

. i
of a direct compcnent, equal to anity) coincide with the function 7(&/) : the first
in the secto: to . » and the second in the sector i‘rom-’-z— to A . ‘iere the second

T

periodic function is shifted with respect to the first by half of the period

¥

i

3

:

+3 (vocosardo =R, () + R0

Then the series {10.36) may be troken down into a sum of two series: :
;

where }
- i

tu(9)=2 XR,, cospal, (10.52) i

”~t

bl :

Yiz(0)=2 Z R,, cos puT. 3

o=t (10.43) i

)

A
T
The correlation function, corresponding to this part of the spectrum, represents a )
sun of the delta-functions & ('z' - PT) with an intensity which diministes with the
growth of the numeral p.

With the arbitrary quantity A we act in a completely analogcus sanner, repre-

senting the correlation coefficiert in the form of a sum corresponding to the break-

up ¢” inte;ral (10.40) into sectors which are multiples of —,:_i .

A AT AT NGNS AT At BN & G

Let us examine as an example the continuous part of the power spectrum cf a

EEFCIPUNGSSS SR
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sequence of equidistant rectan ular pulses, modulated in amplitude by noise with a

spectrum uniform in the limited band A ., 1In this case the correlation coefficient

of the random amplitudes of aay pair of pulses is equal to

. sn pAT ;
R’—?r—o (10.!’”*)

. If the width of band A satisfies the inequality (10,38), then the examined

power spectrum will have the form of periodically recurring bands with a width of

2 8 , at frequencies which are multiples of%rz(i.e., of the frequency of pulse re-

(@) |* (Fie.

currence), limited underneath by the abscissa and above by the cux've’

a——

T

In this case the power spectrum does not

30). As A is increased ‘he width of these bands increases, and when 82 = the :aps
between the cadence frequencies disappear,

differ from a spectrum with an endless band of modulating noise {Fiz. 77).

Y
A\

© Ry 5

7y
of sequence of rectanyular pulses, modu-

2 limited bat? of

ﬁ. 80'

-

Power spectrum
lated in amplitudc by noire occupyin,
frequunc;cs.

Cenerally with a band width of 4 , which is a multiple of half the pulse re-

-t

currence frequency, as can be seen from {(10.4%), the correlation coefflcient turns
to zero (p + 0), and, conseguently, th(u) = 0, i.e,, the power spectrum must
coincide with the spectrum correspondin: to an endless band of modulatin: noise.
However. it does not follow from this that the amplitudes of any pulse peir must be
independent.  In this present case we have still another example of the fact that
two quantities, for which R = 0, are not necessarily independent (cf, p. 73 ).

It can alsc be seen from (10.44) that, as the width of the modulating roise band
is increased, the mexima of the quantities ‘!p for a given p diminish in inverse pro-
portion to A, as a result of which the defcrmaticn of the envelope of the continucus
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spectrun when A —» oo lLecomes constantly less noticeable. iith AT >> 1 it is virtu-
ally possible to consider that this spectrum does not differ from a specirum cor-
responding to modulation by white noise.

. Sequence of Pulses havin- Equal Amplitudes and Durations, but a Randor Emer -ence
qu - P

Line.
Let us examine a sequence of pulses of ;iven shape which have equal amplitude

and duration, but a randem time of emersence (Fiz. &1i).

% .
h -}wmﬁ—ck-{a-—_
|
] m |1|1,||
) '
| H I .
"L- ‘Lr T T

Fg. 81, Sequence of pulses having egual a-plitudes and
duration, but a random emergence time.
Let 7{G) be the spectrum density of a pulse emerginz at the time instant, t = 3.
Since in the case at hand Fn(w) = z{w), it tnerefore Tollows from (10.2) that

V,=g()e™. (16.45)

tobing {10.33) into (10.8) and (10.7), we obtzin

z
<2
0

(1-
e

K)=m {|g@)r} =g @ (10.46)

lw(vpv)) lw(¥,—v
Hy()=m{]g()2e™"" }=|g @ pmfe"""},
(10.47)
Let w, (x) be the one-dimensional distribution function of the randon veriables
¥, equal for 211 pulses, i,e., for any n, and let wz(x.y, 7)) be the two-di-

n
mensional distribution function of these random variables, dependin; only on the
relative position of the pulses, i.e., on the difference n - j of the pulse numerals.
We also introduce the characteristic function 9‘z (UI’ @, »T) of the tuo-di-

mensional law of distribution

® oo
6, (v, @, t)= j‘ j‘wz(x. y, ety gy,
00 —00
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with the aid of which the expression {10.47) can te rewritten in the form of
H,_ (@)=|g(w)?6;[0, —o, (n—/)T]. {10.48)

If the moments of emergence of any pair of pulses are‘independent, then
Ho_ (@)=|H () =|g @)}]8,@)p, (10.49)

where 626&» is the characteristic function correspondinc to the one-dimensional dis-

tribution w,(x).

We designate by (fz(w) the limit

w
; —on P —e 10,50
. %(m)-—%}gg E‘(! SN /'{92["’- @, (n —/)T] —|®, (w)[?} cos poT. ( )
’”~ . :
Substituting (10.46) and {16.%%) into {10.18) and employin. {10.50), we find the
final expressioa for the power spectrum of the pulse random process under examination
R .
Fo)=718@)F[1—10,)P 4t () +
. d
2 / 2r
s ACYCTUCES -3

i Pom =30

(10.51)

Distinet from spectrum (10.31), the power spectrum (10.51) devends on'the ghara

acteristic functions of the distribution laws of randort deviations from the pulse
emergence time nT, the square of the modulus of the pulse spectrum density serving,
as in (10.31), as a pr. portior-lity factor.

When the random moments of emerzcence of any pair of pulses are independert,

which corresponds to time modulation of the second kind* by white noise, then

8, (0, —a, pT)=|8, (u) [,

and from (10.50) it follows that 7"& (w) = 0 .

from {10.51) for this case we have
Fl)=7lg@P{1~18 P+
o oer (10.52)
. ARe@e Y a(e— ).

P Q0

* As is well known, with pulse-time modulation of the second kind, the position of
each of the pulses in a given cadence period is determined by the value of the modu-
lating function at the beginning of this cadence period [51].
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From (10.52) it can be seen that the intensities of the discrete part of the
power spectrum, with time modulation of the second kind of the pulses by white noise,
are proportional tolelaw)l 2 , and the intensities of the continuous part of the
spectrum are proportional to 1 - '61(0)‘2. i.e., in sum these intensities are equal
to the square of the modulus of the spectrum density of a pulse (the power of a

single pulse).

The power of the process correspondin:s to the continuous part of the power
spectrum consists of

3 (et — (6, () p]do,

gy

and that correspondins to its discrete part is approximately equal to

-

+ [le@P10 (@ pde.
-00
4, Examples

Let us examine severzl specific examples cf sequences of pulses with equal ampli-

tudes and durations, but which emerge zt random woments in time,

4. Modulating noise—normzal

Let the deviations of the emerzence time of the pulses from the mean value con-

stitute a normal stationary random procesc* (modulating noise) with a zero mean value

and a correlation coefficient of R{?). The one-dimensional and two-dimensional char-
acteristic functions of the process are equal %o [cf. (3.72) and (3.95)]

e _# N
0, (w)=e 2 , 8,0y, oy )=¢ ,[ T+ 2R () @ + 2]

(10.53)

. «x
Substitutingz (10.53) into (10.50), we obtain (under the assumption t‘natZlRPl
. P

converzes) as expression of the Sunction er(u) in the indicated example

Pa(0) =2 2 [e‘ CU=Rp) = ] o8 pol=
=1

[
=2e"'"2 (e"'“"" - l)cos peT,
’-l )
* Here, of course, is violated the condition of non-overlapping formulated in #.
However, if the dispersion o?of the modulating noise is small in comparison to _TZ.
the error due to the violation of the indicated condition will te ne;ligible.

(10.5%)
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R, =R(pT).

Resolvinz the exponential function into a series and changing the order of sum-

mation, we find

o Mt e
falw) =" Y29 R} cos puT

and, introducing the designation

$op (0) =2 2 R! cos poT,

) (10.55)
we obtain
$3 (0) =e” ""2 ™ b (). (10.56)
A=l

We designate by (fK(w) ‘he Fourier transformation of the k-th degree of the cor-

relation coefflczent

nio= [ R’ d=2 5 R* (3) cos we d. (10.57)

Then under conditions analogous to (10.32) and (10.33), expression (10.55) re-
presents a Fourier series (@rasum of Fourier ser.es) of z periodic function with a

. 2% .. -
period of—_-f- » coinciding within the lim' ts of one period with TK (w) . if the

spectrum of the modulating noise is uniform in the limited band A , and, consequently,

the correlation coefficient satisfies the relationship {10.44), then?) (w), 712(“»

represent respectively a periodic step-shaped and a periodic saw-tooth function.

When the width of band A of the modulatin rg noise is a multiple of half the pulse

il

recurrence f{requency, Rp = 0, as can be seen fronm (10.53),?)& (w) O . In this

case the power spectrum coincides with the spectrum corresponding to an endless band

of modulating noise, and has the form of

Fle)=Fle@p{l—e+

- +Fe 2&(«—3;—')}.

ro—o

(10.58)
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For rectangular pulses with a height of L, and a duration of 2‘0, the spectrum

density is :@) = 2&0 sip Lo

¥ 5 ° and the power spectrum is equal to
© .
(0)==a—-sm’ {l """'+ 2% gmote? 8( *2")}. (10.58')
Y -F

The corresponding correlation function has a periodic part:

«
8u? :
Q0

'--‘Q

r=l
where —tatp (_v_ )- o
a,=—e T) sin?*2,
and an aperiodic part
«t
3“0 s!n! )
B, ()= —-— e (1 —e™"")cos wrda,

The expression for BH'_'Z) represents a sum of two intecsrals, the first of which

"is equal to

o ("3
1 Bug sin? 5 1 8u2
Pl B cosmrdm____.__.‘l,’.‘_"ﬁ(:_l_g).

2x T 4
and the second, through integration by parts,is reduced to the sum of tabular in-
tegrals

— 1d l 8“3 < k
T | @ "coswrdu= - G (]t ) —

—k.(|=|~fo)+':—j[k.(|e|+<o)—2k‘(|=|>+k.u:l—vo)1+
+%[kz(l*l+fo)+kz(l‘l—*o%-?kz(lfl)]}.

where

k()= )'“‘:" ""’dm:-;—tb(-;;). t>0, ¢>0,

£

k,(t):)'e""'cowtdm=-§;-e “ >0, 60,

and (b(x) is a Yramp function (cf. p. 26).

LU
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Fizures 82 and 83 show the power spectrum and correlation function of a periodic
sequence of rectangular pulses with a constant amplitude of u, and a duration of 23,
whose instant of emérgence is distorted by white normal noise with a dispersion of

2
o < 2.
o
G fle)
discrete pert
/ A

continuous pért .

Ige)If

iz. 82, Power spectrum of a sequence of mutually independent
rectanzular pulses emerginsg at a random instant in time,

. e ——

Fig. 83. Aperiodic part of the correlation

function of a sequence of mutually independ-

ent rectangular pulses, emergin; at a random
instant in tine,

The power of the discrete part of spectrum (10.58') in the case under examination

is equal approximately to.

8 2 H sin? “-—t” 2

“o 2t 4“o’~n[ ( ™ 2: =0
e — e @ du): (b _._)-_-—_‘.? l -— 43’)]
£ Prel =T 23 V= \ 9'

and the power of the continuous part of this spectrum is .

¢ sln!f-" .
3‘% — (1= )do =

-0

2
=S {i-e @)+ (-]

When ,» , employinz an asymptotic resolution for ? x) [cf. {1.,5C} and

(2.20)] , we obtain 2
’~"{.—o
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L1 B. Exponential distribution of the modulating noise,

let the one-dimensional and two-dimensional distribution functions of the time

intervals between pulses be ;iven by expressions (8.20*) and (2.19)*. The charac-

teristic functions corresponding to them are determined by formula (3.24%). It fol-

lows from this fermula that
— ! 1
92(“’: --0))—- l+46‘0)’(l—-R‘) ’ ] 0))-—- 2“,“.

Then from (10.50) {under the assumption that Z {RP‘ conver:es), we obtain the fol-
pl
lowing expression of function “’1(“’)
Bota? N H
1’2 (‘”) = 1 2
+ 4clu? . 14+ 4s%t (1— R})

y L)

cos poT.

In accordance with (10.51) the power spectrum of the pulse random process under ex-

amination has the form cf

' Fe)=r g '+“‘“’[ +221+4¢‘u’(l— k) %

. (10.59)

X cos poT |+ F 1 5 3o—F). (1059

=00
If the spectrum of the modulatin: noise is uniform in bandd ,
ple of ralf the pulse recurrence frequency, then R R, = 0{p > 1). Then the power

spectrum coincides with the spectrum correspondins to modulaticn by white noise, and

from (10.59) we £ind

Po=2lget (ot s Y eouF) o5

;
X . tnow

C. OCther forms of distribution of white noise

Let us examine two more examples of the position modulation of pulses by white

noise., Let the noise distribution te uniform over the intervel from—«l to «7T

. * let note, that if in the exponential distritution {£.207) the substitution
. vt = 3-,&,-1- is made, we obtain w(ié) =e¥¢ i.e., the protability that a random

{ variable distributed zccordin; to Poisson's law,(1.5h) will not emerge duringthe } period ¢

of tine t. Cf. also note on p. 393
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. 1 :
: (0<:¢<:1r-%%)- The correspondin; characteristic Sunction, accordin:@ to (3.85), :
g: is equal to .. _
sin
0, (v) =—gr—.

The power spectrum in this case has the form of

F(o)=grm- sin? %52 1—‘—'.".%;;1+ . |

i
|
‘i 2z sintawT el 0)—--—-— ] (10-60) :
! '+'7"Tuart ;
. - :
g I¢ the noise distribution is equal to [cf. (3.16)]
; 1 1 i
; l’:(x)=;;7'-;/—-—‘;, |21<aT, |
i R V-1 e
‘ then the corresponding characteristic function, aseordinz to (3.70), is
el ((0)=.’°(¢(0T).
and the power spectrum is
Fle)= "3 o sint 220 [ 1— /2 (eoT) 4
(10.41)

2"

+5 z*(«mz (—-—- | O ,

5. 3equenze of Equidistant Pulses with Ecual Anplitude and Randem Durallion.

Still another type ¢f pulse random process of :reat gracticsl impertance is a

sequence of pulses of ;iven shape, which have the same amplitude and random durstion.

-~ O
L

Nl | He [l

Fiz. 84, Sequence of eguidistant pulses of egual amplitude and randox
duration,

let 5(61,65) be the spectral density of a pulse emerging at the moment of time

t = 0. We designate by §, the random duration of the n-th pulse (Fig, 84). Then

. Fy(w)=g(e, t,). (10.62) e

i i H
Since the pulses are emer;inzg at constant intervals in time, egual %o T, mw=0 , i;

N
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and from (10,2) it follows that

Substituting (10.63) into ¢10.8) and (10.%), we obtain :

Va=F (w)=¢g(s, L) (10.63)

K(e)=m, {|g(= &)}, (10.64)

H,  )=m{g(,t)2{ )} (10.63)

Let W,/x) te the one-dimensional distribution function of the random durations ‘
En’ the same {or all pulses, “.e,, for any n, and let Wa(x' vy, ¥) te the two-di-

mensional distritution functionof these rardm weriables, depeading only on the rela-

tive position of the pulses, i.e., on the difference n - j of the pulse numerals,

Then from (10.64) and (10.635) it follows* that

K(v)= Slg(m, x) 2w, (x)dx, (16.€5)
H,_ ()= S f g, Hgl N, y, (r—)T]dxdy. (10.67)

If the widths of any pair of pulses a~e indepencent, then

H,_,(0)= Sg(o.x)w.(x)dx- Sg(w'y)wn(y)dy= (10.48) |
-00 ;—eo !
(o.x)w, (x)dx | =|H ()2,
where -
H(o)== ' w, .
(=) ig( %) w (x)dx (19.657)

e de51gnate by ?) (W) the limit

(o) = 2hm2 (l-— U (@) — 1 @) ) cos par. (10.65)

Then from the general formula (10.13) there follows the [inal expression of the power

spectrum of the pulse randem process under examination

Fe)= (K= 1H @ 44500+
+~r-lﬂ(-)l";a( -F) (10.70)

* Strictly speaking, the limits of integration should be restricted by the interval
(G, T). Here unrestricted intezration limits are taken cenditiona2lly considering the

footnote cn p. 377,
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in which the function ¥{(&), H(W), (P’(w) and H (W) are determined bty formulas (10.66)

P
- (10.49).

In distinction from specira {15.31) and (10.515. in power specirum (10.70) the
statistical characteristics of the process and the spectrun density. of a single pulse
cannot be separated, they enter jointly into function K{(w) and Hp((d).

If the random widths of any pair of pulses are independent, which corresponds

to time modulation ol the second kind* by white noise, then Hp(w):—:‘"(o)!? and from

(10.67) it follows that \*’3("’)5 0. Then frou (12.7C) for this case we have

2 % '
F(W)=T{K(W)—lﬂ(m)l2+ ‘zi-tlﬂ'(“’)lz 2 3(‘,_3;1)}. (1c.71)

With very small dispersions of random pulse widths, power spectrum (10.70) does
not differ in structure from the spectrum of a sejuence of equidistant pulses with
randon amplitude. In fact, with smaller instances of x, the Sunction s(w, x) may be

resolved into a Taylor series, bein: limited by the linear term

2, x)=g(, 0)+x(3%) . ' (10.72)
X=0

-

Since z(w,0) = 0, it follows from (10.£7) and (10.72) that

ho=(0) )]

-0

(-]
S xyw, (%, y, pT)dxdy.
—Q

(), =(3),.,

Considering that

and
xyw, (" y pT) dxdv: Bl (pT).

I

where bl(z') is the correlation function of the random pulse widths, we find

g8

_ H’(«)=(g§.)i-ogl(pr)' ' (10.72)

—

* As is well known, with pulse-width modulation of the second %ind the width of each
of the pulses is equal to the value of a modulating function corresponding to the
leading (or trailing) edge »f the given pulse [5] .

?
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from which it always follows that

=), seo=(E) 3. o
K(w)= (gf-)“ B, (0} =(§§-)‘_° (04D, (10.75)

2
where g;and 0” are the mean value and the dispersion of the random pulse widthn.

Substituting (10.73) - (1€.75) inte (10.70), we find

: w
Fln=2 dag 2 2 4 .21 R
Fl)=5 (g, ) +-o fim 2 Z‘ (l SNET ) R, cos poT 4-
: ’-

(10.76)
[ ]
+54 5 (- 3)).
oty
where )
O (30.76")

Comparing (16.74) with (13.31), we become convinced that the power spectra of pulse
sequences, modulated in amplitude and widih, have the same form with smzll temporzl
deviation.

6. Unilateral Modulation of Rectanzular Pulses in Widik

Let rectangular pulses-with 2 neight of uo emerge periodically at intervals of
time T, and let the width modulation take place as the result of random shifting of

the trailing =dge of the pulse. Let us designate by'z; the width of an unmodulated

pulse and by wz(x. ¥, ) the distribution functicn of the random deviation from 20 .

(-

The function g(w, x) in the case under exam‘naticn will be equal to

otx .
glo, x)=u, S e dp= 8 (el ), (16.77)
[

Substituting (10.77) into (10.67), we find

H;(o)==;§ f’jnkh“e“'—~l))( \

—08 —aC
X (eI ey 1)w,(x, y, pT)dxdy =

- -:37(1 + S S P, (x, y, pT) dxdy —

-0
-

[ ]
—el"e S e w, (x)dx — e~ se"‘" w, (y)dy,
N . -0
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and, introducing the characteristic functions of the random width deviation, we ob-

tain
2 .
Hp(") = ‘:_:‘ ll +62 ("’t - “"PT) gl el (‘”) - e.‘" el ("’ “)] . (10 . ?8)

2
from (10.78), directing p —» oo, we obtain‘ H(U), , and with p = 0 we obtain K(w):

l”(w)l’=§-[l+|61(«»)|=—-e"‘-e,(m)—-e-""'e'(-m)], (10.78")
__ll, (3 -ty —w
K(“’)—-;"-,_[z"e 8, (w) —e7"*" 8, (—w)], (10.78%)
?
K(0) — |H (o)== [1—] 0,(w)?].
(o) = IH (w)f =3 [1—|B(o)] (107800

With modulation by white noise the continuous part of the spectrum has the form

F=28(1-18,()Fl (1e.7%)
and the discrete part
Fm—mm+wmw—wﬂww
-l'-t.e‘(__w)l 2 ( 2xr) (10.791)

fom—08 .

if the random deviations of pulse width frem ?;are subject to the normal law*
. R L . A .
with a zero mean, a dispersion ofe¢ and a correlation coeffizient of 2(2), th:n, con-

siderins (19.53), we obtain fron (10.73)

u2 N1—R o=t Ll
—gh ¥ ] — - a—
B, @)=5\14e P_elne T gmiveg 2 ).

Qr
. -
f,0) =ﬁ('+°ﬂw~k’) —2% * cosur )
: o ’ (10.80)
From (10.73') and (10.78") we also find
ohe!?
-7 )
|H ()2 = (1+ 9.3 cos%)’ (19.81)
(‘”)—--(l--e cosmco) (10.81*)

* Cf, footnote p, 372
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Substitutmg, (10,80) and (10.01) into (10.57), we obtain (under the assumption that

Z 'R l converges) an expression for the function
V P=1
2 () ='3° e-'."E (e®#*™** — I)cos puT.
=1
Expanding the exponerntial functicn into a series, changin; the order of summation and

s
c
Y
X i e e 4 AN W N MG

designating )
u : )
Po (0) =2 2 R cos puT, (10.82)

2 et
we obtain
- o2t 22
am tl=ge P )
2 it (10.83)
P+ . )
"‘ 3 ~ w 28 { 3
e The functions ?3“(0) do not differ from the funciion 70‘“‘\0) examined atove [cf.
b3t (10.55)1 .

o

Substituting (10.81), (10.81') and {10.83) into the ceneral formula (10.70), w
3 obtain the power spectrum of a sequence of rectangular pulses with unilateral width

modulation by normal noise

4 “ e (10.84)
o +;§(l +e"""—-2e‘-’_cosmt°) 2 8( ___Z_;r)} i

Pty {’

. With modulation by white noise the summation alonz % in {10.84) is absent, since

53
Vg SRR

here (}i’k“") = 0. Just as in the types of pulse random processes examined above,

with modulation by uniform noise with a limited band the power spectrum turns out to

be the same as for white noise, if the width of band 4 is a multiple of hal® the

¥ e e

pulse recurrence frequency. ®igure 85 and 86 show the power spectrum and the cor-

T Ty
R T T

:‘41
ER

relation function of the sequence of rectanzular pulses with unilateral width modu-

Y

lation by white normal noise with a dispersion of o< 2’0‘. As in the pulse
random processes examined above, the power specirum consists of a discrete and a .
continuous part, and the correlation function correspondinzly of a periodic and an

. aperiodic part, However, these functions have also their characteristic differences.

Let us compare, for instance, the correlation functions with amplitude modulation

R s T N

PR,
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and with width modulation by white noise (Ffigs. 73 and 86). With amplitude modu-
lation the width 2] of all the pulses is fixed, overlagping of pulses ceases with 2

digplacement of y;z’a and therefore the periodic part of the correlation function

B i 2 oo Y A
[N
.

-

turns to zero when '2‘-— rTlaro .

; ’ .‘lvlk

continuous spectrum

discrete spectrunm

¥¥ f

Fiz. 85. Power spectrun of sequenze ¢f mutually indejsendent
rectangular pulses with unilateral random width
modulation.

o r
' /l\j'\ A&B‘ m//\ / \
) -« 7
Fig. 86, Correlation function of sequence of .mutually in-

dependent, rectangular pulses witii unilateral
random width modulation.

With width modulation the trailing edge of the pulses is randomly displaced and

therefore with a change in ¢ the overlapping does not cease simulianevusly for all

pulse pairs in two realizations of & pulse random process. To this corresponds a

{ rounding of the bottom angles and an axpansicn of the rance of positive values of the

correlation functlon., It can alsc be seen that the top angle of the triangle in
.:.’ Tigure 78 becomes rounded in the periodic part of the correlation function shcwn in
E Figure 86. But the aperiodic part retains the angular point when 2= O .
BEmployinz (3.35) and {3.90) and bearingz in mind {1C.78') and (10,78%), it is not
difficult to write the expression of the power spectrum of a sequence of rectangzular

pulses w.th unilateral width modulation by white noise in those cases, where the uis-

tribution of this noise is uniform or coincides with thre distribution of harmonic
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vibration with a random phase. In the first case, :

amwm
4 2,2 H
X e =220}y slatawl , 2/,  sinewl
®
sintaw? / 2%r
+-aam ) 6\“’"7‘)}'
= -0
and in the second ;
26 () _p 22 (1 — 2y (auT + ‘f
Fy(o)=gr{! — o (@eT) 45 [1 — 2Jy («wT) cos wr,
. o
\ A
+J:(aw7')] 2 3 (w-—-g;—‘-.')} (10.86)
oo
In (10.85) and (10,86) the quantitya& T is equal to the maximum possible displacement
of the trailing edge of the pulse.
' From a comparison of (10.84), (10.85) and (10.86) with (10.58'), (10.60) and
& (10.61), it can be seen that the continuous parts of power spectra of sequences of
§€ rectangular pulses with constant amplitude and width, emerging at a random instant
H in time, differ from the corresponding spectra with unilateral modulation in duration
- 2
e ' only by the factor 4 si ﬁ%fi *.
5
ﬁf In Figure 87 are superposed the continuous parts of the power spectra of
f% sequences of rectangular pulses with unilateral width modulation by white noise for
‘i}y N
=§? the three shifts examined above. For comparison (broken curve) there is also in-
.
§§ cluded the continucas spectrum of a sequence of rectangular pulses, modulated in
3 amplitude by white noise. All the spectral densities refer to the corresponding

values whenaw = 0, which are not difficult to determine from (10.8%) -~ (10.84);

X0

fy
Yo = ——

i

i o

e 2udat7? QuialT? 2uin

j F3(0)= 5T ? Fz(0)= Y F (0)y= T = (10.87)
P 2ulatT?
¥ =—79r .

(for normal noise the maximum ed:e displacement is assumed to Le & T= 30 J. with
Qulsted
T .

amplitude modulation, as can be seen from {10.33), F(0) =

* This conforns fully with (5.63), since a sequence of pulses modulatad in position
may be regarded as the difference between a pulse sequence with unilateral width
modulation and the same sequence retarded by the quantity A
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