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ABSTRACT

This report is concerned with problems in passive sonar detection
that arise when signal or roise properties deviate significantly from the
simplest possible model (a target acting as a point source of broad band
Gaussian signal in a background of isotropic Gaussian noise), The problems
investigited fall under two major headings

1) Improvements in destectability obtainable from a knowledge of
special features of signal or noises, Topics considered in this
category include

a) Detection in a strongly anisotropic noise field due to a
nearby source of interference,

b) Detection of targets whose radiated noise includes sinusoidal
or narrow band components with appreciable power,

2) Degradation in detector performance resulting fram a lack of
adequaﬁe knowledge of signal or noise statistics or from a deliberate
choice not tec use all available information in order to simplify
the instrumentation. Problems in the second category includes

a) Detsction in a noise field of unknown power level.

b) Losses dus to sampling and clipping.
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The work described in this report was accomplished by members of the
Department of Engineering and Applied Science, Dunham Laboratory, Yale
University, under subcontract to the SUBIC program (contract NOnr
2512(00)) during the period July 1, 1964 to July 1, 1965. The Office
of Naval Research 1s the sponsor and General Dynamics Corporation
Eleetric Boat Division 1is the prime contractor. Ledr R.N. Crawford,
USN, is Project Officer for ONR; Dr. A. J. van Woerkom is Project
Coordinator for Electric Boat and Chief Scientist of the Resezarch and
Development Department.
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The SUBIC program encompasses all aspects of submarine system analysis.
This report 1s the third in a series dealing with acoustic signal
processing. Progress Reports no. 17 and 18 and no. 20 through 22 are
included in this volume. The information originally in Report no. 19
is included as part of Report no. 20.
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I, Introduction

The following is a summary of work performed under contract 53-00-10-0231
between Yale University and the Electric Boat Company during the period
1 July 1964 to 1 July 1965. More detailed discussions of the results ag well
as their derivation are contained in a series of five progress reports that
are appended,

Previous reports in this series have dealt extensively with the passive
detection of a directional Gaussian signal (a sonar target) in the presence
of isotropic Jausaian noiss, Signal and noise spectra were assumed to be
known, The characteristics of the optimum (likelihood-ratio) detector were
determined and it was shown that simple instrumentations in common use
generally achieve a performance quite close to the cptimum, It was clear
from the results that significant departures from standard instrumentations
could be justified only if the state of knowledge concerning signal or noise
differed materially from tha conditions postulated above,

The present report deals with several situations of prasticai importance
in which the state of knowledge indsed differs substantially from the
primitive assumption of directional Gaussian signal in isotropic Gaussian
noise with given spectral properties. The departures take two gemsral
directions:

1) Cases in which the available information is stronger, Two instances

of this type were considered in detail.

a) Much of the "noiss" background is due io interference from
an undesired target (e.g., & nearby ship), If the interfering
signal is also Gaussian, the superposition of interferer.ce
and smbient noise results in a disturbance that is still

[




Gaussian but no longer isotropic. With strong interference
there is a high degree of amiaotropy that can be used to
dmprove detection,

b) The target signal contains sinuscidal or very narrovwe-band
components due to propeller motion, rotating macbinery or
similar causes. It is characteristic of such signals that
their frequency is not kncwn # priori, that it is likely to
change over long periods of time, but that it remains
essentially fixed for ths length of time required in normeli
detection procedures. Thus one is faced with the problem of

detecting simsoidal or narrowband signals of unknown center

frequency.l

2) CaBes in which the available information is weaker,

a) One of the least realistic features of the primitive model
is the assumption that the total noise power is fixed and
known, In practice the trtal noise power is certalily not
known a priori to any degree of accuracy and undoubtedly

changes over prolonged periods of time, It thersfcre becomes

l‘Dopenc‘nlng on one'!s point of view one can regard the narrowband case as
either a sirengthening or a weakening of the initial assumption of Gaussian
signal with known spectrum, If one takes as one's point of departure a
narrowband signal with fixed spectrum, then recogmition of the fact that
the center frequency of this speotrum is unknown represents a degradation
of availakle information. On the other hand, if one takes the point of view
that over a long period of time the signal power is distribtuted over a wide
band, then orne gains oonsiderable additional information from the knowledge
that the power 1s in fact concentrated in a narrow band for the time intervals
used in practical detection schemes, The latter point ol view leads to a very
natural transition to the sinusoidal case and is therefore chosen as the
basis for classification here,
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pertinent to inquire into the cost to the detection process
of such lack of previously postulated knowledge.

b) Regardless of the actual stite of knowlsdge concerning signal
and noise, one may deliberately choose deestion procedures
that fail to usouv all avaijable information because of the
greater simplicity of the resulting instrumentations. The
relative ease of processing digital data has made it attractive
to convert the hydrorhone outputs into a series of binary
nunmbers even though this olearly ontails scme loss of
information. The effective utiliszation of olipped data
therefore forms a subject of omsiderabls interest.

II., Detection in the Presence of Interfersnce

Work campleted to date on the subject of passive target Jdstection in the
presence of ambient noise as well as interference is oontained in Progress
Reports No, 17 and 21, Progress Report No, 17 is concerned with setting
absolute bounds on the detectability of targets in such an environment,
Signul, inferference and smmbient noise are assumed tc be stationary Gaussian
random variables with known spectral properties. Signal and intsrference
are taken as point sourcss with fixed looations while the smbient noise is
endowed with no special spatial properties but is assumed to be independent
from hydrophons to hydrophons, The input signal-to-noise ratio is assumed
to be small,

Under these conditions the optimum (likelihood-ratio) deteotor is
found to have the following output signal-to-noiss ratio (defined as the
change in average output due to signal divided by the rme output fluctuation)s
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T 4s the observation time; S(w), I(«) and N(w) are the power epectra of
signal, interferemce and ambient noise respectively. @ fegq is the
processed frequency range (in rad/sec), M is the number of elaments of a
uniformly spaced linear array of hydrophones, and & ir tas difference
between the signal delay snd the interference delay from hydrophone to
hydrophone,

The most important properties of the optimal instrumentation follow

quickly from Bq. (1) [See Report No, 17, pp. 19-22] s

1) The output signal-to-ncise ratio (snd hence detection performance
for fixed false-alam rate) depends critically on E-&‘o’-; , but has
no strong dependence on T(w). [In the limits of large and small
}1‘% it is independent of I(w), except for the trivial case of
target and interference in angular alignmont].

2) Por M >>1 and a certain minimal angular separation of target
and interference, the output signal-to-noise ratio is no smaller
than that of a conventional (M-1l)-elsment linear array detecting
the same signal in the same ambient noise but in the abaence of
interforsnce,

These tiuo results may be interpreted as follows: Given an array of

reasonable 0iss and a certein minimal separation of target and interference,
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the presence of a localized interference, howevsr strong, has very little
influence on target detectability. The optimnum dstector is apparently
capable of eliminatirg the interference without significant cost to the
remainder of the detection operation, With a LO-element array, 2-ft spacing
between hydrophones, w, = ZﬁXSOOO rad/sec, and a broadside target, the
"minimal separation" referred to above is roughly 3°. The corresponding
figure for the endfire condition is about 20°,

A standard power detector--which simply aligns all hydrophone outputs
with the target, adds, squares and smoothes [Report No. 17, Fig. l] ==0an
be distinctly inferior to the likelihoodo.ratio detector in an environment
including interference, When interference becomes the deminant influencew.
which occurs when M times the interference power exceeds the ambient noise
power [Report. No. 17, Eq. (20 )] --the output signal-to-noise ratic depends
on the signal-to-interferemo ratio, rather than on the interference-to-
ambient-roise ratio, Thus large gains in detectability can be mads by the
use cf optimal techniques if the interference is very strong, In the
strong interference regime the output signal-to-noise ratio of the
conventlonal detector variss auﬂ, vhereas that of the likelihood-ratio
detecter varies as M, Hence from this point of view also the likelihoodi-
ratio detector achieves mure effective utilization of the available sensor
dsia,

The performance index of ultimate interest is probably the detection
probability for a fixed false-slarm rate. Curves of this performance index
as a functicn of input signa’-to-ambdent-noise ratio wers computed [Roport
No. 17, Figs. 12 and 13] . They show advantagea of the likelihood-ratio
detector over the standard detector varying from moderate to large depending

primarily on the interfe.enco-to-amtdent-roiss ratio.
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The results of Report No. 17 make it olear that significant improvements
in performance can de ontained in interference-deminated situations by
departing from conventional detoctor design, There remains the questicn
whether reasonable ayproximations to the theoretically possible perlormance
Acan to obtained with instrumentations of acceptable complexity. Report
No. 21 is eddressed to some aspects of this question.

Since the likelihooderatio detector achieves a performance largely
independent of the interference at an overall cost of no more than one
hydrophore, 1t &ppears reasonable to search for a simple instrumentation
that eliminates interference at a sacrifice of no more than ora signal
chamnel, Thbi's is accomplished by the instrumentation shown ir Report No. 21,
Fig. 1. The hydrophone cutputs are delayed to align the interference
components (the interference direction is easily measured hecause the
interfering signal is presumably strong), Pairwise subtraction of adjacent
charnele yields M-1 interference-free signals whose target components can
now be aligned by a second set of delays. Convertional addition, squaring
and smoothing follows,

An analysis of the detector just descritad yields an ocutput eigngl-to-
noise ratio quite close to that of the likelihood-ratio detector [Raport
No, 21, Fig, 2] . Exnept for targels in very close angular proxicity to
the interference, the degradation amounts to only about 1 db of equivalent
input signa)-to-ambient-noise ratio, From thir point of view, therefore,
the proposed instrumentaticn can be regardsd as almost oompletely succesaiui.
On the other hand, if one examines the average b:iaring response pattern, one

finds that targei peaks ars sharply diminished in a rather broad angular
~
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neighborhood of the interference [Report No. 21, Figs. h-9].1 In qualitative
terms, the zone of degraded performance extends over an angle roughly equal
to the width of the beam formed by adJacent hydrophonas. This observation
suggests the required remedy.' Instead of subtracting adjacent channels after
alignment with the interference, one obtains the interference null by
subtracting hydrophone pairs spaced a greater distance apart, Figure 10 of
Report No. 21 gives one example of such a procedure, Analycis of a general
arrangement of thic type ylelds an average bearing response pattem clearly
showing target peaks &ven in rather close proximity to the interference and
under very unfavorable conditions of signa:-to-noise raiio [Report No. 21,
Figs. 11 and 12].

Taken together, Reports No, 17 and 21 indicate that aignificant
improvements over conventional instrumentations are possible in interference-.
dominated situvations and that the improvements can be obtained with only
moderately increased complexity in instrumentation. From a practical point
of view the most sericus modification is the need for a second set of delay
elementa, While the proposed instrumentation lays no claim to optimality
either in performance or in simplicity, sme ias tempted to speculate that
the need for two sets of delay elements (or one set with storage facilitdes
to permit sequential processing) is fairly basic, for ore can hardly hope
to eliminate interference without forming a beam on the interfering signal,

1‘l‘he relative significance of output signal-to-noise ratio and average
bearing response is discussed in Report No. 21, Section V.,




III, Detection of Sinusoidai and Narrowband Signals

Results on the destection of sinusoidal end narrowband Gaussian signals
are contained in Repert No. 20} it should be pointed out that certain portions
of this material have been reported previously. In particulér, much of
éhapter II was contained in Volume II of this ssries as Progress Report No. 15.
Report No. 20 is concernsd with the effect of frequency uncertainty on
the detection problem. All other assumptions are therefore chosen as simple
as possible, Spectra of narrowband signals and of the noise are assumed to be
flat over thsir respective bands and wideband signal oomponents (undoubtedly
present in practice) are ignored. The sigral, sinusoidal or Gaussian with
bandwidth B,
notse spectrun is flat [See Report No. 20, Fig. 1z,

is assumed to lie anywhere within a band B > Bs over which the

The results fall into two general categories:

1) The physical structure of the optirmum detector.

2) The parformance of the optimum detector,

The structure of the opuimum detector depsnds critically on the product
BST of signal bandwidth and observation time, If BST >> 1 , one has available
a statistically significanv sample of the Gaussian signal process, If the
center frequency of the signal is known, the instrumentation problem reduces
to the standard result for the detection of a Gaussian signal in Gaussian
ncise: a bandpass filter matched to the signal followed by conventional
poiter detection, With unimown center frequency it is shown in Report No. 20
that the optimum detector for large output mignal-to-noise ratio (good
detectability) exardines the output of a series of such detectors with filters
having all possible signal center frequencies., If any one of the cutputs

exceeds an appropriate threshold, a signal is reported to be preaem:..2 In

1l?.!:port: No. 20 contains all of the information originally in No. 19 in addition

to new material,

21'_\ Report No. 20 this configuration is described as a "bandsweeping detector."




practice, of course, one cannot construct filters for each of the infimity
of possible signal center frequencies. As a first approximation ome can
simply divide the band B into r e B/By parts, each of width By, The first
step of refinemeint migat eiploy 2r overlapping filters [Roport No. 20,
Fig. III.h] and further spproximations to the oontimously variable oenter
frequency are clearly possible, From & practical point of view, the
numerical results indicate that an instrumentation with 2r filters already
gives a fairly good approximation to the optimum, so that muoh more
complicated detector structures should be of limited interest.

1t BST <<] the available sample of the narrowband Gaussian signal looks
essentially like a sinusoid at the centsr frequency of the signal band, It is
therefore not surprising to find that the cptimum detector crosscorrelates
the received signal with a series of simsocids at the various possible center
frequencies [See Report No. 20, Eq, (IV-ZZ)]. Since the phase of the received
signal is not known a priori the oorrelation is performed at each frequency
against twe sinusoids in quadrature with each other. Because of oomputational
difficulties the number of crosscorrelators required for a reaeonable
approximation to the ideal instrumentation (using a continuously variable
correlator frequency) was not investigated in as mich detail as the
oarresponding pheromenon for BST >>1 . It appsars clear, however, that the
practical spacing of correlator frequencies should be of the order of :}
rather than Bs. Over a period of T seconds correlators using eimmsoids
separated by much less than ;} cpe would have essentially the same ocutmut
and would therefore be highly redundant. Numerical computaitions were actually
carried out for correlator frequencies separated by % cps, and the resul.ts
are felt to give a reasonsble spproximation to the attainabtle optimun [R-port

No. 20, Pig, Iv.l],
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Since a narrowband signal with Bs'r << ] is practically indistinguishabls
from a sinusoid, it follows that the detsction of a simusoid of unknown
amplitude, frequenoy and phase is simply 2 special case of the narrcwband
problem, All comments concerning deteotor struoturs and performance oarry
over to the sinusoidal case without difficulty.

The psrformance of ths optimum detector can be discusssd from two
opposite points of view, as suggested earlier, Starting with the known
solution to the problam of deteoting a narrowband Gaussian signal with known
center frequency in troadband Gaussian noise, ons can oonsider the degradation
in performance brought about by the frequency uacertainty, If the aignal can
1lie in any one of r disjoint frequenoy intsrvais and "signal present" is tc
be reportsd when any one of the r destectors operating on these aseparate
intervais sxceeds a fixed threshold, then the probability of false alamms
increases with r for fixed threshold level, Conversely, if one wishes to
maintain a fixed false-alarm rate, one nust increuse the threshold levsl
with r and mst therefore tolerate a somewhat lower dstection probability
than in the fixsd-frequency cass, From the other point of view one starta
with a fixed signal power uniformly distributed over the entire processed
band B and regards any knowlsdge about signal concentration in a narrower
band By as additional information which can be used to enhsnce detector
paerformance., Under a fixed power constraint the input sigrial-to-noise
ratio Ry within ths signal band varies linearly with r = B/BS . For fixed
center frequency and low input signal-tc.noise ratio the output signal-to-
noizs ratio depends linearly on the input signal-to-noise ratio, Thus the
output signal-to-noies ratio would vary linearly with r if it were not for

the false-alarm proilem produced by the nesd to proocess r separate frequency
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bands, From this point of view, therefore, there are two counterbalancing
effects: Improvement due to the increase of Rs with r and degradation due
to the more severe falss-slarm problem, The results of Report No. 20
indicate that the first effect dominates as long as Rs <<l , Under these
conditions the output signal-to-noise ratio is almost as large as one would
predict from the given RS and standard theory for fixed center frequency.
When BS reaches the order of unity, however, the picture changes, Once Rs
exceeds unity, the rms fluctuation of the detector output is no longer
primarily due to the noise camponent of ths input, but to the signal
component, Further increases in RS not only increase the useful mutput
but also the cutput fluctuation, Computations in the region of RS >1

are tedious to perform, and not enough accurate values have been obtained
to determine the exact btehavior of the output signal-to-noise ratio in that
region, Ons asymptotic value which is easily calculsted is the limiting
form for Bs—»‘ 0 {hence Ry ). This is the case of a simuscidal signal
of unknown amplitude, frequency and phase, Results {or this case indicate
that the most favorable situation for datection is not recessarily that of
greatest concentration of signal power in the narrowesst possible bard,

[See Report No. 20, pp. 163-16L, for a discussion of this probleu.] Further
vork on the detection of signals strong in at least some portion of the

1

frequency spectrum is planned for the future,” In the meantims it would

appear that little or no gain in detectability is wmace by processing frequency
bands so narrow that the expscted signal-to-noise ratio within the signal

band exceeds \an:l.ty.2

11"requmqr uncertainty is not an essential part of this particular protlem,
The strong signal case has not been fully discussed in the literaturs even with
predstermined spectral properties,

2&1 the other hand, the use of narrower and narrower bands can achieve
values of RS close to unity for signals of smaller and smaller intrinsic

power level,
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IV. Detection in an Unknown Noise Background

Report No. 18 is concerned with the dsgradation in detectability
resulting from a lack of a priori knowledgs about the noise power, It may
be viewed as a first step towards a model presupposing no prior knowledge
of noise statistics, In Report No. 18 the noise is still assumed to be
Gaussian with known spectral shape. Only the levsl (and hencs total p&war )
is regarded as unknown within reasonable limits,

On a genoral level, the rsport demonsirates that a sufficiemnt statistio
for datection under ths abovs conditions is furnished by the two-dimensional
randen variable (“1’u2) , where

w - 5 xQ7tr ¢k (2)

u, = xQ"1x (3)
S is a measure of the average signal power, x is the vector of received
signal samples at various hydrophones, x' is the transposs of x, Q is the
normalized nolse covariance matrix and P is the normelized signal covariance
matrix,

If the noise power is known, Eq, (2) alone forms a sufficient statistic.
The additional operation required without such knowledge is specified by
Eq. (3). In the absence of signal this amounts simply to the estimation of
the noise power from the available data, If a signal is present it is not
possible to obtain data on the ncise alone, Howsver, the operation of Eq, (3)
is matcbed to the noise propertisa (through the matrix Q'l), and to the extent

that signal and noise diffsr (in directionality, spesctral properties, modulation,

etc,) it can actieve a measure of discrimdination,

In practice one is frequently interested in constant false-alarm rate
(CFAR) performance, It is shown [Report No. 18, pp. ly-S] that a process of
threshold detection on the linear combination u, - s, (s « constent) ylelds
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CFAR operation, While any other quadratic form u, - x'Ax would aleo lead
to CFAR operation, it is demonstrated [Raport. No. 18, Appendix A] that the
choice A = Q2 has properties that are desirable although not necessarily
optimum in any absolute sense,

On a more specific level, the output signal-to-noise ratio of the CFAR
detector [Report No, 18, Eq., (13)] 1 evalnated for several partisular
situations of practical interest. It is shown that for large arrays (M >> 1)
lack of knowledge concerning the noise power has little influence on
detectability because adequate estimates of the noise level cin be made from
Eq. (3). The cost of such estimates 18 roughly 5 hydrophones 1.e., dstection
perfarmance 18 the same as that of an arrsy with N -3 hydrophones operating
in a completely known nolse envirorment, At the other extreme, when M =1,
detection is impossible unless signal and noise have distinguiching features
other than drectionality. One such feature investigated is the presence of
amplitude modulation on the signal, Under these conditions it is shown that
detection can be accomplished with a single hydrophone but that the
advantage gained from knculedge about the modulation rapidly decreases as
the mumber of hydvophones increases. Even with only two hydrophones, the
advantage to bs gaired from sinusoidal modulation is equivalent to no more
than about 1,5 db in input signal-to-noise ratio,

A sumber of camputations were carried out to gain insight into the
effect of differences in spectral properties of signal and noiss aon the
above results, All such efforts led to the canclusion that the effects

were minor sxcept for extremely smali arrays.
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V. _ihe Cost of Clipping

Bocause of the practizsl cenverdence of working with digital dats,
there is considerable interest in the inherent lcss in detectability
resulting from the required sampling and quantizing operations, Several
earlier reports in this series have dealt iAith various aspects of this
problem [Reports No. 2, 4 and 6 of Vol, I and Report No, 11 of Vol. II] .
Most of these reports considered the effect of ¢lipping on specifio
instrumentations, Only one [Report No, 6] attempted to assess the
inherent 008t of ¢lipping, and it did so under highly idealized conditions
(the initial data were assumed to be independent samples of a Gausaian
random process), All the previous work dealt with Gaussisn signals and
noise.

Report No, 22, while working with another specific instrumentetion,
gives new insight into the meaning of the results obtained previously,
particularly with regard to the relative immortance of sampling and
clipping in the degradation experienced with digital data handling
techniques, It also gives some results for detection in an environment
of non-Gaussian noise,

The particular instrumentation under study is the polarity colnciderice
array detector (PCA), a natural gemeralization of the polarity coinoidence
correlator (PCC), It observes the hard-clipped outputs of all srray
elements and uses as a test statistic & quantity that is in effect the
naximum numbsr of cutputs having the same aign, This schsme has the
following attractive properties:

1) If the input consists of independent samples of a Gaussian random

process, it 1s asymptotically optimal in the Neyman-Pearson sense

for small input sigral-to-noise ratios.




2) 1If the input consists of independent but not necessarily
Gaussian samples, the detector meiniains a conatant false-
alarm rate independent of the Znput distribution,

3) If the input ccnsists of dependent Gaussian samples,
constant false-alarm properties are maintainsd in spite
of possible variations in the noise power level,

Because of the asymptotic optimality in case 1) this situation is
equivalent to the prohblem treated in Report No, 6 and one arrives at the
same degradation of > or 1.96 db in equivalent input signal-to-noise ratio,

In case 2) the degradation can be either larger or amaller than 1.96
db, depending primarily on the behavior of the noise probability density
function near the origin, If the noise probability density near the
origin is higher than that of & Gaussian random variable with the same
power, the degradation is less thun 1,96 db (impulse nuise would be a case
of this type)., Conversely, with low values of noise probabllity density
near the origin, there can be a subsiantially greater loss.

Case 3, dependent Gauseian samples, sheds light on the sampliag problem
because increase in dependence may be viewed as the consequence of more
rapid sampling, I{ is shown that the loss in detectability declines as the
dependence increases, One typical example ylelds a reduction from 1,96 db
to 0,63 db degradation as the sampling rate is varied from a2 lcw value
furnishing essentially independent samples t. & very high value, It is
important to keep in mind under what circumstances a portion of the 1,$5 db
loss is recoverabls, If, as in Report No. 6, signsl and noise are Gaussian
random processes with flat power spectra over *he entire processed hand

(0,¥), then a series of samples taken at intervals of !]Q sec ars iniassndent
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and completely describe the received siynal, There has been no sampling
loss, If these samples are now harG clipped, there is a 1,96 db loss in
detectebility which must apparently be charged to the clipping proces:,

On the otrer hand, if the contimiocus signal is clipped and then sampled

:ut a rate increasing frum 2W sanples per second to a very high vslus, then
the degradaticn of detector performance declines from 1,96 &> to well under
1 db.l From a practical point of view it is dmportart to note that the
sampling rates required in order to recover most of the 1,96 db loss are
quite high compared with the nominal cutoff frequency of signal and noise
spectra [See Report No. 22, Fig. 3].

Also considered in Report Ne. 22 are several variations of the PCA
detector that may be somewhat mere convenient from the point of view of
practical implementation, Their figures of merit tend to be scmewhat,
though not drastically, inferior tc that of the PCA,

Report No, 22 ie part of a continuing effort tc determins the ocst
of using digital techniques in processing sonar data for detection
purposes, Additional topics in this area now under study include
detection under conditicus of high signal-to-ncise ratio and detection
in an envircnment dominated by vtrong interference,

lFrom anothor point of view this result may be regarded as a
conssquerize of the bendspreading produced hy clipping, The clipped signal
is not brriiimited to (O,W) so that samples at irtervals of (1/2W) sce
no longer oompletely represent it, It is clea:ly immatericl to this
argumsnt whether the paysical operation of clipping takes place betore
or after the sampling operation,
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Summery
The renort deals with the passive detection of a smar target in the

presence of ambient noise a3 well as interference frem a second target,

pcssitly vsry much stronger then the first, Target, interference and ambient

nolse are assumed to be Gaussian random processes, the amblent nolse being
statistioally independent from hydrophane to hydrophone of the (linear)
receiving array. Output signal-to-nois2 ratlos and evrsr probabilities
are calculated for conventional arsd likelihood-ratio detectora.l The
following results are obtained:

1) The output signal-to-noise ratio of the conventional dstector
varies as ¥ for %»'\ﬁ{ﬂ and es ‘\ﬁ?for }II«W [Nl
gverage ambient noise power, I ® average interference power,

M £ number of hydrophones] .

2) The output signal-to-noise »atio of the 1ikelihood ratio detector
varles as M for low as well as for high values of¥ .

3) The effective input noise power of the conventioral detector is
approxdimately N for I‘II >> ‘\/-l? and I for % << \/ﬁ' "

L) The sffective input noise power of the likelihood-ratio detector
ia approximately N for low as well as for high values of -}é.

5) Except for targets very closs i1 bearing to the interference, the
performance of the likelihood-ratio dutector is no worse than
that of a sirdlar detectos with one less hydrophone operatiny in

"'T‘ne analysis of the conventional detector assumss that the normalized
autocorrelation funstions of interference and amblent noise have the same
exponential form, No such restriction is made in the gensral analysis of
the like;ihood~ratio detector, tut many of the specific numerical results
are based on the assymption that the spectras of aignal, interference and
ambient noise have the same form,

A1




6)

the sane ambient noise baclkzround but in the abaenos of inter-
ference, Thus the cost of eliminating interferencs from a

point scurce is no more than ons hydrophone,

For targets angularly remote from the interference, the advantage
of the likelihouderatio detector over the ccnventional dstector
dspends critically on the value of }-}: . Sampls calculations of
miss probability for fixed false-alarm probability (for a 40-
elerent linear array with 2-ft hydrophone smacing, proceasing
bandwidth of 5000 cps, and false alarmm rate 1%) yield an
advantage equivalent to about 2 db of input signal-to-noise ratio
for % = L, Corresponding figures for lower values of-}_é are:
Tdbfor §=1,17dbfor §=01.

As the interference apprnaches the target in bearing, the
perfermance of both detectors declines, For a likelihood-ratio
detector with protvessing bandwidth of 5000 cps (using a LO-element
linear array with 2-ft hydrophoms spacing, target broadside, false-
alarm rate 1%), this loss in performance ancunts to less than% db
in equivalent input signal-to-noise ratio as the relative bearing
of interference and target decreases from 9o° to 3°. Only for
relstive bearings of less than 3° is the decline in performance
pronounced, For a conventional detector without pre-filtering,
operaling under similar conditions, the decline in performance is
equivalent to 5-6 db in input signal-to-yoise ratio as the relative
bearing varies from 90° to 3%, The corresponding figure for =
conventional detector with pre-whitening i= of the order of 3 db,
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8) The ability of the likelihood-ratio and conventional detoctors to

9)

dstect targets in angular praximity to the interference varies

in the same manner with target location relative to the array
axds, It 1s best in the broadside condition and poorest in the
endfira ccndition,

The eifect of elipping on the average bearing response pattern of
a conventional detector is no greater in the presence of inter-
ference vhan in its absence (interference remote in bearing from

target ),




I, Introduction

This report deals with the problem of passive sonar detection of a weak
target signal in the presence of interference from a sacond target, poseibly
very much stronger than the first, ao well as the usual ambient noise,
Sﬁ.gnal, interference and ambient nodise are assumed to be independent,
stationary Gaussian randam processes with known spectral properties, The
veceiving array is assumed to bs linear and to consist of M equally spaced
omidirectional hydroprones, The wavefronts of targst signal and inter-
ference are regarded as plans over the dimensions of the receiving array,
Since interest centers on the effect of interference, the ambient roise is
treated .as statistically independent from hydrophone to hydrophone, an
assumption that achieves considerable computational simplificatien and is,
in any case, not too unrealistic for hydrophone spacings above a fairly
small minimam,

For the purposes of the present investigation the sum of imterference
and ambient noise may be regardad as the effective noise, Under the
assumptions atated sbove, the effective noise is therefore another
stationary Gaussian random process with known spectrum, Thus the problem
under investigation diffors from that treated in a asrles of earlier
reports® only in that the effective noise is strongly anisctropic if the
interference excoeds the ambient nolse by a substantial amount, The
basic analytical techniques developed in the earlier reports remain for tae
most part applicable with anly minor modifications. Hewever, soms of the
specific results are decidedly different when the anisotropy of the noise

1s pronounced,

n particular Reports No. 2, 3, 6.
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The present report addresses itself primarily to the following three
problems: {

1) The effect of interference on the performance of a conventional
(power ) detector, The report derives the output signal-to-nolse ratio of
a conventional detector and shows its dependence on such factors ss inter- ”.
ference power, number of elements in the arrsy, and angular location of %
the interference relative to the target,

2) Improvements in detectability attainable through use of cptimal
procedures, If one assumes that the angular location of the interference
is known or can be measured quite accurately (which is a reasonable
assumption when the interference is strong), one feels that it should be
possible to achieve improvements in detection by "mulling out" the inter-
ference by proper operations on the various hydrophane signals. Such a
procedure will, of course, also tend to diminish the desired signal so that
a compromise 1s called for, The report investigates the performance of o
likelihood ratio detector which automatically achieves the best compromise,
The results of earlier studies on likelihood ratio detectors have indicated
that the gairs to be made by waing this generally rather complicated
instrumentation are slight unless knowledge cencerning important distinguishing
features of signal and noise is available at the receiver, The results of
the present report suggest that noise anisotropy may be precisely such a
feature,

3) Detection from clipped hydrophone data. It is convenient for a
number of reasons to clip the output of each hydrophone (i.e,, in effect
to reduce it to a binary number) before attempting to form beams or engage

in other data processing procedures, There is evidence to suggest that guch

A Y P




a procedure nay be undesirable when the effective noise consists primarily

A3

of interference, The report attempts to give at least a partiai assessment

of the cost of clipping in the presence of interference.

Nomenclature,

report:

sj(t) a

13(1'.) i

nj(f) s

Vi

ik
s a
1 s

N .

S{w)
I(w) =
N{w) =

pglr) =

pylr) s

pp(T) =

The following symbols will be usec throughout this

signal component of the output from the Jth hydrophone

interference component of the output from the jth
hydrophone

arbient nolse component of the oulput from the jth
hydrophone

signal delay from Jth to kth hydxrophone
interference delay from 5™ to k™ hydrophons
average signal power at each hydrophone
averzage interference power at each hydrophone
avsrage ambient noise power at each hydrophone
signal spectrum

interfe‘rence spectrun

ambient noiss spectrum

%‘s}it} s J!t +7T) & normalized avtocorrelation of the
gignal at each hydrophune

% I';(t) 1 3!5 +7) » nowmalized autocorrelation of the
interference at each hydrophone

;11;1_3-1.5’ n 1!€+ %} & normalized autocorrelation of the
ambient noise at each hydrophone

P s
v
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M = nuwber of hydrophones

i
v oo- ¥

T = ckservation (smoothing) time

II. The Effect of Interference on the Performance of a Conventisnal Detector {“
This section is concerned with the output signal.to-noise ratio of the L. i
conventional detector shown inm fig. 1. As in several earlier reports, ; ‘

output signal-tc.noise ratio is here defined as the change in DC output due

to the appearance of a target sigral divided by the rms fluctuation of the 9
output, With the array electrically or mechanically trained on the target
location, the change in DG output due to signal is ‘

MDC output ) « s (1)

ey () + (&) ¥ 1, (t)

: J

8,(t) # ny(t) + .ia(t)

Mr squarer (t) }S{g:”l———z(t)

3y(6) + my(t) + 4,(8)

M hydrophones

Figure 1
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Assuming low input signal-to-noise ratio at each hydrophons, the output
variance can be written down irmediately from Report No, 3, Eq. (L6):

©

N

2 22 o kd
HORE DI I I)

- -]
[pi('rjh""c) pi(rk"r) ar + ZTNE Hz j’pnz(r) dv
F1lel kel 81 S, 2

(2)

T is the smoothing time of the low-pass filter, which consists of a device
averaging y(t) over the past T seconds, pn('r) is the normaiized auto-
correlation function of the ambient noise,

it is probably not unreasonable to assume thai the autocnrrelation
functions of interference and ambient noise are simple exponentials.
Furthermore, the bandwidths of both processe: sre apt to be comparable
in many cases of practical interest.l Hence 1t appears permissible for
purposes of rough approximation to make the relatively simple assumption

-l
pylt)=p (x)=e (3)

@y is the effective bandwidth of interference and noise,
Since the hydrophone array is linear and equally spaced it follows that

Tjh = (j - h)To (h)
where T 1s the delay of the interference from kydrophone to hydrephove,
Hence
- I(;j—h)‘r +1:|
e O ° -\
pi('rjhd»-r) e (5)

1&1@ would certainly not process a band very mich larger than that of the
signal, 8o that one may rule out the case of an effeotive interferance band-
width brosd oompared to the signal taudwidth, On the other hand, if the
interference wers extremely narrow in bandwidth compared to the signal, ome
could effectively eliminate it by filtering. Thus the case of primary interest
is that of signal and interference at least roughly equal in bandwidth, A
similar argument applies to the relative bandwidthas of zignal and ambient

noise.
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Thus the indices j, h, k,¢ in 2q. (2) appear only in the combinations j-h

and k<¢, For further manipulation it is convendent to define

-]

fpi(13h+ T) pi('rk +T)dr = cj-h,k-&
-]

procadure,

The change of variable j-h = r yields

H M N’a. - '(M‘l)

"ZZ P IONCE “)°kc"25 Y, Merioyy

k=l &1 r=l

M M Ml

M M
'MZ z O.k-‘+z Z Z(M I‘)(cz-ch"'c-rkJ!)

k=1 &=1

xk=1 &=] r=)

The further change of variable k«¢ = 8 leads to the form

MM
Z Z"j k- "

=] k=l {=)

=
M=

=4

1

[N
"

M-1

+ M Z (M-r)(cr’o +

r=]

¥-1

TEPRY/
oot ¥ z (:xl-a)\ti(.)’!a + CO,_S)
s=)

M-1 M-1

r=l s=}

kel l=) rwal

Cp0) ¢ 9, O, (H=F)0H-8)(C, T

r,s

Then tiie fourfold sum can be reduced to a double sum by the following

+C

+
I'y=8

(6)

(7)

Y

('-r,-s )

(8)

ey
.-
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From symmetry conditions it is clear that

co,s " c0,-& " °r,o B c-r,o

C._=C (9)

K M M ¥ -1
o 2
L2 0 ) Comnt = Mg o v 2, (a-e) %,s
gl

M-l M-l
Y \
$2) YV Mar)0-8)Cy 0 O ) (20
re] s=1

The required coefficients are determined by a straightforward computation
from Eqs, (5) and (6).

1
a0 " & (1)

(3

' . =80 T
°e,s --&]-: Q-+ sw ) e YR (12)
o, ok (s fralas ) e (13)
- w—o(.+;r-eco°°e 13
b o k -(r+8 )T,
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Substitution of Eqs. (11) through (14) into Eq, (10) yields
_B_!‘ M M ¥
3 Z 2 ;cj--h,k-d .
J=1 h=l kx] f=]
' M-l Ml -
-280 T
-5)1- i lmz M-8)(1+ smo'ro) e-w°7° + 22 (M-a)2 1+ (1+ 2w°'r°) ) *o °]
° P 8=l L
M-l r-l
(e80T . ~(res o T
+ hz Z (lu-r)(x-s)‘[l+ (r-s )mo'ro]e oo, L1+ (ﬁs)moro]e 9 °)
r=2 g=] i
(5
Use of Eqsl. (1), {2) and (15) now gives the desired output signal-to-noise
ratio
DC_outpmt)
D(output )
- | T MS
i 0
G M-l M=-1
= - =230 T 3
Ws 14 ) (a)(as so 7, o w"1°+§ Y (H-s)a"l+ (e2sav )0 0l
g=1 8=l L
1
V]
M-l r-l
-(res)a T -(x+8 )0
20) (m)(m)([u O L A °T°)
=2 am}
(16)

Useful insight into the meaning of this result can be ¢ tained by considering

the special caae
-850 T

e °%%0 £ s>1

S
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This courresponds to a reasonably broad-band interferencs sulficisntly remote
from the target in bearing so that the crossecorrelstion betwmen the
interference received au adjacent hydrophones (at the same instant of tims)
is negligivle. An equivalent condition would be that the autocorrelation
function of the interference vanishes for values of its argument equal to
or larger than the interference delay from hydrophone to hydrophone,

If, wder this hypothesis, the exponential terms in Eq.. (16) are set

equal to zero, one obtains

QDG outpgtz -"E MS ar)
D(output ) M1 !
2 2
Iz 14-?- ’z‘:l(!(-l)

The remaining surmation can be carried out without dfficulty, the result
being
Tw
A‘Eg O\ltEEtZ a TO_ ¥S (18)
L(output ) 2 12
N + -5-

In the absencs of interference, Eq, (16'! reduces to

A(DC output) _ -J [} Hﬂ (19)

D(output )

1
2H+n

In this case the output signal~to-nsise ratio varies linearly with the number
of hydrophanes, Comparison with Repert No. 3, Eq, (8C), indicates that this
basic linear dependence on M is retained even if the isotropic ambient noise

18 not indspendent from hydrophons to "ydrophone,>

]'Undar the assumption that the apacing between hydrophones remains
fixed as M varies,

P
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In the presence of interferance (nor-isotropic noise), on the other hard, .
Eq, (18) indicates an increase of output aigzﬁbtq:-noise ratlo with only'\/-)? ?

ance [1%/3x 2t >» ¥

. If the interference power 19\'?m:a\1~ler thar the ambdent

noeise power, an increase in the number of hydrophones wm\ﬁi‘mfm * ,
initially achieve a linear improvement in the output aignal-to-n;ia\e""fatio. ‘
In this range the effective input noiss power is appraoximately N. Beyond I
a certain value of M, however, further improvement depends only sn '\G;

and the effective input noise power becomes approximately I. It will be

shown in the ncxt section that optimal detsction procedures can preserve

the first power relotion and at the same time achieve an offective input L
nelse power of the order of N for all values of M.

It may, at first glance, appear surprising that interference should
result in a different detecvor perfeormance than isotrople ncise whon the
interfersnce is uncorrelated from hydrophane to hydrophcne, It must,
however, be remembered that this lack of correlation applies only to the
hydrophone cutputs at the same instant of time. Since the interference
comes from a single source, there exists some value of relative delay
for which the interference components of any pair of hydrophone outp .s
are perfectly correlated, If, as was implicitly assumed in the computations,
the smoothing time T is rmuch larger than the travel time of the interference
wavelront across the array, then this coherence can and does produce
fluctuation in excess of the isotropic noise result at the receiver output,

Since all terms in the denominator of Eq, (16) are non-negativs,

Eq. (18) provides an upper bound on the output signoi-to-noise ratio fer
ary value of ®T A lowsr bound ia provided by the case of interference
aligred in bearing with the target (1'0 = 0), in which case Eq. (16)

reduces to

W i, oot e o S
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D(output )

W+ e

The uppsr bound is, of course, attained only if o'@"re’i' 9 for aoms value
of the bearing angie v the interference reiative to the target,

In Fig. 2 the output signal-to-noise ratio {En (16 \} 1s plotted 4n
normalized form as & function of x = “’oco for the case of primary
interest here, I >>N , The number of hydrophcnes M is a parameter in
this computation.

In order to exhiblt the actual dependence of output signal-to-ncise
ratio on interference bearing O relative to target bearing, the curve for
LO hydrophones is replotted in Fig, 3 as a finction of O for the target
in broadside poaition.l In that case ©yTy = @, % sin 0 , where d ?ls the
spacing between hydrophones and ¢ is the velocity of scund in water,

Uith 2-£% hydrophone spacing, the values of w, % = 1, 2, and L chosen for
the plot correspond to interference bandwidths of approximately LOG 3ps,

800 cps and 1600 cps respestively.

]W1th the target in endfire position, the angular discrimination is
substantially poorsr tecause of the slower variation of %o with 0, See

discussion in Section III.
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I11. Improvement:s in Dotoctability Through Use of Optimal Procedures

The basic theory of the 2ikelihood ratio detector for Gaussion signals
and noise is discussed in Report No, 3. Most of ths general developments
of that repcrt remain applicable to the present problem, Thus if one
writes the output of the Jt'h hydrophone as

ed(t) - };Aj(n) cos w b + Bd(n) gin mnt (21)

then the A j (n) and B;j (n) are indspendent Gaussian random variables with

zero mean, If cone writes

(@) 1o0dd
x, (n) - * (22)t
hB%(n) i even
and defines :
(x, () xh(n)>s = Py () (23)°
<x1(n) xh(n)% = 9. (n) (2b)?

then the output signel-to-noise ratio can be written simply in terms of the
matrices P{n) and Q(n} whose slementé ure pih(n) and qih(n) respectively.
Thus on2 obtains

Iyote that the soquence X,,X5... is here dafined to correspond to
Al’Bl’AZ’B .+« rather than to AI’AZ’“AH’BI’BT”BM as was done in
Report No. 3. This is strictly a matter of computational convenience.

In Report No, 3 Piy and Yy, ore norvmalized with respect to the

signal und noise spectra. This is inconvonient here because ambient noise
and interierence may have different spectral functioms,




e e

A5
) * 2 '
A(DC ontput) | 1 7\ Z’rr{[l’(n) Q'l(n)] } (25)
D(output) V2'{n

This expression follows directly from Report No, 3, Egs. (11), (21) and (23).
Hc;mever, the simplification achieved in ths earlier report by expressing the
trace of the square of P(n) Q"l(n) in terms of the square of the trace is
not applicable here since it depended on symmetry properties in the noise
matrix that are present only in the isotropic case,

The primary computationzl problem is the inversion of the noise matrix,
Since ambient noise and interference are independent, the Q matrix is
actually the sum of a diagonal matrix (the ambient noise matrix) and a
non=diagenal matrix (the interference matrix) which is the signal metrix
for a target located in a direction other than that to which the array is
steered. The embient noise matrix has the diagonal elemerts N(y )M ,
where N(w) is the ambient noise spectrum. Designating the laterference
spectrum by I(w), it is a simple matter to write down the interference
matrix (and hence the complete noise matrix) from B::vnlulexpreasion for the
elements of the signal matrix., The result is

Ip, Bryn, "Cptimal signal processing of three-dimensional arrays
operating on Gaussian signals and noise," J.A.S5.A. 3L, No. 3, pp. 289-297,
March 1962,
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With the array steered on tmet." the sigml matrix is
1 6 1 o0 1 o
01 0 1 0 1
l 0o 1 0 1 0
0 1 0 1 0o 1 2
P(n) = S(wn)Am (28)
l1 0 1 o 1 0
0 1 0 1 0 1
=3 -

The camputation of Tr [P(n) Q’l(n)]z} 14 tedious but basicolly
straightferward, Details are given in Appendix B, The result is

2
2 M=l
2] s%w) N{w )
=1 n 2 %
Tr¢|P(n) Q - MiM-1 -2 Ml ¢
r{[ " (n)]} Nz(un) [H N(mnT [ +I(mn) JZ]_( ) o0 fa
+n—-)
% (29)
Substitution into Eq. (25) yields the output signal-to-noise ratio
I, . ?
[' 1)+ ) 2 Iil(m ¢) "%
MiH~ " -2 ~¢) cos
¢ output S(a,) l, Teg) P e
A(DC output) oy — \  (30)
D(cutput ) a | n Nw,)
M+ nw—n-,

IStearing may bo mechanical or electrical, In the latter case the
parameter T of the noise matrix must be interpreted as the differenve betwsen
the interfefence telay and signal delay from hydrophone to hydrophene,
Electrical steering implies the insertion of delay at the output of each
hydrophone, Since no information iz destroyed by this operation, the
performance of the likelihood ratio detector is not aitected by i, Hence
with proper interpretation of To the results obtained here are valid for any
target bearing relative to the "array axis,

%Note this is sinply Eq. (26) with T, =0, N(g,)= 0 and I(g) = S(a,).
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I the observation time T = % is sufficiently large so that none of the
« -dependent terms in Eq. (30) change significantly over an interval Aw, the 1
ovtput signal-to«noisv ratio can be written in integral fom [m Report ‘
Yo. 3, Eq, (29)].

r Ml \2 L
“ H[H-l + %] - ZZ {(M=2¢) cos &m'o
2406 eutaut) | .fr_‘ $5(w) &1 e
ouLpu ‘51-( N(m)
@ N+ % J
. (31)

W So<a, is the frequency range (in rad/sec) processed by the detentor,
It %»M for all win @ < <a, , i.e., if the dminant noise
is ambient noise, then Eq, (31) reduces to

2
5(oc autth?{f fs ()12
sl 1 q/ [ Bl o
“

Comparison with Report Wo. 3, Bq., {32), indicates that this is simply the
output signal-to-noiss ratio of a likelihood ratio detector operating in an
isotropic Goussian noise field uncorrelated from hydrophone to hydrophone.

N{w
On the otber hand, 4t HE <M -1 forallotn o sw<w (md 7, §0),
Eq. (31) becomes

2 !

‘ o[ P22 M-l
D(output) 'V; f[ﬂ%a'x';] ﬁ"l'n&zﬂ(“")m ‘mo] w (33)
ol

Eqs, (32) and (33) cloarly show two important differences between the
likelihood ratio detector and the convontional detector [chnractorised by

Eq. (28 )]:
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1) The effoctive input signal-to-ncise ratio of the likelihood ratio
detector is %{3 for high cs well as low levels of interference,
For the conventionul dstector the effective input noiss power is
I when tho interference becor)s dominant.

2) The ocutput signal-to.ncise ratio of the iikelihood ratio detestor
increases with M for high as well as low lovels of interfarence,
For the conventional detector the sutput signal.to-noise ratio
varies only as ﬁmoe the interference becomes dominont.

In the special case T " 0 (interference aligned in bearing with the

target )
M-1

Z(H-&)coa tmo-nu'l (34)
&=l

Thus the torms independent of % in the numerator of Bq. (31) cancel and

one obtains
L
) S{w) 2
M A
A(0C_output) _ —{%‘ [ ﬁjm_ = (38
D(output) = %c%
(Ii w

In this case, 28 one would expect, the likelihood ratio detectar shows the
same type of behavior as the conventional detector (i,e., dependence of
output signal-to-nolse ratio on IST&Q';; and M for % >>M and on %&:%;

and '\fl?for % <«< M .1 Any advantage it may still posseas over the
conventional detector dopends striotly on its ability to discriminate
between the spectral properties of aignnl, nolse and interference, rather
than on spaticl anisotropy of the noise field, If £ 0 but small,

i.e,, if the interforence is located at a beariag close to tut not identical
with that of the target, the cancellation leading %o EBq, (35) will not be

1see Eq. (20),
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rfect, Since the novi no longer perfectly carcelied terms in the numerator
of Eq. (31) depend on M, they will eventually dosinate, However, in thds
case the insquality N “{3 <«<H-1 may have to be quite strong before the
asymptotic expression of iIq. (33) becomss valid,

In order to compare the ability of ithe likelihood ratin detector and
conventicnal detector to resolve in angle a weak targst from a nearby
strong interference, it will be of interest to construot a ourve similar
to Fig, 2 for the likelihood-ratio detactor, For that prrpose let
S(w) = }SI N{w) = % I(w) over the band processed, i,e. assume that signal,
nolse and interference have spectrsl functions of the same form though not.
necessarily of the same powsr level,

With @ = 0 Eq, (31) now azasumes the form

2 ]
s M-1
A(PE_”E"':PLE&Z.-@I ¥ M-+ 8 2 2) - e | do
¢}
S M-l
T, § [' 82 w2 L WS sin T,
- - H—:—g(lnzln-l'l'r) -u!(u—.k"'r)zz:‘l(u— ‘)-—‘{:2—1.-;——
= X in(¢ in (&)
+2) ?’ (Mo £ (o 1) | (-r)mf% Hnhr ket
o1 =1 (-rayr, (fr )yt
(36)

The asymptotic form (mz"'ro >>1) of Bq. (36) corresponding to
Eq, (18) 14s




P

S N

Ta, & M{M-1+ 5
AQD(;;o::tputz_—\ “’2ﬂ i 1) Qg ;2(214 12 |
put) e M+1.N (H 1 *I |

§MM-1 1+
ﬂ(_ri‘n ( +:) '{_“’2 M-1) 1}{1:
RY

for M>> 1 @7

If 1{ << M.l this reduces to

A(DC_output ,,-‘F“‘e S o1 30
o - § M-1) (38)

In the absence of interference the output signel-to-noise ratio of the
1ikelihood-retio detector is [from Report No. 3, Eq, (32 )]

T
5(DC_output) _ “’12“}.‘3‘M (
D{output)

Comparison of Egs, {38) and (39) suggests that complete eifmination of the
interference is accomplished at the expense of one degree of freedom, i.e,
the performance of the detector in the presence of strong interference as
well as ambient nolse is the same as that of a similar array (same hydrophone
spacing) operating in smbient noise only but having one less hydrophone.

The last version of Eq, (37) indicates that for § not very small compared
with M-l the output signal-to-noise ratio is somewhat larger than the
figure given by Eq.. (38). The radical in the first form of Eq, (37) can
only increase the result. Thus the elimination of interference is actually
accomplished at a cost of sumewhat less than one dsgree of freedom, Whether
these statements are true under cther than the asymptotic conditicns
considered here remains tc be investigated,

1It is clear from Figs. L and 5 that this approximation becomec very good
for valuss of W% exceeding unity by orly a relatively small amount.
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Figure L shows Eq, (36), narmalized with respect to ‘JT_-%‘ }SI » plotted
as & function of w,r for M= L0 . For ’{ <L the variation in output
signal-to-noise ratio with § is too emall to be observable oa the scals of
this graph, except near ®,7, = 0. Flgure S givas the equivalent picture
for M =10 . Comparison with the comventional detecter [Eq. (16 )]u
complicated by the fact that Bq, (16) depends on ®T not on the variable
W, appearing in Eq, (36). w, is the frequency ¢t which signal, noise and
interference spectra reach haif of their low-frequency valuss, @, on the
other hand, is a rather artdtrary limitation on the frequency band processed
by the likelihood-ratio detector.> Since the anclysis of the conventional
detector implies the absence uf any band-limitation imposed by the detector,
2 reasonable comperison demands that one choose @y appreclably larger than
@, An acceptable value might be «, = x D s which makes the multiplying
constants of Eqs. (16) and (36) equal. For the signal bandwidths mentioned
in Section III (LOO cps - 1600 cps) this corresponds to detector bandwidths
of 1250 cps - 5000 cps, which certainly does not appear sxcessive, Hence
the conventional detector carves for ?; = 0,1, 1 and 4 appearing on Figs.
4 and S were da:'.hr_e_d_ﬂ from Bq. (26) by chéoeing W =0, and normalizing
with respect to _JI%% . It is clear from comparison of the curve. that
the likelihood-ratio detector exhiddts distinctly surerior angular
discrimination near the interfarence loceticn, In addition, of coursze,

these 1s the expected improvement un detectavility for targets remote in

1In practice it is determined by the fact that, counter to the
assumption S(w) = % N(w) = % I{w) , the input signal-to-nacise ratio

becomes negligible above som Jinite frequoncy. Ses dlscussion in
Report No. 3.
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bearing from the interference., Both advantages remain significent even for
g >1, as long as the number of hydrophones is sufficiently large.l

In order to avoid misinterpretation of Figs. L and 5, ome should keep
in mind that the postulated "conventional detector" is a very simple dsvice:
It consists exclusively of dslay (beam formation) addition, squaring and
smoothing, For the case under study here - signal, amblent noise and
interference spectra of the same shape - one could obviously improve system
performance by the very simple procedure of introducing a pre-whitening
(Eckart) filter, This is not in general the optimum linear filter, but it
is simple and previous work :mggest;s2 that it realizes most of the gain
available through linear filtering techniques, With such a pre-whitening

filter the normalized autocorrelation functions corresponding to Eq, (3) are
sin @ .
Pi(‘l') = Pn(“-') - —7‘27- (Lo’

where Gy is the upper end of the frequency ranged processed by the detector,
Then from Eq. (6)

. - f sin axa(rrowr) sin axz(s'r°+ 1) 4 i
’ m,z(r'rowr) axz(s‘l'oai-'r)

-ld

With the change of variable x = @pArT * t) thie beccomes

©

in - -3
crsal [si:xs [mE(r S)T\_, '(] dx (,42)
. ) :; a\2(r-s)‘r°-x

]The fact that the conventional dstector curve falls somewhat above that
of the likelihood.ratio detector at w,t = 0 (particularly for N/I = |,
M = 10) may be attribtuted to tae assymptfon hat the convmtional detector
is not bandlimited whereas the likelihood~ratio detector completely discards
all frequencies above Wy

2C. K.app, "A Power detector with optimal prefiltering for detecting
directional Gaussian signsls in Gaussim noise fields," GD/EB Feport Uil7-6L-009,
February 196kL.




27

Equation (L2) is cf the form

(=]

Cp s 7) = %[z(x) £(y-x) dx (13)

P -

where f(x) = i—'i-:—’ and y = ma(r-s)'ra c

Fowrier transforming Eq. (43), one obtains :

© © 2 n
— for |1| <1
- - 2
[%,.(:m cv-%[ [r(xn ax] - ()
-0

s 0 for A\ >1

It follows that
1

2 [ m
Cp o) = 25 fe ‘1'3"2"'1";1 (45)
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