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L. PURDOSE

t.1. SCOPE

“hiz report dlscusceos the work pwrformed far the U, 8. Army Electronl:s

Laboratory (USAEL) under Contract No. DA-36-039-SC-90787 during the pariod |

from L culy 1962 to 30 June 1964,

v
Y

i \

1.2 OBJECTIVLS ' ?
e Aol il . , |

The objectiva of this project has been to investigate the techn[ques
l

and ooaenpta of informo+iuq rptrieval and to.formilate end develop a gen- -

eral théory of ﬂnformat;on retrLevql. The formalizetion of this thaory
is orienbed to the automation of 1arge-capacity information storaga ﬁnd
retrﬂeval systems. Tris theore*ical framework is 1ntended to serve AF a
basis for the use of geaeral purpose stored-program digital computer iye-

tems to perform the storage and re+rieval functions, v j
¥

“it " ! i

1.3 PROJECT TASKS

”ha)prtmarv task of thls ﬂro15°t has heea +hp Jdevelopment of a researuh

i

framzwork based on a gencral system wmodel in which two processes take p}aceb'

similsancously and independeatly: the insartlon of documents into the/gya-
tem, and the rnmponru'to queriés. A descripticn iv attached to each docu-
meat a8 part of the inscriion process; most commonly, the deseription

takes the form of & Llizt or desnriptors. The descriptious aré stored in

C o Piln, tepother with indiass that permit back-refarencing to the documents

themsclves. The File s prsfersucel durdng the processing of a query. Given

this rodel, the analysis can Lo broken down ilnto four gquestions:



(a) licw
(b) Tow
(¢) tow

(&) How

i the descripbive slrasture of tho retricval system goucraled?
arc desoriptions ascigned to dceuments?
is the £ilc Lo o ebroctural?

is a query processed in order to dctermine a respense?

Each of these questiors has generated a rrojecst task. The over-all frame-

work is presented in Section 4.1, and the four questions are discussed in

Sections 4.2, 4.3, 4.4, and 4.5, respectively.



[ep—

2. ABSTRACT
The purpose of this report is to present the resulls of a reseaich
project on information retrieval. A general system mode! s presented,
anq this model is used to express the problem of system specification in
terms of four questions:
(a) How is the descriptive stfucture of the retrieval system generated?
(b) How are descriptions assigned to documents?

(c¢) How is the file organized?

(a) How is & query processed in order to determine a response?

The treatment of these qﬁestions'constituté the major subdivisions of the

report. Under question (a), the economicael assignment of desct&ptbrs 18
discussed and some measures of accessibility are presented; the nature

of relatedness of descriptors is alsB:examined. Under question (b), the

‘principal topic is the development of & method for clue word selection in

automatic classification methodsAbased on»wbrd occurrénce} the question

of automatic abs@rgcting ia'&ls&”treatéA‘under(this‘topic.“‘Under questiocn
(c¢), the relativézefficiency of ﬁffferént types of file‘é?éaﬁi?abiqns 18
examined quantitatively, and the Multi-List system is ‘d.e‘scz"ibed and analyzed‘."
Unﬁer question (d), the topics treated inclﬁdg the development of a methcd .
of probablilistic retrieval and a more searching consideraﬁion of the prob-
lems involved in retrieval systems with a high degree of man-machine

interaction.

L



3, PUBLICATIONS, REPORTS, AND CONFERENCES

3.1

PUBLICATIONS

A paper by Alfred Trachtenberg entitled "Automatic Document

(lassification Usging Information Theoretical Methods" was presented at

the 26th Annual Meeting of the American Documentation Institute and

published in the proceedings of that meeting.

3.2

REPCRTS

The following reports were issued during ‘the peried of this contract:

3.2,1 Monthly Letter Reports

(a)

(c)
(d)
(e)

()

(b).!

MONTHLY LETTER REPORT NO, 1, 1 July 1962 - 31 July 1962, File

No. P=AA-TR=(0006), 3 August 1962; Research in Information
Retrieval, Alfred Trachtenberg.

MONTHLY LETTER REPORT NO. 2, 1 August 1962 - 31 August 1962,
File No. P-AA-TR-(0009), 31 August 1962; Research in Informa-
tion Retrieval, Alfred Trachterberg.

MONTHLY LETTER REPORT NO. 3, 1 October 1962 - 31 October 1962,
File No. P-AA-TR-(0012), 31 October 1962; Research in Informa-
tion Retrieval, Alfred Trachtenberg. ‘

MONTHLY LETTER REPCRT NO. L, 1 Noverber 1962 - 30 November 1962,
File No. P-AA-TR=(0025), 30 November 1962; Research in Infor-
mation Retrieval, Alfred Trachtenberg.

MONTHLY LETTER REPORT NO. 5, 1 January 1963 - 31 Janary 1963 ’
File No. P=AA=TR-(0032), 31 January 1963; Research in Informa=-
tion Retrieval, Alfred Trachtenberg.

MONTHLY LETTER REPCRT NO, 6, 1 February 1963 - 28 February 1963,
File No, P-AA~-TR-(0033), 28 February 1963; Research in Informa-
tion Retrieval, Alfred Trachtenberg.




(g)
(h)
(1)
)
(k)
@
(m)

.(n)

MONTHLY LETTER REPORT NO. 7, 1 April 1963 - 30 April 1963, File
No, P~AA-TR-{0046), 30 April 1963; Rescarch in Information
Retrieval, George Greenberg,

MONTHLY LETTER REPORT NO. 8, 1 May 1963 - 31 May 1963, File No,
P-AA-TR-(00LB), 31 May 1963; Research in Information Retrieval,
(leorge Greenberg.

MONTHLY LETTER REPORT NO. 9, 1 July 1963 - 31 July 1963, File
No, 5201-TR-0059, 31 July 1963; Research in Information -
Retrieval, George Greenberg.

“MONTHLY LETTER REPORT NO. 10, 1 August 1963 - 31 August 1963,

File No: 5201-TR-0063, 31 Angust 1963 ; Research in Information
Retrieval, George Greenberg. .

MONTHLY IETTER REPORT NO. 11, 1 October 1963 - 3L October 1963,
File No, 5201-TR~0070, 31 October 1963; Research in Information
Retrieval, George Greenberg.

MONTHLY LETTER REPORT NO. 12, 1 November 1963 - 30 Novembar 1963,
File No, 5201-TR-0075, 30 November 1963; Research in Informa=
tion Retrieval, Paul W, Abrahams. . :

MONTHLY LETTER REFORT XO. 13, 1 January 1964 - 31 January 196k,
File No. 5201-TR-0079, 31 Janvary 196l; - Research in Information
Retrieval, Paul W, Abrahams, o

MONTHLY LETTER REPORT NO. 14, 1 February 1964 - 29 February 196L,

File No, 5201-TR-0081, 2 March 1964; Research in Information
Retrieval, Paul W, Abrahams,

3.2.2 Quarterly Progress Reports

(a)

RESEARCH IN INFORMATION RETRIEVAL: First Quarterly Report,

1 July 1962 ~ 30 September 1962, Technical Report P-AA-TR-(0010),
30 October 1962,

6



antalil.

(b) RESEARCH IN INFORMATION RETRIEVAL: Second Quarterly Report,
1 October 1962 = 3L December 1962, Technical Report P-AA-TR=~(0031),
31 January 1963,

(¢) ©KESEARCH IN INFORMATION RETRIEVAL: Third Quarterly Report,
1 January 1963 =~ 31 March 1963, Technical Report P-AA-TR-(OOLL),
30 April 1963.

(d)‘v_ RESEARCH IN INFORMATION RETRIEVAL: Fourth Quarterly Report,
1 April 1963 - 30 June 1963, Technica.l Report 5201~TR-0058,
31 July 1963, |

(e) RESEARGH IN INFORMATION RETRIEVAL: Fifth Quarterly Report,

1 July 1963 - 30 Septenmber 1963, Technical Report 5201-TR-0069,
31 October 1963;

(£) RESEARCH IN INFORMATION REEBIEVAL: Sixth Quarterly Report,
1 October 1963 = 31 December 1963, Technical “Report 5‘201-'1'R-0078
31 Jamvary 196k.

(g) RESEARCH IN INFORMATION RETRIEVAL: Seventh Quarterly neport-,,“?-
' 1 January 196l - 31 March 1961;, Technical Report 5201-TR-0088,
30 April 196k,

3.3  CONFERENCES
3,3.1 Conferences with USAEL Perscnnel

The following confarences were held between DISD personnel and USAEL
personnels

(a) 5 July 1962--Meeting at DISD. Discussions of objectives and
plans for the research activity were initiated., The formula~
tion of a method of approach was requested for presentation at
the next meeting,

(b) 17 July 1962--Meeting at DISD. A technical note prepared by the
project staff was used as the basis of discussions pertaining to
the scope, development phases, alternative plans, and recommended
direction for the project.



(c)

(d)

18 July 1962~-Meeting at DISD. Informal discussion of Signal
Corps objectives and goals for rosearch activity.

9 August 1962--Meeting at Fort Monmouth, New Jersey. Discusaions
were held concerning the functional characteristics of informa-
tion retrieval systems. No particular area of activity was

© selected for further study.

| (e}

- (D)

(8)

(1)

(1)

10 September 1962--Meeting at DISD. Several methods of relating
descriptor systems in a géneral:l.zed_sense wera discussed in re;.a-
tion to the requirements for a file structure. The analysis and

rdevelopmer;t of a general theory wa.s recommended as the object.:ve

of the project. .
29 November 1962--Meeting at DISD,. DISD perscnnel were in'hrc-

“lduced,to Mr. Anthony V. Campi, who had recently been assigned
as Project Engineer. Several aspects of the First Quarterly -
" Report were discussed, and the concepts pertaining to measure

of relevance were clarified. DISD accepted the suggestion that
the diacussion in the report ahould be elaborated in more de‘bad.l.

28 Fe'bruary 1963—-Mee~bing at DISD, DISD personnel met with
Mr. Antheny V, Campl, who had recently been a.ss.,.gneq as Project
Engineer. 'Sévoral sspecta bf the Second‘Qus.rterJ‘.‘y Report were
d:lsousseﬂ. A few minor corrections and elaborations were
requested, and a gendfral emphasis on the importance of user
requirements was indiéated.

25 April 1963--Mseting at DISD. Mr, David Haretz and

Mr, Larry Sarlo Conferred with project personnel on the general
impact and significance of the report on scientific information
prepared by the President's Secience Advisory Committee, This
report is entitled Science, Government, and Information.

6 June 1963--Meeting at DISD. Lt. Fred Hill and Mr. Larry Sarlo
conferred with project psrsonnel about the manuscript version
of the Third Quarterly Report. Difficult concepts were explained,



N ith

(3)

(m)

(n)

and questions were diszcussed, Several suggested changes were
accepted for inclusion in the published form. The plans for

the current guarter and for future activity were also disrussed,

2 August 1963--Meeting at DISD, Mr, Larry Sarlo and Li. Fred Hill
were briefed on progress made during the fourth quarter of the
information retrieval project. Researchers preésented aspects of
their work during the quarter which were included in the Fourth
Quarterly Report‘° Plans for the fifth quarter and future activity

were also discussed.

21 October 1963--Meeting at DISD. Mr, David Haretz and
Mr, Larry Sarlo conferred with project personnel to review the
firast draft of the Fourth Quarterly Report. The report was

- reviewed in detail, and some concepts relating to the Multi-

L:Lst. gystem were clarified.

20 November 1963--Meeting at USAEL, Project personnel conferred
. |

with Mr. David Haretz, Mr. Larry Sarlo, and Mr, Serafino Amoroso.

Several problems were discussed and settled, and some of the

difficulties of system irtegration were examined.

I March 1964~-Meeting at DISD, Mr, Larry Sarlo of USAEL reviewed
the firry draft of the Sixth Quarterly Report. Several minor .
corrsotions were made, and some teohnical difficulties were
clarified,

25 June 196l~-Meeting at DISD. A dismoussion was held between
project personnel and Mr, David Hare®z, Mr. Anthony V., Campi,
and Mr, David Hadden, Jr., of USAEL, The current status and
accomplishments of the project were discussed, and the content
of the final report was considered.

3.3.2 Other Conferences

During the term of this project, various project personnel attended

conferences relating to information retrieval. Attendance at these

9



conferences was gponsored by DISD; the knowledge gained was of considersble
help in pursuing specific research areas within this project.

(a) 3 December 1962 - 7 December 1962--Mathematics of Information
Storage and Retrieval. Quentin A, Darmstadt attended this con-
ference, which was conduoted by Dr. Robert M. Hayes under the
auspices of the Georgia Institute of Technology.

During this period several ancillary conferences were also attended:

(b) 2 May 1963--NASA Scientific and Technical Information Conference.
This conference was held in Atlanta, Georgu, and was attended
by George Greenberg. The coni‘erezf.’éé presented NASA's methods
and techniques for acquiring, prrcessing, storing, disseminating,
and retrieving information. '

(¢) 17 June 1963--Simulation of Cognitive Processes. This seminar .
was conducted for six weeks at the RAND Corporation. Its purpose
was to discuss the prb%lems of information systems. Oeorge
Greenbérg was an invited participant. During the time spent at
the seminar Dr. Greenberg had the opportunity to discuss the
problems of information retrieval with several other research

organizations. -

(d) 6 October 1963 ~ 11, October 1963--26th Annual Meeting of the
American Dooumentation Institute. This meeting was attended by
Jacques Harlow and Alfred Trachtenbsrg; Mr. Trachtenberg pre=

~ sented some of the results of the project in an invited paper
at the conference,

(e) 19 February 196L--Meeting with Dr. Harold Borko. FPaul Abrahams
met with Dr. Borko at the System Development Corporation in
Santa Monica, California, The research carried on under this
contract was discussed, and Dr. Borke offered a number of

helpful suggestions.



i, FACTUAL DATA
.1 STATEMENT OF THF PROBLEM

Lh.1,1 Original Formulation - The technical requirement of the Signal

Corps, as specified in SCL-L355, is for "...a research investigation of
t'e'chniques and concepts necessary for the efficient mechanization of
ia.rge-capacity informéti*on storage and retrieval systems." Among the
applied objectlives suggesf.erl as guldes for such research éré t ‘o..‘pro\\lems

of military signif'icé.nce 3 l.e.,, persommel files, intelligence déta., etc,"

L1.2 System Model and Definitions ~ The ﬁurpaéa of an information
storage and retrieval sys’teﬁi is to record a body of ;}.ﬁformtion‘ and to
provide to a group of users a means of answering questions Yperta:l.ni:u‘g o
: this”‘ yﬂomtion‘ ‘The information is ordinarily provided in the i‘pfm _oi"
a discrete set of daéumn'bs , such as books , parts ll'istinga s personnel.
fecords s Or newspaper artlicles. In:t‘omg.‘oidn retrleval systéha may be L '
" either document retrieval systems or content retrieval systems; a doo=
- ument rét,rigval,systerﬁ responds to a query with a set of doéﬁrde.n.tq that;
are relelvant o thé:user's_ question, While a c:onté.nt retrieval systém‘ )
provides theAactual Answer to the“ qﬁastion. Document retrieval systems |
may furthet be subdivided into those systems that provide the actﬁal‘
documents and those tha£ merely tell where the documents are located.

Most of the research described in this report has been concerned with
document retrieval systems that provide the lecations of documents rather
than the docume.nts themselves. In order to clarify the terminology, it
will be helpful to present a generalized model of how such systems operate.

A diagram of this model-is shown in Figure 1. There are two major

11



Document

Document CLASSTFTER
Index :
Index

Description
SR [
\ ’ |
| ‘ |
Query ——> . FILE '|

( ; :
;e ‘

l ;
QUERY FROCESSOR |

_— e e mw, S mw e

Response

 FIOURE 1. Basic System Model

:

processes taking place in the system: ,;the'incorpora'bion of doouments
into a fila, an‘d‘the Tesponse o S‘-_‘E.’.'.i_"_' Thess processes take place
asynchronously. A ‘quexy as we use it hers is né'b. quite the same 'bhing
as a question; a question is the user's own descript;on of the 1ni‘§r-
mation he ngleds,‘ while & query is in a form that the system can operate
upon and respond to. Questions may be vagus and formless; queries must |
be specific and formal. |

Associated with each document stored in the system are an index and
a description. The index specifies elther directly or indirectly where
the document is physically stored. (For instance, the personnel file of

12



an employee can be located physically if the e.iployee's name is known,

or even if only the serial number of a card giving his name is knowun.)

The description relates to the content of the decument, and comsists of
that ‘i‘nfomtion‘about the document that is available for matching against ‘
queries. The file contains the index and description "Vo;f.‘ e'}'é‘.ch available ‘
documef;t. The quéry' processor operates on queries, nﬁking use of the
file, to produce the indices of those documents that are requnsivé to

‘the query. The file should really be ﬁhéught of as an in‘begyré.l pa.rté of

| the query processor.

When a document is entered into 'bhe sysj;,em it 1s prusented to a
classifier that gensrates the desoripﬁion oj’ the document. The output
of the classifler is then lpa:!red with the imdex of the document and stored
in the file. A variation on this conrigm-a-fi-,ion 18 to have the index
derived from the description; the ordinary_i library' ,‘i‘ollows th;\.s proce~
dure, since the physical location of a booin dépends on 1ts desbription;'

'I‘h;se oonoépts nan be elarified ‘by‘mean;i of a ‘s;imp'le ex@mple. Con=
sider a library of technlcal journals. Since each journal may contain
séver;;l unrelated articles, each article is treated as a separate document.
The index of each document is the journal na:me_, velume numbey, and page
mmber. The librarian records, for each document, a list ’o‘i‘ subject head=
ings that describe the document; +this list is the document description,
A separate card is made up for each appropriate subject heading, listing
and subject héading and the document index. The file consists of the

subject cards for all the awvailable documents. If the cards are stored

13



alphabetlcally by subject, then a query consists of the name of & single
subjéct, and the processing of a query conslsts of locatlng the set of

cards for that subJect. The response is the set of index numbers listed
on the cards. Og,course,,the system of this example will not be partic-

“ularly effective, buikitudoea serve to illuastrate the concepts.

. The most cammon form of document description consists of a list of
descriptors such as the subject headlngs of the previous exemple. The
degeriptors mdy have additional information assoeiatea with them, or they
may be relaxedlto.one another in rather complex wéya. It should bé empha-“

sized that the descyiptor llst is not the conly posaible form of & document'

déscription,

Various modificatioﬂ; of the model 1nnFigure“l are possible., One
such modification 1s to have the index as an output of the classification
process rather than having it be ipdepenﬁgnt/?f that process. A different
variation would be & system that produced doﬁuments rather then indices
in response to quéries. In such a sysastem the deseription of a document
would be the document iQself. The document--or significant and definable |
parts of a document--would then absorb the function of the index when the

query capabilities were activated.

It is also possible to conceive of query capabilitieé with the ability
to retrieve only the relevant portions of documents. At the ;east sorphls-
ticated level this variation simply involves refining the orgenization of
the total data so that s larger number of functional documents 1s avail-

able for output.. This procedure could be achieved by applying the same

1k
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processes to small subunits of conventional documents. Finally, the system
mey be able to produce responses to querles that are nelther documents nor
portions of documents but responses derived from the information contained
in various documents. Such a system must have the capacity to pgrform
inferential processing oﬂﬂthe conﬁenﬁ of the documents. This tyﬁe of sys-

tem would correspond to a content retrieval system.

4.1.3 Problem Formulation and Task Breakdown - A model may describe |
the operation of an ihformation retgiﬁval system; but ih order to develop®
an operating system, questions reléting to the requirements of an informa-

tion retrieval system must first be answered.

, An enalysis of the system ﬁodel given in Flgure 1 leads to the breﬁk—
down of ‘the ?rofiem intblfqui taékﬁ. The form of the descriptions that
are transmitted rrbm tﬂe classifiér to the'file must be défined; ”1n addi.-
tion, the three mejor system components;-the classifier, the file, and.
the query procesﬁor--must be specified. In‘order to account for the
static as well as the dynamic aspects of information retrieval, these
requirements may be expressed in terms of four questions:

(a) How is tﬁe,descripﬁive structure of the retrleval system genersted?
" (b) How are descriptions assigned to documents?
(¢) How is the file to be structured?
(d) How is 8 quary processed in order to determins a response?
Although the answers to each of these questions are interdependent, it is
still possible to consider =ech of them separately. Questlon (a) must be

answered first since the very definitions of the other questions depend

15



upon it. For instance, it is impossible to talk about the assignment of
descriptions to documents until the class of possible descriptions has
been settled upon. Since a good flle organization will be based upon the
descriptive Etructure in use, questidn (a) must be answered before ques-

tion (c) can be considered. Question (d), in turn, depends upon duestion

‘(m) since the file is an integral part of the query processor.

f

In considering qnestion (A) it must be recognized that the descriptivel'

structure of a retrieval eye%em will depend upon the perticular corpus of

i

, 1nformation thet 1t is to operete upon. It is the method of genereting

3

deecriptione rather than the descriptions thgmeelvee that ars 1nvar1ent .,-,'

from one ‘eorpur to another. F‘urthemore, the class of possible descrip-
tions may itself vary with time as new types-of documents are introduced o

into the system end re;ely;eeed ones dropped out.

| éuestione (e) eﬁd (c) may be regarded as concebeee with the.etatic %ﬁ
yeepecte of a retrievel system, vhile questione (b) and (4) deal with the
Ydynemiq eepecte. The! deeeriptive structurs ang file etructure are uluelly
fixed hefore the system beoamee operational and arc modified, at worsv,
at s slow‘rate thereaféer. TheAeeeignment 6q deecriptioes to documents

and the enewerins of queries, on the other hind, are oh-going processes.

In order to clarify these questione, each of them will be discussed

in greater detail in the following section.

4,1.4+ Explication of the System Requirements

4.1.4.1 Descriptive Structures - Mcst descriptive structures

16



are based on the use of descriptors. Descriptors are introduced into
information retrieval systems in order to reduce the language recogni-
tion and transformation roquirements and to reduce the complexity of the
data structures or content relaticnships. In short, descriptors repre-
sent an artificlally restricﬁéd stahdard ianguage used fo 1nérease the
convenience of handling requests, constructing and organiéing»files,

and searching for answers.

”-Ong’of the major problems in constructing a descriptor. system
1s the proper sélection of the descriptors that are class names for
synonyma 80 a8 to mﬁximize retrieval of relevent informetion and to
minimize noise, the retrieval of irrelevant data. The desdriptors muset
be words in common use, as unamblguous as possible, and sufficiently
numerous to delineate‘relatively fiue diatinétions. Oﬁviously, the
ﬁore documents filed under é'given descriptbr, the larger the ncise is

likeiy to be.

To increase the number or relevant documents retrieved in
response to a given request, descriptors f£or the request car be weighted.
These welghts can be assigned according to the relevance and the impor-
tance of the particular‘descriptor vnder consideration. The system can
then product responses ordered accordlng to.weights assigned descriptors
or rosponsas greater than a fixed welght of relevance and importance.
Another acheme for reduclng irrelevence in responses is to assign descrip-
tors to each section of documents sdded to the file. Thls method, of

csourse, increases the degree of content retrieval.

7



Increasing the flexibility of descriptors by introducing role
indicators or specifying terms as actlons, relations, results, means,
purpose, or locations is a further step toward content retrieval in the
sensé that it 1s the begiﬂning of syﬂtactical and semantic specification

of equest terms.

'”“h.l.h.agﬂAssignment‘cf Deseriptions to Docuﬁents - If the.
selected form of description for documents is the'descriptorflist, then
fhe simplest methéﬁ of classification would be simply to assign to & dch
ument those descriptors that occurred within its title. This rule is the
baslis of the qpi£é popular KWIC indexing system. Its deféct is that a “
descriptor:muat have ;ssociated with it a large number of synonyms, slnce

the occurrence of the intended descriptbr in & title is usually rather

‘unlikely.

Morelelaborata classification schemes can be based upon the

© oceurrence of words other than the deaseriptors themselvas within either

the title, the abstract, or the text of & document. These methods are

‘ also capable‘of generallzation to account for word frequency as well as

word'ouéurrencgiinformation and to assign different welghts to words
accordihg to their relevance to the category. Such approaches are par-
ticularly amenable to auwbtomatlc classification; thelr defect is that
they cannot be quite so readlily adapted to descriptlons more complicated

than the simple descriptor list.

For more complicated kinds of descriptions, such as descriptors

interrelated through the use of connectives, more sophisticated textual
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analyses are nececssary. Word occurrences can still be used as aids in
locating key scntences within the document, but for this type of claszi-

fication the use of syntactic analyzers ig probably unavoidable.

4.1.4.,3 Organizetion and Structure of Files - If information

retrieval 18 viewed generally, it can be defined as locating and present-
ing a specific informgtivé and accuraté;answer or plece of information
in response to & specific question, Ancomblishing this fudctionvrequires
a classificatlion scheme that groups larger units of related informatioh;
e.g., documents or sgq@ioﬂ; of documents. Descriptors are assigned to
unifs of informat;?n. The file consists_og the system of desg¢riptors
and of information units.ordered in some fashionlto indicate the rela-
tions between descriptors and ini jrmation. Genefally, & degqriptor is
assoclated with many unifs of'informaﬁion end a unit sf informetion may
be described by several deéeriptors. In addition, the f1le atructuﬁe

. / . N,
© must provide for relations amung informationxnnite and among . descriptors,

One of the best known systems that can l.e used to rélate descrip-
tors is the hlerarchlical clageificetion or tree structure originally
developed for hiologlcal classiflcation. Thia Ly of strueture forms
& Boolean algehra under the relation of class inclusion. This model 1s
only apprepriate for a limlted field of fanformation in which a class is
irmedintely subordinite o only one other class. This restriection
requires a breardows lnto small units of Anformation, which means that
the deseriptor £ile would be compnsed of a large number of hlerarchles

of class inclusion. (The Multi-List system is a device for circumventing

2t
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the limitations of ordlnary list processing or hierarchies by allowing

for relations among branches.)

For informaetion flelds of some diversity. the relations among

“ descriptors usually form complicated networks to which the tree theory is
not directly appliceble. A generel model of a complicated deecriptor
netwerk is represented by meens of a complemented modular lattice, Tn;e”
medel is of eﬁfficient generelitm to cover a wide vamiety of situetione. K
Most elements aie multiply»connected retherﬂthen eingiy connected as 15

o
AN

/a tree. The lattice model is referredito as & weeg hiere:chyp-en ele~-
ment may have more then one p;edeeeeEOr. The tmee is & etroné hierarchy--"
an element has only one predecessor, The prineipel problam w:lth“t_he
1ett1eehm‘od‘e1 is that thev» number of nodes in the network quickly reaches |
into the mdllione if ell relations between des&ripters are reprenented.
Consequently, _the problem becomes one of effectively"limiting the number
‘of relations represented emonr deecmiptors. ' N

The descriptor file associates deecriptors with information
unite or itema of data. These associutions can be repfesented by‘a

matrix of ones and zercs, where descriptors may be ordered as rows and
information units as columns. A one indicates e relation; & zero, none.
For & rich information store, this matrix will be large and most of its

.elements will be zeros. It is; therefore, an uneconomical representation.
The matrix can be compressed by listing rows or:columns (descriptors or

data) and related items only for each entry. Of course, access to the

file is much simpler for descriptor entry. Search time for these types
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of files can be reduced by using multiple entry of te;ms of by an‘ordered
arrangement of hoth descriptors and data. Generlc relations among terms

can be shown by direzt cross references, carriel with each descriptor,

or by a codelof hierarchical class numberé'shcwing the generlc structure

of the terms. i

h.l.h.h"xQue;y Response - In a retrieval system based upon
1 .

descriptors there are two requirements for effective response to queries. U

The first is the transformation of the query into the standard search
terms. The second is the particular stratagy or methodology for seaich-

1ng“the~descri§tor file effectively and fruitfﬁlly.

Tranaﬁéihipg a dﬁéry‘into standard d;écriptor terms is basically
a form of translaéion.from a riéh lenguage into a summary languege? or the
matching of two sets of terms, one large, the other smaller.  In order to
agcompiish thia tranaformation, the meaning and relations between terms
of the two sets or languages must be underatéod; Aid may be ﬁrovided in
the formbof a dlctionary or glossary of subject matter. The knowledge |
required to transform requests into descriptors is most simply provided
to a computer by furnishlng it with a thesaurus, '‘Any more sophisticated
means would involve & considerable capability for linguistic transforma-

tlon on the part of the computer.

The formulation of a query and its transformation into a limited
set of descriptors often does not provide sufficient information and
direction to obtain exhaustive information concerninz a subject that may

exist in the data file. Effective search procedures are closely related



to the way in which the descriptor file 1s structured and what sort of
relations are indicated there. The most common method of searching is

the conjunctive search, which retrieves only that information related

to or encompassed{by all the request descrippqrgfin conjuﬁction. It is
also possible to construct search proéédures in terms of logical sﬁma,
differences, éomplements, and more ccmplicéﬁed combinations-df the%e func-

" tions as well as welghted loglcal functions in terms of set densities.”

5"4:1.5u Relation to Specific Problems - In the following three sub-

sections the four questions posed in Section h.1}3 will be examined in
relation to three speclific. information rqéfieval problems: personngl
‘files, literature, and intelligence information. These‘three problems:

will be examined in increasing order of difficulty.

4,1.5.1 Personnel Files - In extracting information from
personnel files, the critical questions are (c¢) and (4), namely, file |
étructure and responeé to queries. Each pérsonnel recopd will nqrmally
be composed of & set of fields, each giving some characteristic of the
individual‘person.‘ Some of théseﬁfields may be vari#ble in length; e.g;;
there may be & fieid listing théfége aﬂd sex of all dependeqt children.
The descriptive structure of auéb a file 1s triviel, since the descrip-
tion of any document (i.e., individual record) is simply that subset of
the fields ﬁhat may be used for‘retrievai purposes. The process of.

assigning descriptions to documents is nothing more than deletion followed

by straightforward encoding.

The file structure problem in this case concerns the specific

Il
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device used to store the information and the arrangement. of the items
within Lhis device. For instance, it may bte possible physically to
string together those ltems that possess a common characteristisc; this
» technique is effectively what is done by the Multi-List system (ef.,
Section’h.h.@). On the other hand, itens may be placed in ;'special
order, with appropriate indexing systems. 'Qnery prqcessiné consistnAafi
ndthing more than matching, but the”mgchanization of this“matching mey |
“be quite complex and‘will cerﬁginly Be closely related to the file
organization. For personnel files the ﬁroblem of declding whether a-

‘particular document is rggponsive t0 a particular query is quite trivial.

4h.,1.5.2 7Titerature Retrieval - In a litéraﬁure retrieval sys-

tem, unlike the personnel file, the problem of selecting & descriptive
’strncture and then of olaasifying doeuments is no longer trivial.
Furthermore, the qumstion of whether or not a particular document is
responsive to a partieular query cannot be answered with certainty but

" only with probability.

The most common form of desnription fon Lliterature retrieval
systems is the dencriptor list. In this case tne cholze of dganriptora
becomes critical, since the descriptofs are used bothbfor clagsification
end for querying. The particular descriptors used will depend on the
subject matter cf the lliterature being classified, alihough the nature
of the interrelation may ra subject-independent if the deecriptors

within a Adesoription are interrelated.

Given a set of descripters, the problem of eclassifylng documents
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is still quite difficult. An approach to this'problem that utilized the
occurrence of clue words 1s discussed in this report. A complicating
factor is the difference between the use of a descriptor in a document

and the meaning of that descriptor as.unuerstood by & user of the aystem.

If these meanings are divergent, then poor system performance may result.

.

The proelem of file strudture and qnery‘reeponee in a literature
retrieval system ia. eimiler to that of a personnel file; Once deecriptere
have been assigned to documents, the proceee of answering & guery 1s again
purely & metching proceee. The guesswork occurs not in. the response to

queries but in the clessificetion.

k,1.5, 3 Intelligence Information - In retridVing 1ntelligence
informetion sll the. difriculties thet exist 1n literaturE[retrievel
are retained, but in addition the problem of query proeeeeing is no longer
merely a matter of metehing. In its more eleborate forma, in fact, intel-
ligence information processing really requiree the use of 1mplic1t infor-
mation retrieval techniqnee. On a lesser level, it may still be necessary
16 coneider the 1nterrelationﬂhipa of different itema of data in order to
decide which ones are ho be provided in the response to a query. Items
that are useless by themselves may become useful as part of a chain of

related events.

Frocessing ef intelligence information will almost certainly
require the use of syntactic and semantic analysis., TFor information of
this type it is virtually impossible for a system to respond to querles

unless it 1s capable of' extracting the meaning of a sentence or a document.
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Terms of interest will ordinarily occur far to frequently within the corpus

of information for mere word occurrence or frequency data to be particularly
helpful in isolating sallent data. In addition, much of the requlred out-

put will be useful only when presented in appropriate comnination

A further salient aspect of intelligenee’infdﬁmation processing

is thet ordinériiy one would expect to ask many queries in order to

answer a question. . Thus there exists a feedback relationship between

~ the sfstem dnd the user, in'which each query is largely dgtermihed by

the respbnse to the last one. The structure of the query proeesaor,
and consequently of the query language,, must/ be constructed ‘to account

for this feeabacklrelationship.

4,2  DESCRIPTIVE STRUCTURE OF RETRIEVAL SYSTEMS

In an informﬁtion retrlieval system a descriptiqn3ia attached to each
document, aad this description répresents'all the information about the
documenrt, that is abailable to the system for retrievgl purposes. The
descriptive structure of the system is concerned with the class of pos-
sible descriptions, but not with how descriptlons are actually assigned
to documents. The descriptive systems examined within the seope of this
project, with the exception of the material on automatic abstracting, have
assumed that there exists a set of descriptors from whigh deeériptions
are constructed. Three key questions then remain:

(a) How are the descriptors to be selected?

(b) What informstion 1s to be attached to a descriptor?

(c) How are several descriptors in a description to be related?



In dealing with the first of theses questions in particular, one can
examlne methods of descriptor selection that operate through improvement

of an initlal set cua the basis of experience with the retrieval system.

In the approaches é&gsidered‘here it has been assumed that descrip-
tions éﬁnsisthf Boclean¥60mbinations of descriptors, and the possibility
of attaching ﬁrobabilities to‘the desceriptors has been explicitly admitted.
The major task is then the.selection of the particular descriptors'%o be
__used. This section &iscusses the ;ole of:efficiency in deseriptor selec-
tion and some correative,méﬁhods for 1mpr§ving a'deacriptor get under
actual operating conditiona. In Appendix C, Section 9.3, some of the

more popular exidting desoriptive schemes are described anq,¢%scuased.”

h,2.1 Efriciencx Conglderations in Deseriptor Selection

h.e.l.lf General Criteris - In a collection of n items there is
only a finite number of subcollections of items that are theoretically
possible responses 1ﬂvitem retrieval aystems. The number 15'2n if zero
Ltems are considered a subcollection. In practiée, not all af answers
are egually likely to be searched for by & user. Intuitioﬁ suggests thaﬁﬁi
this disparity is an essenﬁial criterion for:the effective design of a |

query or descriptor language.

There are several possible approachéa to specifying which of
these 2% subcollections is heing referenced. In one sense the simplest
means of specliflcation is to assign a name or descriptor to each of the
n items in the collection. In the case when all 2% subcollections are

requested equally often and when the questioner knows the name of each
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item he ia interested in, this mcethod produces an adequate system. If,
however, some subcollections are considerably more popular than others,
then an cbvious improvement in coding efficiency would result from glving

popuiaf collections special category names.

‘There are, however, considerations other than information theoretié
méaéhpesloﬁuﬁoding efficlency that are relevant to thé seléction of a
deseriptor language. A§k1ng fqr Q}l the items in a subcollectién by neme
is possible only when the ﬁgmes of‘all the documents in the subsollection
that are of interest are known. Under these circumstances the general

problem of information retrieval becomes a specisl case, and nly gonéidér~

l kations of codlng efficlency énd, perhaps, user'compatibilit& are reievant

‘eriteria for descriptor langiage deaign,

;n an ordinary libreiry search the guestioner does not know the -

neiics of the items he needs. He wants the system to supply & subcollec-
o | |

tﬁb% of items that will provide information relevant to hls query after

he fégds them. The system must go from his query or a tr&nsformation of

his qﬁéry to an appropriaste subcollection of items, even though the user

does not yet know in advance what is in this subcollection.

How cén the system do this? One approach is to ask, perhaps
implicitly, questions in advance and to search, again implicitly,:tbe
entire collcetion to find the items that contaiﬁ information releQant
to each question. The system would then have the stored answer available
whenever the same question arose. In & sizable collection it is not

feasible to ask all questions in advance. There are two reasons: filrst,



there are a large number of ways of asking essentially the same queétion;
another way of putting this point 1s that the same aunswer subcollection
would satisfy many possible question variations. Second, there are too

many posaible answers--specifically, 2n --1n any slzable system. |

i

Bach of these difficulties requirea a different approach. The

o

approach to the former -involves standardization, that is, the possible

ways of asklng esmeutially the samé.question must be restricted. This

~ solution is p?imarily & languege problem,. The approach to the latter

difficulties involves exolusion of less probable questions and thelr -
resultant answers from advance treatment. This sclution is primarily a

system design and oré\nization problem.

v B
;:\

i
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posaible? One theoretically possible method would be to have all docu-

How 15 expli#it or implicit advance treatment of questions

ments in the library hnordered, except perhaps by“author ana title, for
those searches in whlch the querier already knowu which documents he
wants. Anyone wishing to ule the library could then be asked to submit
both & copy of his qpqstion and 8 lgst of the documents he found relevant
after making his aearoh of - the Jibrary. This information could then be

stored for occasions when the same or similar questions are &eked.

Of course, this scheme is impractical, but listing some of 1its
inherent difficulties may lead to an understanding of the requirements
of én ideal descriptor-query language.
(a) There is noiassurance that any initial questioﬁer vill do a good

or thorough job in searching all the documents in the library.
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(e)

(a)

Even 1f the initihl questioner has done & perfect job at the
time he soarcued the library, there would be a lack of infor-
mation about the relevance of new accessions to the question.
Of course, new acceesiens could be re;eearcﬁed by subsequent

questioners in order to keep“the“enswer 1list up to date.

Many questions will recur imprecisely; even if the ‘state-

mgnt of the queetion 1s 1dentical, different users areulikely_
to have different meanings of iﬂtehtiens that would iafluence
which documents they oonsideredxappropriete for the answer list.

;

Thue, aven if there is & perfect and up-to-dete search performed

by the 1n1t1al queetioner, it 15 not likely to be perfect for 8

i
B

subsequent queationer.
. 1
Such a system weuld 1mpoee an unacceptable search burdeu, not
only upon initial questioners but also upon subsequent ques-
tioners, if there are a substantial number of new acquieitione.
Furthermore, the askers of somewhat unusual questions would
alvays tend-te'beqiu the role of initial Questioners, regard-
less of how long the system has been in operation. Thelr

extenslive eearch efforts would rarely be applied by subsequent

users.

.;Md;

The technigue currently used by most libraries, in order to deal with
these obJjections, is 1mplieitly to select & range of questions to be
pre-answered and then to assess the relewarnce of each accessivn--1.e,,

index it--to all these questions as it is entered into the library file.



To the extent that a document's relavihce‘to.many‘queStions can be
agssessed nearly simultaneocusly, this technique has obvious advantages
over repestedly scanning each document for each question in some sequence

of questions.

The approach of class;fying each accession for all quegtioﬁé
will deal completely only vith difficulties (a) and (b). Difficulties "
(c) and (d) will be resclved only to the extent that thé question list,
against which each &ocument i; 1mplieit1y being checked, is"sufficiently )
” extensive and to the extent that the meaning of these implicit questions

s

is sufficiently clear to the aystem users.

v

It 1s likely that none of the difficulties will ever Se resolved
completely. Even a user searohing on the besis of his cwn question is
likely to introduce inadvertent errors of both inclusion and exclusion
~on the answer 1ist 1f he is scanning a large file collection. Similar
arrors will occur when a librarian classifies & book. But additional
errors yﬁll result from the faqt that the meaning of the 1mpiicit qLes-

. tlons reflected by the classification varies from person to person.

These errors, while aften sigrificent, are not as basic a prob-
lem as the limltation on possible questions that can be answered. These
liﬁitationa are & necessary concamitant of indexing a large collection.

As has already been suggested, there are two kinds of limitations:

(e) Basic limitations on the retrieval of all 2" answers. In genersl,
no indexing scheme for a sizable collection is sufficiently artic-

ulated to allow retrieval of all possible answers without Knowing
the names of 1individual documents. .

d



(b) Secondary limitations on the acceptébility, or commuﬁicabiiity,

of a specific question formulation that does in fact correspond

to onec of the accessible answers.

The lattqr limitation dces not necessarily imply any‘changé in
thp lbgical organization of the indexing or query-descriptorJlanéuage. |
, Thoiérgblem is one of using appropriate names or labels for the‘;ndex
terﬁ&“or combinations of index terms that correspond to those of the 2°
: answ%ré'thaf the syatem is capabie o{\génerating. Of course, %he prbblem ’
is not one that can be solved merely by the Judicious selec£ioﬁ of terﬁa._
.It;igjnecessary that the questioner and the library system use fhese\terms
in essentielly the same sense. “Fﬁrthgrmore, it iﬂwnecgssarylphgp'glternatg
descriptions‘of the same answer or quggtion be ihterconJ;rtible, éipher by
. the library system or by the user. To date,.thevgnly methods of dealing
with this problem have been to provide the ﬁﬁer thh a dictionary~type
deseription of ‘the . index termé;’énxover-view of the relaﬁionship among

d . .
the terms used by the system, &hd/or a thesaurus type of referral ('"see"

and "see also") to related terms.

The problem of converting synonymous descriptions probably“cdﬁ-
not be approached by éonsidering the relative frequency of subcollection
questions. Of course, the more popul&r 8 eubcdiiection, the mafé'valuabie”

1t might be to be able to deal with alternate ways of describing it. The

problem of unaskable questions, hoﬁever, can only be approached fruitfully
from this point of view. If the system is to be insufficiently articulated
for the retrievael of all 2" possible answer collections, it seems that the

criteria (other than random exclusion based upon cost considerations) for
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deciding vhich subcollections .are no be retriévable should ultimately be
based upon the fregquency of uéer demand. Only those questions that will
rarely or never be asked should in principle be unanswerable--without
searching the entire collection--bccause of limitations in.the query

language and the acconpanying file structures and search procedures. .

Thia conclusion su@gestc that a second consideration, besides 4
the relative frequency of Qéen demand for various poasible answers; may
be 1mportant. This consideration ia the abnflute level . of"demand for a
possible answer eubccllection. "The abnolufé level of demand is readily
caloulatad from,eatimates of relative demand and the total number of -
qnestions asked. An estimate for the number of questions ma& be the '
length of time for which the collection of items will be uaed multiplled
by levels of use such as questiona per day during this interval. "As
abgolute use of the system as a whole increases, more articulate 1ndex-
ing bécomes necessary to include the relatively less frequently aeked

guestions, which now are nnked e osignificant number of times in the

systcm's lifetime. '-;’ . - _ T ' : i

Answer subcollections nhould not merely be regarded as accessible
| or'inaccéssible with & given qnnry:cnpnbilityc Even if a subcollection "
is not immediately accessible, there are degrcen of deslrability that

can be discriminated with respeét to its inaccesalbility. Thna a

‘desired answer subcollection may not be directly accessible per se, yet

it may be wholly embedded in another subcollection that is accessible

and that contains few additional items. Clearly, there is no great
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deficiency in query capability under such circumstances so‘long as the
ueer can&identify and ask for the appropriate inexact subcollection. If,
however,.the items in a desired lnaccessitle subcollection are widely
scattered--that 1s, the items cannot be obtained without searching B

number of accessible subcollectione--the situation is quite different.

This difficulty is llkely to be further complicated by the inherent

. unavailability of information about which acceseible aubcollectione

contain the items the uaer needs. Under such circumstences the user
may be reduced to searching the entire collection, or unacceptably large
parts of it, in order to obtain the needed infcrmation.“ It .might.
frultful to develop rigoreue measurss of-degres o:'inacceseibility*baEed
upon minimel and/or maximal false drops and/or misses.’ |

Such 4 measure of accessibility could be used to evaluate the

gocdnEB ~of any deacriptor acheme for any item collection. More precisely,
it could be used to measure the average (in)acceasibility for the power
%@t of items, the set of oh possible enswera, for a given deecriptor
scheme, When combined with infcrmation about relative frequencies of
the members of the possible answer set, such a measure can‘provide infor-
mation ebout the average accessibility cf items per request. One purpose
of a general theory of information retrieval is to provide an analytical

framework in which this quantity, the average accessibility per request,

can be optimized, glven a context of relevant gystem pérameters.

4.2.1.2 Factors That Govern the Criteria of Relative Importance

of Descriptors - If a large collection of documents is classified in some
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fashion, eéch document in this éolieétién'isflabeled by;one'or more

deécriptors. However, not.&ll describtors ére equéliy important; the
deletion of some would hagdly affect the retrieval processes, but the
deletion- of qthérq would be detrimehtal.f~ R

v

The unchecked proliferation of descriptors may diminish the
, ﬁsefﬁlness of a collectien‘df ddéumehts either"by lengthening tﬁé
"physical processes involved in retrieval, y confusing theé taxonomical

losic ‘of the c?lle or by aimpiy 5traying too far from the natural i ¢\w

S N

usage of terms. In any case, it 15 usually prudent to restrict the

number of new deeoriptors that ‘may &y introduced in nrder to keep the

retriaval processes near pesk erficiency. K

Uhdeﬁ auch conditions the choine and the sllocation of desorip- f
tors may be' governed by criteria of descriptor importance. In addition,.
the eriteria used in automatic indexing Drocedures mhy neceshirily lelﬁi
more towards the use of staﬁiptical iurormntion -about the collection
than ia ‘the case wvhen 1ndex1ng {s dpne manually. To(put the same ideas

differently and more strikingly,’ whan indexing is performed automatically

the governing criteria may pertain more to statistical distributions of

descriptors«amoqgfph@ documénts than to oxplicit relations between the

subject matter of a given décdment and & descriptor.

Given these premises, fhe factors thﬁt govérn the relative
importance of descriptors are:
(a) Let us suppose that a certain descriptor is never mentioned in

any of the retrievael requests. Obviously such a descriptor
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could be deleted from the coilection'without'loss. Conversely,
descriptors used with high frequencies have a high probability
ol belng important. At present, we can only speak of the
higher probability of importance since the reiation of various
factors to each other has not been formalized. 8o far ag
fregueqcy rélationsiaré concerned, & certain assymetrical
lgituation“exigts.‘ Below a certain frequency threshold the

\
frequency eonsider 1ons are- overwhelming If a ~descriptor

tf

v e = L8 not-used with- & ceftain: ﬁﬁuimum frequenuy, ‘it cannot be

rdnked high, However, the high frequency descrithrs are not
.necgssarlly importanta For example, a high frequemcy.deacriptor

may be synonymous with anothef'descﬁiptor.
[\

(b)‘ Descriptbrs are usually employed jointly. The importance of
e descripgor 1c influenced by "the company it keeps." A
deseriptor ﬁay pavg‘littlé "gctual discriminatorybpower"
vis-a-vis.deacriptors that co-ogcur in & representative \
retrieval request. For exarple; lét;us sssume that & certain
descriptor say D is used jointly with desériptors:
A1A2A3Ah
BlB?B3 M
and
ClCQC3Ck
Let us assume that the increﬁent‘of the retrieval collection
due to the delection of D 15 in each of the cases from 498 doc-

uments to 500 documents. The average "actual discrimivatory



power" of the D-descriptor is lo%.
(c) The average number of descriptors used in retrieval calls con-
taining a given deseriptor is an important indicator of the
'wofdgr 6f importance. : Nther things being equal, one may expggt
th;t ; descriptor that cb-occurs~with large numbers of othér
descriptors in retricval requesta 1a of lesser importance than
cn; that gg—océurs h few._since the absolute aumber of doc-

T e o umens exeluded. by dhe descrip&or An the latter case is. greatex.

-fwhese considerationa'dealt'witﬁ deacriptors as usedlin rétrieval
~and have to do with the ggggg; usage of aesariptors.. To distinguish’ these"
considerations from those pertaining to- the gotentia asage, the next
) set of ractors deal with tactors not diroctly related to actual usage.
* These ractors are dependent only upon the distribution of deacriptors :
among'dqcuments and not with their occurrence in retrieval callag“ \

(d) The larger the size of & document sat 5p;nnqd by a descriptor,

the gie&tar will be its ranking on the importance scale.

(e) Corresponding to the "actual discriminstory power" of a
descriptor there is the "potential diseriminatory power
.The purential discriminatory power. of a descriptor measures
the uniqueness 9f its coverage. _It is computed in the same
way as the actuél discriminatory power, except that the
descriptor combinations to be considered are not derived from.
ussge statistics., A descriptor will have potential discriminetory

pover of zero, if any retrieval request involving that descriptor
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can be replaced by a different request not inVolvimg that
descriptor with no change in the set of retrieved documents.
On the other hand, if many sets of documents can be retrieved

only as smell gubsets.ofbother retrievable sets when the

~descriptor in question is not used, then the descriptor has

high potential discriminatory power. .

A set.spanned by & descriptor may intersect sets spanned by
\Eiosely'related‘ﬂescriptors or by sets spanned by descriptors
remote from one ardother. Such characterist;eenméy be called

s measure of dispersion of a descriptor. Other things being

equal, the more'dispersed 8 descriptor is, theiless highly wilil

“it rank. This fact 1s sc because with high dispersion in ahy

particular retrieval call the higher proportion of retrieved
documents may be expected to be only marginally relevant to

"

the request.

4,2.1.3 Statistical Data Required for the Determigation of the

Order of Descriptor Importance - Unfortunately not all the factors men-

_tloned'in the prec@ding section can be conveniently measured. For some

factors the amount of bookkeeping required is close to astronomi&al. !

Therefore,: one must thke recourse to convenient substitutes that encap-

sule the essential intormetion without too much leakage and, at the same

time, reduce the requisite amount of daﬁa handling and bookkeeping.

X
k.

The important consideration that has to be kept in mind is that

detailed accounts of intradescriptor relationsﬁips cannot be kept. For
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examplie with 10,000 descriptors there are 210’090 possible combinations
or descriptors and if even .0l percent of these are active (i.e., there
are some documents that are indexed by them) the number of entries that
would have to be reta;ned is astroncmical. It is only necessary, there-

fore,  to keep track of selective data on the basis of which’ the important

intradescriptor relationships could be approximately recoustructed.

\; The most difficult problpm will consist of trying to reconstruct
the "aispersion" and the "diacriminatory power" of the descriptor set.
Tentatively, ‘the following set of parameters ;a suggested as a basls for
further study: H ‘ E? |
‘(a)‘,Toﬁalﬁﬁncumené apﬁn éf 1ndividual descriptors. N
(b) Fraqueég& of recall of individual descriptors.

(c¢) The number of 'documante spanned by & given descriptor in
company with either k descriptors where k is 1,2,...,n - 1,

(4) The document épan of an average descriptor conteined in a set
B of k of them present with a given descriptor.

(e) The frequency of recall of an average descriptor contained in
’ a et of k of them present with any given deseriptor,

(£} The number giving an overlap measure of an average desoriptor

contained in a’set of k descriptors present with a given
deseriptor, .

b.,2.1.4 Summary - In & collection of n documents, there are
27 possible subcollections if £he eﬁpty collection 1s included. In
praétice, not all 2" subcollections are equally likely to be searched
for by a user. Any descriptive scheme should be based on this fact and
designed in such a way‘that useful subcollectlions have simple.descriptions;

A query to the system selects a particular subcollection. With each

38



n— a—— - .

L4kl

4

subcélleqﬁion a measure of accessibility cad be éSBOCiBted;’ thic measuré
indicated the coﬁplexity of the query required toﬁretrieve thé‘subcollection.
Certain statlstical measures have been pre sented that could be used %o
measuxe the value of a descriptor in constructing descriptions : speclf-
ically, the concepts of "dispersion" and "discriminatory power' lare )
defined. uome of the deta that would be useful in eomputing these measd

ures have also been described.

h 2.2 (orrective Procedures for Indexing Sy;tems

4,2,2.1 General - This section. inveatigates the methods and

. feasibility of applying corrective procedures to indexing systems. A

fundamental aspect of these concepts is their ultimate adaﬁtability to
automated procedures. The first part of this discugsion presents the
basic idems of this concept; the second part develops the concept

formally.

4.2,2.2 The Taxonomy of Indexing Sy steme - Information retrieval
systems conslist of a collection of dpcumenta and seq‘of indexing rules “
and procedures forjlinkidg descriptors to.documents;i The documents in
this context refer to thé smallest enéemble of informhﬁion subject to
retrieval; these documents are considered as being indivisible. The
indexing rules and procedures theoreticall§ select descriptors th&f bear
some relation to the descriptors used by people who will interrogate the

system.

The system may accept new documents; +the documents are then

classified according to the rules and procedures of the indexing scheme
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~external taxonomy or a priord taxonomy Yy

supplied by the user.

~.of a corrective procedures dépend? The ansver to“this‘problom depends

invariance. Invariance perﬁﬁins to the & priori postulated oonstancy

T

of .the system. The system is not necessarily conmitted to the use of
cld descriptors. The indexing rules allow for the supply of new descrip-

tors with the acceptance of the new docurents by Lhevlibrary.

The user apecifies his requerts for information by writing a

”

]
sequenoe of aeceptable desoriptors in the form of a Boolean function,

that is, the descriptors are joined by OR and AND. The user s dippoai-
tion of the descriptors implies the existence of an ideal taxonomic system.

The taxonomy imposed by the indexing rules and procedures gonstitutes ano

‘A corrective prooedufe'willgcauée the external taxonomy o
evolve into the ideal taxonomy on the basis of information concerning

the adequacy‘of»the gsets of documents retrieved., This 1ﬂformation is

[

The central.problam ist On whét factors doces the functioning

upon the elucidation of the relaticn between the ideal and the externol

taxonomy. More specifieolly, the hypotnesis depends upon the concept of

I

_ between descriptors in the two taxonomies.

This dliscugsion, then, will advance the hypothesis that:

(a) The concept of relatedness of descriptors can be made numerically
precise.

(b) The concept of relatedness car serve as a hu’lding block for
more complex relationshipb between descriptors.



(¢) Some such relationships are postulated as being constant;
i.e,, these relationships remain invariant in both the
egxternal and the ideal taxonomies.

(d) The existence of such constancies forms the basis for select-
ing rules of reassigning descriptors among documents,

The remainder of this section will attempt to validate this hypothesis

) : i
and describe the: resul'tant consequences, L
S . / o

h.2.2.3 Formaiiqation of the Hypothgéis - Let dl’ d.z,.;.,dn
and Dl’ 2,...,D ve descriptors andtdocuments, reﬂpectively; For every
descriptor there corresponds a class of documents epanned bv this

Qescriptor. In set-theoretio notation this concept becomes:
[Di a(0) = &;(0)] R (1)

which may be read a8 "the set of all documents suph that descriptor di
spplies to tvhe set." To avoid cumbersome notation, the abbreviation

[(D(a)q will be used to represent the set. The number of documents oon-

“tained in aunh a set will be denoted by M. Then Mtn(d )] stands for the

number of documents contained in Uhe set sparmed by the descriptor di

In.general,‘to every ﬁsolean funétion of descriptors there cor-

responds a set of doocuments spanned by these descriptors, Therefore,

‘Wthe set of all doouments that are indexed by B(d)," becomes:
{(8(a))? | . (2)

For example,

[(D(a) A (dy Vv d5))] - Q)
is a set of all documents that have as their indices the descriptors
d, and d, or d3 or both, among others, It is clear that the following
relation holds:



[D(B(d))] = BL(D(4))] (W)
This expression signifies that the set of all documents spanned by a

Boolean functicn of descriptors is equivalent to the Boolean funetion

of sets spanned by these desv::riptm's° By analogy, tba q;xpression [a{B(D) )']

represents a set of predicgtes con'bained in the set bf documents described

by the Boolean i‘tmction B(D)

~ The relatedness of descriptoz'gs.or their Boolean functions is

{

Y .
defined as the number of dpcments contained in the intersection of
"7 olasses spanred by these descriptors or their Boolean functions divided
! $i

by the numbsr of documents spanned By,j:hq undon, Fom]iyg this defini~

tion becomes ’i o '
S M3, (D) AB O] (peerntvton 2
l <a). <d>3 W, (0(a) v a (d))] g

| A aim:\.la.r conoept of the re‘.l.ated.neus of doouments or thair Boolean fuma= ...

'td.ona is defined analogously:

| M8, (4(D)) A Z,(a0))] ”m; o
B0, 300 FEEETERETT

It is important to note that throughout this diacusu:l.on the concepts for
dasoriptora oan te. qnalogoualy applied to documahte. ‘The subsequent
developmnt, howover,v will be limlited to the relatedness of descriptnrs,

3ince tha. externai taxonomy by hypothesis does not precisely cor=
vespond to the idesl taxonomy, the distinct symbol, 8, is introduced to
represent the desoriptors of the user. These -rieacriptore are only dife
ferent insofar a.a‘ they index classes of documents that are not identical
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with the classeé of documents indexed by the descriptors of the external f
taxonomy. Thus for any descriptor or index i, [di(D)] and [5i(D)] are

not necessarily identical, even though the descriptors themselves may be

the same. The objective of corrective proceduies is to adjust the appli-
cation of descriptoré to documents so that the two sets become identical,
The correoctive “procedures may have fulfilled their task :Lf.‘the objeetive
is a.ppro:d.mated to the extent that any *vnwenm has a negligihle impact

upon the user,

[ "’ “

h.2.2.4 ‘The Basis of Correetive Procedures - Assume that all

retriaval requests oomist of single deacrip'bore. The user formulstes '
his request in terms of a de'uoriptpr 51 related ‘c.c”’the ideal i:,suqom'.m,rv 3
The system retrieves aﬂ. documents spanned by this descriptor, except
that this descriptor is d, in the external taxonomy. The user then
decldes whether the retrieved collection of documnts is sa.tisi‘actory.
The collection may not sa‘c.iefao‘oorily fulfill the user's requirements
for three reasons:
H"(a) v‘ Too many docﬂ&nents were collected,’
(B) oo few documn‘c,s were collected. ..
(e) Some documents are superfluous and.soma are missing.

The ecorrective procedures should select documents more in consonsnce

with user's needs and then effect permanent changes in the app]_:.icat.ion

of descriptors to documents,

If the system retrieves too many documents, the system may

celect a set of descriptors that are most related to the user's deseriptor
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and then remove from the retrieved set those documents spanned by the
related descriptors. Tbis method conceals a difficulty. Although a
measure for relatedness of two descriptors nas been defined§ no tech=
rique hifi*,z‘ yet been spéci.f,‘;tédio selec{; clus‘t.“ewrs 01“ most related

descriptors.

If the system retrieves too ferw docmnents, a set of descriptors
most closely related to the given descriptor is a.ssem‘bled; the set may
| be limited to a single descriptor. A Boolean function of these,descrd.p-
”tore is then constructed, and documents sparmed by the Boolean function !
i

. are re'brieved. The factors that determine the. na.ture of- nhe particular
Boolean function of deso:ip'bors mist still ve d\eﬁ.ned.

If some documsnts are sup‘erﬂuoﬁs and some are missing, ibhe

J problem may be handled as & combination of the spacific problems of too

- many or too few documents. More realistically, however, some problems “
of this type are sul generis, and specific solutions must be developed, .

M‘ter the origine.lly inadequate set of documents is deleted to
‘the satisfaction of 1rb.e ueer, the corrective procedures mumt effect
permanant. changes in ths extension of some dasoriptors so that the
denotation of the externsl and ideal descriptors approach squivalence,
The problem is ;i:.o render the sets [61(D)J and [di(D)] extensionally as
similar as possible, S:veral corrective procedures may be used:

(a) To affix the user's descriptor to all the documents and only
those documents in the acceptable retrieved set.

(b) To delete or add some desoriptors selectively from the set of
documents spanned; =zfter the process of deletion or augmentatdon.



(¢) To delete or add some descriptors selectively to the documents
that were deleted or complemented from the originally inadequate
retrieved set,

(d) To effect other descriptor changes on the document not affected

: by the processes of complementa.tion or deletion,

' 'I‘he first procedure by itself will not produce the desired tra.ns-

fqrmation until all descri.ptors have been used in retrieval pmcesses ab

- least once. This ‘prospect is uninviting for any docunent ‘collec'bmn with ..

a large nmnber of deeoriptora. Ii‘ euch pronedure vere feasible, there'» .= .

v i ]r Ten

o iI* ' l" would bd x‘io Jeaaon not *«'5}'» m the entire collection’ in the ideal tax-

onow, in the f;!.z_qat place, In ‘eedition,_ the procedure of complementing

the‘ori"giml set of doocuments heed not neeessarﬂ.lv lead to the formation
of a taxononw whose extension is 1dent:l.cal to the :Ldea.l. “Rather, the

/  process may only be an appro:d.nation; t.hat is,:a set obtained after a
series of complementations ‘may only approximate the ideal taxonomy.

‘ ‘ ) A e_losar look at the remaining thres procedures and their
inhexfen@ problems is ne'_e'eeea;ry. Consider a class of dosuments [D(di)'_l

l._ : ' sparmed by desoriptor di‘ Suppose that the user eeqﬁeste all documenis
under the descripto::. bi, a deseriptor correspending 'w'di.‘ The o‘illl.aea.;.
[n(q, )] is retrieved; :l.'b‘ does not fulfill 'bhe user's requiremente. The

| complementation prooedure results in formation of a new class [D!'(d )].

The cerrective procedure should then implement changes pertaining to the
distribution of £he remaining descriptors among documents. Mow should .“
these changes be made? Or, to rephrase this question, on what should
the infereﬁbial processes be based in order to ensure that the ideal

taxomony is approximated?
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Assume that there is no relation be’t,ween the extema.'l and the
ideal tarxonomies, In this case the first stage of the corrective pro=
sedure=~that is, the complamentati.orx of the selected set--must procsed
at random. If the taxonomy imposed upon the colléctﬁn of documents is ‘

not correlated with the texonomy implied by the user, then the relatedness

- of descriptors t.oi,one another will be of no help either in raas'gigning“

descriptors or :Ln qomplemen‘bﬂng the or:i.gj_na.‘l sets,
Tﬁé-possibility of developing correotiva procedures dspends, "

therefore, upon some & priori relatlon between the bwo taxonomic systems.

| - If such relationships exigt, then 1t must be expressible :Ln terms of the

concept of relatedness. . The relatedness of desoriptors, in one system,

 muat resemble the relatedness in the other. The concept of a relatedness

betwéuen two ‘oaxonoﬁiio systems isolates the particular invariance that

_ charaoterizes the sets of doouments designated by curtain descriptors.
Formally, an invarience exists if d;Rd, is true whenever 8,R8, is true,

where R 1s a relationship between desoriptors. There need not be some

‘u‘niversal type of i,nvaz"iancp Fresent whenever there is a resemblance

between two taxonomle syatems.‘ On the vontrary, depending upon the -
nature of the data to be retrieved, ‘the invariance between the ideal

and the _e:‘xternal taxonomy may differ.

Some formal examples may clarify the concept of invariance.
First, if a set of documents spanned by a deseriptor in one system con=-
tains another set of documents spanned by another des¢riptor and if this

condition implies the same cenditien fur the c~rresponding descriptors
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tha.t are rela.ted to each other as followss

in the other system, then the invariance might be called nested invariance.

Tormally:
[D(d )1 = [p(4,)] = [D(6 )12 [D(Gkﬂ | (7

_where - indicates "implies ," and 2 indicates set :anlus-u on,

In a second sxample the most closely related descriptors in one

sjfstem are also most closely related 1n"ano+.her. To re'present this type

of 1nva.riance i‘omaJJ.y, let ( d ) be an. ordered pa.ir of descriptors -

REL(), (401 = M BG4, (4] (Bor sl ) (8

If then (di’ d ) - (61, 8 J) , the relationship of boing most closely

related is preserved
I o . o

The third example replaces MAX by MIN to obtain an invariance
of being the least closely related descriptor. In splte o:t‘ ’che i‘ormal

similarity between the most and least closely related condit:l.ons , there |
is a formidable practical d:ifference. The most closely related condi-
tlon preserves an inivariance between & deceriptor and a dggcriptor; the -
least closely related condition preserves an invariance between a descrip=-

tor and a class of descriptors.

As a fourth example the concept of most closeiy related descrip-
tors may be applied to chains of descriptors. In such a relationship ons
deseriptor leads to another to form an associative chain. There are many
non-equivalent ways of i‘ormula.ting the conditions for the existence of
such & chain. One is to let < 4y, dyseeeyd > be an associative chain of

L7



nt® ordur. Then this chain is defined as:

(a) The set [dl’ d2’°°"dn] of descriptors comprised in the chain

contains each element except the first and the last only once,

(b) The first element appears twice; it is also the last element.
‘ The first and last elements are linked to complete ’ohe chain,

(c) Each element ‘except the first determines its successor by
selecting the second most related desoriptor, The first
deseriptor determiines its siuccessor by selecting :Lta most -
related neigh'bor. ‘

Then, 1if every associative//chain of nif order in one taxdnomic' system
‘oorres_ponds" t0 a cha:.n in anothsr, & chéin invariance of- & oxder

i
- exlists, The elemen'op in one chain correspond to the elements in the

o-bher, but not necessarily in 'bhe game order.

There are a number o:f.' additional possible rela.‘o:l.onships that
remain :ana.z‘ian-b. The problem is to select those that realistically
§ rela.te to the propqrbiea, of da-babstmctures and their associa,te?. index=
) ing ayatérﬁs‘. - ' o . “

1 these invariances exist, formal rules for reassigning the -
desoriptors may be deduced., The concept of invariance places a strong
constraint upon the typé of admissible riles that can l'lll'.se formilated.

There is also a relation between the invarisnces and the nature of the
oonvergence and efficiency sriteria imposed upon the correctlve procedures.
The important question is: Given a specilfic form of invariance and the
appropriate rules for complementing sets and for reassigning descripiors,
how mmy quaries must elapse before the external taxonomy approximates

the ideal? (Approximation i.:l"x this sense may mean either the probability
of obtaining a set that is too small or too large by a spacified margin,)

18



A comparison between -ocne typé of invariance and another now
becomes possible. These invariances that result in a quick convergence
of the correotlve proceduies are desirable. Conversely, it is possible
to 1nvest1gatre the suitability of rules for oomplemen‘b:.ng and reassigning

‘ descmptors by keeping a Aset of invariant relationships constant. All

these problems can be investigated mathematically.

~ h.,2.2,5 Summary - There is an inherent problem in acoomodating ‘

" " the. descriptors selected for a set of documents by indeking rules to the
descriptors used by the user of a eystem} This bpli'.oblem is related to

the extensiona.l difference in the denotation of descr:l.ptors or words :'m : v
an external.and an ideal taxonomv. This discussion described methods

for developing corrective procedures, which could be applied automatica.'l.‘l.y,

“to relate the external to the ideal )/‘_oaxonom. The basis for developing

the inferential rules for these procedures is the concept of invariance.

4.3  ASSIGNMENT OF DESCRIFIORS TO DOCUMENTS

The major work performed on the ‘agsignment of deeoriptions to doouments
has Leen on the development of automa'bic indexing methods based on olue
‘words. The approach assumes that an initia.l sat of ca‘cegories has been
‘set up by a group of human experts and ths’t there is availab.l.e a test
body of docurents that can be used to extract the basie rnrameters used
in automatic indexing. The basic thesis of this approach is that the
occurrence of certain words in a document indicates the correct categoriza.—-‘ "
tion of that document; i.e., the descriptor most appropriate to it. A

variation on this approach is the use of game-theoretic methods to find ‘

Lo



those ciue words that moximize the probability of correct classifiéation;
using this approach, the choice of clue words detérmines the choice of a

classification algorithm.

The description assigned i.o a document need not be composed ?bf

descriptors in the usugl sense. Ag.t.omatic abstracting provides lza. tech-

nique for generating more logically complex doémnent dea‘cri‘ptioiia'; the
deacriptive language in this case has all the richness of human 1anguage.

il
/
i

h 31 In.format:l.on 'l‘heoretioal Methods of Document Qat.egorization -

This seetion presents soma applications of information theow to ths ,/
problem of document classification or ca.'begorization. Gritema for a

-good categorizer are preaented, and va.rious information oheorl)tioal

i

measures that measure the goodness of oategorizers are e@fa.m:mled. ’”

| The problem of doocument categorization is ‘the problem o..f“ seleo'oing
from a set of posaible categories those oatégories to wﬁich & docwnen*}l'/
may belong. This selection would have bo be tased upon qertain c,.ues
or indications found in the document ‘itself, Thus 4 &8s Maron ruu has
gstated, the problem of qgtego;‘i_zaﬁion oan be diviZed into tv6 parta;
the selection of certein rolevi.n-b aspects of a dooumént ggfﬁluea toward
classi_i’:\.aa.tion; and the use of thes¢ clues .'bo prediet the proper cat-
egory to which the document belongs. Once the method of classification

has been defined, then the procedures could be automated.

Many authors [3, L, 8, 16, Lk, 54, 67] have felt that the occurrence
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of certain words in a document provided excellent indications of the
category to which that document belonged

Based upon word occurrence
statistics, document categories would be predicted automaticaily,

atical This
approach is also developed here, but certain information ﬁheoretical

B

techniques are applied”%hat do not appear to have been appmied elsevhere.

This approach assumes that a group or fuman experts will initially

classify a number.of documents into a glven set of categorles. A basic
assumption is that’ all categories that receive one or ‘more documents will

.be retained as permanent categuries, which will be the onky cate;ories
used in the future.

Another asaumption is that the number of documents
initially classified by experts is largp snough so thet the statistlos

of this group may be assumed to reflect the. statistics of the body of
documents that may later be automatically ocategorized.

’;n“othor,words,
relative frequencles of cabegobization obtained from the initial group

' will be used as the probabilities of categorization of the larger group.
W!' :

«' 1}
k1.3, 1 1 Basle Approach o Automatio Classification UsiggﬁWbrd
Ocourrence Information " '

4.3.1,1,1 Criteria for Selecting Predictors - It is expected

that the occurrence of certain words in a document indicates the cate-
gorization of that document.

It follows that one of the eriteria for
‘ selecting a particular word to predict categories is that its occurrence
ln documents be strongly correlated with the appearance of those docu-

ments in a particular category--for those documents that were 1nitially
classified., I
|

In other words, a word that appears in every document of a
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particular category and appears in no document of any other category
seems to be an ideal predictor of that category. In practice there may
be few of these ideal predictors; that it is necessary to look for

words for which occurrence in a iocument means a particular category .

© for that document is much more likely t.ha.n any other category. . )

This criterion would be sufficient for choosing indicator words

if the distribﬁtion of documents in.the categories'wez‘e uniform. In

pra,p-b:.ce ’ 'bhis condi'bion would generally hot be the case; .some ce.tegp ‘*
would have many more docurents than others. Then a word 'b)&ét wguld seem - -
to be an exoel‘Len‘b ind:l.oator might be found to supply no r.‘!ore infoma.t:l.on
than the totel distribution of documents supplied. 'I.’hubE ;%fﬁhe\,occurrenoe
of the good indicator word in documents must ﬂot only bej/strongly CoT=
related with the classification éi‘ these documents in one particular
category, but the distribution of documents éon'ba.ining this word must

also markedly differ from the distribution of all the documents,

4i3.1,1.2 Mathematlical Statement of the Problem = The problen

can now be expressed mathematically: Given N docmnents claas:Lf:l.ed into
c .‘) categories, where J = 1,.sspk. The vocabulary of the N documents
contains m words, W, 1 = L,00uym. Word W, occurs in N; documents, and

n, P of thess documents fall into ceategory CJ.
Let:

p{C ;}) = the probablility that a document falls into category C 3

*The clasgification of a document into two or more categories is counted
as the classificatlion into one category each of two or more documents.
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P

F{Hi

each ca.tegory, i.e., the sma.'l.lest possible p g " 1/N., If there were no

p(C |W ) = the probabi]:lty that a document with the word W
falls into category GC,. 3 1

Then: p(Cj) =Py " nj/l\! | (9)

&nds | p(lewi) = PiJ = nij/Ni ‘ : | N \ ‘ (10)

The ‘following relationships hold by definition:

? Ny Ny
;:) 5 " 312 pi;) 1

It haa been uaumad that there exists at :Leaat one d.omnt in
l

j//

_documents in a category Cqs then p, would be zero; consequently all the

"pie would be zero. Such & category would be of no use and would be dis=

carded. Having at least one document in each ca.tég‘ory also implies that
. k=1 . -

k < N, and that the largest possible p:l =1 - - ‘for there are k = 1

cgfegories'tha.t would have to have the minimum p y° Therefore:

%'Spj‘sl-—-n—k'l

(12)
and: 0 ‘pij s o

L.3.2.1,3 Definitions of Measures of Goodness - The non-

correlation of word occurrence and category or the uncertainty of cat~-

egory, glven the occurrence of a word Wi, can be expressed by Shannon's

formula for entropy:

By = H(C,|W,) = -?pij log p 4 - (13)
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Thus a good incicator word would have a low H,. But is this word
supplying more information than the total document diqtrj.bumion? Maron
suggests & measure: ' )

R ALEE I @

werer . H =T(0)) = -Tpyleg (18),

‘H is eii’ninly the uncertainty of categorizetion when no word ocourrences

‘a.'fe lmo'vm, t}mt is, H is the entropy of the a Briori distribution of

. au of ‘ohe db*uments.

~ This rasure, however, does not seem e.dequa'oe. Difﬁoulty
7 arises when the a g_ o 4 are unequal and have the same nmnerical.
i
Ml 0, which indicates a poor predictor; bub Wi may actually be a
good predictor in terms of the given oriteria., The example in Figure 2
inuatra.tes this dii‘fioulty\. Clearly H = Hr and Ml = 0 in Flgure 2, bu‘t.

/ value as the pij of different categories, In this case, H = H, and

w :La a good predictor and suppliea a great deal of information,
/

i

More effective meiﬂaurea of the adequacy oi‘ an indicator word
oan be based on a rela.tive; entropy function of the type found in
Watanabe [84]., This func: lt.:l.on is similar to the previous entropy func-
tiohs, but it accounts fq,r the a priorl probabilities directly. The

relative entropy, S,, is _;’ll defined by:

i’
Py
5, = ..;(lewi) = ); Py g log 353 (16)

where A is a positive constant chosen to kae‘p S N non-negative. A should

be chosen such that A = 1/pe, where p, < Py for all J, so that 5, . = 0.
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This oondition means that k € A € N, ‘gince 1/N € pey £ 1/k,

Before these measures are defined and examined, one more entropy

funotion muat be defined:

HR--gpdlogpd/A-H*rlogA

o))

Three possible measures will now be defined, in addition to the measure

Ml that Maron has suggested.
M =H- H:L ‘ (Maron's measure)

Yy =H -85
My H, -8

M, = log A - S,
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Nows

M2=H-Hi-§:pijlogpj-logﬁ.

M,=H~-H ~%p,,6 logp, = + log A
3 gy 17" W f (19)

Py )
The new M2 and M3 are similar to Ml, ‘except for a cross-term that relatee
- the P, ] and the———pﬁ—., Hh also has this- eross=text. - H3 is simply M,z».wi—th-

h./'z:pid logpj-H --?}:1:',_,"‘,i log—i

the constant term missing. The behavior of these messurea of goodness
- . : I : .
and the various entropy functions are developed in Append:ur. A, Sectlon 9.1.

b 3. 1.1 Evalunt:!.on of the Measures - Measure M, was shown to
" be :!mdequate , 8ince i’h may erroneously indicate that a good predictor

is a bad prediotzo:;( -In addition, Mlom assume negative values. “2 oan
also assums negative values, which may make it inconverdent to use. My
is also inconvenient to caloulate, since it requires the caloulation ';o‘r

P
two sums, T Py log py and Pyy log .H., and since t‘ne last summation
- J J J :

!
i

_u.'l-.go includes s division operation. ?oquiroe the oalculation of these
al.me suns, although i'o is aughtly mor'e conwnien-b to use sinoe MB is
always pog:!._tive. Ml, Mz, and M3 have fairly complex expressions for

m&m and minima; MJ. and M2 becoms nagative and H3 never reaches zero,

Mh’ on the other hand, is alvg.ys positive, has a simple expression for

the maximum, has a zero minimum, snd is easier to calculate than the others,

An additional argument in favor of Mh is that it can be Justified
on the basis of more fundamemisl definitions of information. This



justification can proceed in either of two ways; oun Uths basis of
probabilities or on the basis of entropies. In eltbher case, Mh can be
shown to be the amount of information provided by the occurrence of word

i in a document, The proofs are given in Appendix B, Section 9.2.

It seems ciear, then, that Mh 1s the best measure oi‘ the group,
both in terms of ease of calculation and in terms of theoretieal
Justification. For these reasons, it wlll be adopted as one of the two
‘baéic ﬁeaéurea for category predicfion; since there is a different Mh
‘fo,r_ each word, the notdtion M, will be used inspgaj}d o;‘ VI-I,4 to indicate
the dependence of the ‘meaaure on the particular word being considered,

" 4.3.1.1.5 Mathematical Expression of Predictor Criteria - The

correlation of the ocourrence of an indicator word in a document and the

classification 6f that decument in a particular category would be meag-

ured by H:\.'
Hi - . ? pi.‘) log Pyy (0 = H, € log k) (?0)
A low Hi indiocates a good predictor; a high H:L’ a bad predictor.

A measure that also accounts for the a priori distribution of
documents and indicates how much rore information the predictor supplies
than this distribution is M,.

b
Py
Mi-}j:pij 1ogf5-1 (o sMis-log pe) (21)

A < p = 1/k)
A high Mi indicates a good predictor; =a.low M., a bad one. Both of

these measures must be taken into account when choosing indicator words,
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h.3.1.1.6 Predictors - On the basis of these mathematicel
criteria, it is now possible to select clues or predictors. A word that
has a high value for Mi and a low wvalue for H:L will be selected. The
cutoff point for these functions for good predictors mst be de‘bemihed
exporinentally. It is difficult to say bow high a value for M, or how

low a vaiue for F:L is actually needed for a good predictor without empir~

iecal vériﬁca"@inn,. P

A

Not only can a:l.ngié Words be used as predictors, but word pairs,
word triplets, and higher word combinatlons can alse be used with an |
expected improvement in predioction, m.‘fv‘nathemabﬁ:!.cs vfor these' cases .{s
easen’oia.lly the same; +the only difference is that the oocourrence of
word paixr [W_ W] or word triplet [W_W, W] is considered instead of
the single word Wi. These word pairs and word triplets can bes ranked
together with single words on ihe same scale, and their effectiveness

as predictors can then be compared.

4.3.1,1,7 Application of Clues to Predioting Categories - Once

the significant predictors have been determined, it is possible to obsain
tha probability that a document appears in a category on the basis of
those predictors, This probability is:

p(leWa w-beoooo) : (22)

Maron gives an approximation to this probability. In general,
this approximation would require a great deal of caleculation. One way

of approximating the probability would be to take the weighted average
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of the cabegory probabilities using esach of the most significant indicator
words. Other fumctions of these words might also approximate the proba-
bility. Thus, in general, the predicted category would be some funection
of the category probabilities for each of the worgle. Methods for deter-

~mining suitable functlons of this kind should be investigated.

4.3.1,1.8 Modification of Categories - Implied in this discussion

are criteria for modifying and combining categories to get better clasgi-~
fication, Wha'b ie needed :Lé a set of categories that would bé strongly
correlated with word occurrence and that would yisld approx:i.tna.tely equal
a priori category probabilities. In this way, there would be words with
high Mi and low Hi. In fact, these two measures would then be almost

the same; for if p, = 1/k for all j, then:

M:L'gpi:j log pi:j + log lc-logk-Hi ‘ (23)

‘Thus in equalizing the categoriss, if for some W, 4o ¥ 1is high and there

exists at least one such Wi for each category, then the classification

would be a good one,

4.3.1.2 Extension of Concepts to Include Word Frequency Infor-

M ~ There are several ways in which word frequincy information can

be taken into account to determine good predictors of document categories.
The first two methods use absolute values of word occurrence in a document,
while the bhird method uses relative word frequency in a document to

obtain more information.
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1.3.1.2.1 Additional Definition - Let:

N = the tobal number of documents in the initial group.
N, = the number of documents in which word Wi ocecurs.,
Ni(x) = the number of documents in which word Wi occurs x bimes.

n, = the number of documents in category C 3

3
= the number of docmnen‘bs in category G, which have
o
A word wi d
n, (x) = the number of documents in category C 3 which have
3‘ word Wi x times. _ o
, . LR
Nows = N
Ni‘ - E Ni(x)
n L wE ) ®)
a3 x 1)

In addition to the probabilitles P 3 ‘and P;]’ the following prob-
abllities oan be defined, Let: '
p = the probabllity that a document contains word Wi.

pi(x) » the probability that a document contains word Wi
% timas,

Py (x) = the probability that a dooument oonta:!.n:l.ng word
W:L % times falls into category Gd.

p(0 3 Wy } = the joint probability that a dooument is in cat-
egory C 3 and contains word Wi

plC 3 oWy (x)] = the joint probability that a document is in cat-
egory Cj and contains word W x times,

Then the probabilities can be approximated as follows:

N,
= XL
P 5T

n
Py "y

(25)
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Of couige:

n
Py 4 "NH

1

N, (x)
pi(x) = _.i.:N._

» n, (=)
pi:](x) = Wi%ﬂ'

L

p(c_j’wi) = 311%1

n 4 (x)
ploW, (1)) = H—

p, "L pi(x)
X

- ~ (26)
p(CysHy) = 3 plCy,W, (x)]
and pij(x) is related to Py by the expression;
B py4(x) N, (x)
X (27)

(a)

Piy " T YN
oM

h.3.1.2.2 Derivation of Measures

Method 1 ~ The meagures H:L and Mi can easily be generalized to
inelude frequency :ini‘ormation by considering word W:'L accurying
x and only x times_ in a document as a clue. Then, instead of
uging P; j in H; and Ml , & new probability Py (») can be used.

TWo new measures, Hi(x) and Mi(x) , can nuv be defined:
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Hi(x) :

il
i
s M
T

55 (%) log py 4(x) 1
(28)
M, (x) = g Py y(*) log‘-i—‘;——

With these measures; the effectiveness of word W:L as a predictor,
when it occurs x times in a document, can be evaluated. As

before, Hi'(x) must be low and Mi(x) must be high for a good

The average effectiveness of a word Wi a3 a predictor can be

measured by:

() = (B (), |
_ (29)

M, (x) = (M (x)),
where (£(z)), denotes the probebilistically welghted average |
value of the funotion f over its domain, Then, on the basis
of Equatiﬁns (25) and (26), it follows thats

— Tpx) K - ,

By () = Sy (30)

X

andj

%) = = 3= 53 500, ()] Jog py () (31)

Similarlys
;15 py (%) M (x)
Mi(x) = T Pi-(;cT—- (32)

k.8
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Buts
M, (x) + H (x) = - 1; pi:J(X) log Py (33)

therefore;

atp——

(M, (x) + H, (x)), = Mi(x)iz + H, (x)

) )
- - 5;3 ;: PLCy,W, (x)] log p,
TR Pt log,% .

.and, by substituting Equa;b:i.on (25);

M (x) + Hy (x) = - 3:: P4 108 2y | (3‘,5,)
Buts | S
BT TRy Toe ny | 68
therefore;
N0 +H(x) =W, v H | (37)

(b) Method 2 - This method is similar to Method 1. Instead of ocon=
siderihg that a word occurs exactly x times in a dooument, this
mothod considers that a word ocuurs be'bween: X, and x, times in

a document. In other words, word frequency information is
grouped in intervals of frequency of occurrence, Br' For example,

the frequency intervals might be 1-5 times, 6-10 times, etc.
New probabilities must be introduced. Iet:

p;(B,) = the probability that a document contains word
Wi x times, where x is in interval B
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Py (B ) = the probability that a document containing word
W x times falls into category C 5 where x ig

:'L.n interval Br‘

plC 3 ,'Wi(Br)'] the joint probability that a document is in
. category C 3 and coutains word wi X times, where

x is in interval B .

Now the probabilitles can be expressed ass

Pi(Br) = < 2 Br Pi(x) . b
e

. E B pid(x) Ni(x)
pij(Br)_ - xjga RS

f (38)

I B Ptoaywi(x)] p

x €
) | .
y

™ ens
-

X

Then, following Method 1 and Equation (28), expressions may be |

written for H, (B,) a.nd'ul(nr). |

B (8,) = - §P13(Br) log py 4(B,,)

'(B ) (39)
D

¥, (B,) = §1 Py 4(B,) log —-J—ipj z

2

Hj.(Br) should be low and Mi(Br) should be high for a good

pradictor.

Another set of functions that measure the effectiveness of word

Wi as a prodictor, when W ; ocours X times and x is in interval
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B, can be obtained by taking the average values of Hi(x) and

Mi (x) over the interval Br° The average effectivensss is meas-

ured by:

H, (x,r) = CH (%)), €B, "f o
o :j , R (L)
M, (x,7) = (1 (), ¢ B,

Then, by using Equation (33) as in Method 1:
“ ; T  p,(x) p,(x) logp
x €8 ] ’i;} 08 Py

(Hi(x) + Mi(?@) >x € Br " - ™ '—r . pi('x)
x € Br

. .
LI m g p[OJ,W:,'(Br)] 108 p,j
" Try(B,) lee B

Buts
By *+ ¥ (B,) = ~ 33 Py 4(By) log p, - (k2)

therefore;

Hi(Bf) + M:L(Br) - (Hi(x) + Mi(x))x €B,

- H.l(x,r) + Mi(xar’) : (h3)

If this quantity [H‘i(Br) + Mi(Br)'_] is averaged over all r, then
by the proof outlined for Method 1:
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(e)

2, = B
Hi + r‘[i Hj.(x) + Mi(x)

It

B (8,) + ¥ (8,)

(1 (eym) Yy, + (U, (5,0, : (L)

it

Thus the sum of the avérages of the two measures remains constant
dand is independent of the size of the intsrvals or frequency of

occurrence.

Method 3 - This method considers the mumber of times a word

appears :Ln a dooumont in relation to the total mmber of words
in a document as a oluef Using '-bhis mlatiw‘ﬁequemy infor-
m‘oion‘ as clues should provide even better category prediction

than word occurrence or simple word frequency information,

Let £ be the relative frequency of a word in a dbcument;’ the
relatlve freqnency ls 't}he_':rat.:!o of the mumber of ocourrences of
the word in the dooument %o the total muber of words in the
document. Let f, be an interval of relative ‘i‘reqmncies,ﬁkwnere
the interval i defined by the limits £, and £,. Then, Py (£,)
is simply the probability of word Wi ocourring in a dooument
with a relative frequency in the interval f , and Py (il'a) is
the probability that a document falls in category C 3 gliven
that the document contalrs word W, with a relative frequency

i
within the interval fs.

The probabilities pi(i‘ S) and Py j (fs) arc approximated by:



N.(£))

. 1's8
pl(fs) - N

L5
; (15)

ng (£
Pyy{fy) = Nigfj'

whgre ‘I\‘S:L(i'q) is the number of docvments containing word Wi with
a relative frequency within the interval £, and Dy y (fB) is the
nurber of documents in category C 3 contalning word W, with a

i
relative frequency within the interval i‘s.

Following the previous analyses, expressions for Hi(.t‘s) and
M, (£,) can be written: _,
H(£f) = - 75‘ Py4(fg) log py,(£,)
(L46)
i Py 4 (£y)
M (E) = B oy, (2,) 0g K

By analogy to the proofs developed for Methods 1 and 2, Mi(fa) +

Hi(fn) can be caloulated where:

H:!.(fs) B <H1(fa)>s

(L7)
M, (£,) = (M (£,))
Since, as compared to Equation (33):
M, (£)) + H(£,) = - ? Py 3(fg) Log py (48)

then;
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<Mi(fs) * H:i.(fs)>s Mi(fs) ¥ Hi(fs)

= =% P.. 1Og P
j i J
= Mi + 'Hi ()-1-9)
Therefore, as before:
M () + B (£) =My +H (50)

One of the major experimental problems is the proper selection
of frequency intemlsi to evaluate, For some:.areas of the rela-
tive frequency spectrum a small change in in'berva.l size might
lead to & large change in effectivex;ws 3 i‘pr other areas.of
tﬁé spectrum, howevér, changing the interval might have a neg-

ligible effect on effectiveness, These intervals will in gen=-

eral not be uniform over the spectrum and will be different for
each word. Although this seleo;bion and evaluation appears dife-

fioult, 1t will lead fo better category prediction.

h.3.1.2.3 Improvement in Effectivensss - We have previouslj

defined and used measures to indicate the improvement in effectiveness

of prediction using word or word frequency information rather than simple
category statistics alone. Instead of evaluating word frequency infor~
mation with respect to simple category statistics, this information may
be evaluated with respect to word occurrence iniormation., This new meas-
ure would indicate how much more information the word frequency informa-
tion supplied than the word occurrence information. Call this measure

Mia(x) whare
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P, 4 (%)
}400) = % By ) dog 1~ (51)
Now:

but this relationship does not seem very meaningful. The important

 relationships would relate M, (x) with I, (x) and M,. Consider the

quantity Mi(x) - Mi;(x). Nowt

T : p () By ()
ﬁi(x) - M._u(?t“) - § Py 4(x) log —-%3—— - ':33 Py 4(x) Log —1%?3—

P
"= I pyy(x) log 53*1 | | (53)
o J
Let us now take the average of this quantity over x. Then:

P,
L py(x) T py(x) log 33-1

(M, (x) = My, (), = & de 5 (=)
x
where
pi(x) = th; %m:?ility that a dooument contains word Wi
Now: |
E py () - p, and T py(x) pyyx) = p(Cy,H,) (55)
where

= the probabllity that a document contains woxd Wi,

P
i and

p(C 3 ,‘Ii) = the joint probability that a document is in cate-
gory C j and contains word Wi.
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Thus ¢

\ 7 By

() = Mg ()Y, = 5= B p(00,) dog 531 (56)
But;

p(C ’Wi') 1)
Thens ‘ .

| . |

(M, (=) - 4, (), = T pyy log P_? - M, | (58)

Tharefore;
| M, (x) = My (=)D = M, (x) =2, (x) = (59)

Now Mi is a measure of the information tha-f, Wi supplies about

the categorization. In addition,

— P, 4(%) P(CyW, (x))
My (x) = (log —1%3——;,,, = (Log —pi-i;yi-ﬁ—;, ) (60)

where

P(Cy5Hy (x)) = the Joint probabllity that a dooument is in
- category C j and contains word W:L x times,

Mi(x) closely resembles an information function, and is a mees=
ure of the average information that Wi occourring x times suppliss about

the categorization. Now:

Py 5 (x) p(C,,W, (x))
My, (x) = (log —%—-),c, 5 = (Lo —q}mﬁ—kgj (62)

Mia(x) then represents the average information that Wi occurring

X times supplies about the categorization; knowing that the document



contains wi at least once, i,e., Mia(x) represents the average Information

that word frequency information supplies above the word occurrence infor-

mation. Thas the equatlons

e Jaen

M (x) = My o+ My (x) | L (62)
can be expressed verbally as followss
- : . \ (. :
Average information W Information about C 3 Average information
about C 5 supplied | = | supplied by word oc=- |- about C 3 supplied
by word 1‘reqnahoy | = ) currence :Lnfome.tion.L + <'by word i‘requehoy
information. ; information when
' word occurrence is
k ) L ) } klmmm.

This equation satisfies cur intultive notions about information and the
additivity of information. The equation justifies to some >e:cbent the
choice of the particular information measares M, M_L(x) , and M, (x).

In a gimiler manner, the equation for the relative frequency

case ocan be deveioped. Therefore;

M (2,) = M (£) + 4, ()

where i‘s indicates an interval of relative frequencies,

4.3.2 Game-Theoretic Aspects of Clue Word Selection - The motivation

for the work deseribed in this sectlion arose from a consideration of the
role of clue word selection in an operational document classification

gystem. In such a system, the problt'ym is to optimize the probablility of
correct classification; among the parameters that can be varied are the

number of clue words chosen, the particular algorithm used for employing

7L
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these words, and the particular words used. The principal constraints
are the cost ¢* processing and the amount of information available about
the relationship of the c¢lue words to categories., The information-
+theoretic approach described in the previouvs feports presents a method
of ranking clue words relative to each other in terms of infd&mxation-
theoretic measures. The game~-theoretic approach yields somewhat more
specific adviece on how to ehoo§'§ clue words, but the necessary data for
the cholce seems to he fﬁr mnre',"-5 obscutre. The best one would hope for
would be a ga.me-‘théoretic ju.étif{‘ication of the information-theoretic
measures, in which a maximum pa&oi‘i‘ would be achieved by maximizing (or
ninimizing) a funotion whose arguments are information-theoretic measures,
In an a.ttampt to achisve this goal we have analyzed a number of specifis

cases, which are described below,

L.3.2,1 The Approach ~ Consider the classification problem to
be & two-person game in which nature is one of the players. Further
consider that the probahility that naturs is in a particular state in
this game is known., There are a number of acts that the player may
perform and assoclated with each act, for each particular state of
nagure, thera is a certain utility. Iet:

State C j = the dooument is in category J
Act A r " put the document into category r

Utility w,,

Thus we have a k x k utility matrix of the following form:

= the utility of act Ar when nature is in state C 3

72



i
]
5
3

Ay |Upy Voo o e e Uy

» 'S . . s e I

Mel¥a e ¢ W

Let p(Cy) be the probabllity that nature is in state C ; (nature plays

a mixed strategy, playing C, with probability p(c“;])). Then the utility

J
of act A, U(A ), can be written:

u(a,) = 3; p(C )y | | (64)

Utilitles would be calculated for each act, and the act with the highsst

utility performed.

Consider a further addition to our modsl. Before we chose an
act, we are pgmitted to perform an experimnﬁ e which has oubtcomes 91'
Conslder also that we have determined statistically the pr'_obabili'biea of
the states of nature when the outcome §, has ccourred. These probabilitles,
written p(C d' 91) , might have to be determined using Bayes' rule and the
probabilities p(91|c .‘)) , Wwhich are generally more easily available (or
deducible)., Then:

p(eiIC ) p(C,)
p(Cy &) =55 A LARECA (65)
n

The utility of act Ar, given that the experiment e has had an outicome
ei is now:

Ul | 8,) = )j p(cj | ei)urj (66)
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These remarks mway 'ré‘ua related to the clagsification problem if
we consider the experiment e to be the scanning of a document hunting for
a clue word. If the first clue word we f£find is wi, then the outwome of
the experiment is 91' In this case, the utility u, 3 is unity if r = ,j,
i.e.,, if the selected category r is the same as the correct oategoryl:j, |
and O otherwise, In other words,

Uy " By B (67)
where & 1s the Krc_omcke‘r delta funoction. We then have _
Uyl ey) = 2(C4|8) S (e

We want to pick the value of U(A .‘!I 91) that is maxirum for a
glven 91' This is:

M;x Uk, |6,) - Msx p(Cy] ;) (69)

h.3;2;2 Maximization of Correct Classification - Consider a

classification procedure based on two experiments Y and €& & chacks

to ses if, word W:L is present in a dooument and D chacks to sea if word

W2 is present. This procedure is representad in Figure 3, For each of

the four possible outoomes we get a set of probabllities, {p(c 3 |wlw2)},

1 1 1 v ‘
{p(c jlwlwa)}, {p(cjmlw2 )}, and {p(C‘_j |wlw2)}, where W, indicates the
absence of word W:L' In accordance with thls procedure, we would choose
those categories which have the highest probability of each set,

Lot us now group the documents we are trying to classify on the
basis of these experiments. In group 1, where Wl and W2 are present,
there are on the average the fraction pmlwz) of the total number of
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ag-choose C_:

{p(cj|W1W2)}

no=-choose C

Ul Is Wl presant?

¢ " Is Wa present?
qhooae A, such that @ p(cr|wlw2) n rm;x p(C 3'“1“2)
t t
@ P(Gg[WyHy) = i p(.cydlwlwz)
! t
@ p(Cy |WyW,) = m.;.x p(Cy{WW,)

@ p(cv|WiW;) " e p(CjIW;_Wé)

FIGURE 3. A Decision Procedure for Category Selection

documents. If, for avery document in this group we perform Ar, we will

correctly ~lassify the fraction p(cr|wlw2) of this group. Thus the total
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fraction of correctly classified documents is, on the average:
1 !
G = p(C |WW,) p(WW,) + p(Cg [WW,) p(W,w,)

1 1 LYy o, o,
o+ p(ct|w1w2) p(W W,) + p(Cv|W1W2) p(Wy Wy }

1 L] 1!
= p(C W, W,) + p(CW,W,) + p(CW,W,) + p(C W, W) (70)

' But Ar, As , etc., are optimal and so the conditional probabilities are
the maxima, Then:

G, = m;x p(C,H W, ) + m?x p(OJWlWé) * m;x p(OJWiWa)
11
+ m;x n(cjwlwg) ()
In general if {"'i] represents the set of outcomes,
G " ’f m;x p(0,ay) (72)

Then we want to choose our experiments‘ such that the outcomes lead %o
a maximum valus of Go. '

Let ths series of experiments U LUYIEEY N assoclated with clue
words Wy, Wy, eee,W, be called the experiment g. Let the possible outoomes
of this experiment be designated [a,i} s before. If we take different
combinations of words, we will generate an assoclated set of experiments
{a}. Lebt y be all posslble sxperiments we can generate in this manner,
Then:

G = max ¥ max p(C.a,) (73)
omax aty 1 J o)

In general it would be very difficuit to find the best set of

words, for every set would have to be examined. This procedure is
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clearly different from ths information-theoretical methods and in pencral
may lcad to somewhat different results. What the differences are and
why they occur should be investigated, but it might be possible to derive
the ini‘o‘rmat‘ion theoretic formulae from the game theoretic approach if

appropriate utility values are used.

4.3.2,3 Departures from the Tdeal Procedure ~ In the previous

analysis we have assumed that all of the conditional statistics were
obtainable. This conditlon may not be the case, however., Only a partial
set of conditlonal probabilities may be obtainable, or it may not be
practical to obtain them, It may also be lmpractical to perform the
complete set of experiments on all documents,

4.3.2,3.1 Simplifying the Choice Rule - Consider the follewing

example, in which documents having W, are not tested for W, (see Figure L).
Then the decislon procedure would be similar to the first case, and we

would obtain the total fruetlon of correctly classified documents for the

optimal procedurs, G2 o!

Gy ™ m;-x p(O4Hy) + max p(c;jW:I'.WZ) + max p(GJWiWé) (74)

The degradation in result caused by not testing all documents
for W2 is Go w (}20:

Gy = Ogo = max p(CW.W,) + e B(0,WyWy) = rax p(CyHy)  (75)

Ji2

The maximum of G, would be found by trying all possible word combina-

20
tions as in the first case. If the reason for not performing the W2
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no

> {p(o, )}

& — {(o(c, ¥}

no

> {p(c ﬂwiwé)}

il
|

& - Is Wl present?

¢ - Is W2 present?

FIGURE L. A Second Procedure for Classification

test 1s the cost of the test, then . certainly Wl ghould be chosen such
that p(Wl) 1s large and fewer documents would need two tests. This cone
sideration can be introduced into “the equation by including a testing

cost faotqr in 020.

L1e3.2.3.2 Lack of Information - Consider the situation in which

the only sets of probabilities available are {p(G :j)}’ {p(C 3 |Wl)}, and
{p(G:)[WZ)}. Also assume that W, will be tested for first and only those
documents not having Wl will be tested for W2. This procedure is shown
in Figure 5. The fraction of correctly classified documents if categoides

8, 8, and 83 are chosen for the respective groupings is:

Cy = plagiy) + plajiyil,) + plagiyily) (76)
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P

& " Is Wi present ?

% Is WQ present?

FIGURE 5, A Third Procedure for Classification

Tt would seem reasonable to choose

&, on the basis of p(a,|W;) = m;x p(CJ|Wi)S

&, on the basis of p(a,|W,) = max p(C,|W,);
2 e J e f (7

and

ag on the basis of p(aB) = m;x p(cj),

because this method seems to make the best use of the available informa-

tion. Then to calculate the maximum value of G o Over the entire aet of

3
clue word combinations would seem practically quite difficult, although

conceptually it appears sasy.

L.3.2.4 Surmary - Some game theoretical considerations of the

classification problem have been presented. It seems that any theoretical
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analysis of the "non-ideal" case 1ls extremely limited; however, this

should be investigated further. It is not yet clear how the information-
theoretical and game-theoretical approaches are related; but if there is
a gimple relationship in the ideal case, it may shed light on a combined

approach for the non-ideal cases.

L.3.3 An Approach to a Criterion for Automatically Generated Extracts =

Automatic extracting was originally described by Luhn [46] somé time ago.
While he refers to the end products of his process as“a.bstracts, they are
more accura'bely characterized as extracts of what a.re" hopefully the more
central, oritical, or descriptive sentences in a dooument. Lulm's teche
nique 1s purely statistical, Sentences are selected for extracting on
‘the basis of two related facts about thelr word content:

() The relative frequency of the words in the sentence, except for
common words,

(b) The diatance between high frequency words in the sentence, based

upon the number of intervening non-olua; words,

While Lulm present a rather vague theoretlcal rationale for the
validity of such an approach, there is no attempt to justify it in detail,
exoept on the grounds that it can produce useful extracts. No atlempt la
made t0 show whather extracts generated 'bry any other t.echniq}xe are more
or less useful. Recently Cuiliano et al [22] st Arthur D, ILittle have
proposed a technique for incorporating syntactiec information into the

distance measure in order to make the technique more useful.

There seem to be two things lacking in this approach to automatle

absiracting or extracting:
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(a) A lack of any crite.ion or perhaps of multiple criteria, depending
on the context in which the extract is to be used, for determining
the adequacy of any given extract or extracting scheme.,

(b) A lack of understanding of the fumdamental processes involved in
human abstracting, extracting, condensation, or perception of
statement saliency in a longer argument of presentation,

It would seem that a combination of ‘the approach of Newell and Simon
(53] to the simulation of cognitive processeés--theorem proving and prob=-

lem solving more generally--and the approach of Maron (477 to the automatic

_clesgification of documents might be appropriate, While each of these

studies is well known, 1t might be‘appropriate to indiecate briefly which
aspects of their methodology are relevant to alleviating the two short-
comings in present automatic extracting systems.

Newell et El, in order to simulate cognitive functioning, first used
a method of observation and introspection to gain insight into the method
by which humane proved loglc theorems. In the context of information
retrieval the major emphasis is on useful extraction rather than on the
simuilation of human extraction. It may qevertheless pay to obsérve human
extraocting behavior in order to develop more useful algorithms for obtain-

ing auntomatic extracts.

The work of Maron and Kuhns has already been described in previous
reports, It involved the use of human classification of a zet of items
as a criteria for automatic classification. The automatlc classifica-
tion, however, was not based on the unknown techniques of fhe human
classifiers. The automatic algorithm was based rather upon purely sta-
tistical features of some of {he classified documents. Human classifica-

tion was also available, however, to provide the criteria for checking
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the adequacy of the automatic algorithm once it was derived.

In the case of automatic extracting both of these techniques might
prove useful. That is, the use of observation and introspection would
help alleviate the difficulty -caused by the lack of understanding of
human fmctiom and allow for the development of more rational extract-‘
ing aigo::'i‘;félnns. Perhaps these techniques could be ultimately extended
to abstracting per se. The records of humamly generated extracts could
be used as a criterilon i‘or evaluating the adequacy of various autematic
~algorithms. The latter would aueﬂate the difficulty caused by the

non~existence of sultable criteria.

The baradigm for such research and development would bhe as follows:

(a) A series of doouments, either large texts or shorter articles
for research convenlence, would be solocted for ekbtracting.

(b) Ground rules for desired extracts would be deveioped; Q.88

(1) How long should each extract be? Should it be some fixed
proportien of the total document?

(2) What sentential units should be extracted? Whole sentences
only? FParts of sentences? Parts that can be reoombined
to form larger sentences?

(3) What is the focal purpose of the extract? To extract as
much factual information as possible within the limits
imposed by the length of an extract? To characterize the
dooument as well as possible in order that the reader -
might know what information it contains? Both of these?

(4) What information or technlques may be used in generating
the extract? Anything that occurs to the user based upon
his total knowledge? Anything based on the explioclt and
implicit content of the document? Only explicit content?
Only Rigorously formulated rules?

(¢) The documents would then be subjected to human extracting using
instructions based upon the ground rules,
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(d) A portion of the humanly extracted documents would be carefully
subjected to introspective report and an analysis of the implicit
rules followed in extracting.

(e) Based on this analysis, one or several automatic algorithms
would be developed for achieving essentially the same extracts
from readily treated information in the documents., For the sake
of generslity, an attempt would also be made to incorporate’ thoze
rules manifest in introspective protocols that could be handled
by computers,

(£) Measures of correspondance between humanly and automatically
generated extracts would then be developed,

(£f) Finally, the automated techniques would be applied to the remain-
ing documents in the sample and the extracts generated would be
validated against the criterion of the human extracts already
a.vaﬂa'ble.

While this approach depends upon research and development strategiles

already developed by others, its application to the information retrieval

problem is unique. Further research along these lines appears warranted,

‘ b FILE STRUCTURE

File ébructure 18 concerned with the organization oi document desorip-
tions in a storage medium., The assumption has generally been that the |
stor&ge medium is attached to a computer, though much of the work can be
applied more generally. With every file organization there is associated
an algorithm for obtaining the addresses of those documents that satisfy
a given desoription. The file structure depends, of course, on the
deseriptive structure to be used. File structure is concerned only
peripherally with the method by which deseriptions are assigned to

documents,

In this section, two topics will be presented. The first and major

toplec is a mathematieal analysis and discussion of the efficiency of
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certain types of file organizations. The second topic is a description

and evaluation of the Multi-List system,

L.l Comparative Analysis of Some File Organizationsg

L.bs,1.1 Introduction = This section contains a discussion of
a number of file organizations that may be suitable for the retrieval of

documents or other items of information. The exposition largely follows

the order of mathgm;%ical development, rather than soms didactic organiza
tion for easily communicating the resulis. This method of exposition is
used because it is impossible in work of this kind to know at the begin-
ning where frultful @gphematical analysis will lead.

. For each file structure considered, expreseions are derived for
the average or expected values of the number of items and thé subject or
category headings examined to retrieve a gingle item, knewn to be in the
file, in response to a request. The file organizatlions are then compared
and evaluated in terms of these expected values for a wide range of file

sizes. To aid in the comparigon, varlances are derived and plotted.

Three different types of file organizations or structures will

be compared. They are:

(a) Single-level subject headings.

(b) Hierarchical trees of items.

(¢) Hierarchical trees of subject headings.
The first type consists of a single level of unrelated subject headings
or category names under which items are grouped or filed. Both fhe order
of subject headings within the file and the order of items within a sub~-

Ject are random.
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The second type of file organization is a multi-level tree ci
items. The comnectivity of the tree does not necessarily imply a core

responding logical relation among the items,

The tree of subject headings, on the other hand, is a multi-
level categorization of subject headings where each heading is divided
into two or more sub-=headings down to the lowest level of detail. The
tree of subject headings is intended to imply the logical relation among
them, The 1tems may be filed in a linear seqpende or ln a hiefarchical

tres under the last row of hea.dihgs.

More than one may of searching the nodes of a tree will be used.

| Further subdivisions of the three types of file organizations will be

discussed in the following detailed analysis. Trees of both items and
subject headings w-.Lllv be considered in various cases in the gection on
hierarchical trees. Firat, however, single=level subject headings will
be a.nalyzed. This analysis will include the case of a sequentially

ordered file that, when searched Z_Logari'bhmically, makes the transition

“between single-level subject headings and hierarchical trees one of

generalizing a special case,

For each type of file structure a mathematical expression can
be derived for the expected number of headings and items searched and
examined in order to locate a single item in the file. Some simplify-
ing assumptions will be made to keep the mathematics relatively uncompli.-
cated. Similar expressions can be derived, however, under less restric-

tive assumptions.

85



L.h.1.2 Single-level Subject Headings - Suppose there are s

subject headings, It is sssumed that the subject heading under which
the item 1s to be found is supplied with the request. It is further
‘agsumed for the sake of simplicity that the items in the file are evenly
distributed under the subject headings, That is, it is equally likely
that any subject heading and any ltem under a subject heading will be
requested and each subject heading will have the same number of items
filed under it. The probability 12 of searching one subject heading is: .

(78)

Lk o

. -

The probablllity of searching two subjeoct headings to find the requested

one ls:
“ s ha 1 1 - QJ;
Py " F-F-I"% (79)
Similarly:
P " | (80)
The expected number E(1) of subject headings searched is:
8
B(1) » T 1%
s
-lsls +1
laferl) (61)
or

+ 1 p
E-S—-z-—- (82)

The number of items Ns under each subject heading is:

£
]
o=

(83)

o
1538
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By an argument analogous to that for subject headings, the expected number

E(i) of items searched is:

s | (8k)

The expected number of items and subjeet headings searched for

in a linear file is then:

_s+1” N+8s

E Y

-%‘- (s + N/& +2) | : | (85)

A file of items arrenged sequentially by some ordering rule--
e.g,, & file of part or drawing numbers or any other ﬁnmbered or ordered -
items~--can be arranged and searched by the method of subject headings
previously desoribed. Another method of search is the following: Go to
the middle of the file, Compare the item requested with the itam there.
A declsion can then be made on the basis of the ordexing of the items as

‘to whether the item sought is in the first (lower) half of the file or

in the second (higher) half. Whichever half it is in, go to the middle
of that half and repeat the procedure. This process is continued until
the item 1s located. The process of going to the middle of any portion
of the file will be ca];Led a cut. Since a single file item is examined
for each cut, the expected number of cuts is equal to the expected num-
ber of file items which will be examined. This method is called the

Binary Logarithmic search,
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Gonsider a file of N items. By the search procedure just
deseribed;, the numbsr of items N1 that can possibly be retrieved on the

first cut is 13 on the second cut, 23 and, in general, on the jEE cut:

N, - 24-1 | : (86)

The maximum number of cuts n required to retrieve ‘any item whatsoever in
the file can be determined £rom Equation (86) as follows:

n

‘N= TN
g1

- g 2dd
=1

-0 _‘ (87)
Solving for n glves: ‘
n - 1032(N + 1) (88)

The origin of the name logarithmic search is obvious from Equation (88),

It is evident from Equation (86) that the probability p:j of
retrieving the cor_réct item in response to a glven random request on the
;jﬂ} cut iss |

231
Py " F (89)

The expression for the expected nurber of cuts j (or, equlvalently, the

number of items examined) is:

E = g jgéi (90)
J=1

where n is obtained from Equation (88)., The series in Equation (90) is
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the derivative of a geometric progression, and the expression for its
sum can be obtained by differentiating the expression for the sum of a
geometric propgression with a finite nunber of terms. This procedure
yields the following expression fqr E:

B = (222 log, (N + 1) -1 - (51)

L.4,1.3 Hierarchical Trees - Only regular rooted trees will be

considered ;‘?dr hierarchical trees. A tree is rooted if all its brancnes :
are connected ﬁltimately to a single node (ti'xe root), A tree is regular
if the number of branches k emanating from each node is a constant.
Another way of thinking of this file structure is that every heading or
grouping of the file organization is divided‘ into the same number of

subheat:ﬁ.ngs .

Four cases of retrieving items from trees will be considered.

These cases are designated I to IV, respectively,

L.h.1.3.1 Case I - In this case the tree is considered as a
hlerarchy composed entirely of file items, each of whioch iz equally
likely to be the answer to a given random request. Hente, retrieving
a given node will be considered as providing a single-item response,
The level of the node then represents the generality of the response,
which is presumably related directly to the generality of the request.
The node provided as a response can be considered as the name or term
or descriptor for all the nodes at lower levels of the tree that are

connected to the node provided as a response, If the node is a category
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name, all the connected nodes~~the items in the category--could be provided
as part of the response. It is assumed that the tree is indexed; that

is, each node of the tree contains indexes of the nodes on the next lower

' level connected to it. It is also assumed that these indexes are suffi=
cient to ascertain which node to examine at the next level. Thus only

one node is examined at each level searched.

If each node of the tree contains indexes that are identifiers
of the nodes at the next level at the end of the branches emenating from
it, then by examining a given node a decision can be made as to which
node to examine at the next level., Searching & tree of this type is a
generalization of the binary logarithmic search, For example, consider
a regular binary tree; that is, k = 2, Examining the first node, the
root, 18 analogous to going to the middle of the file. There are two
nodes at the next level., Seleoting one 1s analogous to golng to the
middle of the lower half of the file; selecting the other is equivalent
to going to the middle of the upper half.of the file, The generalization
of this process for largerlintegral values of k is obvious. The mathe=
matics ls analbgous to the bigary logarithmic search,

The number of levels L to be examined in order to guarantee the
retrieval of any item in a regular tree of order k is:
L = log [(k = 1)N + 1) (92)

The expected number of items examined becomes:

L
1 5]

=g § 3K
nj,lj

-l s I Ay nog [ - 1N+ 1] - iy (93)
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where L is determined from Equation (92). Thus Equations (88) and (91)
are merely special cases of Equations (92) and (93), respectively, for

regular binary trees.

L.h1,3,2 Gase IT ~ In this case only the nodes at the bottom
1evel of the tree rapresenf file items, It is assumed that each such
node represents a group of file items, Thus a search consists of tracing
a path through the treekfo one node at the bottom and searching the items
filed under that node to provide a single file item as & response. Agiin,
1t 1s assumed that each node is equally likely to be the answer. If this
case is restricted to regular treés with no method of indexing or deter-
mining which connected node at the next level is the correct one, then
this case generalizes the simple subject heading file to a multi-level
aubjeot heading or classification file. Only non-indexed trees will be
oonsidered in this case. A nonsindexed tree is one that has no mechanism
for selecting the proper node at the next lower level without examining
the nodes at that level conneocted to the node at which the searcher is

rreasently located,

Assume there are s nodes or subject headings on a regular tree
of order k, Then let there be N file items listed under the bottom nodes
and aszume that the file ltems are evenly distributed among these nodes.

Assume also that theare are L levels of nodes in the tree.

Since the only nndes searched at each level are those connected
to the node selected at the next higher level, the probability Pj of

finding the desired sub,ect heading at a glven node is:
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Therefore, the expected number of nodes examined at any level j, except
the first level or the root node\* where the expected number is 1, is:
k
E,(1) = T
7 m S

k + :
- _1?££ . (95)
where 2 < J €L, Hence, the expected number of nodes examined for the

‘entire t»es ineluding the root node iss
«rk+l
By = =11 - 1) + 1 (96)
The required number of levels L in the tree 1s determined by k and &, and

1s obtained from Equation (92), which gives: ‘
L = log,[(k = 1)s + 1) (97)

and, by substituting and simplifying:

E, = [E{,‘—l] log, [ (ic - s + 1] + % (98)

At this stage, no file items have been e:canrl;‘ied. Equation (98)
gives the expscted number of subjeot headings exunﬂne& to find the |
heading at the lowest level under which the file item sought is listed,
Therefore, the fils items under that heading must now be examined, The
nurber of items N o filed under a given subjeot heading is:

N =3 (99)

8 8.
L

*It is assumed that this node is examined to identify the tree and
locate the nodes at the second level,
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where sy is the number of subject headings, or nodes, at the lowest level

of the tree. This sequence is a simple linear file like the first one

examined. The expected nunber of file items searched En iz then:

Substituting Equation (97) into Equation (102) yields:

SL - gk - 1%5 + 1

and, from Equations (99) and (103);

- KN
N ~1l)s +

Substituting Equation (104) in Equation (100) givess

w kN + (k =-1)s + 1
B, - B o

(100)

(101)

. N N
Falt) - 151 Y
N, * 1
B
- The number of nodes o at level j of a regular tree of order k is glven
by
8y " WL
therefore;
i =t

(102)

(103)

(10k)

(105)

The expected value of the number of subjeet headings and file

items examined to retrisve one file item in.this type of file organiza-

tion is Equation (98) plus Equation (105):
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KN + (k - 1)s + 1

Es e -Ts + 17

+ (5327 Tog [k - 1)s + 17 + 25K (106)

It is now evident that when file items are related it may be
~ possible to arrange each set of N items so that it can be searched

logarithmically. In this case Equation (106) becomes:

B - [ - f)“* %1, 108, L(k - 1) ;I% +1] -k

B0 I k=l
+ [55-2) Log [(k - 1)s + 1] + 27K (107)

This equation is obtained from Equations (93), (98), and (99). Equation
(103) was used to obtain the value of L

L.bh,1.3,3 Case III - This case is the same as Case I except
that the tree is not indexed, That is, any node may be a satisfactory
vesponse to a request; but after seleoting a node at a given level, it
is necessary to examine the nodes at the ne. . lower level connected to
the selected node in order to ascertain which one is the next appropriate

subheading.

In this case the maximum number of nodes examined at each level
except the first is simply k. The number of nodes examined at the first
level is 1, Therefore, the maximum number of nodes examined in any search
is:

ne=%k(L-1)+1 (108)

hence, from Equations (92) and (108):
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=k 1ogkf(lc =1N+1)+ (L =k) (109)

Therefore, the expected number of nodes oxamined is:

n
i
E= § =
11 7
- lg- logk[(ic -1w e 1) + B8 - - (10)

where n 1s determined from Equation (109),

, loliele3.ly Gmse IV - This case considers an indexed tvee of
subject headings rather than file items with the ‘file items located under
the lowest row of nodes or subject headings, The equally likely assump=
tion is involved, as usual. Two variations can be considered. First,
the file items are sequential and searched in order. Second, the file
items are searched logarithmically; in this variation the ltems are

actually filed in a tree structura.

Since the subject headings in this case are not responses, the
expected number of headings examined is fixed and squal to the number of

levels L in the tree. Therefore, from Equation (97):

E, = 1ogk[(k -1 +1) (111)
For a sequentlally searched file, the expected number of items searched
is obtained from Equation (105). Therefore, the expected number of sub-
ject headings and Jtems searched is:

£ kg[zk(lf i)i)i I]l' + log,[(k ~ 1)s + 1] (112)

If the items are searched iogarithnically, the expected number
is obtained by taking N equal to Ns and then substituting Equation (10L)
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in Equation (93). The vesulting equation iss

- [ R g (= 3

“FIT | | (113)

Therefore, the expected mumber of subject headings and items examined
is Equation (111) plus Equation (113):
E = log,[(k - 1)s + 1]

TP o e 2]
1 ,

~EeT : (11L)

Lot.l.y Analysis and Comparison of the Expected Values - The
major purpose of deriving expressions for the expectad values of the

nunber of headings and items examined in various file structures is that
these values provide a convenient (ii“overs:hnpliﬂed) means of comparing
‘the effectivenesa of difforent file siructures. These file organizations

and their corresponding average values are summarized in Table 1,

Fof *'lgener&'l. purposes of comparison the equations identified in
Table 1 can be rewritten in simpler form. The simplified versions are
given below ;ri'bh their original numbers followed by "A", The subscript
8 stands forl subject headings; N for file items, For a file with single-

level subject headings, and no other structure,

N +1
E-%[9+N/s+2]--s-£—l+-s—r (854)

where N, is obtained from Equation (83).
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For an indexed tree of items (Case I},
. s 1 100
S ' <N2k—'_—1' (934)
where Ly = n is obtained from Equation (92).

For a non-indexed tree of subject hoadings with items stored
sequentially (Case II-A),

N +1
E.[‘Slf_;_l).'] (Lg-l) +1+_§_2.__ (1064)
where L, is obtained from Equation (97), and Ny, from Equation (a0k).

For a non=indexed tree of subject headings with items stored
in an indexsd tree (Case II-B), ’ |

Ei[‘-‘-}i] (L, - 1) 1oy -y (va 2200 (om)
where L, and L, are obtained from Equation (97), and N, from Equation
(10k).

For a non~indexed tree of Ltems (Case III),
B (Ly -1)+2 | | (110a)

where L, = n is obtained from Eqation (92),

N

For an indexed tree of subject headings with items stored
sequentially (Case IV-A),

N, +1
E=Ls+=-——2—s (1124)

where L. is obtained from Equation (97), and N, from Equation (1oh).
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For an indexed tree of subject headings with itoms stored in an

indexed tree (Case IV-B),
- 1 100
S T T (wa 2 (11L4)

where Lg and Ly are obtained from Equation (97), and N, from Equation
. s :
(104).

These equations can be analyzed in two major ways with respect
to B, The first is to ascertain within a glven equation whether there
is a relationship betﬁpen s and N that will minimize E fdr that type of
file organization. The second is 1o compare the equations with each
other to determine whether some file structures are always superior to
others.

To carry oub the firat analysis it ls sufficient to assume that
s can take any positive real value and to differentiate each of the equa-
tions with respect to s, considering‘N as a constant,_énd cheoking to
see 1f the resulting extremum is indeed a minimm. If there 1la such a
relationship between s and N, .v provides the proper number of subject
headings s to minimize E for a file of N items with that type of

#*
organization,

*in the following discussion the values of s, which optimize the expected
nurber of headings and items examined, are obtained for several of the
file organizations. This derivation is accomplished by differentiating
the expression for E with reapect to s to obtain the appropriate s as a
function of N that minimizes E., Strictly speaking, such a procedure is
not permissible because all the distributions considered are discrete.

E is defined only for positive integral values of s and N, Nevertheless,
the equations for E in all cases are continuous functions for the domains
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For example, taking the partial derivative of E with respect

to s in FEquation (85A) and setting the result equal te zero yields:

s=JY | (115)
for a file with single-lgvel subject headings on'y. A check reveals
that the appropriéte conditions for a minimwm are satisfied. That is,

_ the value of 8 given in Equation (115) will always result in a minimm
E for that N. Subétituting Equation (115) in Equation (85A) gives:

Em-l+./T : (126)

subject headings is:

Ny =V (117)

Equation (93A) for Case I oannot be treated in this manner
because it is a function of N only‘ (and k). However, as k increases,
E decreases for a constant N. This fact must be interpreted carefully
because no two aribtrarily selested values of k wlll necessarily yleld
an integral value of L for a fixed N.

of k, s, and N that are of Interest. Consequently, these differentia-
tions can be carried out formally and the relative minima obtained. To
obtain the integral values of s that minimize E, it 1s ‘then necessary to
substitute the two integers closest to the minimum 5 into the equation
for E to ascertain which gives the smaller E. This integer is then used
as the minimum, provided it is positive., Even this procedure would not
be sufficient were it not for the fact that these functions, in the cases
consldered, have only one relative minimum, and, therefore, this relative
minimum is also an absolute minimum. The ultimate justification for thess
unrigorous techniques is that they do provide the real minima and, there-
fore, have considerable utility.
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Application of the same method to TBquation (106A) for Case II-A

yvields:

U
ki TToge 1] (118)

This value of s for any N will yield the minimum E, and the value‘ of B

s

3 kel N ‘. )
Em:l.n " % + [ §+ ] ngk [(E + .eUInge] (119)

Equation (107A) for Case II~B has no relative minimum, However,
the optimim value for & can be obtained by observation. Dy substituting
Equations (97) and (204) in (107A) and simplifying, the result is:

E » [552) [logL(k - 1)s + 1] - 1)

+ Log,[k(k = LN + (ic = 1) + 1] = iy (1078)
This iequation is definéd for s ¥ 1, For this range of s, Equation (107B)
has a minimum at 8 = 1, This minimum glves for Es |
Biieng-ply
The single subject heading is superfluous and can be eliminated, "The
minimum E thus becomes:

Ein - Iy - E_%—I (120)
Therefore, the optimum s for Equation (LO7A) is zero, and the equation
has been reduced to Equation (93A). Consequently, it is disadvantageous
to superimpose a non-indexed tree of gubject headinps on an indexed tree

of file items,
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Equation '(110A) for Case IIT is also a f.‘undtion of W and k or.,tiy,
In this case a minimum B cannot be easily derived analytically. But solv-

ing Equation (110) numerically indicates that E is a minimum when k = 2

for ¥ < 100 and when k = 2 for N 2 500,

For Equation (112A) (Case IV-A) the & that gives minimm E is:

s " ET [2 lkggke -1] (121)

The mintmm E Hgmmmes:

Equation (11LA) for Case IV-B has no relative minimum. However,
the optimum value for s can be obtalned as follows, By substituting
Equations (94) and (97) in Equation (11LA) and simplifying, it becomes:

E = log,[k(k = LN + (k = 1) + 1] = g2y (1B)

This equation is defined for s X 1. Obviously, it has an absolute min-
irum at 3 = 1, which glves:

Bilsly gty
The single subject heading again ls superfluous, and E becomes:

Eip =Ly =g (123)
Thus the optimm s for Equation (11h4A) is zero, and this equation is also
reduced to Equation (93A). In other words, wherever it is possible to

construct an indexed tree of items, it is pointless to superimpose an

indexed tree of subject headings upon it. It is also pointless to
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establish any other system of subject headings. One example, namely

Equation (107A), has already been considered.

The second type of analysis compares one equation with another
for an arbitrary but specified file size N and for a number of headings
83 the oblective is to determine whether”E is always less in one type
of fils organization than in another. Equations (107A) and (11LA) have

been shown to be superfluovs and will not be considered.

The files with no subject headings will be considered first.
Edr & given i\l, an ihda:ﬁed tree of items, Equation (93A), will yield a
lower average number of items searched than a non-indexed tree of Atems,

Equation (110A), if:

Ty - oy <3y - 1)+ 2
This inequality can be written:

(Tyy - 1) - E'%'I <lg€(LN -1) (12L)
The inequality is clearly valid for k = 2, Consequently, the average
number of items examined in searching an indexed tree of N items is

always lass than the average number examined in a non-indexed tree.

Indexed and non=indexed trees with sequentially stored ltems
can be compared in the case wher the number of headings in both trees
ig the same. Equation (106A) for non-indexed trees and Equation (1124)

for indexed trees can be compared in terms of:
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Erd @ -1 >1 -1 (125)

This inequality is clearly valid for k 2 2 and Ls z 1. Therefore, Equa-
tion (1124A) gives a smaller E than Equation (1L06A). It is ‘clear, however,
from Equations (118) and (121) that the optimm s's for the two trees of
Equations (112A) and (106A) are not identical., Nevertheless, it can be
shown dirsctly from Equations (119) and (122) that Equation (112A) also
yields a smaller E than Equation (L06A) when s is optimized in each case.
This optulmizablon would reguine:
- (i42) /2
w8, [rioes] < o8 [ Dwes)
or _ (126)

oN ] (k+1)/2

zlogs © [(k ¥ 1)1ogke

This inequality is valid for:

1 (i + 1)(k+1)/ (k1)

227 (k-1) e logk (127)

N >

This condition presents no restriction for a practical case., For example,
Bquation (127) requires Nz L if k = 2; Na 3, if k= 10; Nz 6, if
k = 100,

For a given N and a fixed s > 1, an indexed tree of subject
headings, Equation (112A), always gives a lower value of E than a single
level of subject headings, Equation (85A). The conditions would require:

s + 1
Ls<
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This inequality can be transformed by alpgebra To:

k200 ) 417 <1 (128)
By differentiating the left member of Fquation (128) with respect to k
and setting it equal to zero, a value for k oan be obtained to make it

an extremum. This value is:

R ” , | (229)

By examining the second derivative at this point, it is observed that
Equation (129) maximizes the left member of Equation (128) when s > 1.

(s+1) /2
for)

For s > 1, the Value (130) is always less than 1. Since ‘the maximum

(130)

value satisfies Equation (128), any other value, in partioular any
k = 2, will also satlsfy it. ‘

When s is optimized in sach case, these two file structures can
be ocompared by Equations (116) and (122). Equation (1124) will give a
lowor E than Equation (85A) in the optimum case when:

.
,—3 + log,, ['E'T—'—eggke | < T+

By algebraic transformatinns, this lnequality can be written:

N In k 2 _
kﬁ"% <z (131)

When k = 2, this inequality is valid for N 2 27; when k = L, i% is valid

for N2 lj; when k = 6, it holds for N = 1.
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The optimum cases of Equations (106A) and (SYA} can be compared
by using Bquations (116) and (119). Equation (106A) will yield a smaller

E when:
3 k+1 eN ——
§+[ 5] log, [TT\:'+ISIogke] < VT +1

that is, when

N 1n k g
[(k + 1)k][(2”*'1)/(k+1)] 3

I

(132)

Equation (132) 1s generally valid for larger filss., For example, a

- pimple -endoviation whdh. b m A0 akews thet. thin.emation de smldd.fer W o L

roughly greater than 115 and invalid for smaller N. Hence, the sihgle
level subject heading file results in a smaller average number of items
searched in files with less than 115 items. This conclusion is shown

olearly in Figure 6.

Flgure 6 depiots the average number of headings and items
examined for a wide range of file sizes. Only optlimum values for s
are shown, The figure indicates the superlority of Iindexed trees over
non~-indexed ‘trees and of nun-indexed treéa over single-level subject heaci-
ings, except for small files as indicated by Equation (132). However,
the degree of superiority of the indexed trees is somewh:at misleading.
Although it is true that the average number of headings ‘and items examined
or searched for such trees is much smaller than for the other file struc-
tures, this fact does not imply much faster response times. By omitting
consideration of the indexing function itself, the burden of search has

in a sense merely been shifted elsewhere. Unless the indexing function
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is powerful, the search procedure in an indexed tree, particularly where
k is large, may spend almost as mmuch time examining indexes to determine
the appropriate paths as would be involved in examining the headings

themselves.

A singular feature of Figure 6 is that the indexed tree of
items, Equation (93A), and the indexed tree of headings, Equation (112A),

glve similar values of E., The same is true for the noneindexed trees

- represented by Equations (110A) and (106A). The explanation, however,

e Mukthons - (LA0Y- end (2E1) vequive that the pumher.of syhieet . .

headings should be so largs that essentially only a few items of even a
single ltem are filsd sequentially under each node of the last rew. In
other words, N, is small., This fact can be seen from the values of N,
derivé& by inserting Equations (118) and (121), respectively, into Equa-
tion (10h)., These values are:

Ng = (k + 1)log.e (1338)
N, = 2 log.e (k = 7)

. (133B)
N =1 (k> 1)

Consequently, almost all the searching is performed in the tree of head-
ings where it is most economical, Hence, the close correspondence arlses
between trees of headings and between trees of items. Of course, in
practice, it may frequently be impossible to achieve a meaningful break-
down of related headings to such a detailed level. Therefore, the
optimm values of s, Ns’ and E should be regarded as interesting ideal-

izations. In practice, only integral values of s and NS can be used.
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In cases where the optimum curves plotted in Figure 6 are
unrealistic because they restrict s too mueh, the equations developed
in this and the previocus section can be used to generate complete sets
of design charts., From these charts the best file organization can be
read in terms of whatever value s must have to reflect the logical reli-

tlonships and the nature of the subject matter to be classified.

In ths int;mst of completeness, Figure 7 is included for ref-
erence, It relates thé nunber of levels of nodes in a regular tree of
., order k to accommodate N items, one item per node. Figure 7 is obiained
from Equations (92) or (97). '

L.4.1.5 Varia-ce From the Expected Values - The utility of the

average or expected number of items and headings examined in different
file structures depends upon the 1ikelihood that the mumber of items and
headings searched will generally be nesar the a.verage‘ value. An astiﬁp.te
of this likelihood is provided by the statisiical variance of the number
of items and headings searched from the average number. Expressions for
the variance relative to Equations (85A), (93)%, (1064), (1104), and
(1124) will be developed and analyzed. .

Directly from the definition, the variance 02 of the single-
level subject heading file can be written:

*In this case Equation (93) will be used instead of Equation (93A). Equa-
tion (93A) is not sufficiently accurate to bv used in computing the var-
iances, because the variances are small. The computation is based upon
differences between numbers that are approximately equal.
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> 8 1 s + 1.2 589 p. N+ 842 «
c°= 5 = [i - 1™+ fi ~ T__] (13h)
i1 ® 2 1=1 Vg s

Carrying out the sumations ylelds:

Palozary) waf-1 - (135)

oy " (2 (We)? - 2] | (136)

[Note: the subscript such as (85A) references the equaiion related to

- 3

[

iven varisncse .l
' y,

By differentiating m:.uﬁ@on (136) with respect to s, setting
the result equal to zero, snd chet;ld.ng the appropriate requirements, it
can be shown that: - o N

s = N | | (137)
gives the minimum variance. Thus the s that gives minimm E, Equations
(115) and (116), also gives the minimum variance, This value is:

2

LR - | (138)

For the indexed tree of items, the variance 1s§
o = § S (139

where n is given by Equation (92). An elementary theorem of mathamatical
statistics states that Equation (139) is equal %o:
n
ST SUREC Il (110)
J=1
where E 1s the expected value obtained from Equation (93). The sum in
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Equation (1L40) can be evaluated by using some relationships among the

derivatives of arithmetic and geometric series. Generating functions

can also be employed directly and effectively, in this case, to obtain

the variance. Using either of these methods s the following expression

for the variance can be ;derived:

2 .
.y
o3y * FoT [ - oy W - Py ¢ =]
Py - B (va)

where n = Ly is obtained from Equation (92) and E from Equation (93).
Equation (1L41) can be used to compute the variance for relatively small

" wize files (moderstely large N).

As N becomes arbitrarily large, however, Equation (141) approaches
the following limiting value:

2 s k : .
0(93) - m (142)

Equation (1L1) converges relatively rapidly to Equation (1L2), For
example, when k = 10, the following errors in the variance are intro-

duced:
N Equgggz :(erhQ)
10° 1,118
10 . . 70%
10° .05%

Ttds point is primarily of academic interesi, since the variances given

by Equations (141) and (1L2) are insignificant. For k = 3, the variance
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given by Equation (1Lh1) is less than 1. Yt can be shown that the wariance
is a monotonically increasing function of N, and that Equation (1i2) is

an upper limit for the variance.

Applying similar methods, the variances for the other file

structures were derived, They are:

N® -1
2 clk+ Dk -1) ] _ )
%(1064) 1 Ly = 1) + —p— (13)
where L o 18 obtained £rom Equation (97); Ng , from Equatélonb (a0k).
2 n -1
O(110a) " T - (k)
where n is obtained from Equation (169) .
2 . PR .
e N -1 ' | (18)

where N_ is obtained from Equation (o).

The variances of Equations (106A) and (112A) can now be derived
for optimum s, From Equations (97) and (118):

1, 2o [Pt

op

; ‘N
= 1+ 2og, [ Tymogs) (16)

Substituting Equations (1334) and (146) into Equation (1L3) ylelds:

Sao6m) ., = 2 1 - 108 [rrrThregs)

opt

+ (k + 1)2(1ogke)2 - 1} (1h7)
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in the case of Equatior. (112A), substituting Equation (133B) into Equation
(145) gives:

) Ii(log e)? - 1

CEETV I T (148)
Whenever fhe optimum Ns given by Equation (133B) is less then 1, Ng is
taken as 1 and the variance given by Equation (1&8) is zero. The reason
is, of course, that in this case there 1s a wnique indexed procedure to
locate any item in a fixed number of steps,. | "

The standard deviations from the expsoted values are shown in

Figure 8 In other mrds, Figure 8 is-a graph of % (85A) p‘b, 9(93)>

0(110.6.)’ and 0(106A)opt oobained by taldng the positive square root of -

Equations (138), (1Lkl), (14k), and (1L7), respectively. The graph was
plotted for k = 10, For this value of k; the standsrd deviation of the
indexed tree of headings with sequential items 1s zero for the Teason
given after Equation (1L48), Consequently, this standard deviation has

not been included :Ln‘-f.he graph. Az Figure 8 indica.'bes, the standard
deviation of the indexed tree of items, Equation (1L1), is also negligible,
Henece, the expected value is a good indlcator of the actual mumber of head=
ings and items examined in a single search of an indexed tree, The stand-
ard deﬁation for thé non~indexed tree of headings, Equation (lh'?), is
somewhat larger; for the non-indexed tree of items, Equation (1hh), it

1s =ti11 larger. For reasonably large files, the largest deviation is

the single leval subject heading file, Equation (138). Consequently,

the expected number of headings and items examined is not a good indicator
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of what will occur in any given search of a single-level file, This point

is verified by anyone's expesience with this kdnd of file,

Figure 9 compares the cumulztive probability distributions for
three types of files. It indicates rather clearly the wide variation in
n a.\:mng the file types (with a fixed file size) for any given pmbébili‘by
that the number of headings and items searched will be not greater than n
in any single search, For example, in a flle of ZL'Ll‘,l'Ll‘ items the proba-
bility 45 .5 that fowor than 7 items will be sxaminsd in aﬁ indexed tree;
fewer than 25 in a non-indexed tres; but fewer than 335 in a sequential,
single~level heading file,

L6 " Qeneralized Expressions foi Exbected Values = Tie' purpose

of this seotion is to present gensralized expressions for the expacted nume
ber of headings and items searched, whan two previous assumptions are
removed., These assumptions are:

(a) Bach subject heading or item is equally likely to be the one
sought, '

(b) The same number of items is filed under each heading,

For example, if information is available on anticipated or past activity
of the file ltems--and if t}ﬁs information indlcates the lllelihood of a
given heading or item being requested--then the expected number of headings
and items searched can be obtained in terms of the available data that
approximate the probability distribution of file aetivity. denera.'lly, the
more speclalized the contents of a file, the better known and more stable
will be its activity. When the activity of the file is known and it is
relatively stable, it is clearly advantageous to organize the file so that
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the items that have the greatest likelihood of being rcquested are the
moat accessible. For abvious reasons such a file 1s valied actlvity
organized., It is the intent of this section to provide a general back-
ground for the investigation oi‘ activity organized files in terms eimilar
to those appearing in previous sections. TFor the sake of simplicity,
expressions for expected values. will be presented for only two of the
file organizations., These expressions will provide a starting point for
the enalysis of activity organized files. In each case, p(i) indicates

the probabllity that the '.tﬂ item or heading is the answer to a requeet.

The asingle-leval subjeot headings witli sequential items, Equation
(85), generalizes to:

E = iEI:Lp (1) + z [5: 1y () ] 2y (1) C (1)

where B = t){}e num'ber of subject headings in t];me file,
“:\. = the number of items wnder heading 1.

Py (1) = the probability that the answer to a request is under
heading 1.

p(3) = the probability that item J im the answer to a request.

py(9) = the probabllity thet item 3 will be requested, given
that it is £iled uwnder heading i.

This last probability is obtained from:
p(3) = py(1) e p;(3) (150)

The expected value for the indexed tree of items, Equation (93),

generalizes to:
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n
E= % 3p(d) (151)
j:‘:l

where p(J) is the probability of finding the answer on %hs j:g’ll cut; it
is given by:
kj"‘l
p(3) = B py(a) (152)
i=1

where p‘_j (1) is the probabllity that the .ﬂ-’ node on level j is the
requested item. Values for n are obtained from Equation (92).

L.bol.7 Summary - Conclusions have bean developed and presented
‘throughout this seotion and will be summarized on(ly briefly. These con-
clusions are valid only for files where every haaid‘ing and item is equally
lileely to be required for a responae.‘ \ ;

(a) In terms of expected values, iudexed troeé\,give a lower average
nunber of headings and items ;xurined ‘than non-~indexed trees.
Non=indexed trees glve lowe: values "bhan gingle~level suhbject
headings, except for small files, The break-sven points can be
determined precisely from the equations 3n Section L.l

(b) Whenever a file of items can be indexed or ordered ir’o a tree
structure, 1t ls disadvantageous, in terms «f expec ¢ed values,

to superimpose any heading strueture ~n the items,

(e) For trees and single-level subject heading files, relationships
between the number of headings s and the number of items N in
the file minimize the expected number of headings and itoms

that will be examined in a file search.
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{d) The standard deviation from the average number of headings and
items examined for indexed trees is small. Consequently, these
average numbers are excellent indicators of the number of head~
ings and items likely to be examined in a single search. The
d;viations for non‘-indexed» trees are somewhat larger, so expected
values have less utility. Finally, the deviation from the
expected values of the file with single-level headings and
seqmentia.}; ltems iy so large that the a.verb.ge valuss are poor
indloators of the mumbexr of headings and items examined in any
single searct;".t |

hb,2 The Multi-Iigb System

L.k.2.1 gg_rlg_:;e_i__:l_: - This section surveys and summarizes some basto
conecapts of information zstorage and retrieval and their related mathematical
models, It is intendsd primarily to provide a comprehensive review and’
evaluation of the Prywes and Gray Multi-List system, but within the con-
straints of their report [62]..

The eed for a new approach to the solution of information
retrieval p:;oblema had led some investigators to abandon the addressable
nemory in favor of an associative type of memory, in which information can
be retrioved on the bagis of content rather than physical Jocation or
address, However, it is possible to use an addressable memory in such a
way that information can be retrieved on the basis of its description by
simulating an associative memory. For instance, Newell, Shaw, and

Simon [527 simulated by programming a type of associative memory in which
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iists of arbitrary length and organization could be generated by annexing

registers from a common store.

One major advantage of an associative store is that‘the allocation
of storage space fur data is coordinated with the actual generation of the
data, thus achieving a sort of local optimization, since each basic item
of data ocoupies a minimal amount of space. A second advantage is that
data having multiple occurrences usually need not be stored in more than
one place, since there 1s an overlapping or intersection of lists. The
Multi-List system extends the associaiive memory-list‘storage concept ;
each item of data appears only once in aﬁ addressable memory, and descrip-
tors and control information place the dats item on a number osteparate
lists, Although this technique requirea a large amount of storage, it has
fast access and retrieval, The advantage of using an addressable memory
to simulate an assoolative memory is that this method permits a versatility
of requests and responses that are not attainable by .uilding the asso-
clative memory features into the hardware,

Much of the literature on file organizations and storage allooca-
tion techniques indicates that chain allooations‘and tree ztructures are
among the best techniques avallable for efficlent storage and retrieval
systems, The chained allocation is simply a type of list processing'
technique in which each item 1s assoeiated with the addresses of other
related items of the file, The tree strudturas often encompass several
types of al.ocation techniques; for example, eombining random and ordered

allocation. A system that provides an efficient combination of the tree
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structure and list storage techniques would appear to be a promising
solution to the information storage and retrieval problem; hence, the
investigation of the Prywes and Gray Multi-List system, which combines

these two techniques,

L.l.2.,2 Desoription of the Multi-List System - The Multi-List
system described in the Prywes and CGray report has the following system

requlirements:

(a) The use of an associative memory--for storing, deleting, and
reading of information wilthout requiring addressing.

(b) A hierarchy of memories varying in apeed and storage oa"paoity".

(e) Proceasor organization and timing that are intended to minimize
the time fo. instruoction retrieval and housekeeping routine.

(d) Processor instructions that can process items of data oi‘nvary-
ing length,

(e) Built-in automatic retrieval of progrems by name to allow for
much greater vocabuwlary and ease of communication with the
computer,

Lob4.2.2,1 The Desoriptive Structure - Information is stored

in the Multi-List system in the form of a set of items, each with an
assoclated set of descriptors. Each desoriptor specifies a single
property of the itern, A desoriptor consists of an attribute and a value;
the attribute specifies a class of desoriptors (e.g., color, account
number), and the value specifies the actual element of the clsss (0480,

chartreuse, 20178), MTwo descriptors are mutually exclusive if no single

item can be described by both of them; attributes are defined so as to
ensure that any two deseriptors with the same associated attribute (e.g.,

color-chartreuse and color-green) are mutually exclusive. For the sake



of efficiency, attributes are organized into groups called guperfields,

and ‘the values associated with the attributes in the superfield are

combined to form a numerical key. Thus,; keys bear the same relation to

superfields that values bear to attributes.

L.ke242,2 The Memory Structure - An addressable memory is used

to simulate the associative memory. This memory is divided into two

‘ parts:

(b)

(a) The tres structure - The tree struoture is used in order to

provide access to all items having a given set of deseriptors.

In describing the tree, the terms branch and node are used in

the usual sense, Each branch emanating from the top node
reprasep’oa a superfield, The lowest-level nodes under a auper
field give the individual keys assoclated with that supe.rfield,
and each intermediate node represents the set of nodes below 1it,
Thus, as one traverses the tree from bottom to -bﬁp, one starts
with an individual lcey“a:nd encounters successlvely larger sets
of keys, each of which contains the preceding set. Since all
keys are numerical, an nppmpri@.te arrangement makes it poasible
to label each nods with an indiéation of the set of keys it |
represents., Consequently, it is easy to trace down the tree
from top to bottom and locate the node at the botitom level cor-

responding to a particular given key.

The multi-association area - In this area the file is contalned

in the form of lists. A list consists of a sequence of ltems.
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Each item contains the machine address of the next item on the
list. A list emanates from each bottom node of the tree; the
list contains precisely those items that are associated with
the key corresponding to the node. An item can be contsined in
as many lists as theve are'superfields, though it may be con--
tained in a smaller numberk‘oi_f flists. Each item consists of a
sequunce of catense; catenae‘ are of several types. Two of |

these types are data catenae and associlative catenae. Data

catense provids informatlion not given by any of the desecriptors
represented in the tree. Associativo catonze record a key and
the next item on the list assoclated with that key. Thus, each

item has as many list successors as it has lkeys (unless, ofl |

course, it is the last item on a key list),

L gsearch down the tree structure is used to translate the com-
bination of degeoriptors gilven In a retrieval or change request into the
address of the flrst item on a llst containing the items satisfying such
a deseription. This llst, which originates at a bottom tree node, 1s
followed to retrieve or change the contents of the items, The list may,
however, contaln extraneous ltems, One advantage of this type of storage
organization 1s the efficlency of retrieval, since a search is required
through only a small part of the total storage, while duplication of
items is still avolded. Other advantages include the ability to retrieve
by partial description and the ease of adding items and descriptors.

Deletion, however, is less economical.
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Any available space can be nsed to store information in the
tulti-list system. The addresces of the available spaces are lcob'b in a
List of Available Space (IdS); when an item is added or deleted, the LAS
is changed to record the appropriate modification. The information struc-
ture of the Multi-List system is such that multiple paths to each item .
are provided in the stofage spaoe 3 namely,' tﬁrough the _trées for each
superfield assoclated with the item, The compu‘be:t: must be programmed to
.chose the appropriate superfield when more than one 1is invelved in &

retrieval request.

v"'Sevéral asgumptions were made with respect to the organization
of +the ﬁ;emry. First, it 1s assumed that a tree with the same nmumber of
brano},iéa smanating from each npde except at the lowest lével (a balanced
tree )/ can always be construoted. A process for generating these trees
is desoriﬁed, Ancther assumption is that it is possible to divide the
totality of desoriptors in an arbitrary information retrieval file into
attributes., In ocomplex problems this separation of doaciiptors into
exclusive attribute groups may not be an easy task, A process for machine

analysis of the file to determine these groupings ls also desoribed.,

hoia2.2.3 Maximization of Efficlency = Difflerent types of file

organizations are usually scompared on the basis of operating time and
storage capsoity to determine welative efficiency. These criteria are
not always the best measures to use, since it 1ls often possible to improve
one at the expense of the other., One function that overcomes this type

of difficulty is the product of search time and storage capacity, which
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can be considered as the cost of operating the system, since storage
capacity measures the amount of equipment required and search time meas-
ures the time the equipment is in vse. In the work on file organizations
by Hayes [31] maximum efficiency and minimum cost is achieved by minimizing
search time; a method for computing average search time is also described.
The lefi-L:Lst system emplpys a technique for the maximization of effi=-
ciency based upon a minimﬁn of the produot of storage capacity and

retrieval .

The balanced tree is partioularly well suited as a decoding
network for retrieval requests since the search time is almost equal for
all terminal tree nodes, The ability to have branches of the tree azso=

“olated with monotonically increasing numerical values makes the tree an

efficient tool for sorting an arbitrarily arreﬂged ensenble of numbers.,
The mutual exclusion of desoriptors of an item can be used as a ordtarion
by which the computer can separate descriptors into distinot attribute
groups. The tree ;necha.nism appesrs to be an effioclent tool in the process
of establishing attribute groups whose membefs (descriptors) are mutually

exolusive,

A balanced tree is bullt by progressively adding more leys as
more data items are entered into the Multi-List memory. Keys of the
firat data item to he filed Fform the nodes of the initial tree. Xeys of
subsequent data items are incorporated into the tree structure weccording

to varlous rules.

When a new item is to be added, the relationship of ths new
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item to all other items in the tree is determined. If any items having
the same keys as the current item were filed previously, then the lists
are located and the new item is incorporated in the corresponding lists
according to the established order (push-down fashion, alphabetical
order, gtc.), When only part 6:.‘ none of the required lists exist, new
lists are added, To maintain the monotonic order of the key values, the
keys corresponding to the new lists are entered at specified locations
in the lowest level of the tree. If the tree item corresponding to this
location contains a vacant catena, then the key corresponding to the new
1list and ‘the address referring to the new item are inser'ted 80 a8 to
preserve the monotonic order of the keya. ‘If no vacant catena is avalil-
able, a procedure that creates one is involed. ".I'he depih of the tree is
" inoreased whenever the required nurber of keys for an attribute increases

beyond a power of the number of nodes per level.

L.b2.2.4 Automatic Stratification of Information - The use of

content addressed memories alone is not sufficient to solve the retrieval
problem without additional stratification of the desariptor language. In
the Multi-List system the input data are seml-automatically processed into
attribute groups for input to the Multi-~List trees; thls process improves
efficiency in terms of speed, storags capacity, and varsatility of
retrieval. The desired stratification of the deseriptor languagse cone-
sists of separating the eantire vocabuwlary into attributes, each consist-

ing of a sot of mutually exclusive descriptors.

In many problems, there exists a natural set of atiribubes.

This is true, for instence, of the example discussuvd in Section lol.2.2.7.
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More generally, it is necessary to discover such a set. The fewer the
numbher of athributes needed, the more efflcient the system will be. The
Lower bhound on the number of attributes is the number of descriptors that
can similtaneously apply to an item; the upper bound is the total mumber
of possible descriptors, and this is usvally quite lhrge. The problem of
selecting exclusive attributes is somewhat analogous to the problem of

orthogbna]izing a set of vectors via a linear transformation, where the -

. veotors may be of different dimehé.ions. Each item corresponds to a vector

with as many components as the item has desorlptors, 'I"‘ne minimal number
of attfibufllas required is analogous to the minimum dimension of the space
in which the‘vao‘tors can be made orthogonal,

The Multi-List systenm includes an algorithm for assigning
desoriptors to attributes at the time that the descriptors show up
attached to input items. Thus, the attribute assignment program recelves

“inputs at successive moments of time; each input consists of a set of

desoriptors, some of which are new and some of whlch have already heen
assigned attributes. Each of these desoriptors must then be associsthed
with a different a-ﬁtr:l.bute. . Performing this assignment may be quite
complloated, and may involve the creation of new sttributes, The system
includes provision for assistance to the machine at this task from a
human being. The algoritim és stated appears to be rather inefficient

in terms of minimizing the number of attributes needed.

Loli.2.2,5 The Memory Synchronizer - The list organization of

the memory permits the flow of data in and out of the memory on the basis



of content rather than location. This argamization, which behaves like
an associative memory, would employ a variety of storare devices, e.f.,
core storape for fast access and limited capacity, drum of disc for inter-
mediate access and capacity, and tapes for slow access and large capacity.
In using a hierarchy of memories a coordinating or synchronizer unit is
required; The memory synchronizer is designed to be incorporated into

the hardware of the list machine memory, It has four basic instructions:
read item, store item, replace catena, and delete item. Its purpose is

to handle the memory space assignment of incoming or deleted data and to

synchronize the processor and the memory.

L..2,2.6 The Multi-List Processor - The design of a Mhlti-

List processor for this syatem ls approached in two different ways. The
| primary difference in the two approaches is that the second approach uses
an instruotion memory for storing micro~instruction routinesy the first
approach is based upon macro-instructions. In the first approach the
processor is developed from the baslc operations of transier and compare,
In the second approach, more complex processes were selected as the
basic processes--finding, filing, and delgting an item of information;
these processes require sets of micro-instructlons to carry out each

function.

Both design approaches call for a hierarchy of memoriesw-for
example, a parallel, read-only memory such as the UNIVAC search memory
for high speed operations, and a slower access memory for storing the

mass of data., These design approaches deal mainly with programming and



hardware to implement the Multi-List system and need not he described

in detail.

Lio2.2.7 Sample Problem - Congider a personnel file of

approximately‘lo6 items. The flle contains the names of the personnel

and their descriptions in terms of a fixed set of attributes or categories

of information. The desoription will be made up of 15 exclusive attributes

where each attribute can have a fixed number of values. Ten values per

attribute are assumed.

follows:

Height
Weight
Age

Hair Color

Eye Color

Race

Rank

Branch of Service
Years in Service

Nationallty
Edueation

Religion

Marital Status
No. of Children

No. of Dependents

The 15 attributes used for this problem are as

Superfield I

Superfield II

Superfield III

Superfield IV

Superfiuld V
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The values of the a'bfributes (or descriptors) will be represented by the
digits 0,1,2,400,9. The attributes are grouped into superfields, in
which each superfield represents 3 abttributes; hence, there are five
superfields. This is done in order to represent these attributes effi-
olently in a tree structure. Three deseriptors per superfield will give
the values of the attributes; <+the combined values form a key., For each
sy, the ﬁlms range from O to 999.

An item of :Ln.fonﬁation such as a person's name and description
is represented In hﬁia system by two types of catenss: data catenae and
assoclative catenae, The data catenas contain the namejy +the associative
catenas contain the descriptors ard addresaqs assooidtad w:l.th. them, The
attributes bave positiorial significance in an item, as shown in Figure 10.

Data Catena : Associative Caterae

- by Ay|hy A Koy Ay Ag kg by g |y by dg

John Jones
1 6|4 7 0|5 8 9|6 6 5 |8 1 2
I ' 1T - IIX v v
Supe;ﬁelds

FIGURE 10. Relation of Data Catena and Assoncimtive Catenae

The tree structure for this examples is shown in Figure 1l. The
upper part of the diagram represents the tree structure, and the lower
part represents the multi-association area. Esagh polnt in the tree repre-
sents the mulbi-assosistion area. Each polnt in the tree represents a

set of keys, some of which are explicitly indlcated in the diagram. The
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numbers in parentheses associated with each node (in either area) represent
hypothetical memory locations; these are used for illustrative purposes

in the sample problem. A trace can be mads on any value of any one of the
5 keys; ‘the trace will lead to a node on the lowest level of the tree,

At thie level the addres's of the head of a list containiné all items hav-
ing that sama key will be retrieved, The intersection of the lists for
each key !contained in the item will yleld the appropriate ltem, Figure 12
illusﬁrafes the partial contents of the Multi-List memory for the aample
problem. The asrows indicate the pa.th"to be taken if a search is made on
the key for Superfield I (116) in order to arrive at the appropriate item,

liose2.3 Summary and Evalustion - The Multi-List system for

information retrieval utilizes a conventional memory to simulate an
assoclatlve memory, ‘thus gaining some of the .adva.ntages of‘each. It
employs a novel memory organization that ina@rporatea toth a conventional
tree struoture and an moonventional 1ist struoture; the list struoti..
differs from most others in that each a single element may actuslly appear
as part of several lists, This is accomplished. by permitting an element
to ﬁa.ve several distinect list successors. In tha Multi«=List system,
searching is extremely rapid and mearching on at least some types of
partial description can be performed with no ;I.oss of 'bilme 3 1if the par-
tial descriptions to be used can be anticipated in a.dva.ﬁce, then the meme
ory can be organized to handle them efficiently. There has been considerable
inv stigation of machine organigzations and logic that can handle the

Ml ti-List system efficiently.
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On paper, the system appears quite reasonable. However, it |
cannot be operated on most conventional computers v.nri"bhout significant
logs of officiency. The problem of efficient deletions remains unsolved.
Difficulties arise, also,'in organizing data into the attribute-value
descriptors used by the system. It 1ls necessary to structure the data
go that the number of attributes will not be unduly large, and no really .

general way of doing this has yst been found.

~ In a paper on automatic stratification of information presented
at the 1963 8JCC [42] a hand-simulated éxample is glven using natural

1anguage (represented by a 2-digit code). This simulation has also been

programmed for the IBM 7090 using art_ficial input and a srpa.:L'l. amount of
ASTIA (or, presently, DDC) live data, This teélmique looks promising for -
at least certain types of information retrieval problems once the tech-
nique is fully developed. As is generally the case, the examples used
have & 1:!.m:l.téd acope; & great deal of developn}ent is required before

‘the concept can be practicably implemented. The question remains as to
whetter all types of information retrieval data will be adaptable to
desoriptor/attribute stratifiscation,

4.5  QUERY PROCESSING

In an important sense the answers to all the preceding qusstions
determine in large measure the query capabilitiea of a system. Conversely,
the descriptor and processing structures must be designed to accommodate
query requirements. The state~ofwthew-art in query capablilities of operat-

ing intormation re“rieval systems at the inception of this project was
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limited to locating the documenta that satisfy some level of Boolsan
concatenation of deseriptors. Most of the early work on the project
implicitly assumed essentially such a query capability. Since thie

approach is well understood, it will not be considered further.

For a descrilptor-oriented reirieval system in which documents have
proba‘bilities attached to each descriptor, a mere matching procedure is
not sultable for query processing. One method of itreating this situae
tion is to assign probability thresholds for the different descriptors;

the assignment, will be dependent upon the nature of the query.

One of the major problems in generating the appropriate response to
a query is the existence of redundancy in the retrieved data, In certain
applications, such as parsonnel file processing, this problem poses no
appreciable diffloulty. In literature retrieval or intelligence angle
ysis, the problem may becoms acute. Therefore, analysis of the radundancy
problem is a cogent necessity. | |

It was pointed out in Section L.1.5.3 that query processing is a
non~tyivial problem in dealing with intelligence data, but much less of
a problem in simpler situations. In the most difficult situation, the
system must be designed around the concept of a dialogue between the
gystem and the user. In addition, the full power of an implicit infor-
mation system may be necessary. In this section, both of these aspects

of query processing will be discussed,

L4.5.1 Probabilistic Retrieval - The purpose of this section is to

present a method for deciding which documents should be retrieved in
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response to a query, given that a deseription consists of a list of
non~exclusive category names, when documents are assigned to categorics
probabilistically rather than absolutely. The decision algorithm will

be developed on the basis of maximizing a valus funection that measures

the goodness of the set of retrieved documents, ‘Before proceeding
further, however, it will be helpful to examine some specific sltuations
in which probabllistic retﬂeva.l would be appropriate,

(a) The Case of Many Users -~ A situation may ocour where the views

of users regarding membership of some doouments in a certain
category are divergent, Assume » for example, that there are
100 users, 5 categories » and 10 documents. Each user is asked
to asalgn each dooument to one or more categories, Ta.biib 2 ”
11lustrates a possible set of cholces. The numbers at the
interseotion of rows and colums indlcate the probability of

a document belonging to a certain category. Tims document

No. 10 will belong to category D with probability 1, since all
the users agree to place it thers. On the other hand, the sams
document will have a probabllity of zero of belonging to category
B; again, all the users agree to exclude it from this categoz;y.
Since L5 percent of the users agreed to place document No, 10

in category A, it has paen assigned a probabllity of U5,

(b) Automatic Category Formation - Documents may be assigaed to

categories in accordance with an automatiec procedure. This
procedure may be intrinsically probabilistic in natures that
is, a document is assigned lv a category with probability p

dependent upon the circumstances pertaining to the assignment.



TABLE 2. FROBABILISTIC ASSIGNMENT OF DOCUMENTS TO CATEGORIES BY USERS -

DOCUMENTS

CATEGORIES 1 2 3 L 5 6 7 8 9 10
A 65 S0 75 6 25 o 0 15 30 Lg
B 100 5 35 L 60 25 50 75 25 0
c 90 80 60 0 20 50 h6 0 0 10
D 3 50 25 30 18 15 0 25 80 100

The specific response to a query will be determined through the use
of one or more glz_goif_ points. For retrieval on a single oategory, doc-
umants belonging to the category with a probability greater t'.an or equal.
to the cutoff point will be inoluded in the response; all others will
be excluded, For queries specified as Boolean functiona of categories,
multiple cutoff points will be needed, one for oach category involved in
the query. The seleotion of cutoff points w.LJ.l!be peri‘omed in such a
way as to maximiza the goodness of the response, The i‘gllorwing questions
mst then be answered:

(a) How is the govdness of a response to be detarmined quantitatively?

(b) How is the outoff point for a simple (l.e., one-category) query
to be determined?

(c) How are the cutoff points for a compound query to be determined?

These questions will be considered in the sequel.

L4.5.1,1 The Problem of Establishing Criteria for Determining

Userts Value of An Average Retrieval Procedure - With respect to any

retrieval request the entire collection of documents may be divided into

four subgreoups:
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(8) The retrieved documents that are relevant,
(b) The retrieved documents that are not relevant,
{¢) The unretrieved documents that are relevant.
(@) The unretrieved dovuments thet are not relevant.
Since i1t was agsumed that the documents are assigned to categories on a
probabilistic basls, all four subgroups will generally be represented in

any retrieval process,

Regardless of any special assumptions, it is clearly permissible
to assert that as the number of doouments in categories (a) and (d)
inoreases and as the nmﬁber of doouments in catagoriea (b) and (c)
decreases, the value of the retrieved collection lo the user will
inorease, Thus,
virﬂn-rgn}-%un]+%uw+x £283)

where V is defined as the user value of the retrieved collection; i‘l,
fa, 1‘3, and fh are unspecified, mnotonieal;ly increaging funetions; and
{1}, {11}, {111}, and {IV} are the numbexs of documents in the subdlasses
(a), (b), (o), and (d), respectively. K is defined as a constant thab
determines the minimal value for the user below which the retrieval is

not Justified under any circumstances,

For simplicity, replace ;f.‘l, fe, f3, and fh by the constants
o, B, vy, and 8, and set K = O. The results of this discussion are not
essentially modified by this simplification. Equation (153) then becomes:
V = o{1} - 8{11} - y{1ITI} + 8{1IV} (15k)

Since K = 0, the retrieval process should proceed as long as the increment

R



of V, dV, is positive. That is, the process may select a group of documents
with common probubility characteristics (in relation to the request pro-
file) and then investigate the change of V by including some additional
documents with lower probability characteristics. The question as to

which doouments wﬂil be retrieved is the problem of fixing the most advan-

‘tageous values for the set {o‘i} of cutoff points for the descriptor classes.

) The approprlateness of replacihg the funetions i‘l, f2, £3, and
fh By the constants a, 8, v, and 8§ rests upon the understanding of wha.t‘
facforé could be responsible for the non~linearity of the funetion V,
Easentlally there are two reasons why the functlon V ahquld be non-linear.
The first pertains to the economics of using doouments; the other, to
the problem of redundanoy. In général , the efficlency with which the
retrieved collection is used depends upon ilts size, even if the value of
the individual documents in the collect:;on is not prejudged. Nevertheless,
since retrieval systems can be used in various ways, it is safe to assume
that for many uses the rel‘étive emphasgls placed upon the classes c‘>f.
retrleved and unretrieved documents remalns unchanged. To the extent
that this assumption is true, the fact that the fimotion V depends upon
class {IV}, the class of correctly unvetrieved documents, helps to remedy
the situation, |

The second reason for non-linearity is more sericus. Among the
retrieved documents there may be a high degree of redundancy; in some
cases the same amount of information may be entirely covered by a smaller

number of documents. It is difficult, however, to decide whether or not

12
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redundancy is a linear function of the size of the retrieved collection,

To answer this cuestion adequately, it would be necessary to formalize

the concept of redundancy among documents and then perhaps to formulate
theoretical prescriptions for procedures that would permit the system to
retrieve the most efficient covering of the ’oop:h.w specified in the request.

(This problem is a difficult task in itself and merits separate Investiga-

tion,) Pending a quantitative formulation of the theory of redundancy,

this dispussion will be confined to the simplest assumption of linearity.

Therefore, given the function V in the form of Equation (15h), the first
task is to find the set of cutoff points that will maximize the user's

value for an average retrleval process.

4.5.1.2 Determination of Cutoff Points for Simple Queuss -~ We

gtart by introducing some notation., We assume that there are s qategories,
denoted by the integers i = 1,2,.,.,8. To facllitate computation, the
number of documents in each class are assumed to be large encugh and the
subdivision into the probability brackets fine enough to permit integra=
tion teclhiniquea to replace summation, Le'b:

N, (p) « the number of documents in category 1 wlth \
probability p or less,

av, (p)
n, (p) = -—%Efmw

51(0) = %}7 I()Uni(p)pdp, r(lss)

py = By (1)

fi = the Irequency with which category 1 1is requested.
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7 the cutoff point for category i.

N = the total number of documents in the collection,
If we assume that every document belongs to every category with at least
some non-zero probability, then we have:
andj 4
i :
Ni(l) = N
We also assume that ni‘(p) is non-zero throughout the interval fo,1],
since its value can always be made sufficlently small to be statistically

~ insignificant.

The qua.ntitzr’fs'i(a) represents the expseted proportion of

incorrectly unretrieved doouments. when -retrieval ia pérfamd with oub~.

off point g, that is:

3. (g) = incorrectly unretrieved documents
P;{0) ® ¥5Tal documents in The collection

To follow this point, note that for O £ p < ¢, the expected number of
doouments in the interval (p, p + dp)' is ni(p)dp, and that p of these
documents will actually bhelong to category 1. Thus the number of docu=
ments in the interval belonging to i will be :pni(p)dp, and since p <o,
nione of these documents will be retrieved. Since these documents do in
fact belong to category i, they are incorrectly unretrieved. 'p'i(a) is
obtained by integrating pni(p)dp over the interval from O to ¢, ‘thus
covering all incorrectly unretrieved documents. Noite also that -ﬁi repre-~
sents the expected proportion of documents in category i, since with a

retrieval threshold of certainty no documents will be retrieved; hence
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all documents in category i will be incorrectly wnretrieved.
We note also that from Equation (155):

g
N, (o) = jo n, (p)dp (156)

The procedure for calculating the set of ui's that will maximize
V is:

(a) Calculate the numbers of documents for the four subclasses of
documents that enter V for an unspecified 0, -

(b) Obtain a general expression for V for a single category.
(¢) Obtain an expression for the expected value for all V's,
~ (d) Differentiate the expression cbtained under (o), and set the s
coefficients of the differentials equal to zero in order to
obtain a set of conditions for the maximum,
(e) Solve the equations to obtain the valuss of %hﬁ’ﬁilﬂs»-

We will permit different o, for different categories.

i

We first caleulate the nﬁmber of documents in each subclass:

(a) Class I - The olass of all correctly retrieved doounents:

1
{1} = I pn, (p)dp (157)
93

(b) Class II ~ The class of all incorrectly retrieved documents:

1
{11} = I (A - p) n,(p)ap (158)
oy

(¢) Class ITIT - The class of all incorrectly unretrieved documents:

{111} = f %1 pn, (p)dp (159)
(o]



(d) Class IV =~ The clazs of all correctly unretrieved documents:

a.
(3 = [ F (- p) ny (p)ep (160)
(o]

For a queyy on category i, then, we have:

1 1
Tra po, (p)ép - 8 [T @-p) o)
% %
Gi 0‘1 :
-y J. m, (p)ap + 8 fo (L - p) n,(p)ap (161)
0

The expeotad valus of V over all categories is obtained as a weighted

sums

8
V=% £V
qm] 171

- 2 0a ] my(o)ep - fla"5“<m
=) 1 o‘i:pnip p-B ci b nipiv‘P

v [ Fmwe s [0 new o)

The conditions for a maximum are obtained by setting the partial deriva-

tlves with respect to each o, to O:

i
£,l~ a0y n(0y) +8Q -0y) n,(0y) ~ v o0y ny(oy)
+ 8(1 = 0y) ny(o)] =0 (163)
Dividing by i‘i ni(oi) yields:
-ao, +B-Bo;-Yyo, *+8~-80, %0

(16M)
o;@+B+y+s)=B+s
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15,

o

so that;

U - - N
O, "AF¥B Fy+e

{(165)
The quantity (165), then, is the optimal cutoff point for single-descriptor
queries., It is of interest to note that the cutoff point is the same for
all categories and, in fact, does not even depend on the probability dis-

tribution of doouments within the categoriles.

4.5.1.3 Determination of Cutoff Points for Compound Queries -

We now conslider querles that are of the form oy L] 3 3 that la, we seek
documents that belong both to category 1 and to category J. In general,
the thresholds to be used on the individual categories will be different
for joint retrievals than for simple ones. We will initially assume that
the distributions of dooumsnts within categorles are independent; that
is, that the membership of a dooument in category i deea not affooct the
probability of its membership in category j. We will also require that
a single cutoff point be establ!iehed for sach category glven that the
query is of the form o, _0 °J' As part of our independsnce assumption we
will assume that:

ETEEEA | | (166)

Thus the fregquency of retrleval on 8 Joint category ls the product of
the frequencies on the individual categories, Under these assumptions,
we can carry out the analysis in the same way that we did for simple

queries.

Le5.1,3.1 Development of the Cutoff Foint Equations - We let

N ] (pi,p ;J) denote the cumilative joint distribution function for categories

7



i and j; ‘therefore, Ni j(pi,p j) reprosents the number of documents that
belong both to category i with prebabllity pi or less and to category }J
with probability p 3 or less. We let n, j(pi,p :]) represent the corrsspond=
ing density function, wheret |

| 3%, (py,p4) _
ny(PuPy) T 55, (267)
Similarly, we let p; 3 (pi,p j) denote the average probabﬂity of a doou- -
ment belonging to both category 1 and categery Jj, given that the document
belongs to category i with probability Py and ocategory j wilth probabllity
Pye

The sssumption of indspendence of categories oan be broken down

into two separate mathematical statemente: "

Mﬁfﬁ.ﬂ;’lﬁ.w (168)

and;
These statements are independent in the sense that neither can be derived
from the other, and they represent two different aspsots of indepandence

of categories. As a consequence of Equations (167) and (168), we obtain:

(p,)n, (5,)
nyy(pypp) = bl T (270)

for independent categories.

We can write expressions giving the number nf doouments in each

of the four classes involved in the value function Vi J:

1,8
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(a) Class I =~ The class of all correctly retrieved documents:

1,1 | ’
{1} = fd. fo Py 4(PysPy) 1y (pyspy)dp, dpy (172)
i 7]

(b) Class IT ~ The olass of 811 incorrectly retrieved doouments:
tm} = [ 7 0 - pyy (0,00 gy (oyp )0, dpy - (2)
[+ [o
i ")
(¢) Class IIT - The olass of all incorrectly unretrieved doouments:

{1z} = f " ch Py (pi;pd) By 4(PysPy)dpy dpy (273)
0 [+]
(d) Class IV - The class of all correctly wnretrieved documents:
() = [ [0 -y toy,m)] myyoyp )iy dp, ()
4] (]

Since we are assuming indspendence of categorles, we can siiplify Equa-
tions (171) through (17h) by using Equations (169) and (170):

Lo, (m) o nys,)
@ @] TR b (175)
. . Ui Ud '
1 1ny(py) ®n,(p,)
@ m-[ TR AR G e @)
Ui GJ
(3,) »n,
(e) {11} = Ioi J'o‘j 2 Pi)};.r—nip‘L) Py Py dpy dpy (1717
[») s}

(@ {w} = % 1% nipy) @ nlp,) (L - p,p,)dp, dp. (178)
o] (o] 1 'j J i

The retrieval process proceeds wmtil the predetermined cutoff

point o for descriptor i and oj for descriptor J has been reached., To

19



retrieve beyond this point will be detrimental, since on the average the

increment in V caused by additional retrieval will be negatilve,
The four double integrals in Equations (175) through (178) can
now be evaluated, For Equation (175):

- o) a1 (p,) ®n,(p,)
e X
Oy Uj ;

1l 1
- %jr _fc n(p,)p, dpy Io n(py)py dpy
i
- NF, = 5,(9,)7 (B = Fyloy)] (279)

Sim:l.larl&-, Equations (176) through (178) become:

sl pln(p) en,(p,)
[II} - J.a Ia u_n_ﬂa- (1 - pipj )dpd'd:pi' )
i

- %-, (N - Ny (04)] [N = Ny(oy))

(160)
i} Ui CJ ni(pi) L ni(p )pi p:] dpj dpi
{111} L jo ¥
- ¥ Ffoy) o) (161)
vy - [+ [ ni(pi); e pyp,)dpy dp,
0 [+]
= § [ (0) ¥y(oy) - ¥ o) Fyloy)] (262)

By substituting Equations (179) through (182) into Equation (15h4),
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the function Vi. for the +walue of a joint retrieval on categories i and

3j becomes
Vyy = § W[5y - B0 (5, - Byloy)])

o SILERACRINUER KCH)
- W[5y - B0 By - Bylo)) 5 (a83)

- § ¥ 50y) Bloy)

3 FLACRR ACHIES TP R-TCN S B

By using Equation (183), it is possible to find the values of
oy and oy that will maximize a specific d In general, however, the
valuee oy end °i" cbtained by solving the maxima in expressions vij and,
say, vik will be different. Consequently we need a set of values {ai]

that will mexdimize an average vij'

The average value of vij is, of course, its expected value:

B¥) = T % v
1= g1 1 13

-z zv (184)
11 gm1 M 1y
since f,, = fi rj by Equation (166), and this function will have to be

i)
maximized. The differential of Equation (18l) is:

@ ¥ :ff[ do -ﬁ-iﬁ] | (185)

i=l jwl
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[ avi.]

dE =¥ £ 1% £ =2 | do

i kA j 3 aoi 1

which implies the following condition for a maximum:

v
_a_o.é..i =0 | (1 =1,2,,..,8) (186)

p Y
g 3%y

The partial derivatives avij/ %, in Equation (186) can be com-
puted by using Equations (179) through (187):

g,f—l = {05, - ,(9,)] [0y ny(0;)7) | (287)

2 - § 1+ Wy(oy)) Iy (o))

+ [By = B4(0y)] 3.0, (o)) {268)
3 II: - 3(°J)°1 ;11(01) (189)
ég—?- - }]j [NJ(UJ) ni(ai) - N '5(03)01 ni("i)] : (190)

Performing the summations in Equation (186) on Equations (187) through
(190) results in:

(1} . g - =
3: fj %;Ll - U‘i ni(Ui) 351 f,‘] [p‘., - pj (°j)] (191) ]
3{11) . 1 S
B8 Sy Tl T Loyl
s Y—— -
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ALy . s £ T
33: . ay ni(oi) jz:l fj p(oj) (193)
. n.{(o.) s
o] LA T - A= P
Ain-7alai SR RS
n(0,) T £, 50.)
-0, n(o,) © £, D 194

Therefore, the condltion for a maximum is given by the equations:

s
- % Ci’ni(ci) 351 fj N [pj - pj(cj)] A

‘ ‘ 8
+ % ni(oﬁ..) jEl [N - Nd(cj)]fd

8 S e =
P (195)

L ) 8
- ﬁ.gi ni(ci) jEJ. fj N plo)
5 8
+ N ni(od_) dEl f:j Nj(cj)

8
- § 03 my(0y) 321 £4 0y Blog) =0

/

for 4 = 1,2,..4,8, It remains to show that a solution actually exists,

and to examine the properties of the solution,

L.5.1.3.2 Existence of Solutions %o the Cutoff Point Equations -

In order to get some insight into the situation, set y = 8§ = 0; i.e,,
assume that the function V depends only upon classes {I} and {II}. In

this case, Equation (195) is simplified to:
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- % Ui ni(ci) 351 fJ N [p,'] - Pj(cj)]

B S

+ gy (0y) 351 R N CNN Y (196)
8 G, -7

"‘N Gi ni(oi) dgl Pj - Pd(oj)]fj N=0 J

for 4 = 1,2,,44y8. After i'earre.nging and div:!.ding' by the comnon""faotor,
ni(oi)/N;_Equation (196) becomes:
| 8
B 3731 £,(N - N, (0,))
8 -— —
@+ o) T 2[5 - Flop))]

LA (197)

for 1 = 1,2,¢u4,8,

From Equation (197) it follows that if a solution exists at all,
then it is the same for all i, since the right side of this equation does

not depend on 1., If we let:
h(o) = "‘a o N §' i‘dﬁd - p:j(c)]

+8 T £,I8 - Ny(0))
3 St Ny

-8 0 NE 205 - Fy(o)) (150)
then we can rewrite Equation (196) as;’

n, (o)

‘i‘N" e hig) = 0 (199)

We need to show that there exists a o such that 0 < g <1 and h(o) = O.

Given this o, then o, = ® e 0 =0 will be a non-trivial solution

Op
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of Equation (196). We demonstrate this fact by showing the following:

h(0) > 0 (2004)
h(l) = 0 (2GOB)
W(l) >0 (2000C)

It 1s sufficient to show Equatlon (ZOOA), gince from Equations (200B) and
(200C), h(g) <0 for ¢ = 1 - €, where € is positive and sufficiently small.
The result then follows from the Intermediate Valus Theorem.

From Equation (198) we have:
h(0) =g T i‘J[N - Nj(O)] =g N
3

which demonstrates Equation (200A). Also, since 33 " '53(1) and N = Nj 1),
clearly h(1l) = 0; so Equation (200B) is true, Finally,
. 2
: ‘ o gn,{o).
h'(c)‘= -aN '33 2,0y = Pyl0) - +]
*8 Tl nylo) - 1By + 1By(0) ¢ o°ny(0)]
LY

ht(l) =g 2 £, n,(1) (201)
3 33

Since n J(o) has been assumed to be strictly positive in the unit in'ber';al,
it follows from Equation (201) that h'(1l) » O, so that Equation (200C)
holds, Hence a solution to Equation (196) does in fact exist. It can
similarly be shown that a solution to Equation (195) exists, provided

that & is not too large. The details will not be given here.

L4.5.1.3.3 Further Analysis of the Cutoff Point Equations for

x-5=0—Wenowle'b:
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gylo) = T ijN - Nj(o)]

(202)
e(o) - j§l 2[5, - 5,00
Then Equation: (197) becomes:
o= _(_9_:_1\)@(_1_ o (203) -
o *p g |

and this equation can be solved for o, as we have shown.

Since N(o) is a monotonically increasing function of ¢, it 18
now possible to interpret the value of ¢ established in Equation (203).
It ls apparent that gN(a) repreaenté the average or expected number of
retrieved documents, On the other hand, each term éf gs(o) represents
a produet of the average probability of retrieved documnts‘ times the
oize of the descriptor group normalized by the frequensy of usage of
this desoriptor, Thua the g\I-)(o) funotion expresses the average number
of retrieved doocuments properly belonging to the average descriptor
weighed by its frequency of occurrence; It is ‘thus seen that the optimum
g, expressed by Equation (203), is a function of the constants g and 8,
whioch express the relative importance attached to the correctly and
incorrectly retrieved documents; +the optimum ¢ is also a funetion of

two averages~~namely, gN(o) and g;(o).

It is evident that the higher the value of B--that is, the
importance attached to incorrectly metrieved documents--bhe ulgher will

be the value of g. And as ¢ increases, fewor documents will be retrisved.
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On the other hand, the higher the value of g-~that is, the importance
attached to the correctly retrieved documents~-the lower will be the
value of g. Tor lover values of g more documente will be retrieved.
The function decreases with the increment of value of g, and so does

gi(o). When g = O3

g (0) = N gi‘d - N

g—(o)h ~NEf, P (200)
P 3y 37

and when o = 13
gy(1) = @) =0 , (205)

Thus at ¢ = Ot

B &y(0)
RIS OME ﬂgrfj 7Y | (205)

To evaluate the expression for g = 1, L!'Hopitalts rule must be vsed

because of the indeterminacy of 0/0t

gy(0) g1 ,
Egm ———gi-';(l) as g ~ 1

(@) = - 2 £y my(o L (207)

' .
eﬁ(O) = =0 ? fd nd(c)

Thus at ¢ = 1:

B gy(o)

GTO e "’ (208)
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I'rom Equations (206) and (208) it follows that the optimum g never lies

a2t the extrema of the unit interval,

For simple queries, it follows from Equation (165) that for

y = & = O, the cutoff point is the same for all categories and is given

by
e +e : : : (209)
For joint retrievals, we have:
gy(o)
. N | |
- @10)

Since

T J‘l (p)dp £ f Ilpn()d
n, (p)dp p)dp
gn(.q)‘j Jd, 7 i J g7 - (o11)

o) 1 ; I
K] 33 £y fo P, (p)dp 5: £ fo m, (P)dp

we see that:

(a) The cutoff point for joint retrieval on two categories is
always greater than the cutoff point for a single category;

(b) The cutoff point for joint retrieval does depend on the prob-
abllity distribution of documents wlithin the categories.

L.5.1,4 Possible Generalizations - Generalizations to the

method of retrieval desc¢ribed here may proceed in either of two direc-
tions. The first direction is to extend the method to handle Boolean
combinations of descriptors other than the conjunction of two deseriptors;
the second generalization is to conslder the more realistic situation
where the probability distributions of documents within different cate-

pories are not independent.
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The extension of probabilistic retrieval to the more general
Boolean functions appears to he a laborious but straipghtforward matha-
matbical task, It has not appeared worthwhile actually to carry out this
extension., However, on the basis of the results already presented it
would seem reasonable to'expect that the cutoff point fbr a2 more com-
plicated retrieval would depend on the form of the retrieval and on the

ensemble of distributions, but not on the particular descriptors involved.

A considerable amount of effort was expended in attempting to
analyze the sltuation for the case of dependent categories. Uni‘ortuxigtely,
it appears that this problem ls insoluble. The remainder of this section

will discuss the reasons for this conelusion.

The case of dependent categoriss is a generalization of the case
of independent oé.tegories. One theoretically possible but impractical
solution would be to compute the joint distributions N:L J(pﬂ.’ P ;j) for each
(1, 3) palr by actually counting the appropriate numbers of documents,

If valves of Py and pj ars computed in increments of 8, ihen this .ﬁould

2 2
require keeping -8——5—-8- separate statistics: (%-) for each category and
6 .

|
(52 - 8) times that number for all possible pairs of s distinet categories.

Similar statistica would be required for Py (pi, P ;j)' Tharefore, one
would hope to find a single measure of relatedness between categories
and to use this measure in two different relationships: ons that would
express pij(pi, pj) in terms of Py and p.j in a convenient functional

form; and the other that would express Nij(p'

» Pj) in terms of N, (p,)
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and, Nj (pj)p The assumption of independence led to the relations in
Equations (168) and (169), which accomplished this ain,

I¥ is possible, and perhaps even reasonable, t.o assume that

Py ;j(Pi’ P ;]) = PPy and to incorporate the effects of dependence betwean
categories into the distribution function N:L j alona. The rationale for
this procedure is as follows: suppose that the distribution statistiocs
are based on the results of having documemts assigned to categories by a
panel of users, If two categoriez are highly dependent--for exanmple,
aiﬁost synonymous~~then cne would expect that those documents that have
a high probabllity of belonging to one category also have a high proba-
bility of belonging to the other, A similar rationale holds for dooue
»ments. that have a low probabllity of belonging to one or the other of
these categories, 'This effect woﬁld manifest itself as a skowness in
N:L:)(pi’ pJ). However, consider a single document that had been assigned
to category i by 1 of the usexs and to oategory J by pd of the users,
Even 1f the categories are closely related in the sense that documsnts
belonging to one are likely to belong to the other, the judgments of a
particular panel member with respect to the two categories may well be

findepnndenfc.. For instance, suppose tha.t. two categories are clogely
related, and a particular document is assigned to each of them with a
probability of 90 percent. It need not be true thut the 90 percent of
the users who assigned the dooument to the first category are the same
90 percent as those who assigned it to the second ecategory. It could
reasonably be assumed that the two groups are in fact selected independ-

ently, so that only 81 percent of the users assign the document to both
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catepories., If we make this assumption; then we can take Py 3 (pi, 8] j) =

ffowever, the problem of N_.I remains,

J

The type of relationship we are looking for should be of the
form: ) _
Ny (Rys Py) = Flogy Pys Ny (py)y Nylpy)y Kyyl (212)

whare ki;j is a parameter that measures the relatedness of category i to

’ category j. If we do not assume that k,, = k,,, then k, , would measure
1) Ji LJ

the tendency of items in J to belong to i also, and conversely for k;li'
That thls situvation can in fact arise is illustrated hy ‘the case of
nested categories; every document that helonzs to the suboaf.egory' also

belongs to the larger category, but not conversely,

Let us consider the constraints on the expression for N:LJ ag
given in Equation (212). Since Ni 3 represents a distribution functien,
we must have:

nij(pi’ Pj' kij) 20 (213)
whara‘ni :)(p:!.’ Pys 'kid) is, as bgfore, the joint probability density

defined by Equation (167), with ki;) as & parameter, Since every doou-
ment belonps to category ] with some probability between O and 1, we

have
lfl ( ky,)dpy = 1, (p,) (211)
N, My'Par Py Kayldpy 7 nyRy )
and similarly,

1 1
5 j’o ny(Py, Pys Kyy)dpy = 1y () (215)
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If we define lci = 0 to be the case of independent categoriss, then we

3

st have:

n, (p.) n,(p,)
nij(pi’ pj" 0) = '_i—_l—ﬁ_d__j— - (216)

Finally, if ve define ki 3 = 1 to indicate synonymous categories, then we
will want

nid(pi, Pys ki:]) ~oas k1 (217)
The reasoning behind this eciuation is that for synonymous ocategories
the density funotion nyy W11 be sero for p, ¥ Pys since every dooument
will be assigned to the two categorlies with the same probability. Since
nyy WilL be non-sero, only along the line p, = p, and since this line has
zexo area, the denslty function on the line must be infinite if the
integrél"bf the denaity.is to be non-zero, This situation is » however,

approached only in the limit: hence we have Equation (21n).

A careful examination of the forms that nyy might take has led
to the conclusion that there is no reasonably simple nyy that oan be
found; and If nij is too complicated, it will be impossible to carry
out the remainder of the analysis, which was difficult enough even in
the independent case. The two most likely forms were

ny4(Pys Pys Kyy) ni(pi) n,(p,) £(pys Pys Xyy) (218)

and

1, (r;) n,(p,)
nij(Pi, Pjp kij) = '—i-'j—'N'j—-L + ki,'] f(Pi) pj’ kij) (219)

We will consider Equation (218) first.
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For Equation (218) the constraints, kquations (213) through

(217), yileld:

£(py, Bys ;) 20 | (2201)
1t |

§ f; ny (py) ny(py) £(pyy Py Kyy)dpy = nylpy) (2208)
i f (pi) n (PJ) £(pys 2y ij)dpJ - ni(p;) (2200)
£(py, Byy 0) =1 . - (220D)
f(pi, Pys kid) - o a8 kij -1 (220E)

It 1= apparent that £ should be symmetriec in Py and pj. Furthermore,
from Equation (220B) we see that the quantity,‘

1
[Cogim) #oy, ppy kgdan, (221)
° .
rust be invariant for all possible ni(pi). Since ni(pi) is an arbitrary
positive function of Py, We must have: |

f*(Pip Pjs kij) | ,
£(py» Pys kij) = R.T5) (222)

to cancel out the effect of varying ni(pi). By symmetry, however, we
must also have:

f*(Pio Pja kij)

£(py s Pys k;d) = nj(p37 (223)

Since £3 must be the same in Equations (222) and (223), we have a con-

tradiction and Equation (218) must be discarded,

If we try Equation (219), the constraint equations yield

163



n, (p;) n;(ps)

1
J. f(pis pj’ kij)dpi =0 (22“:5)
Q

1 .
[ “2(p,5 vy, ¥y )dp, = 0 (2240)
O L = v

We have a similar difficulty. If f contains a multiplicative facter of
n&.(Pi) nj(pa), then we can remove ni(pi) nj(pj) from ny 4 and use the same
argument as the one raised against Equation (218). Yet without this
factor there does not appear to be any way to satisfy Equation (22LB) in

view of the arbitrary nature of n, (p,) and nj(pj).'

What we have shown 1s that there does not appear to be any
possibility of developing an analysis of prbbabilistio retrieval that
will account for the relatedness of categories used in a query. However,
for most retrieval requests encountered in practice 1t would be reasonable
to expect that different categories mentioned in tﬁn raquest would be at
worst alightly related, Turthermors, a well-chosen set of categories
will probably have little correlation among its members since the exist-
once of correlation degrades the utility of the categories, In surmary,
then, the use of the independence assumption should not unduly distort

the results of probabilistic retrieval.

h.5.1,5 Conclusions - It is now possible to outline the

general Teatures of a probabilistic retrieval system. To each category
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there will correspond a collection of classes of documents instead of a
urd.que class of documents. Each class will be determined by a different
cutoff point o. For each document, there wlll be two types of cutoff
points, disjunctive and conjunctive, Within each of these categories an
ihd:l.vidual o will have its valus determined in :accorda.nce wlth the type

.of Jjoint retrieval it 1s scheduled to participate in. Thus 'the;'e will be
one outoff point for the conjunction of two descriptors, another for con-
Junction of three, etc. The same principle holds for the cutoff polints

for disjunctive retrievals, Any incoming :Eequest wlll be transiformed
“ into convenient canonical forms; for example, a disjunction of;-"'i conjunctions,

The appropriate cutoff polnts will then be selected and retrieval effected.

In order to calculate the outoff points, certaln parameters are
required. These parameters can be obtained by requiring the system o
perform bookkeeping operations that will supply the required data.
Essentially, the kind of statistical data necessary for the caloula_tid;l
of the cutoff points is:

(a) n, (p) = the density of documents pertaining to a given descrip-
tor for a given probabllity interval.

(b) pi ) = the average probability value of a document Lelonging
to the descriptor 1 as a function of a cutoff point.

(¢) N (c) = the total number of documents belonging to the descrip-
tor 1 as a function of o

The most fundamental of the three types of data is (a), since (b) and
(c) can be caleulated. from it, |

I.,5.2 The Problem of Redundavey

h.5.2.1 Introduntion - Redundancy in the information retrieval
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processes oceurs whenever the retrieved data is duplicated. To avold

'redundancy is important, not only for the rather obvious economic reason,
but also for operational and logical reasons. Theoretical considerations
pertaining to the nature of measures ror removing redundancy will be best
understood within the context of a more detailed discussion of the unde-

sirebility of duplication from these thres points of view.

4.5.2,2 Economle Point of View - For some types of information

retrieval systems the cost of retrieval may become prohibitively high,
especially if all the data pertaining to the request profile is retrieved.

The use valus of the information contained in the retrileved
data may be drastiocally reduced by the existence of redundant material,

Aok L

I -
 Effectively the user of the date is zwamped by repetitious information.

4.5.2.3 Operational Point of View - Many information retrieval

systems enter into larger systems as component units. The retrieved.dﬁta
may form an input to other processés such as control, command and control,
~or real~time monltoring. The occurrence of redundant material may not

: énly reduce the efflelency of the fumotloning of the system, but also
affect the outcome of the proceéses to which the retrieved data forms an
jnput. For example, imagine a aystem that is required to perform some
statistical tabulations on the incidence of car accidents among various
population groups. TFarthermore, assume that the reports on automobile
accidents are incoming from diverse sources so that some accidents may

be reported more than once., Under such conditions it will be necessary,

in order to obtain valid results, to introduce some filtering stage that
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will prevent or eliminatc duplication., Istimates of the rcliability of
the results obtainc will in general depend upon the effectiveness of the
filtering stage. ‘he removal of data redundaney is thus vital to the

satisfactory performance of the system as a whole,

h.5.2.h Logical Point of View ~ In the process of decision

making the origin of the data may be as relevant to the decision as its
content, It 1s even conceivable that the exilstence of large amount of
rvedundancy in the colleoted data may be one of the important factors
influencing the nature of the decislon. In other words, the déoiaion
process m@& be dependent on the manner in whioh’the data 1s presented.

As an example, imagine a system whose task it is to molve transportation-
routing problems, The kind of solution employed may well depend upon the
complexity of a particulﬁr problem. If the partiocular ‘ransportation
network contains many nodes, the system will use one type of an algorithm;

if 1t contains few nodes, then ancther.

Determining the nature of the problem may depend upon sampling
of daté;; thus inaccuracies will arise if the date contains a large amount
1

of redun&ﬁncy. Such a situaticn is partiowlarly prone to arise if the
system schedules lits ocwn operations and batches many problems together,

4.5.2.5 Tentative Measures of Hedundancy = Considering several

ways in which the concept of redundancy is implicated in the informaiion
retrieval processes, a basic dichotomy bscomes apparent:
(a) Some of the redundancy problems require the exact scrutiny of

the individual. data items. If data items are conventionally
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(b)-

thought of as documents, then a sort of redundancy map could
be oblained by indicating the relationship with respect to
redwndancy of each document to every other document in the col-
lection. The simplest kind of relation between documents with
respect to redundahcy is that of inclusion; tha.ﬁ is, one doo~
ument may express everything that another document expresses
with respect to a giveh topic. - Another posaible relation,
although a lsza slmple one, is -bha;.t of overlap. A dooument may
partially express the ocontent of ;nother document with respect
to a given topic wiﬂh some numerical measure of the partiﬂ

covering.

It may be possible or desirable to handle the problem of redue-
ing redundancy on an aggregate level, The distingulshing
feature of this approach ls the statistical handling of infor-
maﬂon contained in the documents. It is important to remem-
ber that, since the primsiry concern is redundancy, the basie
measure of information must be relative rather than absolute,

That 1s, such a measure when applied to a doocument should bhe

~ able to determine the expacted number of douuments renderéd

superfluous by the document in gueation; éltarnatively, the
measure shonld indicate how many documents render a given doc~

ument superfliuvous,

Usually a document will cover a number of topics. In general,

it must be expected that the redundancy measure will nct be
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avenly distributed among all the topics that a given document
deals with. Thas with respect to one topic a document may be
highly unique, whereas with respoct to another, highly redundant.
Whether or not it is advisable to average the redundancy meas-
ure over all toplcs or handle them geparately is a question that
ﬁay be decided only after a more detailed and rigorous study.

It 1s algo possible that this question admits no unique answer,
since informatiqn retrieval systems are highly differentliated
with respect to their functional characteristics.

It would be incorrect to assume that this dichotomy represents
two alternatlve approaches, It is quite unrealistic to expect that an
exhaustive redundancy map comprising the detailed breakdown of all rela-
tions among all Aocuments‘individually is feasifle.' Practically, some
sort of statistical approach is hecessary. It is necessary, however, to
qemand that any atatiétical Averages employed to reduce redundanoy capture
the true statistlcal properties of a system based upon the requirements

for a redundanoy map.

1.5,2,6 Conclusion - It is important to avoid redundancy for
operational, lozical, and econcmic reasons, Two tentative examples of
redundancy measures are:

(a) Each document is characterized by a set of numbers expressing
the percentage of documents containing more, or less, informa-
tlon concerning a given topic,

(b) Each document is characterized by a set of numbers expressing
the additional contribution that the document would make to the

given topie, assuming the average number of documents already
retrieved.
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.53 Adaptation to User Requirements

»5+3.1 Usar Orientation - The users of an information system

are often conceived as a univocal mass that knows precisely what type of
information it wants from the system. The problem of system design is
then reduced to the sifple expedient of devising means of access to the

general body of stored information for this class of users.

In faoct, however, the users are neither univocal nor certain;
if they wers, the problem of information retrieval would be vastly
gimplified. Any intermediary i‘or‘gainix:xg sccess to vstored information
would be superfluous, since the users by definitlon have a priori kmowl=
edge about the nature of the information they seek. The difficulty is
that users approach any information system-~even a library card catalogus--
| because their questions are vague and ill formed. Furthermore, eé.ch user |

wishes to fulfill a different need,

In confronting a nev system, any user is wary at firstj the
mechanism of the system stands as a barrier (and possibly & threat) between
vhis questions and whatever answers may be avallable, The first criterion
for gaining the user's:coni‘idence, then, is simplicity; the mechaniecs of
the system should be readily grasped after a few moments of study. The
second criterion is that the user quickly gain confidence that the sya-‘
tem can indeed produce reasonable responses to reasonably well formed

queries,

This second factor poses the greatest difficulty. If a user has

confidence in the system, he is willing to enter a tacit dialogus. A
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simple question, however ill formed, produces sufficient information to
lead to another, more cogent questlion. The dialogue continues from ques-
Lion to answer to question until the user eventually frames precisely

the right question to gain access to the information he originally sought.
This process with the familiar c;rd catalogue i heﬁristic; the same
process should ocour with an automated system, but the interposition of

a machine may easily restrain the facility of the dialogue.

An ihrormation system deals with the functional elements of
inf'ormatlion in such a vay that a sequence of operations upon these ele-
ments or upon concatenations of these elements produces the requested
information, What is desired is information explioitly or implicitly
contained in tho data received by the system., Thusg, ultimately, logical
implications, generalizations, correlstions, and even.ibgid&l‘apbraiSa}é
of the original data (oredulity measures and ordering relations) may be

the results of these operatidna.

The requirements for performing operations upon the information
parallel, at least in part, those for storing information. These opera- ”
tlons should he defined so that information can be recombined into forms
that are not explicitly formed in the original informati.n, Such proceass-
ing operations should be specified in relation to the storage operations,
The retrieval processes may then gather relevant material from the stored
data so that it may be operated upon and used to answer questions. Some
of these operations are based upon statistical analyses of the data,

Uther operations are functions performed upon the question in order to
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improve the formulation of a query. In Lhis way the inherent difficulties
in establishing a dlalogue betwsen the user and the system may be reduced,

if not entirelv eliminated.

Additional operations on information mey be nec.esséry'. ‘The
system may be expec-lﬁad to derive logical relatlonships existing among »
data contained in its memory. In addition to logical infe_:fences (deduo~
tions), the system may be expected to perform inferential processes
(inductions)., Such inductive inferences differ from deductive infarences
in two important respects: the relationships derived are not necessarily
valid; and not all the mules of induotive reasoning are explicitly '
formalized.

... .. Implied relationship ia‘a genaria term for a1l relationships.
not explicitly contained in a system. Such rolationships are derived by
means of inferential processes; +that 1s, inductions and statisticel
correlations. The term implied relationahip includes relationships

derived on the besls of induative, or non-rigorous, inferentisl
processes. Such relationships are by thelr nature not as well definsd
as relationships obtained deductively. The system must, therefore, be
designed with the capacity to estimate the degree of credibility of such
derived relations and the degree of relevance to other information, On
the basls of such estimstes the system may accept or reject the derived

conclusions,

Since the set of impliad relationships is not well defined,

such a system will arbitrarily limit the range of derivable relationships.
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cannot be expected that the system will attempt to derive all the implied
relationships that lie within a specified ranpge without being requested
to do go, either directly or indirectly, in terms of a question. On the
other hand, some of the implied relationships might be so important to
the functioning of the system that they ought to be derivad even without
any initiating query. An information system would, therefors, be more
powerful if 1t possessed a set of declislon algorithms for determining at

which peint it must stop lts inferential acbivitiles.

It 18 necessary to state the criterla employed to select the
relationshipe the system will derive. While the set of explicit rela-
tlonships stored in the memory of a sysiem may be well defined, the cor=
responding set of implicit relationships may not be. The derived implicit
relationships depend not only upon the set of explicit relationsﬁipa, but
also the nature of the formal or informal inferential methods as well as
upon other factors=-for example, the richness of agsociation--less mmenable
to precise description. Because of these factors 1t may be questioned

whether the notlon of the set of all implicit relationships derivable from

© the information is meaningful. From a practical viewpoint, some limita-

tions wpon the range of implicit relatlionships must be imposed.

The criteria for the limitations that are to be imposed upon a
systom's ability to derive implicit relationships ought to include:

(a) Only implicit relationships possessing potential utility to
the users of the system should bo derived.

(b) The system should not try to derive implicit relationships of
so complex a nature that the attempt is likely to end in failure.
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(¢) The Llimitations should be flexible enough to leave room for
learning,

The system may be able to increass the range of derivable implicit rela-
tionships as it obtains more inpul information or elicits more information
about a question froni the user; again the importa.nce‘ of a dlalogue is
apparent, The criterion i‘br the selection of derivable relationships,
which includes all three of these characteristics is: the system is only
concerned with ‘those implied relationships that can be derived in response
to a definite procedure specified by the uger. This princlple may be -
considered as the organizing prineiple of the system.

There are several points that will clarify the meaning of this
prineiple. In additlon, the adoption of this principle has certain
implioations for the learning proceaseé that will take place in an
information system. The phrase, ".....ln response to a definlte I‘pro-
cedure specified by the user," does not maan that the user is obliged
to supply the directives that could be directly translated intc‘prdgrmna«
that is, a sequence of actlon resulting in an output consisting of the
appropriate implicit relationships. Neither doss it mean that such a

specification need be supplied to the system iniltially,

The prineiple simply states that the wser knows how to go about

gsolving the problem embndied in a query addressed to the system; he
knows how to solwve the problem in terms of human mental processes.
Moreover, the principle does not require the user to state the procedure

formally. The concept of knowing how to go about solving problems implies
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no more than that the user know enough about his own procedures to answer

questiong about his approach to the problem.

h.5.3.2 A Concept of Questioning ~ In order to optimize the

retrieval ability of a system, the user should question the system within

the framework of a theory of questioning, The development of;a concept

of questioning has occasioned considerable scientific intere@% within the

lagt decade. In part, such an interest is related to probleﬁs of retriev-
ing information, for even a cursory examination of questioning indicates
that it plays an important role in the retrieval of informgtion. Every
pragmatlically important question has a correct answer assoclated with 1t.
Such a correct answer is aJstatement that provides a person with informa-
tion--knowledge that he dld not possess at the time tbab ho asked the
question. The statement may be true or false and still fulfiIl this
oriterion. Civen a framework of this kind, the convept of questions
requires a development along two parallel lines: tha semelolegy and

the methodology of questions,

The semeiology of questions pertains to the form and nature
of queries. Questions are a type of lingulstic structure. Composed as
they are of signs--latters and words--questions have meaning. Such mean-
ing may be even more complex than the meaning of declarative statements,

since questions may also be logical functions of such meanings.

There are two possible ways to investigate the meaning of «
question. A question may be correlated with a class of statements, any

one of which is a correct answer to the question, In this sense, the
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question defines the scope of possible answers; it is neither vesponsive
nor meaningful to answer the quesztion, "What time is it now™ with the
statement, "The Parthenon is located in Athens, Greece." On the other
hand, there are questions that do not define the kind of statement that

is a correct answer, CQConsider the question, "How many horns does a unicorn
have?" "There are no such things as unicorns," is as corroct an answer

as, "A unicorn has one horn." In oﬁher words, a question mey pragmatically
admit unclarity sbout the boundaries of a subject. Only procedurally
correct questions request information within a framework of concepts and

statements accepted as trus by both the questioner and the informer.

The realization that a question is related to a glven state of .
}qzow:!.edge requires furthar exploration. It is clear that a question la
moaningful only :!.i‘ the questionsr refers to a set of interrelated concepts
either explicltly or implicitly. When a questioner asks, "What time is
1t  he knows that the snswer is a set of numbers that have a certain
order~-for example, "later than," But it remains a problem whether some
concept mut be assumed explicitly or implicitly for any questlen to be
meaningful, It may be that in order for a question to be meaningful,

gsome restrlotion of its scope must be present,

The meaning of a complex term is not only determined hy its
relatlonship to non-linguistic factors, but also by its logical rela~
tionship to other terms. The meaning of questions is in part specified
by their logical or syntactical relationship to other questions, What
ig required, then, iz a formal loglo of questions. Surh a logic would

rigorously formulate:



(a) The syntax of a formal language into which questions in natural
language are translatable,

(b) The rules of deduction for such a language.

(e¢) The theorems concerning loglcal rslations formulatablec in such
a system.

It seems that the language in which the logic is ermulated may be con-
structed out of declarative sentences by the use of an undefinsd logical
operator [28, 29], Iogloal functicns analogous to deduction can then
be defined. In any system the correlation between questions and permis-
sible answers must be formally modeled by mapping a queatlion on a set of
sentences, Semantically,hat least, the range of variables should also
be specified for answers that are specifiable for standard types of

questions.

In addition to logleal dedudibility that would be studied by
such a oaloulus, there is another dimeﬁsion of logloal analysis, This
area pertains to the relatlve complexity of questions. It may be, for
example, that in a ceritain context a Why quastiQn is translatable into a
finlte set of Tlow quostions. In this context, ﬂyg questions are more
complex than How questions., But there afe many types of questions, In
addition, there are disjunctive and conjunctive questions as well as
general and partiocular questions. This brief discussion indicates that
a loglcal theory is necessary to tonsider problems of this kind

systematlically,

Once a formal analysis of questions has been developed, it will
provide insight into the methodology of questions. If the questlons that

imply other questions are known or are reducible to other questions, then
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it is easler Lo develop slrategles for sequencing questions so as to
obtain maxiram information for a minimum set of questions. Tt is advan-
tageons for any information processing srstem to allow this condition to

be fulfilled,

Besides purely logical and formal considergtions, there is a
problem of methodology--the strategy or heuristic of intsrrogation. This
problem centers on the problem of efficiency and-purposei‘ulness in
iInterrogation. The main objectlive 1s to relate the formal characterisiics
of questioning to intentions that the questioner may have. From the nature
of the problem it is evident that, unlike the inquiry into formal prop-
erties of questions, thie discussion is malnly concerned with sequences -

of questions,

There are two types of goals that can be assooiated with 'ohe-
procedure of interrogation. The first is the desire to obtain more fantual
information. A simple example of this type of interrogationl is: "How
many people reside in Rome?" The second géal is to obtain a better
understanding of a certain area of inquiry. This objective may be
ralated to the interrogator's perception of gaps in the flow of infor-
mation or to his lack of understanding of the information. Efficient
and intalligent questioniﬁg depends upon ‘the precision with which the
intevrogator can pinpoint the kind of information he wants as well as

upon his ability to formuliate the appropriate sequences of questions.

The objective of this conuept of questioning is to establish

procedures for an interrogator e discern the intention of his interogations.
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Tho concept is not psychologically oricnted. The pioblem is not to
correlate subjective states of mind with the objective slements of the
questioning process. The concept seeks to associate the properties of
sets of information with the rational formulation of interrogative
intentions. These intentions are then fulfilled if the sequencdi of

questions is appropriate for its purpose.

' Tre ordering and the retrieval of information depend upon
initially specified rules for information handling, These rules may
not be the only rules for data handling necessary for the. proper and
efficient opéra-bion c;r an information system., Tha system must be able
to acquire new rules and modify old rules as it continues to process
information, The acquisition of rules may be divided into two categories,

Ons category includes processes based upon success~fallure "
criteria. In processes of this kind an information system attempts to
improve its performance without an interchange of complex questions with
the uger, If the oriteria for adequate performanse are not satisfied,
the system seeks to improve lts perfdrmanoe golely on the basis of lta
store of data and its own expérience.

The second category includes processes based upon a system's
attempt to eliclit information pertinent to the formation of adequate
processing rules from the user. Such processes are more complex than
those in the first categery. In addition to being able to use its own
experience; the system is able to question human beings and to use human

guidance. In this way the essential dlalogue between a user and a system
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may lead to the necessary well formed questions that will elicit the

required information for the nser.

The implication of this discussion is that the user-system
dlalogue will necessarily span a range of questions over a period of
time, however short the time. But this implied constraint need not
follow. A a;mple question may be simply answered; yet in a simple
question the necessary clues to the rélevant information are almost
apparent. Conslder a slightly more difficult instance, If the system
contains N oategofias of information, then NI questlon combinations are
possible, The information may also be atéred so that a relation (A,B,C...)
holds, The query may be framed (C,B;A). A simple response would state:
"If your request could also be (A4,B,C), then your amnswer is.,." This
approach appears too eény, but it ié not uncormon. 4And 18 these func-
tions were automated, the demon of interrogation could be greatly
gimplified, |

4.5.3.3 The Linguistic Problem - Given an appropriate formal

réﬁresentation of lingulstic input, thera still exist problems of equivoca-
tion in word use that would disrupt the functloning of an inferential
procébsor. Consider the follewing true assertions:

(a) The mumber 2 is rational,

(b) Socrates is rational,

(e} Anything rational can reason,
These sample sentences have little inherent interest, Thelr purpose,

howaver, is paradigmatic rather than practical.
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The word rational in sentence (a) is being used in a different
sense from the same word in sentences (b) and (c¢). Unfortunately, this
difference is more than a mere linguistic difficuvlty. It is conceivable
that at a purely linguiatic level the equivocation is irrelevant. An
example is tranélation to another language that has the same ambiguif.y
in the use of the word rational. In the. context of accurate inference,
however, this kind of apparently insignificant linguistic difficulty can
lead to serious logical problems, Thus, sentences (a) and (c) seem to
lead to the oconclusion that the number 2 can reason. This falsehood is
directly attributeble to the fallacy of the four-term sylloglsm produced

by the equivocatlion in the use of the word rational,”

For any deductive inference processor an awareness oi such

equivocation is emsential, Other regéareh [l.7h7 his doveloped & @0 s

“wense value Lhaory that may bhe able te dlscover sush distinotions in

sense mechanically. For the purpose of ;Lni‘erenﬁial procegsing it would
be desirable to establish whethar sense values theory may be;:hpplied to

¥t 18 possible to argue that the diffioulty lies not in the equivocation
in the use of "rational" but in the falsehood of sentence (c), given such
equlvocation. Perhaps the example is ill chosen, but we would ordinarily
allow the use of generalizations such as (c) provided that the sense of
the words involved is clear, Thus, that anything that is heavy (or light)
has welght seems beyond question. Thv reason that there is no question
is that 1t i clear that the terms heavy and light are being used in the
sense of welght. VWe are not led to reject the generalization because
colors, for example, may be said to be heavy (awkward, bub possible) or
light., We say rather that colors (as opposad to pigments) are not the
sorts of things that have weight and +hat the sense in which "heavy" or
"light" may be used to describe them iz quite different from the sense in
vwhich these words describe relastive welght--even though there is a meta-
phoric value in the analogy between weight and color demansions.
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the mechanical discovery of sense equivocations in practice. Appendix D
presents a discussion of Lhe fundamental concepls of sense value theory
and an account of possible approaches to the application of sense value

theory to inferential processing.

L.5.3.l4  The Iogical Problem ~ This section considers the devel-

opment of inferential capabilities, given a mass of initially linguistic
data reduced to ah-appropriate nnequivocal form suitable for further
machine pmceasing. Two kinds of inferential problems can be distingulshed
at this point:

(a) The relatively stralghtforward problem of checking whether a
conolusion deductively follows from the information in the fils,

(b) The more diffioult problem of aggessing the validity of a gen-
eralization inductively.

While the problem of inductive infarence ﬁ-d.ll Ee left for later devel-
opment and willl not renecive muoh further consideration in this aection,
it should be noted that most linguistlc information files are probably
far too complex for simple dedustive processing schemes to be effective
in regard to the answering of many kinds of questions.

Among ‘the difficulties we may expect to encounter in implementing
automatic deductive processing, two are especially salient:

(a) A great deal of information that people use in devoloping valid
inferences about practlical matters is never explicltly stated
in a textual account of the facts concerning some matter of
interest.

(b) Textual sources may contain contradictory assertions that render

successful deductive processing impossible because any conelu~
sion may follow. )
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The secend difficulty may be regarded as an instance of the kind
of problem that only inductive systems that use probabilistic techniques
for weighting and significance of obgervations or assertions can overcome,
For the purpose of this discussion the second kind of difficulty is
regarded as one that automatic deductive systems should be eble to detect
while leaving correction as a miman function. The formey difficulty,
however, will be a serious limitation on deductive systems, It seems
that 1t should ba possible to work on this problem within a purely
deductive frammyork. That 1s, the problem dees not inherently require
induotive teomiques such as probabilistic welghting or generalizetion.

An example may halp clarify the last conoclusion., The human being
has no difficulty concluding from the fact that X was in Chicago all day
on & glven day, that hes was not in New York or Los Angeles or any other

different place on the given ccossion. He is further generaily able’te =~

conclude that the individual in qusstion was in Illinois rather than that
he was not in Illinoia. Our \wpo’%lt.hetioa.'l. oogltator is able to perform
these feats of inference in eaaan;sially deductive fashion by appending

to the assertion about X being in Chicago, appropriate assertions aboub
naming conventions and spatio-temporal relations, Of course, the ordinary
person iz sble to derive these coﬁolusions automatically without explicitly
stating the suppressed premises for the syllogisms leading to the appro=-
priate conclusions from the fact that X was in Chicago., We are, however,
ultimately assured of the validity of any argument because it can be
reduced to & deduction from premises about which we do not entertain any

doubts. The models of the real word that the human being possesses allow
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him to draw accurate conclusions hecause the models are accurate and
because the avtomatic conclusion~penerating mechanisms he possesses are
in accord with explicit deductive reasoning. To the extent that these
conditions are not met, the human being's inference is bound to result
in error~-or, at Best, be only fortultously correct despite the inva=-

lidity of the underlying argument or the falsity of the implicit premises.

The task for information sysébms technology i’ not to simdlate
the;';l.ni‘erentﬂ.al machinery the human being uses, but to reproduce its v
ms}qlts reliably when they correspond with valid arguments from acceptable
p:'en;:lses. To the extént that the simulatlon of human cognltive processes
: ii‘m‘ﬂwrp -'bh:l.s end, it should be pursued for wholly technologlcal reasons,
There have been several atfémpta to incorporate limited models of naming
conventions 91;" spa.tia.i relations into systems of dedustive inference for a
computer's answering '(of questions. Some examples of the former aré Greeii's

Easeball l;rogram [9.1;]“' and Lindsay's Sad Sam Progiam [h3]. The former is
able to deal with the logical relations impliclt in the use of varlous
baseball terms; the latter is directed to the analysis of kinship rela=
“tions implielt in limited verbal statements ahoub how one porson is related
to another--for example, that X is a brother of Y automatleally tells Sad
Sa.mi that X is male and has a common ancestry with Y. Examples of inferen-
tial systems for computers that use models of spatial relations include
Gelernter's geometry program {219 and Raphael's current research aimed at
developing a conversational computer that can answer questions about

assertions [66].%

*The last example also models non-spatial relations. Nor is the primary

16l



- AN -;-u

L. g

b6
(1)

(2]

(3]

Y

(5]

£61

m

(8]

(9]

REFERENGES

1A Solution %~ the Informatior. Retrieval Problem," Electrical
l“n insering (No author named, based on article by HoIm, B.
, August 1962, p 623.

Atherton, P., "IndeXing Requiremnts of Physicists," Proceeq-

ings of Conference on the Literature of Nuclear ScLen ces, T u :

Management and Use,,.September L-13, 1962, Oak Ridge, :
ennessee, December 19062, p 2ib.

Baker, F. B., "Information Retrieval Based on Latent Class
Analysis," Journal of the ACM, Vol. 9, No. L, October 1962, .
pp 512-521.

Baxendale, P, P., "Machine-Made I.ridex for Technical Litera-
ture=-An Experiment," IBM Journal of Research and Develop~
ment, Vol. 2, No, li, October 1358, PP 354=361,

Birkhoff, G., Lattice Theory, The Anerican Mathematical
“oo:\.ety Collogulum P'ﬁEIIcagons, 1948,

f’Bogewig, E., Matrix Caloulus, North-Holland Publishing Co.,
11959,

'Borko, H., A Research Plan for Evaluatin the Effectiveness
~_of Varioua Indexing Systems, Systems Development Corporation,

=5557000701, (AD 278-62h), July 10, 1961,

The Construotion of An Based Matha-

Borko, H.,

M Levelopment Corporation (Repn =585), October 1961,

+e0s»"The Construction of An Empirlcally Based Mathematical
Derived Classification System," Pioceedings of the Western
Joint Computer Conference, May 1962.

Borke, H.,, and Bernick, M, D., Automatic Document Classifi-
cation, System Development Corporation, (Technical Memorandum
TM-'?'?ﬂ ,» November 1962,

emphasis in Bagseball on the analysis of naming conventions. These pro-
grams are, howaever, illustrative of the kinds of medeling processes that
are essentlal in adding sufficient information of a general nature to
textual input or explicit premises in order to allow more powerful infer-

ences,

An Automatic inference processor may be considered more powerful

if it can draw a larger number of valid conclusions than a human being
from a set of premises or if it can draw a given conclusion more rapidly
or in a fewer steps.

185



(107

(13

(12}

(137

(L]

[16)

(1

(181

(19

(20]

,,,,, "Automatic Document Classification," Journal of the ACM,
Vol, 10, No, 2, April 1963, pp 151-162.

Bornstein, H., A Paradigm for a Retrieval Iiffectiveness
?E* riment, General Electric Company, Information Systems
ection; Washington li, D. C., March 1961.

Brandenberg, W., "Write Titles for Machine Index Information -~
Retrieval Systems," American Documentation Institute (ADI),
Annual Meeting-1963, shorh Papers, rart 1, chicaga, October
1963, p 57. B

Connolly, T. F., "Author Participation in Indexing--From
Primary Publication t¢ Information Center," American Docu-
mentation Institute (ADI), Annual Meeting~1963, Short Papers,
Part L, Chicago, October 1963, D 35.

Current Research and Development in Scientific Documentation,
Netional Science Foundatlon, Office of Solence Intormafion
Service, November 1962,

Darmstadt, Q., A Formal Development and Application of the

Theory of Sense Values and gense-Value Trees for Natural
I.a._n#ges, Parts 1, 11, and L1I, ITT DISD, Paramus, New Jersey,

Tabindre, M May VExchanying Sulenti i Mloration,® Bulletin -

of the Atomie Scientists, Vol. L8, October 1962, p 13,

Edmundson, H. P., and Wyllys, R. E., "Automatic Abstracting
and Indexing: Survey and Resommendations," Communlcatlons of
the ACM, Vol. L, No. 5, May 1961, pp 226-23l,

Faddeeva, V. N., Computatioral Methods of Linear Algetra,
Dover Publications, Inc,, 1959,

Falrthorne, R, A. 9 "Delegation of Classification," Americen
Documentation, Vol. 9, March 1953,

Farradane, J., "Relaticnal Indexing and New Methods of Con-
cept Organization fer Infovmation Retrievwal " American
Documentation Imstitute (ADI), Amnual Meeting-IP03, Short
Papers, Part II; Chicage, October 1963, p 1?&

Feller, W., An Introduction to Probability Theory and Its
Applications, Vol, 1, John Wiley and sons, Inc., New York,
19570

186



[21]

[22]

£23]

2Ly

(25}

[26]

(27]

(287

[30]
(31]

[32]

(33

(311

Gelernter, N., "Realization of a Geometry Theorem-Proving
Machins," Proceedings of the International. Conference on
Information Processing, Paris, 19%9,

Giuliano, Vincent L., Studies for the Design of An English
Command and Control Language System, Arthur D, Little, Inc.,
Cambridge, Massachusetts, June 1962,

Goldman, S., Information Theory, Prentice-Hall, Inc.,

‘New York, 1955.

Green, B, F., Wolf, A, K,, Chomsky, Carol, and Laughery, K.,
"Bggeball, An Automatie Question-Answerer," Proceedings of |

the Western Joint Computer Conference, Los Angeles, % 1967,

Hake, D. L., "Improving the Information Flow," Bulletin of |
the Atomic Scientists, Vol. 18, November 1962, p 21,

Hamming, R., "The Mechanization of/Sclence," Preprints of
Summaries of Papers, Association for Compubing Wachinery,
T5th Annual Mee%Ing, September 5, 1961,

Harmon, H. H., Modern Factor Analysls, University of Chicago
Press, 1960,

Harrah, D., "The Logic of Questions and Answers," Fhilosophy

of Solence,

l-hrrah, D., "The Logie of Questions," Proceedings of Congress
of Philosophy.

Hayes, R, M., Information Storage and Retrieval, UCLA, 1962,

Heyes, R, M., Mathematlcal Models for Information ‘tem
Design and A Calowlus o rations, Final Report, ALr Force
ontract 0(602) = » Advanced Information Systems Co.,

1961, :

Hayes, R, M. Re?rt on the Organization of Large Flles with
Self'-Or aniz.in apapilities, ﬁavanoea Iﬁ?omtﬁom Systems
Tol., Nﬁ!‘ Uontract C~162, 1961,

Hestenes, M. R., "Inversion of Matrices by Biorthogonaliza-
tion and Related Results," Journal of Soclety for Industrial
and Applied Mathematdcs, March 1958,

Hilf, J., "Matching of Descriptors in a Selective Dissemina-
tion System," American Documentation Institute (ADI), Annual
Meoting-1963, Short Papers, Part I, Chicago, October 1963,

p 05.

187



[36]

(371

381

[39]

(ko]

b

(L2)

[L3]

CLk]
[Ls)

(L6

fooper, R, S., "A Facet Analysis System," American Documentation
Institute (ADI), Annual Meeting-1963, Short Papers, Fart 1T,
Chicago, Uutober 1983, p 253.

Institute of Radio Engineers, "Abstracts of Current Computer
Literature," IRE Transactions, EC-8, Nos. 1, 2, and 3, 1959.

~ Jacobson, S. N., "Paragraph Analysis Naval Technique for

Retrieval of Portions of Documents," American Documentation
Institute (ADI), Amnual Meeting-1963, Short Papers, Part LI
Chicago, October 1963, p 1l9l. ‘ ;

Jonker, F., The Descriptive Contimum - A Generalized Theory
of Indexing, ALr rorce Olfice of Scientilic Research,
June 1957,

Kennedy, R. A., "Writing Informative Titles for Technical
Papers--A Cuide to Authors," American Documentation Institute '

éADIQ, Annual Meetds._ng-l9§3, Short rapers, rart 1L, Ghicago,
[s3v1s) e;' s P ¢ :

Kent, Allen, and Perry, J. W., Technical Notes (series),
Center for Dooumentation and Communlcation Research, School
of Library Sclence, Western Reserve University.

iel, P. H,, language Oriented Retrieval Systems,

Klingb
o {AD 2F1-5600), FabIMaTy Ienay. .. « -

Lefkovitz, D., and Prywes, N, S., "Automatlc Stratificatlon
of Information," Proceedings of the Spring Joint Computer

Conference, May 1563.

Iindsay, R. K., "A Program for Parsing Sentences and Making
Inferencea about Infersnce Relations," Proucodl of the

Western Management Conferense on Simulatdion, o HOgREALD,
E L] , 9 L]

Iutn, H. P.,, "A Statistical Approach to Mechanized Encoding
and Searching of Literary Information," IEM Journal of Research
and Development, Vol, 1, No. L, October 1557, Pp 309-3L7. -

Iuhn, H. P., Auto-Encoding of Documents for Information
Retrieval Systems, IBM Research Center, Yorkitown Heights,
New York, I%EB, :

Iutn, H. P., "The Automatic Creation of Literature Abstiainte,"
IBM Journal of Research and Development, Vol. 2, No. 2,
April 19%8, pp 1H9-165.

188



v

[L8Y -

(497

(501

(51)

[52]

(53]

{51

[55]

(567

(73

(58]

-+ Confovence on Information T

Maron, M. E,, Automatic Indexing: An Ixperimental Inquiry,
(AD 2)1};-175), RAND Corporation. Canta Monica, California,
1.0 August 1960.

»ooaoAutomatic Indexing: MAn Experimental Inquiry," Journal
of the ACM, Vol. 8, No. 3, July 1961, pp Lok-L17. =~

faron, M, E,, and Kulns, J, L., "On Relevance, Probabilistic
Inaexing and Infurmation retrieval," Journal of the ACM, Vol. 7,
No., 2, July 1940, pp 216-~2LL,

Meyer-Uhtenried, K. H., Lustig, G., "Analysis, Indexing, and
Correlation.of [‘nformation," American Documentation Institute

(ADT), Aunua) Meeting~1963, Short Papers, Part LI, Chicago,
October | s P 229, v

Mooers, (; N., 'he Use of iiymbols in Information Retrieval,
RADC~TN-59-133,™ (AD 553-75;’;(;, April 1959.

Newbaker, H. R., and Savagp, T. R., "Selected Words in Full

Title (SWIFT): A New Program for Computer Indexing," Amorican
Dooumentution Institute [ADI), Annusl Meeting, Short Fapers, ™
Part I, Chicago, October' o P Gfo ‘

Newell, A., Shaw, J, C., land Simon, H. A., "Report on a General’
Problem Solving Program," )

! !
Newell, A., and Simon, H. A, The Simulation of Human Thought
(AD 235-801), RAND Gorporat:‘.an,, TN-2506, lecember 28, 19'591.
Oswald, V. A,, Jr., ot al, Automatic Indexing and Abstractin

of the Contents of Documents,. ~M~55~200), Home
evelopment Center, Alr Research and Development Cormand,

United Stated Air Fore, 3L October 1959, pp 5~3h, 59-133.
Farzen, E., Modern Probsbility Thecry and Tts Applications,
New York, Jo ey and Sons, Ina,, 0

Parker-Rhodes, A, F., and Neodham, R, M., The Theory of Clumps,

Cabridge Language Resoarch Unit, Cambridge, England,
February 1960,

Pen!v’ Sa Ke, Tﬂihey'_, De K._’ B.nd Emtt‘, MQ Bo, "Radia‘bion
Shielding Information Cemter Information Retrieval System,"

American Documentation Institute (ADI), Annual Meeling-1963,
Short Yapers, Part 11, Chizago, October 1963, p 2ol.

Perry, J. W., Kent, A., and Berry, M. M., Machine Literature
Searching, New York, 1956.

189



591
(607

ré1)

Proceedings of the Eugineering Information Sympesium,
Engineering Joint Council, New York, 17 January 1967,

Proceodings of the 26th Annual Meeting of the American
Documentation Institute, Chicago, Illinois, October 1963,

Prywes, Noah 5., Gray, H, J., et al, Information Retrieval and
the Design of More Intelligent Machines, U. S. oignal Gorps,
Final Report No. AD5OURI, Moore School of Electrical Engineer-
ing, University of Penmsylvania, July 1959.

Prywes, Noah S., Gray, H. J., et al, The Multi-List Systen,
Office of Naval Research, Technical Repo 0. 1, Volumes I
and IT, Moore School of Electrical Engineering, University of

- Pernsylvania, 30 November 1961,

Ranganathan, S. R,, Class Indexing, Coding, Western
Reserve Uni;arsity: eptember 1959, =

Rangenathen, S, R., Classification and Retrieval - Problems
for Pursult, Western Reserve University, Sep [+ .

Ranganathan, S, R., Natural, Classificato and Machine
Languages, Western Reserva ﬁHveraEy, Se%emﬁr 1359.
Raphael, B., Personal Commmnication to G, Greenberg at the
1963 RAND Institute on Cognitive Simulation.

Rath, G. J., Resnlck, A,, and Savage, T. R., Comparisons of
Four 8 of Lerical Indicators of Contents, (Rasearcnh
epor - ’ Search center, torxtown Heights,

New York, 1L August 1959.

Researcsh in Information Retrieval, Report No, 1, ITT: IEC,
30 October 1902, '

Regearch in Information Retrieval, Report No, 2, ITT: IEC,
anuary 1763,

Recearch in Informtion Retrleval, Report No. 3; ITT: IEC,
30 April 1953, .

Research in Information Retrieval, Report No, L, ITT: IEC,
31 July 19637

Research in Information Retrieval, Report No. 5, ITT: DISD,
31 September 1963.

Research in Information Retrieval, Report No, 6, ITT: DISD,
30 January 1690l

190



L3 N # Yo—

693
(70
e

[72]

73

(7]

1751

(76}

[
(787

791

C80]

81)

Research in Information Rotrieval, Report No. 7, ITT: DISD,
30 April 196L,

Richmond, P, A., "Review of the Cranfield Troject," American
Documentation, Iol, 1, No. L, October 1963, p 307,

Science, Government, and Information, The White House,
Washington, D, C., 10 January 1963,

Shiloh, A., "The Plague of Print," New Seientist, Vol. 1L,
April 26, 1962, p 169,

Slamecka, V,, "Classificatory, Alphabetical and Associative
Schedules as Aids in Coordinate Indexing," American Documenta-
tion, Vol. i, No, 3, July 1963, p 223,

Slamacka, V., and Zunde, P., "Automatic Subject Indexing from

Textual Condensations," American Documentation Institute §ADIQ

Annual Meeting-1963, Short Papers, Part 11, oago, Uctober
s P ,

Sommers, F., Somantic Strictures and the Automatic Clarifica-
tion of Linguis¥ic Ambiguity, IIT DiSD, 1961.

Stiles, H. E., "The Association Faotor in Information Retrieval,"
Journal of the ACM, Vol, 8, No, 2, April 1961, pp 271-279.

Swanson, D, R., "Searching Nabural Languags Text by Compuber,"

Science, No. 130, 1960, pp 1099-110k.

Taube, M., &1 al, Studies in Coordinate Indexing, Documenta-
tipn Incorporated, 1953-51.

Thprstone, L, I., Multiple Fuctor Analysis, University of
Chiocago Press, Chlcago, .

Trachtenberg, Alfred, "Automatic Document Classification Using
Inflormation Theoretical Methods," Amerisan Documentailon
Institute (ADT), Annual Meeting-19%3, Short Papers, rart II,
Chicago, Uctober 1963, p 3L9.

Vickery, B, C., Journal of the American Documentation
Institute, Vol, X, 1959, pp 23L-2I1.,

Vlckery, B, C., On Retrieval System Theory, Butterworths and
Company, Ltd., London, 196l1.

191



(827

[83]

[8]

(357

Waldo, W. H., "Searchers Want Facts Not Flction--Retrieve
Data Not Documents--The Needle is Dull--Sharpen it With
Automation," American Documentation Institute (ADI), Annual
Meeting-1963, Short Papers, Part II, Chicago, October 1963,
p 207.

Watanabe, S., A Probabilistic View of the Fozmation of
Concept and of Association, IBM Research Laboratory, Terktowm
Helghts, New York, presented at the annual meeting of the
AAAS, 26-30 December 1961,

Watanabe, IS., Inference and Infoxmation, John Wlley and Sons,
Inc., New York, 190L.

White, 3, P,, and Walsh, J., "A Computer Library's Approach
to Informatlon Retrieval," Special Libraries, July-August
1963, p 3L5.




e d E ) g E [~ T

5. CONCLUSIONS
Thiz section precents some ad hoc conclusions pertaining to the
specific areas investigated during the course of this project. The

over-all conclusions are presented in Section 6.

These conclusions are ad hoc because they represent only the firat
stages of research into a complex problem. The resi:l'bs, therefore, are
tehtative. Continued research could lead either to mors definite results
or to an entirely different set of conclusions based upon problems that '
are only now being defined. The conclusions are organized in terms of
the basic questions discussed in the specification of retrieval systems.

5.1 DESCRIPTIVE STRUOTURE OF RETRIEVAL SYSTEMS

The moa'b popula.r form of description in existing retrieval syatem
is the deseriptor 14st, Although other forms of desoription have been

conaidared, they have not been developed to amy significant degree of
ei‘fed’biveness. The considerations premented regarding economy of
descriptions can serve as a basis for further development, but this

development remains to be implemented.

Given that the descriptor list is in fact used as the mode of
desoription, analytic methods can be helpful in selecting the particular
set of descriptors to be used. Thése methods are based both on the
logical structure of any given document collection and on the use of
ihat collection, Since dynamic retrieval systems change as the demands
on them change and as their contents shift, corrective methods must be

used to keep the descriptor set updated. The invariants that are
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ascociated with relatedness can be providently used to keep the set
updated by constantly bringing the system classitication scheme into

conformity with the users' classification scheme,

5.2  ASSIGNMENT OF DESCRIPTORS TO DOGUMENTS

The rationale for stigning deseriptors to documents automatically--
that is, with computational techniques--is that a greater degree of con-
sistency will be achieved. Human beings are subject to numerous vagarios
and inconsistencies, while ac' machine is invariant. Since automatic
techniques deyeﬁa upon the information contalned in a dooument, the
problem is to'r; develop computapiox}al methods that will enable a machine
to categorize doocuments aoourataiy on the basia of bothﬂ the oxpliocit and

the impliolt information-=-or, more precisely, words--in those doouments.

Two complamentary techniquea wers analyzed during thé oourse of this
projoct; these techniquws were besed on information theoxy and game
theory, The information theoratic formulation is a method [or asssssing
the individual validity of descriptors on the basis of clue words ocour-
ring in doouments. The game theoretle formulation provides a method

for selocting an optimal set of clue words.

The use of information {theoretic techniques to select clue words
appears to he a promising method of document categorization. From the
purely heuristic viewpoint this technique seems to be valuable and to
represent an improvement over existing techniques. The use of this
technique as a means of categorizing documents is easily wechanized.

To the extent thal the occurrences of c¢lue words are relatively



independent of each other, this computationally simplér approach should
adequately suffice for selecting clue words and is an atbtractive solution
to the problem. However, the ovwer-all reliability of this technique
remains in doubt because it is not at all certain that clue words per se
convey both the necessary and sufficient information for correct categori-
zat:l.oh and becausie the methods for seleoting the best clue words ave not
ideal, Ultimately, the validity of this technique, particularly in comm
parison with existing methods, warrants emplrical verification.

The game theoretic approach to akelea‘bing clue words 1s theoretically

‘more appealling but more difficult to exeoute in practice. In theory

this technique will in fact seleot the best possible set of olue worda,

But in practice it is still impossible w develop sufficient statistios

to predict the best pomsible set. As yet no good techniques for approx-
imating these statistics have been developed, but fyrther research along
these lines should be underteken, ' 'I

5.3 FOE STRUCTURE
The quantitative results obtained in the analysis of certain basio

tyres of file structures demonstrats the value of trees and lists in
information retrieval syatems, These results must be tampered by a
consideration of the time required for indexing operations in list-
oriented file strusctures; in particular, for small files the standard
linear methods appear to be the best because of the bookkseping costs
agsociated with 1ists., The standard deviation of the search times

required for indexed irees is small, so that scarch times for this type
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of structure can be reliably predicted. Linear forms of storage, on the
other hand, tend to hav+ high standard doviations and highly variable

search times,

The Multi-List structure camnot be direetly compared with the basic
types of file structures because it is based upon retrieval on more than
one 6ri'berion at a time. The Multi-List tealmique appears to be an '
effective way of performing retrieval of the kinds for which it was
designed; howsver, although adding items Lo the file or altering itema
-is fairly easy, deleting items is a complicated process, The valuas of
the Multl-List system probably cannot be suitably appralsed until the
ayts'ytem is usad in & practiocal appliocation, since its approach is suf-
' ri-oientiy distinctive to muke it diffioult analytically to compare
Multi-List ageinst other methoda.

5.4  QUERY PROGESSING

The type of query processing appropriate to a given information
retrieval task is highly dependent on the nature of the task, For per-
sonnel files, for insb#noe, the problem is virtuslly trivial, TFor lite
orature retrieval, the problem benomes more diffieult and techniques sush
as probabilistic retrieval becomes useful, For intelligence data, quite
sophisticated search and infersnce strategies bacoms necessary. In both
literature and intelligence information, it is important to bear in mind

the amorphous nature of the user's qQuestion as contracted with his query.

Probabilistic retrieval should be a useful method fiu.. increasing the

effectiveness of literature retrieval through the use of additicnal
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information~--namely, the probability that a glven categorization of a
document is correct. The distributional statistics needed for compound
retrievaels require a significant amount of bookkeeping, but t.his cost
may well be repaid in terms of system effectiveness. For single-category
retrieval, of couwrse, no statistics are needed. The effect of ralsing
or lowering the retrlieval cutoff point permits a trade-off of falwe drups
against missing information. However, there may be room for improvement
in the particular parameters used in the optimisation of the goodness of
retrieval; paramaters hased on ratios rather than oxi{ absolute numbers

of doouments might possibly be more effective. |

It ia_‘ apparent that in any attempt to perform oomen-ﬁ retrieval

rather than dooument retrieval, query prucessing lies at the heart of

the problem. The system will need to perform a great dsal of inferencs,
and the ways that this inferential process oan be performed are not at
ail ciea.r as yet. In addition, severe problems exist with respect to
the semantics of the data and the resolution of ambiguity, although there
are some promlsing approaches in this area, partioularly the amplication
of sense~valus thaofy. The work on the theory of questloning is still
embryonic; however, some progrose has heen made in this area by other

investigators.,
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6, OVER-ALL CONCLUSIONS

Tha ctate-ef-the-art in information retrieval is characterized by

two different approaches:

(a) Ad Qgg methods  for solving logicalry'straightforward problems
Wwith the greatest possible efficiency.

(b) Theoretical efforts to resolve the difficult problems assoclated
with deseriptive structures, assigning descriptions te doocu-
ments, file structure and memory organization, and query
processing.

This project has been orlented toward the second approach. The apprapriata
approach is strictly a funotion of the partioular application being dealt
with, For retrieval on personnsl files and similar app.loations, a highly
coordinated approach to develop a complete specialized system is suffioient,
The primary cjuaation then is one of application. For problems such as
genoral documentation and intelligence analysis, thare does not appear o
be any way to short-ant the truly diffMeunlt problams. This atudy has

highlighted some of these problems and developed a few tentative steps

towards msolving them,

Tha frame of vefersnce for the research performed during the courase
of this project was a general system model in which two procnesses ocour
gimultanecusly and independentiy: ontering decuments or information
about doouments into the system; and responding to queriss related to
apecific reguirements for information. Although four general research
tasks were isolated and analyzed, the content of these tasks was
interrelated. Thus the descriptive structure of retrieval systems and
the assignment of descriptors are interdependent and both are intrin-

sically related to the ultimate problem of query processing. These
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factors also impinge upon the correlated functions of ctorage énd

rotricval. In storage devices or memories neilher size nor speed are
the important problem; rather, it 1s a question of organization, the
structure of information as it pertains to the essential requirements

of serving a user's demand for infermation.

This report has emphasized possible techniques for automating all
storage and retrieval processes. A taclt assumption underlying this
stress has been the probleme of large information systems, Manual
techniques are st11l sultable for relatively small collections of
information. Bubt, granting the assumption of megnitude, it is essen-
tial to develop techniques for the analysis of in.formation by ma.ohinea",
primarily because human beings are notoriously inconsistent and prone
to error. Only in large systems do these human tendenains lead teo

inefficienoy and inerfectilveness,

At this stage of the research proceﬂﬂs lmowledge about the nature
of tﬁe total problem is insufficlent. Iur this reason the conclusiona
about the research performed are tentative. Each area could he btud:ted
further with more definitive results; alternatively techniques that
are potentially more beneficial could evolve. Any future research would
also benefit from a test bed of data that could he used empirically to

test theoretical concephe .

One fact is clear: it is still premature to dewvelop special purpose
squipment for information storage and retrieval, Such a step should bhe

deferred until the requisite research and empirical verification has
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produced reasonably complete lnowledge about the problem and a

comprehensive description of the requirements.
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7. RECOMMENDATIONS

The concept of information retrieval has degencrated from a
rigorously defined problem to a gemneral catch~all for a variety of
problems. The range of the popular deseription inecludes both thé dif-
ficult and the mundane, This study has attempted to limit the defini-
tion and the scope of information retrieval to the diffioult problems
related either to solentific and teshnical documsntation or to intslligence

analysis.

‘Both dooumentation and intelldgence snalysis systems are charscterised
by & partloular attribute: their content and nature cannot be defined
a priori. Both are dapendant upon their information content for their
desoriptions, Unless theme desoriptions are satisfactorily épeoitied,
and no existing method permits adequate specification, the retrieval
systems will be virtually useless,

The first recommendation may, therefors, be startling. If the oon
templated system is definable a priori and if the information content is
well structured, no further research is required to describe a suitable
rotrieyal gsystem, Personnel files are the ubiquitous example., The
appropriate subject in this caas is not research but either systems or
applications analysis. If the objeotive is %o develop equipment, then
the natura of the information system must be described, and operational
characteristics must be spscified for speed, accuracy, efficiency, and

affactiveness.

The second recommendation has evolved from the diffioculty of adhering
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to a pure definition of information retrieval., 'This recommendation also
follows from the current state of lmowledpe about the subject., The
subject of information retrioval has become too broad, while specific
problems confronted in information retrieval have been either roughly
or specifiocally defined during the course of several resecarch progranms,
ineluding this one sponsored by L}S.AEL. Further research in information
retrieval por ge would result in in indefinitely structured project.
Funds would be more frultfully sxpendsd on research projedts related to

specifioc problem areas ehcompaaaed by information retrieval,

The need for specilal studies, defined a.n‘d specified as auch, is
n.tjgmt-. The resenrch conduetad during this project, for examnle, oonw-
aé.itutes only a beginning. This recommendation, therefore, is presented
as & necessary next step in advancing the a‘c.abe-;or-'bha-art and in enhano~
ing the use of automated techniques, specifically computer~-orientad
tochniques.

The prinaipal iuvcommandation for future work is that it be directed
more towards ppeclflo types of problems. For applications whera ths .
problems of developing a deseriptlve structures and assigning desoriptions
to documents are trivial, it is advisable to develcp an ad hog system
that 1s highly coordinated internally and spacialized for a particular
problem. Such systems need not be completely specialized because a
system that is appropriate for personnel records may also be appropriate
for parts listings or for literature with an existing fixed set of

cetegories and manual categorization, However, it is inadvisable to
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try to attack problems such as intelligence analysis with a similar

system.

The importance of the more difficult problems is sufficiently great

8o that a long~term and continuing research program is thoroughly

warranted. This program would require the extension of some of the

ideas developed in this project -rlthin a more rigorous theoretioal

framework, The atudies should conaider the following problems as wsll

nm athapas .

(a)

()

T b b ’ .
Desoriptive Struoture ~ The work performed during this nroject

has only begun to attack this problem. It is necessary to
develop a formal, perhaps mathematival, theory of the struoture
of knowledge and to base the desoriptive scheme on this
struocture, The development of a formal theory has been
atiempted, but as yet the efforts have besen inadsquate to

the task, A solid theory of desoripiive struoture is the
sasential underpinning of any content retrieval system; until
this theory has bsen ocompletad, all other conclusions are at
best tentative,

linguistioc Analysis - It is recommended that existing work in
mechanival translation of languages be applied to the transfor-
mation of natural languapes to formal languages sultable for
deductive reasoning. Many of the problems of natural 1&ngu§ge
translation can be sidastepped in this effort, since the

translational defects will not seriously lnpsir the eliwcliveness

205



(e)

(4)

of a retrieval system. For instance, the problem of translating
a word with several alternative meanings can be considerably
gimplified, since for most purposes the mere ldentlty of words
will be sufficient for the kinds of deductions to be performed,
Tt should be emphasized that this recommerdation is for the
application of exlsting work in a different area rather than
for toblliy new investigations.

Methods of Inference - Given a large body of [oxml staimmenis,

methods are needed for obtaining the desired logloal consequences
of thsse statements. The problem resembles, but is not identloal
to, the problem of developing formal proof procedures for
symbolic logic. The major difference is that relatively
immediate inferences are to be drawn from a large base of
information rather than quite deep inferences from a amall

bame of information. The molution of this problem is also
essential for an effective content retrieval systam,

Development of Que o8 = Tha particular mods of com=-
mmnioation between the user and the retrieval system must be
studied in detail, It is recommended that work should be
porformed in this area, but not until the other areas have

been more thoroughly developed.
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8. TIDENTIFICATION OF PERSONNEL

8.1 PERSONNEL ASSIGNMENTS

The following pcrsonnel werse assigned to this project during the

course of the contract:

Jacques Ha.rlow* Principal Inveaiigator
Panl W, Abrahams, so.D. ¥ Research Speclalist
Goorge Oreenberg, Fh.D,X Research Specialist
Guentin A, Darmstadt Research Specialist
Alexander Szajman ‘ Senior Speciallst
Alfred Trachtenberg Senior Program Analyst
Maralyn W, Lindsnlauh Senior Program Analyst

The asterisk (%) indioates thoss permonnel who contributed to the project
during the final quarter. Both ‘Dra.“. Ureenberg and Abrahams acted as
sasoolate investigators at dii?roront times in the oourAe of thio reseaxch
program; partioularly, Dr, Abrahams filled this role during the last
o quarters and contribubed signifleantly to the integration of the

several research tasks.

The approximate number of man=hours by tltle expended during the

R

total contractual period was:

Management and Supervision 700
Research Specialist 1500
Senior Specialist L1500
Senior Program Analyst 4500
Clerical 300

The titles in the previous paragraph reflect sach person's position
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during the last quarter of his particlpation in the project. Therefors,
the distribontion of man~hours differs from the distribution of present

titles.

8.2 BACKGROUND OF PERSONNEL

The background of each person assigned to this project was summarized

in the quarterly raports.
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9. AFPENDICES

9.1 APPENDIX A -~ Maxima and Minima of the Measures

In thig appendix the behavior of the measures of poodness and the
various entropy functions will bc examined, Maxima and minima in terms

of the pj and pij are sunmarized in Tables 3 and U,

For these tables it is assumed that A is chosen such that A = J./;be

vhere Pe is the amallest pd 3 ‘that is, P, = pJ for all j., For the

' functions of Table 3--H, H,, H,, and 5, --the pertinent values ave the

maximum and minimum values in terms of a given Pa and the absolute max-
imum and minimum values of each functlion.

For H and H,, maximn ars reached when the probabilities are equal
or, for a particular Pg» when the other pJ are equal, minima are reached

whan, one probabllity becomes a maximum and the rest are minima.

While H, does not roach an absolute maximum when H does, since it
was assumed that A = l./pe, it domm maanh A maximum together with H for a
purtiowlar p,. Thent

}{A--':‘.;.pdlogpd+Il.og.l\---$5‘p:j ZI.ngj--:l.ogpe

- - jﬁe py log Py = (1 + py) log p, (A-1)

l=-p
8
Therefore, Hy becomes a maximum for a particular p, when Py " =T

for j ¥ e. Then:

Hpnax = (1 = By) 108 (F3-) - (1 + p,) log B, (A=2)
]
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The larpgest HAmax occurs when B, = 1/N. Then:

- 1 . 1 k -1 ,
My abomax ™ (1 + '1'\1') log N + (1 ~ ﬁ)' log ;_—l') (A-3)
"X
HA. becomes & minimum for a particular Py when H does; that is, when the

maximm pyy Py = 1 = (k - 1) py, end p, = p, for § £ t, where p <p,
for all j. Then:
’ Hm - "';t‘l - (lf -,,l), %'l logfl - (k = 1) Pej,

- [1 + (k = 1) p,] log p, (A=L)

The smallest H, , oocours when p, = 1/k. Thent

Hpabomin = 2 108 k (A-5)

Si becomes a maximm when pH ® p,l for all J, Thiz maximm can be
derived by using Oibbs' theorem, as in Watanabe [8l4]:

Simex " 108 A = - 10g p, (A=6)

The largest S, .. ooours whan P, ™ LN,

51 abumax = 108 N (A=)

S 1 ‘becomes a minimum when pi;j becomes one for the particular j for
vwhich p 3 is smallest. Then:

Simin = ~ o8 1%)-; (A-8)
But; A= 1/pe (A=9)
So. Simin ™ © (A-10)
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For the functions of Table h--M,, M,, My, and M --there are threo
maximmm and minimum valuaes:  the maxima and minima for a piven Dj distri-
bution; the maxima and minima when only Py is given; and the absolute
maxima and minima. To keep the notatlon consistent with that of Table 3,
these maxims and minima will be indicated as follows:

Y 3 M2ma:x 32 ete,
are the maxima for a given p J distribution, Similarly,
Mming® Yomings S¥C+

are the minima for a given p, distribution.

|
only pe is given, and Mlabanmc’ M’Zabsmax’ M’.l.absmin’ H'r.’a'bam:t.n’ ota., are

the ahsolute maxima sand minima,

|

!

|
Mlma.x’ Mz:w:’ M’.Lm:Ln’ M2m1n’ eto., are the maxima and minima when

M:L w - H:L is maximized for a particular p‘_j distributilon i"when HL
is & minimum mimin = 0), Then 1“"!11,“_&_“\1 is oimply the a priori pn‘bromr H.
M ax» ¥Which is M; maximized for a particular p,, is simply the s prioxd
entropy maximized, H .. Moo o 18 the absolute meximum of the &
priori entropy.

Similarly the minima of Ml are obtained when H:L is seﬂ equal to
H (H = log k) by minimizing the a priori entropy.

imax ‘imax

Mz = H - Si

are simply the maxima of the a priori entropy. M2 is minimized when

is maximized when S'l 18 a minimum (Simin = 0); the maxima

S'i = Simax = ~ log P’ M‘Zmin = Hmin - Sjmax when H = Hmi,n in addition,
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MZabsmin occurs when H = Habsmin.' M3 = HA - Si i8 maximized when
Si = Simin; the maxima are HA’ HAmax’ and HAabsx nax? respectively.  Tho

minima of M3 are not as obvious, for the conditions of maximizing S i and
minimizing HA can be contradictory. It is best to analyze the minima of

M3 as follows:

M, = H ~§, = 1 + log A + log
3 A-i -’;pj OBPJ og gpid OEII‘)‘g

‘. P4
- -§‘ Py ;og Py +§'pid 103-1-331 - (A=11)

For & partioular p, distribution, M., ooours when Pyy " Py for
all j+ Therefore: _ |
Miming = " 3: pylogpy = H (A-12)
Then for a partloular Pyt
Mynin * B ' (A-13)
and Lhe sbsolute minimum is simply: -

Mygpsmin = Yubsmin (A-LL)

Mi‘ is the simplest measure of them all, reaching a maximum when Si
is minimum, and a minimum when S:L is meximum,

6 . Py
M = log A -8 =+ 3: Py, log 551 (A-18)

That this ineasure is always greater than or equal to zero can be shown

by applying Gibbs! thesorem:
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M, 7 % Pyy 10B Pyy - T Pyy 108 By

)

But:

)

Therefores
nhm‘o.
. The maximum of Mh 181

Yimaxy ™ Mymex = 208 A

X Py g log Pyy - § Py log py 2 0

(Gibba' theorem)

The absclute meximum ocouxs when p, = 1/N; then, A = N ands

thbamu: = log N
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9,2 APPENDIX B -~ Derivation of the Predictor Effectiveness Measure

Mh From Some Fundamontal Definiiions of Inlormuticn

The information, I, supplied by an event 1s usually defined as the

difference between the a priori and a posteriori entropies, In this

case:

I=H-= HL (B-1)
Where ;

H - - !1.: Py 108 P, | (B=2)
And;

By = - §' Pyy 198 Pyy (B=3)

To ovoroome the diffioulty of having a negative information quantity at
times, which dnes not oconour with our intuitive notions of information,
Watanabs [8li] suggests that relative entropy furiotions should be uaed
lnstoad of the usual entrepy functions H and Hi‘ The relative entropy,
8, in general is:

n
8= -Ln, logg- | (Bb)
3 J
Wheres
N, = the probability distribution under study

J
qy = the a priori, or refsrence, probability distribution

8 = a positive constant,
Then, Ly using the standard definition of information, the differsnce
between the two entropies, except for substituting relative entropies

this time, we obtain:
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I, = S(pj) ~ S(pj_j) (B-5)
To evaluate S(p,), lot:
J
fly = Py
9y " Py __ (B=6)
B=A

To evaluate S(pij)’ qy remains equal to p’d and B = A,'butz

My = Pyy (B=7)
Thent
8(py) = log A | (B-8)
And}
Py '
8(p,:) = =~ £ p,, log =8 ‘ (B=9)
ij j 1) 1'15:' i
Thent
‘ Py .
Ir = log A - Si " g Pyy log b-:]-a- - (B=10)
Therefore:
I, ™ M, (B-11)

and, Hh then measures the amount of information supplied by the oscurrence

of word Wi.

Mh ocan also he derived by using the definition of information used by
Goldman [237: the log of the ratio of the a posteriori to the a priori

probability. Symbolically, for this case:

D
I' = log r-,li (B-12)
J
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If thas quantity is averaged over all i and j, then the usual informbtion
quantity resnlta. Hewever, thisc guantity should be averaped over i only;
and this averaglng must be done for a porticulary 1. The quantity desired

i8¢

' P
(p)dli = (log 3;;1)”1 (B-13)

it is nevessary, then, to use the conditional probabllity distribution

pij to obtain the coxrract average. Then:
‘ Py '
<Il>3li " g pid log "’31 ‘ (B-1k)
Andj
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9.3 APPENDIX C ~ Existing Methods of Documont Description

9,3.1  Indexing and Automation - A DMindamental aspect of today's

indexing schemes i3 their »wltimate adaptibilily to automated procedurss.
These procedures have been used to produce many dif'ferent types of
indexes, ineluding author, citation, report nmumber, conventional subject~
heading, and coordinate indexes. Coordinate indexing, which may be con-
sidered as one of the first steps beyond the traditional manual indexing
systems, consista of the description of information contained in docu=
ments by the use of unit-concepts. These unit-concepts are called by
many names: Uniterms (Taube), keywords (Lumm), and demuriptors (Mooers),
Unit-concepts oan be characterized by the controls placed upon them. For
example, if we axtract words directly from doouments and use these words
without further controls of any kind (such unit-conoepts have been oalled
Uniteims), Weé have the basls of a permubed or IWIC indexing schems. We
shall review this incdexing method in some detail and analyze some of the
affeots that such & sontrnl-free word symtem appetrs to be having amn
indexers and authors alike.

The use of & Uniterm system can infliot a large numbexr of synonyms
upon a user. For example, if we use Rnget'ﬁ Thesaurus as an authority,
the word "hardness" has such synonyms ai_s: rigldity, firmness, nﬁifrnesa,
inflexibility, temper, toughness, otc. Such a system of Uniterms needs
cross~referancing From ona word to synonyms or related words. The

Chemical Engineering Thesaurus and the ASTIA Thesaurus of Descriptors

(2nd edition) are examples of such referencing., Such a free vocabulary

may he transformed into a formal desériptnr language that will be



synorym free cince explicit definitions or scope notos will exist for
each Aescvaptor. T the number of descriptors to be wsoerd is not fixed,
thea at least the rate of growth should be subject to careful regulations.
Since only a limited nunber of descriptors can efficiently be assigned

to a text, Jacobeon [37] has assumed that only a limited amount of text
can be efficiently indexed. He further suggesta the need to divide the
text of documents into distinct portions and to subject each portion to

certain indexing regulations.

As more demoriptora are assigned to & dooument in an affort to
antioipate novel requaste for information, the possibility of inoreasing
the noims, or non-relavant information, is inoreased. Soveral devicea
bave been incorporated into descriptor sohemes to reduco this noise.

Maron and Kuhns [L87] suggests that each desoriptor may be wnightad mocord-
ing to its relevance for the particular document involved, MiLf [3h)
reports o practical approach to weighting by the use of sn ssterlsk to
indicate those descriptors of major interest.

9.5.2 Facet Analysis and Role J:ndiodors = Ono techniqus for

organizing the proliferation of demoriptors is known as facat analysis.
The entirs met of descriptors is grouped into facets, The desoriptors
within a facet can be viewed as the possible answers to & question con-
cerning the contents of a document to be classified. Thus a facet repre-
sents the question itself; ideally, facets should be chosen so that
their corresponding questions exhaust the information on how to classlfy

the document and, at the same time, so that there is a minimal overlap
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{hopafully, none) of the informational content in Lhe answers to the
quentiors, I, {for a particolar document, the question reprecented by
a facet, is meaningless, no descriptor from this facet will be assipgned

to tha document.

In terms of the Multi-List system discuased in Section L.l.2,
attributes may be viewed un facets and values of attributes, as descrip-
tors within facets. If attributes ant set up by human beings, they may

correspond to natural questions; bdbut if they are set up mohmiomy,
they may oorrespond to quite complioated and artificial questions,

A disoussion of faovt analysis appears in Viokery [61]. Viokery
speciiies tha product of a facet analysis to be a set of schodules in
which terms are first grouped intc well-defined t"n_c-.t.a and .t.hon--uithin
saoh fagotwwarransad in a nlama order. The olasaifier uwning these mohod-
vles is nidod bacauso the strmoture of sach aubjeot is displayed. The
sslectlon of favets is dictated by the user's requirements. As an exl;mp‘le,
& survey of 1000 researah phyniciste identified moma of the following
performance charsotaristios of a reference retrieval syatem: it ahould‘
specify type of racearch (whether experinental or theuretical); it
should specify aspsct of research (property, objoot, method) [27. An
example of a working system is an engineering {isld consists of a desorip-
Lor vonabulary of 600 words within a framewori: of nine facats [357. Hayes
(30" tas also pointed out the advantages of facet analysis from the auto-
mation point of view, Slamecka [72], howaver, feels it is conjectural

wnethor facet analysis helps to improve the guality of indexing.



Clocely related to faset analysic s anobler method known as role
tad tien, Wen this method Ao used, each deserviplber has apcenlad to
iba suftix that says what sort of degceiptor it is; or, in torms of
facat analysis, what favet does it belong ta. These suffixes are knewn
as role indicators. For example, In the Western Reserve University sys-
tem, which utillzes twenty-four vole indicators, the suffix KAM indicates
a desoriptor referring ﬁo a procass and the suffix KIT, a descriptor of
time or place. Coatello and Wall use eleven role indlcators, Farradans
[19] has proposed the use of nine, and the Engineering Joint Oouncil [59]

recommands the use of ten.

T 4im diffioult to amcertain the relative effectivenssz of the various
demoriptor organizations used in indexing. The Cranfield Project [69)
was designed as an inveatigation into the relative retrieval efficlency
of four forms of indexing: universal deoimal clesuifioatien, a subject=

heading system, a faceted alamsifioatioch, and.the tniterm system, The . - """

results of this project are now available, but must he interpreted only
in the Light of a thorough knowledge of the projsct,

9.3.3 KWIO Indexing ~ The procedure sommonly known as permuted
indexing or KWIC indexing--that is, Key-Werd-In-Context indexes--is the
most sophisticated of today's operational automnted indexing schemes,
Yet it is not without its critics, and certainly not without inherent
limitations. We shall briefly review the nature of this system as well

as some present thoughts on making such indexing more effective.

KWIC indexing may be carried out on various levels; +the process



may be applied to the title, the abstract, portions of the text, or,
indeed, the ontire toxt., Thus far the mettod has had dits proatest roported
use in connectlon with titles, KWIC indexing uses the content words in
the title of an article as index terms, A list of non-significant words

18 prepared for use in pfoeeasing a KWIC index, This list would ineclude
words such as "an", "of", ! in", "the", "at!, “are", etc, Each word within
the title that is not on the non-signifiocant word list is oyollcally
permuted in such a way that the word is aligned on a partioular columm

so that alphabetical sequence is observable, For example, oonaider the

title:

"An Evaluation of KWIO Indexing Methods in Chemistry,"
This title would be arrunged as follows in & KWIC index:
INDEXING METHODS IN OHMEMISTRY. AN EVALUATION OF XWIO
IN CHEMISTFY. AN EVALUATION OF KWIC INDEXING METHODS
EVALUATION OF KWI0 INDEXING METHODS TN OIEMISTRY, AN
AN FVATUATION OF KWIC INDEXING METHODS IN CHEMISTRY,
OF KWIC INDEXING METHODS IN CHEMISTRY, AN EVALUATION
The first uss of KWIC indexing was reported at the International Conference
on Scientific Information in Washington, D. C., in 1959 [7). Since that
time the KWIC teechniqua has been used to index the literatures of chemistry,

blology, amrospace, and a score of other flelds,

9.3.3.1 The Deseriptive Power of Titles - The KWIC lndexing

procedure is based upon the assumption that the title of an article is
descriptive of the information content of the article and significantly

related to it. Some cf the reported problems with the system have been

227



pased on the siumpie [a.t thet mozl of these indexcs have used a single
proe OO- e den gt Formar bhat does nob effectively handle the longer
titles., Mor eagoitisant, hewsvar, are those problems that seem to attack
te fundamertal assumpticn of this indexing method. The problem is
described in variounr ways. Mayer-Uhlenried [49') states that an analysis
of different KWIC indexes has shown that titles are oﬂ;en not significant
enough for the publication; and Penmy. et al, [57] have said that the
literature must be sxamined thoroughly in order to determine content
because the content 1s not always obwious from the abatract. ‘NMr
(511, on the other hand, claims that tltles contain sufficlent indexing

informatien {2 most retriewval applications.

Daﬁ are occasionally pressnted to lubaun'i,uto a position on
the matter, For exampls, Slomacka and Zunde [73] report that, when
evaluated for use in permuted and K/IC indexes, between 50 and 90 per=
,ce‘ni; of guthqr-mmﬂd* gloomm‘,_%dtmq (49@:&8&@3 on w)g.,ju_oi_ field and
other factors) were fvund fully to reflect the subject terns to whioh
thelir dosumsnts wers assigned by human indexers. In a preliminary
examination of various legel information problems by the American Bar
Foindation [13] an experiment was conducted in which KWIC indexing of
" titles was compared with indexing by the subject~heading classification
system, The results showed that ¢i.L percent of the title entries ocon-
tained as keywerds rompared io one or more of the subject~heading words
under whi.h thay had been indexed and 25.1 psrcent contained logical

equivalents. In a repori. by White [85) of experiments on methods of

indexitg the 1962 1ssues of the Abstracts of Computer Iiterature, the
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pormuted-title-indexing rebtrieved only 52 percent of the information.

Data from comparative tects of this kdnd will vary depending on

such items as test criteria and definitions, indexing systems being com-

pared, and subject field being indexed. Bornstein [10] states that the
conflict in Swanson's [76] results can bs traced to the different experi-
mental methods used and the definition of the oriteria of success. For
example, we recently compared the descripliors (part of a faceted classi-
fiocation scheme) used to index 162 papers in the field of solentific
commundcation [60] and the terms in a KWIC index of the same papers,

Only 13 pexosnt of the papers had titles that reflected fully the desorip-
torw used to index the mame doouments,

9.3.3.2 Querying Problems Using XWIQ ~ A quite different dif=
fioulty arising with KWIQ indexing lies in the faot that querying is
done manually by scarning an output list, Onoe the output exceeds a

sise much that it oan be ascanned by a human being in a remsonable time,
its value deoreases signifioantly. One rasson for this change in value
is the problem of synmonymy. As long s2 the output is managesbly small,

a user of & KWIC imdex van simply read through the entire index and note
the assocdated dosuments whenever he encountsoxs a synonym uvf the desorip-
tor that concerns him. He need not think of the synormyms baforehand,
since he will rwcognize them when he sees them., Once the output Lecomes
too bulky to be scanned in its entirety, the nser mst resort to a
thesaurus of synonyms. Even with such a thesaurus the large number of

synonyms may make retrieval extremely awkward,



A further difficulty arises when the desired documents belong
to the in{:ersection of two or move descriptive categories. Each of the
categoric—s may be quite large; yet their intersection may be small.
The user must scan each of the cabtegories in £l to find that small

set of documents lying in the intersection,

9.3.3.3 Improving the KWIC System - KWIC is now an operational

automated indexing system. The problems that have been noted seen real,
tut solutions to these problems are being advanced and some are themselves
becoming operational. The solutions that we sha.‘li enumerate run the gamt
of possible conktrois and procedures tha* would affect an indexer, an

author, and & user,

At the Scientific and Techrical Information Facility titles of
documents aré expanded and elaborated into a notation of content for
pubsication in LIAR. This notaliwm of condent cau be considersd either
as an exparied title or as a« highly condensed abstract. This technique
might be considered the first ste‘p, from the indexing point of view,
towards improving the effectiveness of titles for deriving indexing
terms. It is a fundamental assumption of an indexing system proposed
by the Engineering Joint Comnsil {1, 59F that the author of a technical
article can be the most instrumental in the one-time indexing of his
artisie, As an ideal situsticn this indewing would satisfy all future

indexing requirements for that article,

Cormelly (127 discusses nis experience with key-terms or

comtens analysic sppearing in Apulied Physios Lebters. The terms were




originally assipned in the oditorial office of the Jet Propulsion
Latoratory, but thay ara now penorally provided by the anthor's filling
out a form that is pent to him when his papsr ls received, A combina-
tion of the terms drawn from the author'a couploted forms and from the
title of the articles might well overcoma ons major objectlon to KWIC
indexing: that titles alone may be inadequate as descriptors of tha

content of a paper.

Another point of view for inoluding the author in the indexing
problem is noted by Brandenburg [11], who states that title writing must

. balance machine requirements against human scanning hablts. Man=-machina

requirements may oonfliot with acceptable title length, signifiocant

words, attention-getting devioces, and work forms for retrieval, Similarly,
Kennedy [39) has snumerated nine steps for the comstruction of good titles
for ultimats “WIO indexing.

9.3.4 Other Problems in Scientifio Dooumentation = Some of the dif=
fioulties in retrieving uhn‘bﬁi‘ié information lie in the nltyro of the
documenta themselven rathor than in the demoriptiveness of titles and
index terms, This conclusion is reached by the Weinberg Report [70;
ses alaso 68, No, 4], which laments the fallure of solentists and snginoers
to express themselves clearly. It is reported [137 that Tufts Un:!.’c‘érsity
is critically reviewing the literature and past receorch on the effec-
tiveness of techmical writing as a means of commnication. The study is
concentrated on the variables in the writing and graphic processes that

have some measureable communication effoct wpon the reader,

231



- 0f interest to the author of scientific communication are the many
comments [25, 827 that suggest that part of today‘s problem of informa-
tion retrieval from the sheer volume of literature and a certain careless-

ness with which scientists stuff the literature with their reports. Waldo
[82] refers to a system that replaces report writing, indexing, and file
storage by storing data on magnetic tape and by retrieving as necessary )

through appropriate questions to a computer, A similar notion' was viewed

by Harming [267 as information regeneration. He gives the examples

rather than retrieve the values of trigonometric functions, regenerate
them as needed, Dubinin [15] of the USSR also suggests the use of com-
puting machines for storing information and for retrieving available '
information only upon demand. And; perhaps as a final extreme, Shiloh
[71] has suggested that the burden of reading should be lightened by
using other techniques of commumication, in particular the use of

Intertoonal seminars,

9.3.5 Summary - A great desl of existing literature has been
examined in order to discover existing sys’ ms for organizing descriptors.
These systems have included thesauri for treating synonyms, various wnit-
concept systems, facet znalyslis, and role indizaters. In addition, the
KWIC system has been iswestigated. This system is significant chiefly
because it 1ls by far the most popular system in use today, and for many
applizaticns it fulfills the user’s nseds at a low wost. Nevertheless,
1t has signifizant drawbacks, Titles are often created without anticipat-
ing their use in KWIC indexing, and these titles are not always a good

reflection of the content of the articles to which they are attached,
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although this point is still actively disputed. In addition, when a
1list of documents is too long to be scamned conveniently by a human
being, difficulties arise both in searching for synonyms of a given
descriptor and in retrieving documents from the intersection of tws or

more large categories.

Some of the problems in descriptor organization and information
retrieval generally stem from the failure of authors to express them-
selves clearly. This difficulty appears in the form of meaningless
titles and in the form of articles that are difficult to index even
manually. Requiring the author to attach deseriptors to his work may

help to solve this problem, but the probability of effective help is low.
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9ot APPENDIX D - Sense Value Theory and Equivocation in Relation

to Inferential Information Systems

This appendix is an illustrative exposition of sense value theory.
Its primary intent is to clarify the applicability of sense value theory
to the problem of equivocation and to ocutline necessary further research
and development on sense value theory in order to render it applicable
to problems in inferential information processing. A formal exposition

of sense value theory is contained in Sommers [74] and Darmstadt [1h47.

In order to appreciate the relevance of sense value it is necessary -
to understand the level of language to which sense value theory is
addressed. For the sake of this discussion, five levels of language
may be discriminated:

(a) MbrbholOgy, orthography, or spelling.

{b) Syntax or grammar.

(¢) Sense.

(d) Logic, consistensy, or inference,

(e) Fact, truth, or reference,

This description of language levels is suggestive rather than precise.
In general, information systems are ultimately concerned with language
at level five; that is, someone needs to know the facts in a given
field of knowledge. But an automated information system cannot, at
present, conceivably perform any empirical tests on the truth of its
assertions. Such verification is still best left to human performance.
LAt presert we are most interested in developing processing capabilities

at the fourth lewsl of languapge, and sepse value theory is primarily




addressed to the third level of language. It is important to note,
however, that valid conclusions at higher levels of language depend upon

the organization of assertions at lower levels of language.

The last conclusion, as well as the language level classification,
is perhaps best understood in terms of a specific example. Coﬁsider,the
assertion, "John Smith is the Prime Minister of England." At the factual
level we are interested in the truth of this assertion. If, however, we
amend the assertion to read "...and so is John Jones," then we can con=~
clude from considerations at the fourth (logical) level that the state~

ment need not be evaluated at the fifth (factual) level. "

A statement becomes inappropriate for evaluation at the fpurth level
if a failure or error occurs at an earlier level, Thus, if we change the
statement to say, "John Smith is a prime nunmber,! then in the ordinary
sense of the use of proper names and of prime number the statement simply
¢z nob make sensz:., IV ix a0t a4 macter of cmpirical test thatv people
are not prime nuribers nor even a function of arbitrary definition such
as that there is only one prime minister. People just are not the sorts
of things that can be prime numbers, nor are numbers the sorts of things

that can be prime ministers.

The last example, while failing at the third lewvel of language--that

is failing to make sense--still is adequately formed at lower levels of

“Given the knowledge that only one person may, by definition, be prime
minister and that Smith and Jones are noti “he same person, then the
sentence is logically incorrect,




language. Thus the grammar and orthography of the example are impeccable.
It is not necessary to give examples of failures at the syntactic or
morphological level; they are both obvious and outside the scope of

this discussion. It is apparent, however, that the progression of cri-
teria applies to the lower levels of language. Thus it is pointless to
determine whether a combination of letters that do not form words :Ln the
language is groammaticel or whether z combination of words that »is not a

gsentence meets the sense criterion of level three.

The observation that it makes no sense to say of some sorts of things--
for example, people-~that they are other sorts of things--for example,
prime numbers--is central to the theoretical treatment of the sense level,
To say that a thing is a particular sort of thing is to predicate some-
thing of it. Some predicates may be applied to the same things and thus

may be called copredicable. The fundamental hypothesis of sense value

theory is that if two predicates, say A and B, are corredicable, then
either A is predicable of all the things of which B is predicable, or
else B is predicable of all the things of which A is predicable, or both.
The last statement implies t .t for two predicates, A and B, either all
the individuals or things of which A is predicable may also be described
by B, or else A may be predicated of all the things of which B is pred=-

icable, or else there are no individuals of which both A and B may be

predicated.

The predicability relations between predicates is perhaps best

illustrated graphically with a specific example. Figure 13 shows some
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of the terms in a language disposed in a hierarchical tree. The
individuals or things are underlined and are located in the lowest

nodes. The predicates are in the higher nodes. If a predicate is
connected to an individual by descending lines without any ascending
lines intervening, then it is predicable of that individual. If follows
that any pair of predicates connected by a series of lines without rever-
sals from ascending to descehding, or that are at the same node, are ’
copredicable. For those at the same node, the same set of individuals
may be described. If one predicate is higher, its scope is greater and
it applies to more individusls ‘than the lowar predicate, but its scope
includes the scope of the lower predicate. If two predicates camnot be
connected by a series of lines without reversing direction, then their
scopes have no individuals in cormon. The latter condition requires that
no more than one descending line enter a node; generally, more than one

will leave it if it is not a be*tom node,

Some specific examples from the tree may clarify these generalizations.
The top node of the tree in this case is filled by "interesting." One of
the theor ms in the formal development of sense value theory demonstrates
that there must always be a single upper node for any given language.

This theorem means that there are always some predicates that are pred-
icable of all individuals. The right hand node below "interesting" con-
tains all color terms. It is worth noting that both "red" and "not-red"
have the same scope in sense value terms, even though they will be
mutually exclusive at the factual level. This correspondence occurs

because it makes sense to describe a sky that happens not to be blue as
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blue or a book that happens not to be green as green. DNotice, however,
that the tree has already bifurcated and that there are some individuals
fhat cannot be described by color predicates--for example, "a speech" and
g walk." Thus "brief! and "red" are not copredicable while "red" and

"heavy' are.

For the purpose of this discussion, however, we are not primarily
interested in mapping predicability relations but in the contribution
of sense value theory to automatic inferential processing via the detec-
tion of equivocation. But it is precisely the mapping of predicability
relation that allows us to detect equivocation automatically. Thus,
there is a sense in which "a speech"” might be referred to as colored or
even as "red." TYet there does not seem te be any obvious sense in which
g giraffe" would be described as "brief.," If we accepted the sensibility
of a "red speech," without taking into account the new sense in which
"red" was being used;, then it would be necessary to place a descending
line from the "red" node to the "speech" node in the graphic representa-
tion, But this step violates the fimdamental hypothesis of sense wvalue
theory. In this case it is easy to see that the hypothesis is correct
and that it is only apparently viclated because "red" is being used in
two senses. The resolution of the apparent difficulty in sense value
terms is to say that there are at least two senses of "red'--!red 1V
(zolor) and "red 2" (politics). Each of these predicates could then be

mMaced in its appropriate tree location.

Let us consider a specific set of assertions, their possible tree
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representations, the automatic detection of an equivocation; and an
approach to the automatic resolution of the equivocation. Some of the
terms in the example on page will be used to show how the problem
of equivocation may result in invalid inference. The individuals to be

considered are:

Socrates =S
The number 2 =N
A building =B

The predicates are:
Interesting = I
Rational =R
Tall =T
The possible predications, the only ones we are likely to encounter in
sensible text, are:
S-I S-T S-R
N~-I N-R
B~I B-T
A grarl’: representation of the sense relationships, ignoring equivoca-

tion, is:

SN

7’ R
v .
Eﬁ \\\S/// \\N

But this representation violates the basic assumption of sense value
theorys; +two descending l.:.cs enter node S. Therefore, we automatically

have evidence of an equivocation. There are three terms that, if regarded
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as equivocal, can resolve the difficulty. These terms--S, R, and T--

lead to three possible grephic solutions consistent with sense value

T/ /I\ T:’L/I\
E/\?_iz_/a\ﬁ AN

1 2
\
4

theory:

It is intuitively obvious that the first two representations are
incorrect'because "Socrates" and "Tall" have not been used equivocally
in these assertions. That the third representation, which regards
"rational" as equivocal; is indeed correct can, however, be concluded
on non-intuitive grounds. There exist both economic and aesthetic
eriteria that lead to a correct corclusion about which term is equivo-~
cal, and these criteria can be autbmatedo Thus, consider the problem
of adding new terms to each of the structures. If we wanted o add
"Aristotle" or any other person to the first representation; it too
would have te be regarded as equivocal since both "rational” and "talll
may be predicated of "Aristotle." If, on the other hand, we wanted to
add a predicate such as "heavy" or "colored" tc the second representa-

tion, then both of these terms would have to be made equivocal. It is only




o _yplod
L_____/’___?

the third representation that can accommodate both additions without

increasing the number of theoretically necessary equivocations.

It is possible to formulate appropriate algoritims for automatically
detecting and resolving equivocation in a corpus. The algorithm would
assume that all linguistic work at levels of language lower than the
level of sense would be supplied--that is, at the levels of syntax and
spelling. Thus a computer program for detecting and resolving equivoca-
tion on the basis of sense value theory would assume an input of individ-
val prediceate pairs distilled from the sentences of a corpus by a previous'
syntactic proceBSO;.* The program would “then detect any violations of the
sense valus hypothesis, This function could be done by producing a2 machine
structure analogous to the graphic representations and checking fer multiple
descending entries into a node. Such a representation is perhaps most
conveniently developed in a list processing system. Once a tree viola=-
tion had been detected, the rule of economy could b-: used for the resolu-
tion of equivocation, Tiat iz, the term that produces the smallest number
of entries or equivocations in the tree representation when regarded as

two terms is interpreted as equivocal.

In addition to developing a partial model of an automatic system

that can detect and correct equivocations by using sense value theory,

*Schemes for handling .wititermed predicates have alsc been developed.
One way to cdeal with an N-termed predicate is as N single-termed
yradicates. Thus the analysis of relations involving any number of
1nd1v1duals would be possible in principle with a system using individ-
ual predicate pairs as input.
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it would also be desirable to verify the theory» and its applicability
empirically. The essential questions are whether the basic hypothesis
of the theory as outlined is correct for a substantial’ corpus of text or
sense value judgments and whether the economy critericn for resolving
equivocation produces accurate results. Since syntactic preprocessing
is assumed for this partial model, experimental inputs can as well be
developed from judgments about the sensibility of individua.l predicate

pairs rather than from an extensive search of an information corpus.

2kl




DISTRIBUTION LIST

Receipient Copies

Office of the Assistant Secretary of Defense

(Research and Engineering) ATTN: Technical Library

Room 3E1065, The Pentagon

Washington 25, D, C. 1

Chief of Research and Development
Department of the Army
Washington 25, D, C, 2

Chief, U. S. Army Security Agency

ATTN:  ACofS, Gl (Technical Library)

Arlington Hall Station

Arlington 12, Virginia 2

Deputy President, U. S. Army Security Agency Board
Arlington Hall Station
Arlington 12, Virginia 1

Commanding General, U. S. Army Materiel Command
ATTN: R&D Directorate
Wasldingtor, L. C. 20315 2

Commanding Officer

U. S, Army Combatl, Developments Command

ATTN: CDCMR-E

Fort Belvoir, Virginia 1

Commanding General

U. S, Army Combat Developments Command

Communications-Electronics Agency

Fort Huachuca, Arizona 1

Commanding Officer

U. S. Army Engineer Research & Development Laboratories

ATTN: STINFO Branch

Fort Belvoir, Virginia 2

2Ls




Receipient . Copies

Commanding Officer

U, S. Army Nuclear Defense Laboratory

ATTN: Library

Edgewood Arsenal, Maryland 21010 2

Commandant, U. S. Army Air Defense School
ATTN: Command & Staff Department
Fort Bliss, Texas , 1

Rome Air Development Center

ATTN: RAALD

Griffiss Air Force Base

New York 1

Systems Engineering Group (SEPIR)
Wright-Patterson Air Force Base, Ohio L5L33 1

Air Force Cambridge Research Laboratories

ATTN: CRXL-~R

L. G. Hanscom Field

Bedford, Massachusetts 2

Electrenic Systems Division (AFSC)

Scientisic % Technizal Information Division (ESTT)

L, 7, Hanszom fleld

Bedford, Mas.achusetts OLl731 2

USAEL Liaison Officer

Rome Air Development Center

ATTN: RAOL

Griffiss Air Force Base, New York 13Lh2 1

Directer, U, S. Naval Research Laboratory
ATTN: Code 2027
Washington, D, C. 20390 1

Commanding Officer & Director

Uo 8. Navy Electronics Laboratory

ATTN: Library

San Diego 52, California 1

2h6




Receim‘ ent

AFSC Scientific/Technical Liaison Office
U. So, Naval Air Development Center
Jomnsville, Pennsylvania

Commanding Officer

U. S. Army Electronics Research & Development Activity
ATTN: AMSEL-RD-WS-A

White Sands, New Mexico 88002

Cormanding Officer

U. S. Army Electronics Research & Development Activity
ATTN: Technical Library

Fort Huachuvea, Arizona

Director, Mommouth Office

U. S. Army Combat Developments Command
Communications-Electronics Agency
Fort Mormouth, New Jersey

Commanding General

U. S. Army Electronics Command
ATTN: AMSEL-CM

Fort Mormouth, New Jersey

Director, Yute:l:-l Razdiness Nirsctorate
Pozdquasters, U. S. Army Electronics Command
ATTN: AMSEL-MR

Fort Monmouth, New Jersey

Marine Corps Liaison Office

U. S. Army Electronics Laborahories
ATTN: AMSEL-RD-INR

Fort Mormouth, New Jersey

AFSC Seientific/Teetnical Liaison Office
U. S. Army Electronics Laboratories
ATTN: AMSEL-RD-LNA

Fort Mormouth, New Jersey

217

Cogie_g_




Receipient

Director
U. So Army Electronics Laboratories

ATTN: Logisties Division
Fort Mommouth, New Jersey 07703
MARKED FOR: Mr, Lorenz Sarlo

Director

U. S, Army Electronics Laboratories
ATTN: AMSEL-RD-DR

Fort Monmouth, New Jersey

Director
U. S. Army Electronics Laboratories

ATTN: Technical Documents Center (AMSEL-RD-ADT)

Fort Momnmouth, New Jersey

Director

U, S. Army Electronics Lahoratories
ATTN: AMSEL-RD-ADO-RHA

Fort Monmouth, New Jersey

Director

U, S Army Electronics Laboratories
ATTN: AMSEL-RD-NP-2

Fort Momnmouth, New Jersey

Cormander, Defense Documentation Center
ATTN: TISIA

Cameron Station, Building 5

Alexandria, Virginia 2231}

NASA Representative

Scientific and Technical Information Facility
P. 0., Box 5700

Bethesda, Maryland 2001L

Director

U. S, Army Electronics Laboratories
ATTN: AMSEL-RD-X

Fort Mommouth, New Jersey

2h8

(Record Copy)

Cogieq

10




ReceiEient

Director
U, S. Army Electronics Laboratories

ATTN: AMSEL-RD-G (Mr, Hennessy)
Fort Mommouth, New Jersey

Director
U. S. Army Electronics Laboratories

ATTN: AMSEL-RD-X (Mr. Jack Benson)
Fort Mormouth, New Jersey

Headquarters, Aeronautical Systems Division
Air Force Systems Command, USAF

ATTN: ASRCEM-1 (Mr, Thompson)
Wright-Patterson Air Force Base, Ohio

23

Copiss

-4




