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Section 1 
AAECHANJCÄL IMPEDANCE 

NOTES ON THE DEVELOPMENT OF MECHANICAL IMPEDANCE 

C.  T. Molloy - Chairman 
Space Technology Laboratories 

I 

In view of the title of this session; namely, 
Mechanical Impedance, it seemed worthwhile to 
look back for a moment and to review very 
briefly a few of the milestones in the history of 
the subject. 

The basic concept which underlies mechan- 
ical impedance; namely, the use of complex 
variables in the solution of oscillatory prob- 
lems, was introduced by the French mathema- 
tician, Augustin Cauchy, who was born in 1789 
and died in 1857. It was 1885 when the English 
mathematical physicist, Oliver Heaviside, noted 
the utility of taking the ratio of the complex 
voltage to the complex current in electric cir- 
cuits and, thus, formally defined electrical im- 
pedance.  Nearly 30 years were to elapse 
before it was noted that a similar ratio to that 
which had proved so useful in electrical circuit 
theory, was also useful in acoustical and me- 
chanical analyses.  Thus, in 1914 A. G. Webster, 
an American and a professor at Clark Univer- 
sity, in a classical paper on the theory of 
acoustic horns, formally introduced both acous- 
tical sjid mechanical impedance. In the period 
following World War I, much use was made of 
this concept in the design of electromechanical 
transducers and transmission systems.   For 
example, in 1923 A. E. Kennelly of Harvard 
published his book on electrical vibration in- 
struments, in which will be found methods for 
measuring mec- uiical impedance, as well as 

many measurements of this quantity.  One oi 
the outstanding impedance successes of this 
period was the design of a mechanical phono- 
graph by Maxfleld and Harrison in 1926.  By 
combining mechanical impedance, electrical 
analogs and electric filter theory they were 
able to design a phonograph that was substan- 
tially better than anything that had been built 
previously. 

After World War 11, a new type of problem 
came to the fore; namely, that of protecting 
equipment against shock and vibration.  It was 
soon recognized that mechanical impedance 
played an important role in the analysis of this 
problem.  Methods were devised for measure- 
ment of mechanical impedance of structures. 
However, only a limited amount of impedance 
data has been published.   Perhaps this is due to 
the tedicusness of point by point measurements. 
It appears, however, with the recent advent of 
automatic impedance measuring equipment, 
that it is reasonable to expect that a wealth, of 
valuable information on the impedance of struc- 
tures wiil soon become available. 

We have come a long way but there is still 
much to do.  In todays session you will hear 
discussions of some of the problems which are 
of concern to workers in the field of Mechanical 
Impedance. 



RECENT ADVANCES IN MECHANICAL IMPEDANCE 

INSTRUMENTATION AND APPLICATIONS 

Fr-sd Schlös a 
David Taylor ModeJ Basin 

Washington, D.C. 

An automatic impedance measurement system possessing a high degree 
of precision is described.    Results of the "Round Robin" evaluation of 
the electronics of various mechanical impedance measurement systems 
and new developments of improved vibration generators for use in im- 
pedance measurements and of a miniature impedance head are pre- 
sented.   Xhfi impedance technique is applied to the evaluation of the dy- 
namic properties of resilient mountings, couplings, damped structures, 
dampiiig and viscoeiastic material, as v/ell a.F to a determination of the 
internal dam   ing of materials as a function of vibratory stress, added 
water mass of propellers, ar.d elastic moduli of heterogeneous materi- 
als such as Fiberglas. 

AUTOMATIC IMPEDANCE 
MEASUREMENT SYSTEM 

An automatic mechanical impedance meas- 
urement system of high precision was developed 
to comply with the condensed specifications 
given in Table 1.   High phase accuracy, although 
not necessary for routine impedance measure- 
ment, is required to determine accurately the 
real component of the impedance, as will be 
discussed later in the applications of this tech- 
nique.   Precision may be obtained by careful 
design, paying particular attention to details 
without greatly increasing costs.   The large 
dynamic range is necessary for routing meas- 
urements on structures where the ratio of 
maximum to minimum impedance may be as 
much as 150 db. 

The measurement system meeting the 
specifications is shown in Fig. 1.   This system 
is idtjntical, except for the change in the inter- 
mediate frequency from 11 to 20.5 kc, to that 
shown in Fig. 23 of Ref. [1], where the principle 
of operation is discussed.   The system was first 
conceived in 1958 and construction was begun 
under Navy contract in 1860.   After the proto- 
type had been built, approximately 30 modifica- 
tions were made to the system to improve its 
performance.  In the interim, other commer- 
cially available systems were developed and 
used, but—largely because of a lack of attention 

NOTE:   References appear on page 14. 

to detail or of inherent inaccuracies of the par- 
ticular system—they do not meet the specifica- 
tions given in Table 1, or even the specifica- 
tions given by the mam^acturers. 

This present system has been used for 
many purposes other than impedance measure- 
ments, such as cross-correlation measure- 
ments, acoustic intensity measurements, trans- 
ducer response curves, and determination of 
structural modal shapes. 

"ROUND ROEHN" EVALUATION 
OF MECHANICAL IMPEDANCE 
MEASUREMENT SYSTEMS 

To evaluate the state-of-the-art of imped- 
ance measurements, the U. 3. Naval Research 
Laboratory in early 1963 enlisted various 
activities to participate in a "Round Robin" 
evaluation of three test structures.   This eval- 
uation of the transducer included the elec- 
tronics; thereby, the transducer errors were 
not separated from the errors introduced by 
the electronics.  Also, this test, due to the lack 
of background noise usually encountere'' in the 
field, probably does not strain the system suf- 
ficiently.  Therefore, a separate electrical 
rvaluation was initiated by the David Taylor 
Model Basin.   Unfortunately, many activities 
declined to participate, mainly because of their 
complete trust in the electronics.   Others com- 
mented, after ccwducting the three tests, that 



TABLE 1 
Condensed Specifications for 

Automatic Impedance Measuring Apparatus 

Property Specification 

Frequency Range 

Filtering 

Dynamic Range 

Minimum Input 

Phase Accuracy 

Amplitude Accuracy 

Noiae Rejection 

Noise and Hum 

10 - 15,000 cps 

Filters tracking with audio oscillator, both 
channels, constant bandwidth of 5 cps or less. 
All filters to be temperature controlled. 

80 db without switching and greater than 20 db 
signal/noise within the range. 
140 db with switching. 

3 x 106 volt 

± 0.25 degree       40 - 5,000 cps 
± 1 degree 10 - 15,000 cps 

including high Impedance preamplifiers and 
input attenuators. 

± 0.5 db 

Amplitude and phase accuracy maintained for 
noise outside pass band which is 40 db above 
signal amplitude. 

Less than 10 x 10"° volt at input with capaci- 
tive source of 1000 pf and less than 3 x lO-7 

volt at power frequency and harmonics. 

r Pow<r 
Amp'ifier 

Vibration 
Gtntrotor 

Fore«  (kigc 

Acc«l«ro7>«ter 

Force 
Preamplifier 

Servo  to Keep Filtered 
\Force  Stgnol  Constcniy 

_cAAAr- 
Mixer   ond 

Low Pass Filler U4 I I kc 
Crystal 

Oscillator 

Mixer   and 
I Ike 

Crystal Filter Amplitude 

Cancels Mass 
Below Rrce Gage 

LOCG! Oscillator[_ 

11 kc - 16 te   i 
DC  Phase 
ReCWdflr 

Acceleration 
Precmplifier 

like Constant Amplitude 

^NX/V^T 
Voltoge 

Amplifier 

Mixer and 

I I kc 
Crvstal Filter 

7 5  db Dynamic Range   Withcjt Switching 
1025 degree Pbow   Accuracy 

Keeps Filtered Acceleration Signal 
Entering Voltage Ampüfier Constant 
Also Records Impedance, Mobility 
or Equivalent Mass Position of Slide 
is Contralied by Filtered Acceleration. 

Fig.  1  - Automatic impedance, mobility or equivalent mass plotter 
(under construction) 



this electrical evaluation helped them to realize 
the limitation of their equipment. 

A sealed "black box" (Fig. 2) was con- 
structed and evaluated by six activities using 
eight different systems, including all those 
presently available commercially.  In test 1, 
pure sinusoidal signals were used; in tests 2 
and 3, random and discrete frequency signals 
were added to one channel.  Although tests 2 
and 3 may appear to be quite severe, such con- 
ditions are not unusual in practice.  The dy- 
namic range of tests on the black box was loss 
than 55 db, which is less than that of "live" 
structures.  Results of the evaluations are 
presented in Table 2.  Data taken by activity Fl 
were used as reference.   The manual system 
with digital outputs was precisely adjusted for 

phase and amplitude for each measurement; it 
has a short-time accuracy of better than 0.2 db 
in amplitude and 0.1 degree in phase.  This 
system is shown in Fig. 3. 

Results of these three tests led to the 
following conclusions: 

1. Four systems, including one automatic 
system, had a relatively high degree of accuracy 
and the results had a spread of less than 5 
degrees and 1 db. 

2. Surprisingly, the very expensive sys- 
tems were inaccurate even In tests using pure 
signals of as much as 27 degrees and 4.4 db. 

3. Maximum errors were 30 degrees and 
23.5 db. 

Input I                  Output I              Output 2 
from                    . to                       to 

osciiotor                 force               occeleratton 
output        igy,  preamp   |Ok0     preomp     ^      o.22^fd OJ^fd 
• '**■ • ^vs 9 (I , 1| j j|— 

ioa ISh        |5h 
rcid) 3(Torad) 

iQ2. .1 
SCfeod) 

Jlkfl 
i 

input 2, for adding of noise or discrete frequency signals 

Test I. I volt input i from (0—5,OOOcps plot amplitude ratio end phase between the two 

outputs. 

Test 2. Repeat test I with I volt of random noise into input 2. 

lest anepeot test Iwith Svotts of a fixed frequency siqnal of 80cps into input 2. 

Fig. Z - "Black box" for electrical evaluation of 
mechanical impedance instrumentation 

TABLE  2 
Results of the "Round Robin" Evaluation of the Black Box 

Activity Type of System Relative Cost 

Max Error, Pure Signal Max Error , with Noise 

Phase 
(degree) 

Amplitude 
(db) 

Phase 
(degree) 

Amplitude 
(db) 

A Heterodyne, automatic Very high -25 -4.4 -19 -23.5 

B Heterodyne, automatic Very high + 27 + 3.6 + 30 +   3.9 

C Homodyne, automatic Very high -10 + 1.1 + 20 +   1.0 

D Audio, automatic Medmm +   3.8 -0.4 +   6.2 -   0.6 

E Nulling, manual Low -   1.9 <0.2 -   2.0 < 0.3 

Fl Heterodyne, automatic High +   0.4 + 0.5 +   0.5 +   0.5 

F2 Heterodyne, manual Medium < 0.1 <0.2 < 0.1 <  0.2 

F3 Nulling, manual Low +   2.8 <0.2 +   2.7 <  0.2 
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It is felt that the inherent accuracy of Sys- 
tems A, B, and C is greater than the results 
show and that, with minor modifications, the 
precision could be greatly improved.  Other 
sources of phase errors, such as those intro- 
duced by changes of attenuation at the pream- 
plifiers, were not evaluated by these tests. 

NEW DEVELOPMENTS 
IN MECHANICAL 
IMPEDANCE INSTRUMENTATION 

Vibration Generators 

Whenever rotational impedance is low 
compared to lineal impedance, results are 
somewhat inconsistent when measurements are 
made with various types of impedance heads 
and vibration generators.  The inconsistencies 
were wrongly attributed to a high degree of 
rotational or transverse sensitivity of the 
transducer; actually they are caused solely by 
changes of fee rotational inertia of the trans- 
ducer and driver system.  This phenomenon 
was first observed when driving point imped- 
ance measurements were made on the end of a 
cantilever [1]. 

It is often a moot question as to which 
measurements are of value.   For example, if a 
machine is to be mounted solidly to a structure, 
driving point impedance measurements made on 
the feet of the unmounted machine without the 
same rotational restraint as that of the struc- 
ture au'e of little value.  Similarly, if the 
machine is to be mounted on vibration isolators, 
the effects of the mounting plate must be taken 
into account. 

To improve the measuring system, it be- 
came necessary to reduce its rotational inertia 
by decoupling the transducer and driver.   One 
solution under development by the U.S. Navy 
Marine Engineering Laboratories involves the 
use of magnetic drivers and very light trans- 
ducers.   This solution, although best for very 
light structures, has the disadvantage of requir- 
ing critical alignment for the relatively low 
output magnetic drivers.   Rather than using 
this approach, new electromagnetic drivers 
(needed also for rotational impedance measure- 
ments) were developed.   Most of the mass of 
these drivers (Figs. 4, 5, and 6) is dynamically 
decoupled in all modes from the test structure 
above about 40 cps by having the relatively 
heavy annular magnet assembly supported by 
two rubber diaphragms.   In addition, the an- 
nular arrangement and the rubber diaphragms 
provide a very low center of gravity of the 

Rubber s 
diophrogmsN, 

Coil 

Impedance head 

Fig. 4 - "Wrap-around" 
vibration generator 

Fig.  5 -  Electromagnetic 
driver 

t! ig, 6 - Electromagnetic 
drive r 

assembly and also assure freedom from spuri- 
ous effects such as rocking and high-frequency 
resonances in the suspension system.   The 
added dynamic weight of the smaller vibration 
generator with a force output of 0.7 pound is 
less than 0.1 pound.   The force output of the 
larger of the drivers is 5 pounds. 



New Miniature Impedance Head 

A miniature impedance head and driver 
was developed for measurements on very light 
structures, such as a 1/30-scJe model of a 
submarine propeller (F:g. 7).  With this head, 
1/2 inch diameter and 1/2 inch long, an imped- 
ance equivalent to a weight of 0.0001 pound may 
uv:   in^dou i fa   11 Ulli   £iV/   LU   X\J r\J\J\J   t-'Po .      J. UC   Stlll- 

ness i.s 500,000 pounds per inch, which limits 
the maximum impedance that may be deter- 
mined with this transducer.   However, the^fiff- 
ness of light structures is usually well below 
this value.   The effective stiffness of the head 
may be increased to over 1,500,000 pounds per 
inch by reversing the specimen and driver 
attachment points, but the weight below the 
force gage is increased by a factor of six to 
0.01 pound, thus increasing the minimum meas- 
urable impedance. 

The miniature vibration generator weighing 
0.2 pound has a force output of 0.15 pound. 

*-  f=     ^ 
Fig.  7 - New miniature 

impedance head 

Comments Regarding Effects of 
Attachments to Impedance Head 
On Impedance Measurements 

It is hoped that the following discussion 
will clarify a common misconception in me- 
chanical impedance measurements. The follow- 
ing question is often asked:   Does the relatively 
heavy mass ox the vibration generators directly 
attached to the impedance heads change the 
resonances and, therefore, should only rela- 
tively light shakers and impedance heads be 
used in order not to change the characteristics 
of the structure?   The answer to the first part 
of this question is yes, the answer Lo the second 
part is no.   This apparent paradox may be 

resolved by treating the problem in terms of 
impedances (the quantity measured) rather than 
in terms of resonances. 

Fig.   8   -   Spring-mass 
system 

8»    M •NAAA/ 

k, 
K 

In the familiar spring-mass system (Fig. 8); 
reson;ince occurs at a frequency, w, = (k1/Ml)

l/2, 
the same frequency at which a minimum occurs 
in the impedance.  When an impedance head is 
attached to the mass, M,, as shown in Fig. 9, Ma 
represents the mass below the force gage in the 
impedance head which includes the acceler- 
ometer mass (only frequencies below the 
resonant frequency of the accelerometer are 
considered here), k2 represents the stiffness of 
the force gage (only frequencies below the stand- 
ing wave frequencies in the force gage are con- 
sidered), and M2 represents the mass of the 
impedance head housing plus any other mass 
attached to it. such as rods and armatures of 
shakers or stators of reaction-type shakers. 
The two natural frequencies of this new system 
are different from the natural frequency of the 
system shown in Fig. 8.   Yet the minimum in the 
impedance occurs at u2 = (k^M, + Ma)I/2, the 
same frequency as the natural frequency of the 
first system, except for the effect of ivia.   There- 
fore, it is only Ma, the mass beiow the force 
gage, which changes the impedance measure- 
ments from the true impedance. 

M, ^wwwv 
71 

M, M, 
kl 

^—Impedance  measured at this point 

Fig. 9  -  Spring-mass   system 
with attached impedance head 

The mass below the force gage may easily 
be subtracted electronically in the actual meas- 
urements by adding, 180 degrees out of phase 
(subtracting), a certain portion of the accelera- 
tion signal to the force signal, with adjustments 
being made when driving a zero impedance (no 
attachments to the specimen end of the imped- 
ance head).   A 20-db cancellation is easily ac- 
complished over the entire useful frequency 



range of the impedance head, although much 
higher cancellations have been obtained by 
compensating electrically for the increase in 
response with frequency of the accelerometer. 

If the motion transducer is attached to the 
wrong side of the force gage, the measured 
impedance will include the effect of the stiH- 
ness of the force gage, thus leading to large 
errors whenever the impedance of the speci- 
men is of the same order of magnitude or 
higher than the impedance of the force gage. 

In general, the masses Mj and M2 In Fig. S 
may be replaced by any two impedances for the 
true impedance to be affected in the measure- 
ments only by the mass below the force gage. 
This may be explained in another way by con- 
sidering a transmissibility test on a mounting 
system.  In the usual arrangement, a motion 
transducer is placed above and below the mount, 
and the transmissibility is the ratio of the two 
with the system placed on a shaker.  If any 
other structure is placed between the shaker 
and the system under test, the transmissibility 
does not change if there is linearity in the 
system, although the magnitudes of the motions 
and total system resonances will change con- 
siderably. 

In this discussion, it is assumed that the 
static load attached to the specimen does not 
exceed its elastic limit and that the contact area 
of the impedance head is sufficiently small to 
prevent stiffening of the specimen.   Further, it 
is assumed that the rotational impedance is high 
compared to the axial driving point impedance. 
When the rotational impedance is low, such as 
at the end of a cantilever 01 at any unsym- 
metrical point on a structure, the total inertia 
of the impedance head and driver about the 
point of attachment affects the results.   For 
example, the low-frequency stiffness of a canti- 
lever of length b is   3EI/b3, where E is the 
Young's modulus and  I   the moment of inertia 
of the cai.dlever.   If the end of the cantilever is 
restrained from rotating freely, such as by- 
attaching a large inertia to its end, the low- 
frequency stiffness will approach the stiffness 
with axial restraint, or   12 El b3.  In this case 
the weight and, therefore, the inertia of the 
impedance head and attachments to shakers 
affect results due to changes in boundary con- 
ditions.   To alleviate this problem, the new 
drivers (Figs. 4, 5, and 6) have been developed. 

APPLICATIONS OF MECHANICAL 
IMPEDANCE TECHNIQUES 

Dynamic Properties of 
Resilient Mountings 

When considering the transmission of 
vibration through resilient mountings (or, more 
generally, through any isolator such as flexible 
shaft couplings), it is necessary to know certain 
characteristics as a function of frequency. 
Heretofore, the characteristic commonly named 
"transmissibility" was usually determined and 
reported.   Transmissibility is the ratio of the 
blocked force on one end of the mounting to the 
force acting on the mass load (equal usually to 
the rated load) on the other end of the mounting; 
It is also equal to the ratio of the motkm of the 
mass load at one end of the mounting to the 
applied motion at the other end.   In either case, 
the transmissibility is a function of the mass 
load and, therefore, characterizes the system 
and not the mounting.  It is difficult to make 
these transmissibility measurements under 
large rated loads—for Navy mountings up to 
10,000 pounds—since these large loads cannot 
be regarded as lumped masses over the fre- 
quency range of interest, and the design of 
these loads affects the measurements. 

A mounting may be represented as a 
mechanical black box with two accessible 
points.  If the motion or force of each acces- 
sible point is restricted so that it can be 
described by a single space variable, then the 
mechanical behavior of the black box when con- 
nected to any system, including the conventional 
transmissibility, can be determined completely, 
provided three impedances measured at the two 
terminals of the box are known.   It seemed 
most convenient to determine the following 
impedances: 

1. Driving point impedance of end A with 
end B blocked. 

2. Driving point impedance of end B with 
end A blocked (similar to condition 1 except for 
differences in plate weights). 

3. Transfer impedance with one end 
blocked. 

Except for wave effects, conditions 1 and 2 
are impedances of a simple damped mass-spring 
system with the mass of the mounting plate. 



compliance, and resistance of the resilient 
element.   These driving point impedances are 
shown for an actual rubber mounting In Fig. 10. 
Wave effects at about 20Ö and 450 cps are 
masked in the impedance magnitude curve by 
the relatively large driving point impedance of 
the metal plates of the mount and they can only 
be detected from the more sensitive phase 
measurements. 

Figure 11 3hov;> the transfer impedance 
measurements under two different stati-j loads. 
Essentially, this is a measure of the complex 
dynamic stiffness of the mounting, and with 
i-»t»£»^>i ctirtn   r>V»o on   mart (3itT>o»v»£ir»f o  tKc»   l/tcc!   -for»* V\T» 

may be determined very easily over a wide 
range of frequencies [2],  The measuring ap- 
paratus Is shown in Fig. 12, and the static load 
is applied by a Universal tension and compres- 
sion testing machine. Mountings with rated 
loads up to 10,000 pounds have been evaluated 
up to 5000 cps by this technique.   The acoustic 
decoupling properties of special coatings have 
also been evaluated by this method. 

Dynamic Properties of 
Damped Structures and Materials 

A new technique was developed for measur- 
ing the loss factor of materials and systems 
continuously from 10 to 2000 cps or higher.   By 
the use of this method [2], accuracy is increased 
with increased damping and, therefore, this 
..nethod complements other methods that are 
usually used to determine damping properties 
at system resonances and are more accurate 
for low values of damping.   High damping 
materials are playing a growing role in the 
defense effort. 

By using essentially the same blocked 
transfer impedance technique described previ- 
ously, the loss factor is equal In magnitude to 
the cotangent of the impedance phase angle or 
the ratio of the real to the imaginary com- 
ponent of the impedance, provided the frequency 
is low compared to the frequency of the first 
standing wave in the specimen.   The loss factor 
is defined as wR/k, where R and k are the 

E^ 
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Fig.   10  - Driving point impedances  for rubber mounting 
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Mas», lb («tight) 

fnqvmei, CM 

Fig.   11  -  Transfer impedance of 6E900 
(4Ü0- and 800-pound compression) 

TOP PLATE OF üNivees/it, TeNsion i COMPZHSIOH 
TesriHS MAcniue. 

— TUiCic 5OFT  SuBBei.  PAD 

GOOOMAH'S    SHAXEZ 

RING 

/?£I/JF0ZC/H6   foe 

/MPEOAHCE   HeAO 
THICK NOUSM'S 

— MOUNTIH6 

5OLIC   ALUMMUM 

5UPPOS.T  ÖLoac 

Foece  Geee 

BASE   OF UHI^EZSAL \ TktJS/otj i Ca^Peess/ou 
Tksr/HG MACU/NE 

Fig.   1Z -  Mount transfer impedance measuring apparatus 
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resistance and stiffness of the system, respec- 
tively, and is equal to the reciprocal of the 
quality factor Q and 0.02 of the percentage of 
critical damping. 

A high degree of phase precision is re- 
quired in the instrumentation since, for exam- 
ple, a phase inaccuracy of 1 degree for a 
material having a loss factor of 0.1 is equiva- 
lent to a 17.5 percent error.   The apparatus is 
shown in Fig. 13.   A laminated beam blocked at 
the ends in the vertical direction and hinged to 
allow rotation is driven in the center.   The 
transfer measurement ir made between the 
fnrr-p nt the e/ld "id the motion in the rentf^T 

Fig.   13   -   Apparatus   for 
loss factor measurement 

Dynamic Properties of 
Viscoelastic Materials 

The blocked transfer technique can also be 
applied to plot loss factor continuously, and the 
real and imaginary moduli of viscoelastic 
materials such as solid fuels for missiles or 
mounting materials.   The apparatus for the 
determination of Young's modulus is shown in 
Fig. 14.   Sixty columns of viscoelastic material, 
1/8 in. high and 1/32 in. in diameter, are 
bonded at each end to two plates, 1/2 in. in 
diameter.   Since tnese materials have a low 
longitudinal bar velocity of sound, the height of 
the columns must be relatively short to increase 
the upper limit of the usable frequency range. 

Fig. 14 - Apparatus for 
determination of Young's 
modulus 

The diameter of each column must be small 
compared to the height to assure that the data 
are a true measure of Young's modulus.  Many 
columns are used to provide mechanical stabil- 
ity and to prevent buckling.   The apparatus may 
be inverted so that the columns arf; statically 
in tension, and the tension may be adjusted. 
Similarly, the bulk or shear properties may be 
evaluated by placing a thin layer of viscoelastic 
material either between two plates oi between 
two concentric cylinders, respectively. 

Fundamental Resonant Frequency of 
Propellers and Added Water Masses 

Impedance techniques have been used to 
determine resonant frequencies of structures 
without loading the structure or changing the 
damping of the structure by ;ing the imped- 
ance head at a node; they have also been used 
conveniently for dynamic weighing. 

Figure 15 shows the apparatus with which 
impedance measurements are made to determine 
the fundamental resonant frequency of full-scale 
submarine propeller models.   The propeller is 
driven at its hub through a long rod to eliminate 
the need for waterproofing the transducer.   The 
first antiresonant frequency (maximum in imped- 
ance) is measured in air and water.   From these 
measurements, the added water mass at reso- 
nance and the resonance of full-scale prcpellers 
may be calculated even though the model propel- 
lers are made of a different material. 

Viscous effects may also be determined by 
precision phase measurements.   The heavy 
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Flg. 15 - Impedance measuring 
apparatus for determination of 
fundamental frequency of sub- 
marine propellers 

Measurement of Internal Damping 
Characteristics of Metals 

In most of the theoretical impedance 
studies, linear behavior of structures is 
assumed, which was partially verified by 
measurements on submarines under relatively 
small vibratory stress levels.   Yet it is known 
that under hi^h stress levels, the internal 
damping of metala is not independent of the 
amplitude of vibration.  Therefore, experi- 
ments were conducted to determine the internal 
damping characteristics of metals as a function 
of vibratory stress.   Since there is very little 
internal damping in metals, no additional damp- 
ing must be introduced by vibrating transducer 
cables and friction at the points of attachment. 
A double cantilever beam machined from one 
piece was driven in the middle through an 
impedance head at its first antiresonance 
(Fig. 16).   The middle portion, a node at that 
frequency, was thickened to further reduce 
frictional effects.   The damping properties may 
be calculated from the impedance magnitude or 
the shape of the impedance curve at the anti- 
resonance.   Results are shown in Fig. 17 for an 
aluminum, steel, and stainless steel bar as a 
function of the outer fiber stress. 

plate at the top of the impedance heqd above the 
force transducer is used to prevent rotation of 
the propeller in the water since the resonant 
frequencies of propellers are dependent on 
rotational restraint.   This impedance measuring 
apparatus was also used as a convenient dynamic 
weighing device to obtain the added fluid mass 
of rigid bodies moving in fluids. 

Other Applications 

A technique similar to that preceding, 
namely determining the impedance at a node, 
was used to obtain the Young's modulus of 
elasticity of heterogeneous materials such as 
Fiberglas in the various directions.  With this 

16 - Apparatus for measuring internal 
damping characteristics of metals 
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Mmidmum Bending Streu - pal 

Fig.  17 - Resonant magnification of various materials vs stress levels 

method, time and cost savings of over 80 per- The feasibility of using impedarice techniques 
cent were attained over more conventional static to quiet singing propellers is presently under 
methods in which strain gages are employed. study. 
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MECHANICAL IMPEDANCE OF SPACECRAFT STRUCTURES* 

C.   C. Osgood 
RCA-Astro  Electronics Division 

Princeton,  New Jersey 

•p^a j-oncs^t of rr>s r-h3.nicci^ im"ed»ince is discussed «ith reference to 
the response of a very non-rigid body to variable frequency force input. 
The transition of the action from that of a mass to that of a spring as a 
function of frequency is portrayed by plots of experimental data.   The 
relationship of damping and frequency is also treated.   Determination 
of the lowest natural frequency, and of the first few harmonics is 
explained. 

Comparisons are formed of the responses of structures of the same 
material and mode of fabrication   riveted aluminum) but of different 
geometry, i.e., circular ribbed piates vs trusses in a cruciform con- 
figuration.   A second comparison is made of structures of similar 
fabrication and geometry, ribbed plates, but of different size and total 
weight.    The plots of driving pioint impedance are analyzed as to the 
significance of their general shape, number of loops, number and loca- 
tion of the crossings of the rez.1 axis, etc.   A calculation scheme is 
established for the determination of effective loading as a function of 
frequency, the objective being to evaluate the capacity of a given vibra- 
tion machine to provide a specified input force at a required frequency 
to a particular structure. 

A description of the mechanics)  impedance test instrumentation and 
operation is given including a diagi-?,m of the test setup. 

The  conclusion is  reached that the mechanical impedance test is,  in 
general, a most illuminating means of examining the response of a 
spacecraft structure to variable frequency inputs; is, in parcicalar, a 
most feasible method of determining the lowest natural frequency and 
is the only method of finding the effective loading as a function of 
frequency. 

The response of any part of a vibrating 
system depends on ms,ss, stiffness, and their 
respective distributions; on damping, and on 
input frequency.   Changes in response due to 
changes in these parameters with frequency 
are described by the concept of mechanical im- 
pedance.   The response may be defined in 
terms of displacement, velocity or accelera- 
tion, but a usual definition of mechanical im- 
pedance is the ratio of applied force to velocity, 
lb/in./sec or lb-sec/in. 

The inverse of impedance is called "mobil- 
ity" and is expressed mathematically by a 

reciprocal relationship.   Some caution, however, 
is needed in applying the relationship, depend- 
ent on the type of connections among the ele- 
ments:   series, parallel or combinations.   As a 
matter of preference, this discussion is based 
on impedance and is concerned chiefly with 
"driving point impedance" —the force and ve- 
locity being taken at the same (driving or exci- 
tation) point —as contrasted to "transfer im- 
pedance" — the force being taken at one point 
within the body and the velocity at another. The 
term "loading" is generally used to discuss the 
apparent change in weight of a vibrating body 
due to change in frequency. 

*Extracted  .n part from "Spacecraft Structures," by Carl C. 
by Prentice-Hall,   1965. 

Osgood,   copyrighted and to be published 
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A body exhibiting high impedance brings to 
mind massiveness, stiffness, and small motion; 
conversely, low impedance suggests lightness, 
springiness and large motion.   Such qualitative 
statements are, however, apt to be misleading; 
the correct view may be formed only by consid- 
ei tiion of the quantitative relationship with 
frequency.  A resistive impedance implies that 
input energy is absorbed and dissipated as in a 
damper, whereas a reactive impedance indicates 
energy storage as in a spring.   As the frequency 
with which the energy ic impressed changes, 
there is a change of both magnitude and phase 
of the motion.   The resistive and reactive com- 
ponents of impcdancs are complex functions of 
frequency and they tend to alternate in their 
dominance of the system response.   It is this 
latter action which leads to the apparent change 
of weight, the system responding alternately as 
a mass or as a spring as the frequency is varied 
through the resonances and antiresonances. 
This type of response leads in turn to a great 
change in the degree of isolation for the compo- 
nents within the system and is, therefore, of 
importance to the structural designer. 

FREQUENCY RELATIONSHIPS 

A general expression for velocity imped- 
ance is found by forming the ratio of force to 
velocity, both defined at excitation or driving 
point.   From  F = ma it can be shown that 

F  = 
■('"€ ^3 m A , 

1 ' ""^ + ^Q 

j w t (1) 

Q  = 

Integration of the acceleration 

=    A  e 
j^t (2) 

yields the velocity 

V   = lat (3) 

After some manipulation, the impedance   Z 
becomes 
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An examination of the effect on impedance 
of changing frequency indicates that at zero 
frequency, Eq. (4) reduces to zero, the mass 
offering no resistance to a steady velocity.  At 
small frequencies 

Z   =    ja)m . (5) 

Here the velocity acts directly on the mass, the 
spring being rigid. This reactive impedance is 
small enough that small velocity will produce 
A    W-V...   V    W*'J'        ■**—  CJ 

V
       ***^'**vfi*. *.   ll.\*        I    *, 1,\J *j t. I. j        * U      WAV 

portional to impressed force, lagging it by V2, 
and is inversely proportional to frequency.  As 
frequency increases, the first term of Eq. (4) 
increases and the second term decreases, be- 
coming zero just above resonance.   The imped- 
ance at resonance may be approximated by 
setting OJ = cüa and evaluating the first term, 
which yields 

z  = (6) 

This result is not surprising for, at resonance, 
all input energy is absorbed or dissipated by 
the damping; otherwise, the amplitude goes to 
infinity.   The impedance is all resistive and 
equal to Q times the impedance value of the 
rigid spring.   At resonance, the mass will dy- 
namically load the system very sharply and the 
motion (displacement) of the driving point will 
tend to zero. 

With further increase in frequency, both 
terms decrease; the second term goes through 
a temporary dominance, indicating a simple 
spring action with the mass nearly stationary 
and the motion leading the force,   hi a still 
higher range of frequency 

Z   -   mcü /Q (7) 

indicating a resistive type of impedance again 
with a motionless mass, the spring action being 
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zero and the system response typified by a 
damper.   The difference in the conditions de- 
scribed by Eqs. (6) and (7) is that at resonancß 
the macroscopic spring displacement is not 
zero; in fact, it is tending to infinity, being re- 
strained by material damping.   The mass tends 
to act as a rigid body on the spring.  At the ex- 
tremely high frequencies postulated for Eq. (7), 
the macroscopic spring displacement is zero 
and all input energy is dissipated by dilptational 
waves in the material.   In the frequency range 
from zero to resonance, the system response 
is that of a damped mass, while for the range 
between the conditions of Eqs. (8) and (7) it is 
that of a damped spring. 

Physical systems may be described ads- 
quately for the treatment of mechanical imped- 
ance by considering them as linear assemblies 
of elei mts with lumped constants. Only three 
types of elements are needed to describe com- 
pletely a mechanical or structural system: 

1. The "ideal spring" is defined as an ele- 
ment whose major characteristic is that the 
relative displacement between its ends is line- 
arly proportional to the applied force, F = kx, 
where k is the stiffness.   For a sinusoidal 
force, the displacement is in phase with the 
force 

The relative velocity of the ends is the time 
derivative of x 

thus, the mechanical impedance of a resistance 
is exactly the value of its damping constant. 
The force and velocity vectors are in phase. 

3. The impedance of the "ideal mass" is 
derived by assuming a system wherein one end 
of the mass is rigidly attached to ^ai inertial 
reference and the other end is free to move. 
On application of a sinusoidal force, the accel- 
eration becomes 

x   =   F ei"t/m , O 

and the velocity is 

...       j cut x   =   -JV0eJ      , 

the ratio of force to velocity is then 

Z^   =    jwm , (10) 

an imaginary quantity dependent on the magni- 
tude of mass and frequency.   The acceleration 
is in phase with the force, the velocity lags the 
force by 90 degrees, and the velocity is abso- 
lute, not relative as for the spring and damper. 
The general variation with frequency of the im- 
pedance of these elements is shown in Fig. 1. 

Assembly of these elements into systems 
is made by various arrangements of series and 
parallel connections.   The expressions for the 
impedance of a system depend on the particular 

i 

I 
I 

V   =    x   =    j x  e j &Jt 

and the spring impedance is the F/V  ratio, ex- 
pressed finally as 

=   k/jc (8) 

an imaginary quantity dependent on the stiffness, 
k, and the frequency.   For the spring, the ve- 
locity leads the applied force by 90 degrees. 

2. The "ideal damper," or mechanical re- 
sistance, is an element nuch that the relative 
velocity between its end points is proportional 
to the applied force, F = Vc, where c is ..he 
damping constant.   On application of a sinusoidal 
force. 

Fiojt, ..        iwt e.        /c    =    V   eJ 

and 

F„e jut 

F.e j^t /c 
(9) 
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Fig.  1   - Impedance plots of ideal elements 
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combination of connections involved, and are 
typically for series connections, 

z = 
1/c  -   j(aj/k -   l/mcj) 

(1/c)2  +  (oj/k -   l/racd)2 

and for parallel connections, 

7,   =    c  +   j (mo; -  k/a>) . 

(U) 

(12) 

For a system where spring and damper are in 
parallel connection, and the mass in series with 
both 

ma){ma)c  + j Ic2  -  k/üj(maj - k/w)]} . 
2  = ■ .     (13) 

c 2 +  (ma) -  k/üJ) 2 

Actual spacecraft structures (with their loads) 
exhibit extremely complex behavior under forced 
vibration, but in general, their response more 
nearly resembles that of a series or a combined 
system than that of a simple parallel one.  The 
plotting of impedance in the complex plane, as 
in Figs. 2, 3 and 4, is of considerable help in 
interpreting the response of the structure. 
These plots are response loci, not root loci, 
despite the graphic resemblance.   They exist 
only to the right of the imaginary axis, along 
the positive real axis, indicating that such 
damping as is present is positive «nd, thus, that 
the system is conservative.   Further reading 
shows that, as expected, energy dissipation is 
by the real component only while energy storage 
is by both imaginary components.   Resonances 
are shown by either of two conditions'   (a) fre- 
quency at the crossings of the real axis, or (b) 
in the case of the circles and loops character- 
istic of series-connected elements, the mid- 
frequency of the maximum angular increment 
between frequency points (equal frequency in- 
crements being assumed).   This latter condition 
obtains because the rate of change of the phase 
angle assumes maximum values in this fre- 
quency region and, at a resonance, the sign of 
the imaginary part of the impedance changes. 
For the ideal linear system with any degree of 
damping, the two points on the locus coincide. 

A complete treatment of the impedance- 
frequency relationships must include consider- 
ation of the three different frequencies related 
to the resonance region of a system under 
forced vibration.   With no damping, the natural 
frequency,   cvn - (k/m)1/2, is associated with 
tiie familiar open peak at a.'n/w r i  on the con- 
ventional plots of transmissibility vs frequency 
ratio.   With significant damping, the natural 
frequency 
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Fig.   2 - Impedance plots of 
series-connected   elements 
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Fig.   3 - Impedance   plots   of 
parallel-connected elements 

is the row of now closed, lower peaks at values 
of con/cü < i.   Then there is the theoretical 
"frequency of maximum response amplitude," 
known as the "resonant" frequency, which is 
very close to ^nd  in value.   The significant 
point heie is that for systems with any degree 
of damping (0 < c < cc), the change of phase 
angle occurs at the same frequency, which is 
the value of w in c,'n/ai = i. and not at the fre- 
quency of the transmissibility peak.   Condition 
2 above is also to be expanded tc mean that the 
rate of change of impedance with frequency is 
zero at  wnd, the damped natural frequency, i.e., 

[dZ/doj] =   0 . 
^n d 

Although the rate of change of the phase angle 
is maximum in this region, the plot of 4> vs 'o 
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Fig.   4  - Impedance plots of series- 

parallel   connected elements 

for damped systems goes through the 90 degree 
point only at   .n.   The effect of increasing the 
damping is thus seen to be a reduction in trans- 
missibility and in the natural frequency.   The 
values dz d,' = o  and d t/d .-■ = max, (a is the 
angle between the 7-vector and the real axis) 
occur coincidentally with the intersection of the 
locus and real axis only for ideal systems. The 
loci from many impedance tests show non- 
normal intersections with the real axis, thus 
condition 2 is not only the more accurate, but 
the basically correct manner of determining the 
popularly known "resonant" frequency, actually 

As an example of impedance analysis and 
plotting, the Relay spacecraft (Fig. 5) is used. 
This structure was of four riveted aluminum 
trusses in a cruciform arrangement, with the 
components shear mounted as discrete loads. 
A plot of the data taken at the driving point, near 
the separation plane in this case, is shown in 
Fig. G. 

The major loop has a first crossing of the 
real axis at 102 cps: the sharpness of the reso- 
nance is indicated by the large angular incre- 
ment of the z-vector.    The accuracy of the in- 
strumentation was insufficient to provide any 
information on possible deviation of the maxi- 
mum angular increment from coincidence with 
the real-axis crossing.   In the absence of such 
information it may be assumed that the behavior 
is close to that of a series-connected system. 
Following the locus to higher frequencies, 
smaller loops are noted, with real-axis cross- 
ings of 120, 130, 140 and 150 cps, all nonhar- 
monic multiples of 102 cps.   These loops are 
taken to represent action of sybsystems (local 

Fig.  5 - Photo of Relay spacecraft structure 

spring-mass dampers) resonating by themselves. 
The loop at 175 cps is markedly offset from the 
origin, indicating the behavior of series-parallel 
connections.   The loop with real-axis crossings 
of 198 and 205 cps is of particular note for it 
includes resonance of a subsystem at the first 
harmonic of the overall system.   Such combina- 
tion action would drive the subsystem very hard 
and would increase both its input levels and 
amplification factors.   While the system shows 
other coincident resonances, as at 300 and 600 
cps, the inputs are sufficiently lower to relieve 
the potential hazard of reinforcement of vibra- 
tion among the parts of the system.   When such 
coincidences occur at fundamentals or at first 
harmonics, adjustment of the subsystem reso- 
nance by altering the support stiffness and/or 
damping is indicated as a means of detuning. 
Identification of the offending subsystem can be 
made from the frequencies found during the 
general vibration survey, or from a frequency 
survey of the subsystem as a single item in a 
separate test. 

A major benefit derived from impedance 
measurements is data with which to calculate 
the effective weight of the load presented to the 
vibrator as a function of frequency.   The effec- 
tive weight is a complex and generally inverse 
function of frequency, peaking at the resonances. 
The presence of this type of function means 
that the force reaction of the structure at the 
higher frequencies becomes rather low, irre- 
spective of the g level output of the vibrator.   ' 
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Fig. 6  - Impedance plot of Relay spacecraft  structure 

The force into the structure (aad iia icaction) 
at a given frequency is the product of the effec- 
tive weight at that frequency and the g levtl 
output of the vibrator.   This weight is required 
to ascertain the force which a given vibration 
machine (being characteristically limited in 
force output) is capable of imparting to the 
given body. 

The structure used should be fabricated 
according to latest design as to geometry and 
materials and should be loaded with actual 
components.   Since this latfpr .-nndition is 
sometimes difficult to obtain, loads simulated 
by plates or blocks of proper weight, stiftness 
and e.g., location will usually not alter the 

structural response significantly.   Simulation 
of component damping would be advantageous, 
but the difficulties involved and, particularly, 
the lack of knowledge as to the degree of damp- 
ing simulation attained make this additional 
procedure questionable. 

The instrumentation includes a strain gage 
and an integrating accelerometer lor measuring 
force and velocity, respectively.   These are to 
be located on the structure as close as possible 
to the separation plane, for their location de- 
fines the driving point.   Since most structures 
are neither symmetrical in all planes nor Iso- 
tropie in their response to force inputs in var- 
ious directions, the choice of driving point 
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must, in general, be carefully made and the in- 
put applied in more than one direction.   Space- 
craft structures form a somewhat special class 
in that they are cantilever mounted with the 
driving point (plane) given as the separation 
plane.   The only significant directions are the 
longitudinal, for steady state acceleration, 
shock and vibration inputs, plus such lateral 
directions as are significant to the particular 
structure, for the lateral components of these 
inputs.   If, for any reason, the sensors are 
placed on the mounting fixture, the character- 
istics of that portion of the fixture between them 
and the separation plane are included in the re- 
sponse of the structure.   Practically, this con- 
dition has the effect of shifting the position of 
the real axis vertically in the impedance plot. 
A major item in the test equipment, the Re- 
solved Components Indicator, consists of a 
push-pull amplifier and phase detector to indi- 
cate the resolved magnitudes of the two input 
sign?Is.   The constant input velocity is taken as 
the reference component for phasing from the 
accelerometer, whose signal is also fed back to 
the servo controlling the vibrator.   The strain 
gage signal is the force component and, as the 
frequency changes, it progresses through var- 
ious phasal relationships with the velocity, be- 
coming 180 degrees out of phase at resonance. 

Calibration is performed by vibrating a 
known weight whose impedance varies only 
slightly with frequency, i.e., a lead block.   The 
frequency used is very low, ^elow any possible 
resonance of the weight or f cture, and the input 
is also low (0.5 to 1 g).   The test is run by im- 
pressing a sine «ave vibration of constant input 
velocity and sweeping slowly through the fre- 
quency range (1/4 octave per minute), record- 
ing the magnitudes of the velocity and force 
components at the driving point.   Typical data 
appear in Table 1 together with a calculation 
scheme for finding the impedance and effective 
weight.   The impedance is found by using the 
general expression, Eq. (4), simplified to 
|Z| = A + jB, or 

|Z|    =   [c2 + C2wfm - l</2T.-f)2]1 (14) 

in which the two component readings are sub- 
stituted after conversion from millivolts to 
Ib-sec/in. by use of the calibration factor. 

The expression for the loading or effective 
weight (W)eff is derived from F = ma, V = a/w 
and Z = F/V  by setting 

z (ma),'( a/AJ) 

TABLE  1 
Data and Calculation Scheme for Impedance and Effective Weight 

Freq., 
f 

(cps) 

1 
Driving Point Impedance Components 

z ( W> c f f 
Velocity 
(mv) 

Force Ka 

(lb/in./mv) 
Velocity Force 

(mv) 

(1) (2) (3) (4) (2)/(4) (3/4) 

0 0 0 1.9 0 0 _ 125 (static) 
20 15 75 1.9 7.9 40 40 128 
30 20 200 1.9 10.5 105 106 216 
50 30 340 15.8 179 185 226 
75 150 850 79,0 520 545 330 
102 2300 1100 1210 580 1345 805 
105 2000 0 1050 a 1050 610 
no 1200 -1050 630 550 840 467 

205 420 0 226 0 226 67.1 
210 470 -120 24 8 63 255 73.5 
220 60 -210 32 110 116 32.2 

550 80 -150 42 -79 89.5 10.0 
575 70 -80 36.8 -42 55.8 5.9 
600 100 -40 52.5 -21 56.5 6.0 
625 120 0 63.9 0 63.2 6.2 
650 50 5 26.3 2.6 26.4 2,5 

aCalibratiün tac 
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from which 

=   (\Z\)/2nf (15) 

The value of impedance from Eq. (14) is then 
used in Eq. (15) for the effective weight at the 
selected frequency. 

An illustrative example is formed using 
impedance, effective loading and resonance 
measurements made on the Relay spacecraft 
structure, Fig. 5.   The calculations have been 
carried through the first two resonances, at 
102 and 210 cps; and the peaking at resonance, 
frvllrm/ofi hv ihr* crpnpral Hprrpasp in both irn- 
pedance and effective weight, may be noted. 
The local peaks at each resonance are quite 
pronounced, indicating a sharp response.   The 
fact that the fundamental frequency was 102 
cps and the first harmonic came in at 210, not 
exactly twice 102, shows some experimental 
error present, but more significantly, that the 
response is not purely harmonic.   The weight 

at zero frequency is included for comparison 
with the effective weight at some very low fre- 
quency, such as 20 cps, and the small diffe:r- 
ence, 128 pounds vs 125 pounds, was taken as 
adequate check on the accuracy of the test 
anangements. 

The low value of the effective loading in the 
higher frequency range is especially important. 
Certain rockets are known to impart forces as 
high as 600 pounds to the spacecraft in the 
frequency range of 550 to 650 cps.   This condi- 
tion, together with the fact that the g level out- 
put of many available vibrators is limited to 
about 50 g, may create a mismatch between 
test requirements and test, equipment capacity. 
For this example, proper simulation requires 
a force of some 600 pounds, but only (6 lb) x 
(50 g) = 300 ib are available.   Thus, if test 
specifications include complete simulation of 
the true physical situation, a vibrator output of 
100 g would be required. 

I 
I 

7  - Photo ot Tiros  spacecraft structure 
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The impedance characteristic of this cru- 
ciform arrangement of riveted trusses carrying 
shear-mounted loads was shown in Fig. 6.   A 
general comparison is now formed using the 
Tiros structure (Fig. 7), basically a circular 
tension sheet to which radial ribs are riveted. 
This baseplate carries a cylindrical solar ar- 
ray that loads the plate rim but provides no 
stiffness.   The majority of the component leads 
are compression mounted.   An impedance plot 
for the Tiros baseplate is .°iiown as Fig. 8 and 
several parameters of interest are given in 
Table 2. 

It will be noted that the first three harmon- 
ics of the base 'ate are relatively distinct while 
the cruciform has shown a subassembly reso- 
nance between the f'.mdamentai and first har- 
monic.   Further, the baseplate shows no well- 
defined subassembly resonances until the 
frequency reaches about 550 cps; the action 
between 340 and 550 cps is difficult to identify 
but is thought to be st .11 that of the plate itself. 
Up to its first harmor.ic, the cruciform plot 
loops three times, indicating subassembly 
resonances or modes other than the longitudinal. 
Over the same total Irequency range, the I 

240 480 600 840 1080 

DAMPING  IMPEDANCE ,ZC, LB-SEC/INCH 

Fig. 8 - Impedance plot of Tiros  spacecraft structure 
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TABLE  2 
Impedance Comparison of Baseplate and Cruciform Truss 

Parameters Cruciform Truss Baseplate 

Static wt, w (lb) 125 275 

Natural frequencies, 
1st two 

102, 198 57, 105 

Stiffness impedance Lower, Zk = 550, max Higher, zk = 880, max 

Damping impedance Lower, zc = 900, max Higher, Zc = 1,320, max 

Mass impedance Lower, zni = 750, max Higher, Zm = 8F1, max 

Mass effect, or (velocity)-1 zT-m-6-» 
Zm       870       , 1fi 

W   = 275 = 3-16                   \ 

cruciform shows about seven more loops. 
These conditions are in line with the higher 
stiffness noted in the baseplate, and mean that 
there are fewer portions (spring-mass-damper 
subsystems) resonating by themselves.   The 
baseplate thus tends to act as the more rigid 
body.   As another check on the accuracy of this 
type of data, the first natural frequency of the 
plate was calculated by the STODOLA method 
as 59 cps, with which 57 cps compares quite 
well. 

The degree of mass dominance at the low 
end of the frequency range is greater for the 
cruciform, as is indicated by the greater slope 
of the locus.   The cruciform has the sharper 
resonance, shown by a lesser number of cycles 
from that point where the spring and damping 
terms begin to take on significance to the real- 
axis crossing, approximately (102-100) vs (57- 
52).   This condition is also borne out qualita- 
tively by the lower rate at which dZ/d^ ap- 
proaches zero. 

As a further comparison. Fig. 9 is the plot 
for a plate very similar to that for Tiros, but 
smaller, 28 inches in diameter and carrying 
150 pounds load.   The fabrication was identical: 
radial flanged ribs riveted to a tension skin, 
all of 2024-T3 aluminum.   As in Tiros, this 
plate carried a uniformly distributed load plus 
the rim load.   The center of gravity here is 
much higher above the plate, accentuating the 
rocking modes.   The plot indicates that the de- 
gree of mass dominance, at the low frequencies, 
is lower, and the resonance is more blunt, 
there being about 56 cycles vs 7 cycles be- 
tween the end ot mass dominance and resonance. 
The end of mass dominance is not a definitive 
point but is taken here at 80 cps and   Zm equal 
to 150 lb-sec/in.   The most noticeable feature 

of this plot is that the first real-axis crossing 
is off-normal and that the zero point for dZ/dco 
is below the re?.l axis, in the spring-dominance 
region of frequency.  Thes« conditions indicate 
departure from ideal behavior, thought to be 
due to complex coupling between the first, or 
"umbrella," mode and a rocking mode.   The 
first mode fundamental is undoubtedly the 136 
cps, with the harmonic of 272 cps at another 
point where  dZ'da> = o, not the axis crossing at 
280 cps. 

The massive nature of the load together 
with the large moment from the high e.g. leads 
to the conclusion that the loop from 140 to 155 
cps indicates the first rocking mode rather than 
a subsystem fundamental in axial translation. 
A subsequent survey with accelerometers lo- 
cated on the load to determine its modal axes 
corfiT-med the conclusion.   Owing to its offset, 
the loop from 180 to 200 cps is most probably 
the fundamental of a subsystem of complex 
series-parallel connections, fortunately at a 
nonharmonic value of the spacecraft fundamen- 
tal.   The two crossings at 375 and 450 cps 
bracket the theoretical value of the second har- 
monic, 408 cps.   By sequence, the values should 
be the second and third harmonics, respectively, 
but the numerical deviation is rather large, 
making the analysis somewhat inconclusive. 
About all that can be said is that these cross- 
irp;s represent peaks in the response curve of 
whatever mode is present at these frequencies. 
There is some indication that had the measure- 
ments been made at smaller increments of fre- 
quency, the plots for these systems would have 
shown more departure from ideal behavior. 

As an inherent characteristic, impedance 
measurement is highly sensitive due to the 
irannür in which the change of phase angle is 

24 



z 
o 

+t 

N 

Ü 

4 a 
ui 

1 

B) 
in 

M 
x < 

o  (0 
<   I 

< 
a. 
s 0        ISO      ?40     i60    480      600     720    840     ?60      I08C     1200   i520     1440   1560    1680    1300 

Fig, 9  - Impedance plot of circular plate  Gtructure 

portrayed, which also follows the sequence of 
dominance of the spring, mass and damper 
elements.   Further, the increase in the angular 
increment of the rotating impedance vector is 
greatest in the resonance regions.   These accu- 
rate and essentially unmistakable indications of 
the resonance of an existing structure provide 
information by which to justify prior calcula- 
tions, or on which to base detuning operations. 

The principal reason for obtaining such data 
was to discover any subsystem which may be 
inadvertently tuned to the fundamental frequency 
of the spacecraft. Other methods are available, 
but th6 measurernGnt cf imprJancc and its plot- 
ting in the complex plane form a most sensitive 
and comprehensive view of a äpacecraft's 
dynamic response. 
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PRELIMINARY STUDY OF AN EXPERäMENTAL METHOD IN 

MULTIDIMENSIONAL MECHANICAL IMPEDANCE DETERMINATION 

Frank J.  On 
Goddard  Space Flight Center 

Greenbelt,   Maryland 

This paper presents a preliminary study of a method of resolving the 
driving point impedance at a terminal of a multidimensional structure 
into its  six component impedances with respect to an orthogonal system 
of axes {i.e., three rectilineal and three rotational impedances).    This 
problem exists in certain situations requiring combined driving point 
force and moment impedance measurements.   A seemingly feasible 
method was  studied theoretically, and a three-dimensional cross-shaped 
me chanical fixture was designed to be u^ed with this method. 

When the fixture is attached to a test specimen and forces are sensed 
at the cross extremities, the forces, moments, and velocities occurring 
at the attachment terminal can be obtained.   Hence, under steady-state 
sinusoidal motions the appropriate ratios  of net sinusoidal forces and 
moments, and their corresponding sinusoidal velocities at this terminal, 
define the components  of driving point impedance of the test specimen. 
Some associated problems and experimental results are discussed in 
an evaluation of the method. 

INTRODUCTION 

One of the most vexing problems confront- 
ing an environmental engineer in his effort to 
measure mechanical impedance of realistic 
engineering structures is the effect of points 
of structures having motion in more than one 
direction.   The frequent practice of measuring 
point impedance by simply force exciting the 
system at a point in a prescribed direction 
and measuring tiie velocity response at the 
same point in the same direction may lead to 
erroneous results.   The tacit assumption that 
the system is one-dimensional is sometimes 
wrong.   A description of the translational and 
rotational impedance at the terminal is needed. 
Three translational and three rotational im- 
pedances are required to describe completely 
the dynamic characteristic performance of the 
system. 

In Fig. 1, applied forces F, and F2 caused 
motion in directions 1 and ? 
performance eauations are 

Accordingly, the 

and 
7    V     +  Z    V 

Z    V     i   Z    V 
''21 v 1 ^22*2  ' 

(1) 

Fig.  1 Example  of multi-dirnen^ional 
motion at  a terminal 

where Zll and  Z22 are point impedances, Z,. 
and Z21  are transfer impedances, and v. and 
V2 are velocities, respectively, in Directions 1 
and 2.   Clearly the ratio of F, and V, defines 
the point impedance in Direction 1 only if V2 is 
zero.   This condition should not be assumed 
without substantiation. 

The purpose oi this paper is to present a 
preliminary study of an experimental method 
presently under way to determine impedance 
at a terminal possessing multidimensional 
motions. 
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GENERAL THEORY 

The determination of mechanical impedance 
involving motions at one terminal in more than 
one direction requires the use of somewhat 
more complicated expressions and measure- 
ment techniques than the commonly assumed 
one-dimensional case.   If a system of many 
masses, springs and dampers with fully defined 
reactions or constraints is linear, the vibration 
response to any one sinusoidal vibratory force 
is sinusoidal, of the same frequency, and pro- 
portional to the force.   The amplitude of any 

■»f»    rtr\r\T rdinate is. in ^eneral  differeut from 
that of any other so that 

depend ou how many forces are being con- 
fiidered. 

As these conditions are seldom achieved 
physically during measurement, schemes must 
be devised whereby the impedance matrix [Zij] 
can be obtained experimentally.   One such 
scheme is based on the fact that if Eq. (5) is to 
describe truly the dynamic performance of a 
complex system, the complex coefficient matrix 
^ijJ must be compatible v/ith the set of 

ities {Vj} and forces {FL} measured on the 
system at the specified points.  In general, this 
requires force and moment measiirements along 
with translational and rotational velocities. 

F      =    Z    V 

F,   =   Z12V, , (2) 

F1   =   Z13V3,ttc. 

In these equations,  Zll, Z12, Z13,etc., 
are complex numbers giving the ratio of the 
vibratory force at Coordinate 1 to the vibratory 
velocity at Coordinates 1, 2, 3, etc.   They are 
functions of frequency and may be called im- 
pedance parameters;  Zj, is called point im- 
pedance and Z12 or zl3 is called transfer im- 
pedance.  If a force operates c , Coordinate 2 
alone, and none on Coordinate 1, 

F    =   z   v r 2 ^Jl*1 ■ 

(3) 

F, 7    V 

If additional forces act at other coordinates at 
the same time and with the same frequency, the 
total amplitude of force required will be the 
sum of these: 

ZI1VI   +   Z,2V
2   +   Zl3V3   + 

F      =ZV+ZV+ZV     + r 2 ^ 1V : Z-2 2V 2    r   ^23*3 (4) 

Z31V1    +   Z32V2   +    Z33V3    +    ••■    •   etC- 

or in the shorthand matrix notation, 

{Fj}   =    [Z.jHVj} , (5) 

where  Z; j  is the force at Point i due to a unit 
velocity of Point j when all other velocities 
corresponding to forces being considered are 
held zero; that is, all other forces must be re- 
placed by rigid constraints.   Under these con- 
ditions the recipiocity theorem Z-■ =  Z..  still 
holds.  In seneral, the values of the  z's will 

There are several possible combinations 
of experimental data sufficient for evaluating 
the coefficient matrix at a given frequency. 
Since these combinations are similar to one 
another, only one combination is presented here. 
The greatest difference if in the type of excita- 
tion to be employed, i.e., whether steady sinus- 
oidal, transient, or random noise and whether 
the system is assumed to be active or passive. 
For convenience it will be assumed that steady 
sinusoidal excitation is applied to a passive 
system.  Accordingly, if there are n coordi- 
nates of interest, n tests are generally required 
at each frequency ^o evaluate all elements of the 
coefficient matrix. 

With the rnordinates coupled to ground by 
connections of finite but not necessarily known 
stiffness, a force of a constant frequency is 
applied at some convenient terminal, possibly 
by an electrodynamic shaker.   The resulting 
force phasors F( 1) and the velocity phasors 
V ^ at these coordinates are then measured. 
Repeating Test 1, n number of times, each time 
using a different combination of external stiff- 
ness and denoting these measured force phasors 
by F(n) and velocity phasors by v(n\ the result- 
ing matrix equation 

fZ^)]    {V<k)(c.)}    =   {F(k)(W)}     k=i,~,...n    (6) 

may be solved simultaneously for the elements 
of   [Z] . 

In this study a single terminal having six 
possible directions of motion was considered. 
To reference the force and moment impedances, 
an orthogonal system of Axes 1, 2, 3 may be 
established at the point of attachment.   In ac- 
cordance with this system of axes, a three- 
dimensional, cross-shaped mechanical fixture 
(Fig. 2) was studied.   The fixture attachment to 
the specimen is at the origin O. When the spec- 
imen is excited at a convenient point, forces 
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Fig. 2  -  Three-dimeasional cross-shaped 
mechanical fixture 

are thsn sensed at the extremities by compli- 
ance elements appropriately oriented and cou- 
pled to ground,   if these forces are designated 
Fx,, Fx?, Fy,, Fy2, FZl, and F22 as shown, by 
inspection the net forces and moments R.   (i = 1, 
2,. . ., 6) at the attachment Terminal O may be 
expressed in terms of the F'S as 

+ F 

F       +  F 

and 

R3   =   Fz    + F. (7) 

(F*.   '   Fx   )d' 

(Fx,   + FX2  + Fyi - Fy2)d. 

For assumed small displacements, the corre- 
sponding velocities at Terminal O are 

V!   =   f (VX1 + VX2) , 

I^y,  + vy2^ 

(V,    + V2 A 

(8) 
(Cont.) 

v4   =   - (Vz    - V, ), 
2d       ri 7-2 

V     =    — ("V 's 2d   ^ 

and 

c2   -    VXi) 

^ -'  2d ^y, Vy2) 

(8) 

Since six coordinates are involved at this 
terminal, six tests arc rc-^'Jired. ea.ch with a 
different combination of external compliance. 
By introducing a superscript to denote the test 
number, the matrix equation 

[zH   {v(k       ^ (")/ {R(k)(")}    k= 1, 2, ...6   (9) 

can be sol/ed for the elements of the matrix 
[Z] .   If the effect of the cross-shaped fixture is 
appreciable, it may be subtracted frcm the   [z] 
of Eq. (9), provided its characteristic imped- 
ance is known. 

EXPERIMENTAL REQUIREMENTS 

To validate the method experimentally, cer- 
tain requirements must be met.   In designing a 
cross-shaped mechanical fixture, a material of 
sufficiently high elastic modulus and density 
must be selected so that fixture resonances oc- 
cur sufficiently above the maximum frequency 
of interest.    Accordingly, the physical dimen- 
sion of the crossarm length should be suffi- 
ciently short, yet long enough to provide suitable 
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rotational impedance sensitivity, i.e. 
signal-to-noise ratios. 

sufficient 

In this preliminary study, a cross-shaped 
fixture of aluminum alloy 2024-T4 with a cross- 
arm length of 5-1/2 inches was considered. At 
the extremities, 33/64-mch diameter holes with 
centers 1/2 inch from the ends are tapped and 
appropriately oriented (Fig. 2).   The holes are 
used for mounting impedlance heads or external 
compliance elements.   The cross sections of 
the arms are 1 inch square.   The first resonant 
mode of the fixture calculated was a crossarm 

Although it is desirable to have a higher funda- 
mental mode frequency, the dimensions were 
limited to obtain sufficient rotational sensitivity 
within the force capability of the shakers em- 
ployed. 

DETERMINING CHARACTERISTIC 
IMPEDANCE OF MECHANICAL 
CROSS-SHAPED FIXTURE 

To determine the impedance of a specimen, 
it is usually necessary to determine the loading 
effects of the fixture on the specimen.   Figure 3 
shows a typical experimental setup for meas- 
uring the characteristic impedance of the cross- 
shaped fixture.   This setup was specifically 

employed to obtain the characteristic rectilin- 
eal impedance in direction 1 and the character- 
istic rotational impedance in direction 5.   This 
was accomplished by suspending the fixture at 
O with a cable, sinusoidally shaking the two ex- 
tremities in the direction 1 as shown, and ob- 
taining the force and acceleration phasors by 
the impedance heads and a suitable electrical 
measuring circuit shown in Fig. 4.   The magni- 
tude ot the force applied was such that sufficient 
rectilineal avid rotational impedance measure- 
ment sensitivities were obtainable.   The phase 
angle relationship of each measured signal was 
taken with reference to the output of the sioTial 
generator.   Accordingly, the substitution of 
these phasors was made in the foUowing ex- 
pressions defining the appropriate ratios of the 
quantities of Eqs. (7) and (8) for the point rec- 
tilineal and rotation impedances, respectively: 

ZRi = ^ = 2- "(Q^-Qj'V + iC^Qa + QiQj 

Qa   + Q4 

(10) 

where 

Q2 r x- sin (^22 + 

(/w!)-Ä^-(^i). 
"2 

Fx 

2) "AT sin \ß" + 2] ■ 

uy LU w 

,/n 

, Suspension 

Impedance Head A 

Shaker A 

Shaker B 

Impedance 
head B 

Fig. 3 - Typical experimental setup for measurement of 
characteristic rectilineal impedance in direction 1 and 
rotational impedance   in direction 5 of cross-shaped fixture 
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Impedance Mead A 

Fig. 4  - Typical electrical  measuring circuit for 
experimental   setup (Fig.  3) 

and 

Q3   =    1  - ^-i cos y1 

and 

1  + —  co5  -/12 

X2 

and 

Q4   = T-  sin y12 
X2 

\  -   2d2.. ^ 
RRJRJ+RJR,)  +  ifR^-R.Rj 

2 2 
R3     +R4 

where 

Fx Fx 

«2 = ^-2 -n (P22+ i) +-]rsln (ßl* +3' 

A      and  Av    are, respectively, the acceleration 
1 2 

(11) response at extremities  X, and X2; ß22 is the 
phase angle between signals Fx   and  Ax , ßl2 

is that between FV   and A    .and  >,, is that be- 
1 2 

tween Av    and A,  .   If the input forces F     and 
1 x2    / 

xl 

Fx    are equal, Eq. (10) for the determination of 
rectilineal impedance becomes insensitive, and 
only the rotational impedance given by Eq. (11) 
can be obtained.   Therefore, care should be 
exercised in using Eqs. (10) and (11) when only 
one experimental run is available. 
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As shown in Fig. 4, shaker B was wired in 
electx'ical series with shaker A to minimise 
unwarranted phase shifts between them.   This 
was probably unnecessary as the common phase 
reference of the oscillator output provided a 
means of correcting for these shifts when used 
in Eqs. (10) and (11).   The magnitudes of the 
forces and accelerations were measured by the 
VTVM, and the phase angles by an oscilloscope 
and a phasemeter.   The bandpass filter was 
used to filter out harmonics and the additional 
oscilloscope to observe phase shift through the 
filter. 

Equations (10) and (11) were computed by 
a digital computer program using these meas- 
ured force and acceleration phasors.   Figure 
5(a) shows a plot of the experimental results 
compared to the theoretically calculated results 
for the characteristic rotational impedance 
magnitude.   Figure (5b) is a plot of phase angle 
for this rotational impedance. Qualitatively, 
the magnitudes are in good agreement.   The 
almost constant deviation will probably be 
lessened with improved calibration.  As can be 
seen in Fig. 5(b), some of the phase angles 

differ from the others by approximately 180 de- 
grees.  On the basis of Fig. 5(a), these differ- 
ences in phase angle are believed to be caused 
by the peculiarity of the computer program used 
in determining phase angles.  No results for the 
rectilineal, impedance were obtained because the 
particular set of forces applied resulted in in- 
sensitivity, as previously explained. 

ADDITIONAL REQUIREMENT 
EVALUATION OF THEORY 

FOR 

After the characteristic impedance of the 
cross-shaped fixture is determined, the fixture 
must be used to measure impedance of a sym- 
metrical specimen whose characteristic imped- 
ance can be calculated with reasonably good 
accuracies.   Figure 6 shows a typical experi- 
mental setup with the cross-shaped fixture.  In 
this preliminary study, the specimen is a lami- 
nated cube of maple wood.   Each laminate lies 
in a plane parallel to the top face.   The lami- 
nates are arranged with cross-grain directions 
so that an Isotropie condition of the material 
can be obtained.   The specimen is suspended 

Rotational Stiffness, 

in-ib/rad 

Moss Moment of Inertia, 

ID-m; 

Frequenrv  feps^ 

Fig.  b(a) -  Characteristic rotational impedance at 
terminal O in   direction 5~magnitude 
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at the center of tke top face from an A-frame 
by a cable, thus proyiding a löw-frequency 
suspension for the system.   The attachment 
point O of the cross-shaped fixture is rigidly 
mounted to the center of the bottom face.  At 
the extremities, compliance elements are cou- 
pled to ground in the directions as shown, and 
accelerometers are mounted on the other side 
of the extremities.   Forces are the« applied at 
points on the top fe • a.   The number of force 
application points and direction» is arbitrary 
so long as there is sufficient response at each 
of the extremities to provide sufficient sensi- 
tivities for the Impedance determinations by 
using Eq. (9). 

i"M , 

and 

ici>I, 

IOJI , 

IMT, 

where M,  I,,  I2, and i3 are, respectively, the 
mass of the cube and mass moment of inertia 
about the respective axis through the point O. 

Repes.ting this test six times, each time 
using a different combination of compliance 
elements, results in a set of measured force 
and acceleration phasors which, on substitution 
in Eq. (8), yields a set of simultaneous matrix 
equations.  With the aid of a computer program, 
the complex impedance parameters of the co- 
efficient matrix can be obtained.   Because of 
symmetry of the specimen and the particular 
system of axes chosen, only the diagonal pa- 
rameters will be non -zero.   The indirectly 
determined complex impedances can then be 

CONCLUDING REMARKS 

In this paper, a preliminary study of a 
method which seems to possess some merits in 
determining mechanical impedances at a point 
with motions in more than one direction is pre- 
sented.  Although the conditions assumed here 
are highly idealized, it is believed that this study 
can provide valuable guidelines in the treatment 
of more realistic complex systems.  It was orig- 
inally hoped that much exnerimcixtal data could 
be presented.   Unfortunately, due to equipment 
difficulties 3.nd subse^u^^t ''omDutsx rim.rr-i m 

t 
TheoretH 

•90 \ 

\ 
\ TV 

Experimental 
\ 

I   \ 

-90 
\ ,...1V 

20 
Frequency  (cps) 

'000 snnn 

Fig.  5(b) -  Characteristic rotational impedance at 
terminal O in   direction 5 —phase angle 
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Cross Shaped Fir.tjre 

Fig. 6 - Typical experimental setup with cross- 
shaped fixture for impedance measurements of a 
symmetrical specimen 

problems beyond our control, this is not now 
possible.  Additional experimental results, 
when obtained, will be made available to those 
interested. 

In general, the method presented appears 
theoretically feasible, and the preliminary ex- 
perimental results seem to substantiate this. 
Future plans include the UES of this meihod on 
more complicated specimens, with subsequent 
optimization of the experimental and computa- 
tional procedures. 
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DISCUSSION 

F. Schloss (DTMB):   You were mentioning 
that on a fixture the Young's modulus should be 
high, also the density should be high.   Didn't 
you mean to say that the ratio of the Young's 
modulus to the density should be high or that 
the velocity of sound of the fixture material 
should be high, which means you should use 

something like beryllium.   Secondly, I think you 
have the same possibility of running into trouble 
as you would have in measuring driving point 
impedances on known masses because of local 
deformation, especially at the higher frequen- 
cies.   When you measure rotational impedances 
on a known structure, depending on the spacing 
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of your rotational impedance head, you can get 
different answers.   This shouldn't happen un- 
less it is due to local deformation of the struc- 
ture. 

Mr. On:  With respect to the first question, 
that's correct.  We used aluminum at first and 

found later on that wave effects were present in 
this fixture.   You are right on the second point. 
That is why we decided to use the maple wood 
specimen.   We took the laminated sections al- 
ternately in different grain directions hoping 
that we would get some near Isotropie condi- 
tions of material properties. 

§ 
I 
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EFFECTS OF TECHNIQUE ON RELIABILITY OF 

MECHANICAL IMPEDANCE MEASUREMENT 

G. M. Remmers and R. O. Belshcim 
Mechanics  Division 

U. S. Naval Research Laboratory 
Washington,  D, C. 

Results of a recent "Round Robin1' mechanical impedance measurement 
comparison (initiated by the ASA Shock and Vibration Committee) have 
shown that much improvement can be made in the reliability of data by 
better understanding the effects of and paying detailed attention to meas- 
urement procedures and techniques. 

Variations reported by 19 organizations which measured the same test 
structures is discussed.   Specific examplet, are related to experimental 
practices, many of which have shortcomings.    Factors requiring in- 
creased attention to increase  reliability and repeatability are listed. 

I 

INTRODUCTION 

During the past six or seven years many 
authors have discussed mechanical impedance 
as a useful concept in solving complex problems 
of structural dynamics.   A rough indication of 
the growing interest in the increasing number 

of nano-nc r^essnted at ths Shock Qnd Vibration 
Symposia.   Figure 1 shows; the results of a 
quick count of these papers published in the 
Bulletin during the last ten yearss. 

Among the many questions which this re- 
search has produced is, "How reliable are the 

-1 - 

- 

'56 37 59 60 61 62 63 64 
YEAR 

65 

Fig.  1   - Number of mechanical  impedance papers 
published in Shock and  Vibration Bulletin 
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measurements of mechanical impedance?" 
This is obviously a question which can be an- 
swered only in a relative sense since the "exact" 
impedance of an actual structure is generally 
unknown.   Thus, a paraphrase form of the ques- 
tion might be, "If sev-eral investigators measure 
the same structure, how well will their meas- 
urements compare?"  To answer this question, 
the Shock and Vibration Committee of the Acous- 
tical Society of America (ASA) asked the senior 
author to plan and conduct a series of "Round 
Robin" measurements on some "representative" 
biructures.   The plan was to circulate these 
structures among impedance experimental5air. 
have each make similar measurements, and cor- 
relate the results.   This plan was carried out 
successfully, due largely to the cooperation of 
the 19 interested experimentalists.   The results 
have been reported in preliminary fashion to the 
ASA Shock and Vibration Committee and were 
discussed at the Fall ASA meeting [1], as well 
as in a forthcoming NRJ.. Report [2].   The pur- 
pose of this paper is to discuss some of the 
"Round Robin" results, with particular empha- 
sis on the effects of measurement technique. 

DESCRIPTION OF ROUND ROBIN 

shows the structures as finally constructed. 
These can be briefly described as follows: 

Structure 1 - This is a solid aluminum cyl- 
inder, 7 inches in diameter and 7 inches long, 
weighing 24 pounds.   The driving point imped- 
ance looking into one end of this cylinder is 
known at low frequencies and thus provides a 
relatively direct assessment of measurement 
capability. 

Structure 2 - This is a symmetrical set of 
double-C shaped steel beams with low damping 
and a weight of 31 pounds.   The several sharp 
system freq'-encies and high dynamic range of 
this structure within the frequency range 
broü/ht out certain problems in the electronics 
of recording systems. 

Junicture 2 ~ This is an unsymmetrical 
pair of cantiisvered aluminum beams weighing 
15 pounds and having one beam constructed of 
high-damping sandwich material.   During 
measurement of the driving point impedance at 
the tip of the undamped beam, problems were 
imposed by the nonsymmetry, the relatively 
large damping, and the presence of several 
system frequencies within the measurement 

PROCEDURES 

Considerable thought and computation pre- 
ceded the selection of three structures as useful 
for collection of driving point data.   Figure 2 

NOTE:    References appear on page 57. 

rt. common adaptor plug screws imo each 
structure.   Enough adaptor plugs were supplied 
so that each participant could attach the im- 
pedance transducer in his preferred manner 
without modifying the basic test structure 

Letters were sent to potential participants, 
asking if tliey would make a set of measurements, 

Fig.  2 -  Round Robin test structures and adaptor plug 

3H 



and 19 indicated interest.   To reduce overall 
time for the program, two nominally identical 
sets of structures, labeled A and B (West Coast 
and East Coast, respectively) were manufactured. 
Reference [2] contains the information and in- 
structions sent to each participant.   To preserve 
anonymity the results were given a code desig- 
nation even though this sometimes lost a useful 
result   such as identification of inadecuiate 
equipment.   The collection 01 data has been 
compared in several ways [1], [2]; results of 
some of these are given in the following section. 

OVERALL VARIATION IN ROUND 
ROBIN DATA 

A general picture of how the data of the 
various groups compared with one another is 
best seen by examining a composite graph on 
which all curves for a structure are plotted. 

Figure 3 is the composite plot of impedance 
magnitude for Structure 1 of set B.   All data 
stays within an envelope about 3 db wide up to 
about 1 kc, after which the individual curves 
tend to peak at about 2 kc or above.   This is the 
expected behavior.   The frequency at which the 
peak occurs marks the point where the charac- 
teristic of the driving surface on the weight 
changes from predominantly mass-like to pre- 
dominantly spring-like.   The peak frequency 
measured is a function of the rigidity of the 
impedance head and of the structure being ex- 
amined and is directly related to the contact 
stiffness of the impedance head-structure com- 
bination. 

A composite graph of the phase angle curves 
for Structure IB is shown in Fig. 4.   Good agree- 
ment exists up to the lowest peak frequency, 
after which the envelope tends to diverge widely. 
Hence, its variation is directly comparable to 

STIFFNESS (LB/ihi) 
I     ■   I   "I      L    L   1   i   ll     L    I   I  I I 

80 

;60 

40 

200       500     IOCO    2000 
FREOUFNCY (GPS) 
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Fig.  3 -  Envelope of impedance magnitude for Structure  IB 

39 



i 

1 
i 

200 500 1000 2000 
FREÜUENCY(CPS1 

500C 10,000 

Fig. 4 - Envelope of impedance   phase angle for Structure   IB 

the variations seen in the  magnitude data for 
IB. 

Figure 5 shows the magnitude envelope of 
the weight of Structure 1A.   The individual 
curves do not appear here; extremes of the dif- 
ference in curves are much greater than in the 
corresponding plot for IB.   However, omission 
of two curves gives an envelope of 1A results 
with about the same general character as the 
ID envelope. 

Table 1 contains the range of frequencies 
reported for the peak generally found in the 
magnitude curve of the weight.   The 4500-cps 
peak was aetected with an external accelerom- 
eter.   The range of frequencicti corresponds to 
the contact stiffness, which varies from 8.7 x 
105 to 2.0 x 107 pounds per inch.   A high con- 
tact stiffness indicates a high quality measure- 
ment in this sense.   However, the contact 

TABLE  1 
Various Peak Frequencies 
Measured for Structure 1 

Frequencies (cps) 

Set A Set B 

1700a 1901 
1403 2615 
584 4500a 

2300 1611 
802 1826 

1474 2473 
2815 _b 

1750 1950 
1802 2412 
2069a — 

''■Frequency «etermined from 0-degree phase 
angle only, magnitade peak not clearly defined. 
No peak defected, exteraalaccelerometer used. 
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Fig. 5  - Envelope of impedance   rragnitude for Structure   1A 

stiffness of an impedance head depends to a 
great extent on the area of contact; hencs. vari- 
ations can be expected with the use of different 
sizes of impedance heads.   A calculated value, 
assuming a 1.5-inch diameter contact area, is 
roughly 4 x 10' pounds per inch; this stiffness 
corresponds to a peak at 3000 cps [3]. 

The contact stiffness is easily read from 
the log-log impedance plot, if the structure is 
mass-like, by extending the line of constant 
weight (corresponding to the dead weight of the 
structure) to where it intersects with the Ordi- 
nate at the frequency of the peak.   The line of 
constant stiffness passing through this intersec- 
tion point corresponds to the contact stiffness. 

A composite graph of the magnitude data 
reported for Structure 2B appears in Fig. 6. 
The impedance of this structure has seven 
peaks and seven notches over the frequency 
range measured, and seven peaks and notches 

were reported by most investigators.   The very 
high dynamic range of the magnitude is seen in 
Fig. 6.   The data ran off this graph in many 
cases, bui Jiis is not shown in the composite 
plot.   The maximum dynamic range reported 
for 2B is 138 db.   The average of the measure- 
ments on 2B is 120 db. 

The spread of the envelope between the 
peaks and notches is considerable, but the values 
of magnitude reported for the peaks and notches 
are spread over a 25 to 35 db range.   This is an 
astronomical error; however, the large dynamic 
range of this structure stretches the limits of 
even the most refined equipment. 

Before we consider the causes of this dif- 
ference in reported values, let us look at the 
envelope graph of Structure 3B.   Magnitude, 
shown in Fig. 7, has a great deal of variation at 
frequencies below 100 cps (a factor of 10 or 
greater) and somewhat smaller variation at 
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rig. b -  Envelope ol impeaance   magnituüe lor structure  da 

higher frequencies (roughly a factor of 3).   This 
is to be expecLed for nonsymmetrical structures. 
In tact, this structc-e was designed to have 
large coupling with the driver and impedance 
head.   Also magnifying the discrepancies is the 
small effective weight, which in turn is dimin- 
ished somewhat by the large amount of damping 
present.   Therefore, the attachment of an im- 
pedance head and shaker alters the boundary 
conditions of the structure and at least as many 
different results can be expected as there are 
driver head combinations.   This is also borne 
out in Fig. 8, since the phase envelope of 3B 
exhibits the same wild variations as the magni- 
tude envelope. 

It is interesting to note that the phase of 
3B lias a general tendency to shift past 0 degrees 
at only two pairs of frequencies.   This is ap- 
parently due to the very large amount of damp- 
ing present in the structure. 

SPECIFIC  EXAMPLES OF VARIATIONS 
RELATED TO RESPECTIVE  PRAC- 
TICES AND TECHNIQUES 

The repeatability of this relatively new 
field of measurement, as revealed by this 
"Round Robin, is not as good as had been hoped 
for; however, with few exceptions this state-of- 
the-art had been expected by most active ex- 
perimentalists.   The source of much of this 
lack of reliability is found by examining the 
techniques and practices of measurement and 
noting their shortcomings. 

Introducing fixturing — as depicted in Fig. 
9 — between the face of the head and the test 
structure often has an adverse effect on the 
data.   This conical adaptor reduces the inherent 
rigidity of the impedance head by introducing 
both a spring and extra mass.   While the effect 
of a simple mass is easily canceled electronically. 
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Fig. 7  -  Envelope of impedance   magnitude for Structure  3B 

the effect of thp spring-Iikt character of filing 
generally cannot be corrected. 

Conical adaptors are supplied by impedance 
head manufacLurers for measurenients on spec- 
imens which require small contact area and, 
hence, are not extremely rigid specimens.   In 
that case it is preferable to use a smaller im- 
pedance transducer.   In general, conical adap- 
tors should not be used for specimens like the 
Round Robin structures. 

Figure 10 shows another example of un- 
necessary fixturing.   This impedance head could 
have been attached to the adaptor plug directly. 
Blank plugs were provided for that purpose.   Of 
secondary importance is the fact that this head 
is "medium sized," i.e., has a lowe.; contact 
stiffness than that required for accurate meas- 
urements of a 25 pound structure over the 
frequency range considered in this project.   One 

of the measurements made on the mass struc- 
ture with this particular apparatus is shown in 
Fig. 11.   The peak frequency of 584 cps cor- 
responds to a contact stiffness of 8.7 x 105 

pounds per inch.   The data follow the weight 
line up to only about 200 cps. 

A significant result of this program is to 
show that a widespread neglect of phase angle 
measurements exists.   The phase plot corre- 
sponding to Fig. 11 is shown in Fig. 12.   The 
dashed portion of the curve was estimated vis- 
ually by using an oscilloscope.   However, the 
reactance nulling technique was used for de- 
termining 0-, +90-, and -90-degree phase 
conditions.   Several sets ol phase data were 
determined without the aid of a phasemeter of 
any type.   This is not recommended practice 
because the phase data must correlate directly 
with the magnitude data, as predicted by 
theory — and in this way serve as a self-check 
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Fig. 8 -  Envelope  of impedance phase angle ior Structure  3B 

Fig. 9 -  Fixturing between iinpedance head and   structure 
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Fig.  10 -  Faulty and unnecessary fixturing 
between impedance   head and structure 

on ir.s mcasiircrr irjca.   i->u.^ more impOruuiti^, 
many successful applications of impedance data 
depend on accuriitn knowledge of phase angles. 

Another nc'uworüsy fact is that four of the 
19 participants did not ufe e.lectronic filtering 
for either the 'orce or acceleration sit lals. 
Even though the force Input is a pure sinusoid, 
and harmonic ;i and distortion are nearly always 
present.   Dati in Fig. 13 were measured with- 
out electroni-; filtering.   A dip appears wherf- 
the peak is e cpected.   The existence of bai- 
monies was reported in the remarks accompany- 
ing these Js a.   Thus, it is . ~~v f'i .icaalize 
this dip'i, c currency - tue a' ce.vsration level 
at f,i° -^ri    -.g frequency drops gradiia.iy to a 
verj low \ due and suddenly the second harmonic 
appears a   :• completely dominates.   So a peak 
in imped-T'ice turns into a dip.   This is not to 
say that i very Fouiggle superimposed on a peak 
or dip i^. caused by a I  :~'   of electronic filter- 
ing; the rip-peak at 3200 cps has another cause. 
But elec.ronic filtering of both channels is re- 
quired ii reliable i.n.:>sdance data are de&iren. 

Sh ker mcntiag. alignment, and suspension 
compr ses arutr,'.:  area in nfcö '.-',. attention. 
The Ic ,ce genera;'-' .ua.;' ce uniratia! •ind free 
of latf;ai. and roiAUui^' 'O-'.jpcir.f'nts o. extra 
squig.ies will appear »n .h.-: data.   This extra- 
ncou . .motion is easily strn on impedance plots 
of m iss structures.   One of the best sets of 
data   ^ig. 14, contains an extraneous dip-peak 
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at 3200 cps.   The particular driver used here 
is of the same type and has the sain a suspension 
as that used to obtain the data in Fig. 13, which 
shows a similar squiggle at 3200 c 3S.   Figure 
15 shows the corresponding phase angle plot 
(to Fig. 14) without a complete pir se shift at 
the squiggle fiequency. 

The conclusion that purity oi shaker motion 
affected the spread of the data ii. this compari- 
son is substantiated by noting th 1 variety of 
orce generators used by the pa rticipating 

(.■•oupR.   The shakers varied v maximum rated 
i'lTC.i output from 1/2 to 28,000 pounds.   It is 
likely that uach type of shaker has its own 
c;*. -acteriotics, so a considerable variation in 
for'  ng excita.tion could be expected.   Also, 
larg'   armature weight and cc rresponding stiff 
susj   as ion required in large shakers designed 
foi - vvi ronmental testing ar j not generally well 
suitei  for impedance measurements on small 
StrUCl HTf"!. 

Ca..i^ation errors cortributed to the spread 
in the e;. elopes of these dita.   For example, the 
2A magtitude data in Fig. 16 is nominally 6 db 
high.   T. e low frequency  :ffective weight of 65 
pounds ;-■ -inears where th'  approximate scale 
weight ot 31 pounds is expected. 

A lac.  of resolutior inherent in manual or 
point-by-p int data contributed to the lack of 
repeatabiU y in data fo:  structures 2 and 3, 
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Fig.  11   - Impedance magnitude measured with faulty and unnecesss       f.ixturing 
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Fig. 12 - Impedance phase angle   plot with estimated  portion (da=hed) 
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rig.  13 - Impedance magnitude of 1A measured  without electronic filtering 

48 



200 500 
FREOüENC'i iCPSi 

5000 10,000 

Fig.  14 -  Example oi good impedance-magnil-ude   data for  structure  1 
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Fig.  15  - Impedance  phase   angle corresponding to Fig.  14 
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Fig. 16 - Example of calibration mistake in impedance magnitude 
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particularly.  This is evidenced in Fig. 17, whitih 
show imaginative interpolation.   It takes mort; 
than the 50 data points used here to resolve the 
impedance of a structure of this complexity. 

Figure 18 (which is not the phase plot cor- 
responding to Fig. 17) displays a similar quality 
in phase angle information for Structure 2A. 
This curve does not even pass through all 41 
data points.  Only one point was measured to 
verify the phase shifts in this case. 

These two cases of inadequate point-by- 
point measurements emphasize the virture of 
automatic impedance plotting equipment in 
getting reliable data.   The human endurance re- 
quired in tedious manual measurements is con- 
siderable; the expense of equipment that will 
make simultaneous and continuous plots of 

magnitude and phase is quickly offset by time 
saved and by their quick-look capabilities for 
troubleshooting an experiment.   This is not to 
say that automatic plotting equipment is neces- 
sarily, In itself, more accurate than all types of 
manually controlled electronics, for some of 
the best data of this comparison came from 
high-precision manual apparatus. 

Occasionally one hears the question, 'Why 
do you hold the force constant and record the 
acceleration instead of holding the acceleration 
constant while recording the force?"  The re- 
sult of such an attempt for the double C-spring 
structure is seen in Fi0*, 19,   All peaks are 
clipped off simply because the 25-pound force 
generating apparatus in use did not have the 
capability to produce the range of forces needed 
to hold acceleration constant in a structure with 

I 
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Fig.  17  - Example of inadequate   resolution of impedance magnitude 
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Fig  18 -  Example of inadequate  resolution   of impedance phase angle 
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Fig.  19 - Example of impedance data gathered with compounded shortcomings  in technique 

54 



Fig.  20  - Example of best imps dance-magnitude d ate 
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the dynamic range of 2A.   In fact, no such sys- 
tem exists!   Force tends to stay relatively con- 
stant even without regulation.   Therefore, force 
can be regulated and only the widely varying 
quantity of acceleration need be recorded. 

Two other practices, aside from holding 
acceleration constant, contributed to the com- 
plete ruination of the data of Fig. 19: 

1. An unnecessary adaptor cone and a nut 
were inserted between the impedance head face 
and the specimen. 

2. Neither force nor acceleration signals 
were filtered. 

The preceding discussion has emphasized 
bad data in the hope that more attention will be 
focused on improved measurement techniques 
and practices.   To gain perspective, Figs. 20 

and 21 are presented as example of the best 
data collected in the Round Rooin.   A manual 
system was used, and enough data were taken 
for good resolution.   The clarity of the graphs 
was enhanced by the use of a keyboard plotter. 

SUMMARY 

Reliable mechanical impedance measure- 
ments are rare if this Round Robin comparison 
is an accurate indication.   The state of affairs 
in this relatively new area of measurement can 
be greatly improved simply by avoiding bad 
techniques.   A list of factors is offered in Table 
2 as a rule-of-thumb guide for more repeatabie 
measurements.   There are many other areas of 
difficulty needing improvement and research; 
however, great gains in reliability and repeat- 
ability can be made by following these ten 
recommendations. 

200 500 
FREQUENCY (CPS) 

10,000 

Fig.  21  - Impedance phase angle   corresponding to Fig.  20 
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TABLE  2 

Recommendations for Reliable Mechanical Impedance Measurements 

1„ Recognize limitations of impedance heads, electronics and force generating apparatus 
and use proper type of equipment for job. 

2. Recognize effects of impedance head and shaker on boundary conditions and take steps to 
avoid coupling between shaker and structure and avoid changing structure stiffness by 
attachment of impedance head. 

3. Introduce no unnecessary fixturing between the impedance head and structure. 

4. Carefully align and suspend force generator so only a pure, lineal sinusoid is pro- 
duced. 

5. In general, servo force, not acceleration. 

6. Filter both force and acceleration signals before regulation and before recording mag- 
nitude and phase. 

7. Cancel effects of mass below force gage. 

8. Calibrate entire system by measuring impedance of a "rigid" test weight before and 
after each data run. 

9. Record sufficient number of data points for good resolution of magnitude and phase; use 
slow enough sweep rate for accurate resolution at peaks and dips if automatic plotter is 
used. 

10.   Pay extra attention to measuring accurate phase angles.   Herein lies the key to success 
of many applications using circuit theorems of Thevenin and Norton. 

REFERENCES 

R. O. Selsheim and G. M. Remmers, "Re- 
sults of the Mechanical-Impedance Round- 
Robin Measurements," Paper presented to 
68th Meeting of Acoust. Soc. Am. Austin, 
Texas (Oct. 22, 1964). 

R. O. Beifahpim and G. M. Remmers, "NRL- 
ASA Round-Robin Mechanical Impedance 
Comparison," NRL Report, to be published. 

3. F. Schloss, "Recent Advances in the Meas- 
urement of Structural Impedance," DTMB 
Report 1584 (Jan. 1963). 

4. D. V. Wright, J. G. Akey, D. F. Miller, and 
A. C. Hagg, "Vibration Transmission and 
Impedance of Basic Foundation Structures," 
Westinghouse Res. Lab. Report 62-917-515- 
Rl, pp. 231-232 (Oct. 1962). 

DISCUSSION 

Bouche (Endevco Corp):  First of all, I would 
like to compliment you on d-'üng a very good job 
of collecting these data, running the program, and 
reporting on the results.  I notice in your presen- 
tation that you did discuss in detail some of the 
shortcomings of making mechanical impedance 
measurements; however, some of the slides 
showed particularly good agreement among many 

of the participants.  Perhaps a little more discus- 
sion should be given on how well some agree as 
well as on those certain parts which disagree. I 
have a short two-part question.   First, which of 
the three structures do you consider to be most 
typical of structures in the field; second, on 
which of the three structures were the data 
most in agreement from the various experimenters' 
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Mr. Remmers: i consider Structure 3 to be 
the most typical of those in the field because of 
its lack of symmetry.   The agreement is quite 
good, if you pick the curves that agree; but once 
you pick two or three, you will find that one 
agrees in one portion of the frequency range, 
yet it might not agree in another portion of the 
frequency range.   If you try to do this you are 
somewhat in a 
choose. 

dilemma as to which ones tc 

Dr. Mains (GE):   Those curves that agreed 
best with each other in general were curves 
where identical impedance heads were used, is 
that not true? 

Mr. Remmers:   Not always. 

Dr. Mains: Was there a significant agree- 
ment where markedly different impedance heads 
were used? 

Mr. Remmers: Yes, there was a difference 
in the curves if the impedance heads were dif- 
ferent in size    However, some very good re- 
sults were obtained with certain types of heads 
in one case, where in the next case they were 
completely nullified by all other factors that 
must be taken into consideration.   There are 

many details which have to be in place before 
you can get reliable measurements.   One 
couldn't come up with a definite recommenda- 
tion for a particular brand or type of equipment 
from the data. 

Mr. Clevenson (Liangley Research Ctr): You 
mention that many reliable results were obtained 
with different kinds of heads.   Will you define 
which of the results you would consider as re- 
liable since you had such a wide variation of 
results? 

Mr. Remmers:   Yes, I showed you slides of 
data taken on Structure 1 and Structure 2 which 
I consider to be reliable.   I showed you two 

I think it is 2B-8 or set B, participant No. 8. 

Mr. Clevenson: I recall seeing those. What 
was your basis for calling those reliable ? 

I called them reliable by 
looking over the techniques used by the partici- 
pants and procedures used. In most cases, one 
could find a serious defect in technique, but in 
that particular instance 1 didn't. That was the 
real criterion I used for determiningwhichdata 
I thought were best. It is based on my own judg- 
ment. 
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RESONANCE FREQUENCY OF LARGE SOLID PROPELLANT ROCKET 

MOTOR DETERMINED BY MECHANICAL IMPEDANCE 

L.  G.  i? lippin,  L.  W.  Gammeli, and G. S. Stibor 
Thickol Chemical Corporation 

i.'j-, ^->*-„u  TVvisi — 

Brigham City, Utah 

This paper presents the problems  associated with vibration testing of 
full-scale Stage 1 M1NUTEMAN motors.    Vibration testing demonstrates 
the capability of the motor to perform  its  intended function after having 
undergone extensive dynamic loading simulating a transportation and 
handling environment.    Solutions to these problems  are discussed, in 
addition to test specifications, tooling, instrumentation, data acquisi- 
tion, test procedures, and results. 

TM'T'D.'-)r>TTr"nr>M 

During the early development 01 the   IvIIN- 
UTEMAN ICBM Weapon System, it became ap- 
parent the stages, as -.veil as the 
integrated missile, would be subjected to exten- 
sive transportation and handling environments 
during manufacture and final deployment. The 
effect of these transportation and handling en- 
vironments on the reliability and end perform- 
ance of the solid propeilant rocket motors had 
to be determined. 

Virtually no background information or 
reservoir of experience was available on which 
to base predictions of the durability uf large 
solid propeilant rocket motors when subjected 
to long-term shock and vibration.   Detailed 
analyses were conducted wherever material 
stresses could be determined in response to 
known dynamic loads lor the Stage I MINUTE- 
MAN motor.   These stresses were then com- 
pared to the basic fatigue limits of the material. 

Stress problems readily lend themselves to 
analysis for simple beam-like structures; how- 
ever, solid propeilant rocket motors are com- 
plex structures, comprising a thick, cylindrical, 
rubber-like propeilant grain bonded to a thin 
outer shell with a variable thickness bonding 
liner.   Key areas of the case are insulated with 
a rigid material bonded to the shell interior. 
The large mass of viscoeiasüc propeilant within 
the case has a star-shaped core chamber 
through the center.  With such a composite 

structure, the classical Bernoulli-Euler beam 
analysis was considered inadequate to describe 
the dynamic translatory response of the rocket 
motor, even when the envelope geometry was 
idealized to that of a composite cylinder. 

Thiokol engaged a consulting service in 
applied mechanics (Dyna/Structures, Inc.) to 
perform an analysis for predicting the dynamic 
response of the Stage I MINUTEMAN motor 
when subjected to a dynamic input. 

A more exact analysis was used that took 
into account the effects of rotatory inertia and 
trausverec shear deformation.   Since the 
analysis was based on assumptions, some of 
which were questionable, full-scale vibration 
tests were required for verification.   Some of 
the assumptions requiring verification were: 

1. Does the propeilant and case respond 
together as a beam? 

2. Is the motor response a linear rtlaHon 
to the input force? 

3. Does the predicted response of the 
idealized model match that of the actual motor? 

The vibration tests were also used to verify the 
predicted resonant frequencies, caje bending 
stresses, and case deflections.   Propeilant 
stresses or strains cannot be measured with 
current instrumentation; however, the computed 
values of propeilant stress can be relied on if 
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the correlations between the idealized mathe- 
matical model and the actual motor are close 
for all other parameters. 

Thiokoi conducted air shipment, road, and 
multibump board course tests to determine the 
typical dynamic environment and the capability 
of the Stage I motor to withstand actual field 
conditions.   Although useful information was 
obtained from these tests, the specimen sampling 
was insufficient in quantity to provide reliable 
conclusions.  Motors tested in subsequent static 
firing performed well, but the margin of sale, 
reliabie operation was still unknown.   Environ- 
mental data from these tests could not be used 
for verification of the analyses because of fre- 
quency limitations. 

At the direction of the U.S. Air Force Bal- 
listic Systems Division (BSD), Thiokoi designed 
and constructed a vibration test laboratory at the 
Wasatch Division with the capability for testing 
large rocket motors.   This facility was initially 
used to conduct more sophisticated vibration 
tests on Stage I MINUTEMAN motors, under 
closely controlled test conditions. 

This paper describes the problems en- 
countered and the results obtained from the 
vibration tests of the Stage I MINUTEMAN 
moior. 

DISCUSSION 

Specifications 

Prior to the development of tne MINUTE- 
MAN and POLARIS Weapon Systems, no standard 
military specifications had been written for 
vibration testing of large solid propellant rocket 
motors.   The first task, then, was to write an 
applicable specification for research and devel- 
opment type vibration testing of these large 
motors.   Thiokoi realized that this specifica- 
tion [Ij would require revisions from time to 
time as experience and knowledge were gained 
on the dynamic behavior of this type of vehicle; 
therefore, the specifications were based on the 
test objectives established by BSD in concurrence 
with Thiokoi.   These test objectives were   to 
determine the resonant frequencies and corres- 
ponding mode shapes, the linearity of the re- 
sponse and the relative response of the propellant 
with the case, and to verify the computed dis- 
placements and stresses of the rocket motor. 

vibration test equipment had to be designed and 
fabricated.   This equipment included a suspen- 
sion system for supporting the rocket motor 
during testing, force transmitting equipment 
for transmitting the output of the force gener- 
ator tu the test specimen, and safety equipment 
to restrain live motor specimens in case of an 
inadvertent ignition during testing. 

The rocket motor was suspended by cables 
from a soft liquid spring suspension system with 
a calculated natural frequency below the pro- 
posed test frequency range to prevent feedback 
from the support structure.   High-force drive 
rods for transmitting the exciter output force to 
the specimen loading fixtures were designed and 
fabricated for high-load fatigue and linearity of 
response tests.   This loading included forces up 
to 100,000 vector force pounds.   Low-force 
drive rods were designed and fabricated for 
resonance search tests at moderately high 
forces up to 30,000 vector force pounds.   Load- 
ing or force input fixtures were designed for 
both longitudinal and transverse test configura- 
tions. 

A cast aluminum cone force adapter was 
designed as an input fixture for the longitudinal 
test configuration, in which the stimulus is ap- 
plied parallel to the longitudinal axis of the test 
specimen.   This design proved to be adequate, 
exhibiting no major resonances throughout the 
test frequency range (Fig. 1).   Two methods of 
applying the stimulus to the motor specimen in 
the transverse plane were considered.  In the 
first design, large hard rings were considered 
as input fixtures.   After further study, it was 
found that these rings might resonate at a fre- 
quency within the test frequency range and 
obscure the drive signal to the motor specimen 
even if they were large and heavy.   A second 
design evolved consisting of aluminum drive 
shoes strapped to the motor with thin steel 
straps pretensioned beyond the dynamic driving 
force.   This" design proved to be workable and 
allowed the motor freedom to assume its 
natural mode shape corresponding to the forcing 
frequency.   The drive shoe has a 90 degree 
contact surface on the motor and did cause 
some local distortion of the motor case at the 
higher forcing frequencies.   A safety restraint 
hoTTiocc   ^Finrc     9 onr?   "^  HTQ c  HAQIOTIPH tn  rpc:trQin 

the motor in case of an accidental ignition. 

Instrumentation 

Test Equipment 

Once the test objectives were established 
and the test specifications documented, suitable 

The proper type and amount of instrumen- 
tation had to be selected to measure the response 

NOTE:    References appear on page 72. 
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Fig.   1  -  Longitudinal test configuration 

of the rocket motor case and propellant during 
vibration testing.   The amount of instrumenta- 
tion required to define at least the first three 
elastic modes was selected.   Since the responses 
of the entire propellant had to be measured, a 
method of embedding vibration measuring in- 
struments within the propellant was required.   A 
method of mounting instruments on the propel- 
lant surface had been developed during road and 
multibump board course testing.   The Gulton 
(part number TA-3"106) piezoelectric triaxial 
accelerometer [2] was selected for embedding 
in the propellant.   The internal instrumentation 
embedment design concept is illustrated in Fig. 
4.   The test equipment was also instrumented 
and the responses were measured during each 
test. 

Data Acquisition System 

An 80-channel digital data acquisition sys- 
tem was selected for recording the rocket motor 
and dynamic test equipment responses during 

vibration testing.   This system was selected 
because of channel capability, system aeeuracy, 
versatility, and the reduction in man-hours 
required to reduce the raw data to engineering 
units (Tables 1 and 2).   A 48-channel oscillo- 
graph recording system was used as an interim 
system until the digital system became avail- 
able.   After the digital system was installed, 
the recorders were retained for backup and to 
increase channel capability.   This approach 
proved valuable as the test progressed. 

The size and complexity of the test speci- 
mens necessitated a significant number of data 
points to establish an accurate response curve, 
especially for higher order modes.   Several 
response curves had to be obtained simultane- 
ously for establishing characteristic relation- 
ships, such as tne relationship of case behavior 
to propellant behavior.   When the 80 digital 
channels are used in conjunction with the oscil- 
lograph recorders, a maximum of 128 channels 
of information can be recorded. 
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fig-  2 -  Transverse test configuration 

tig.  3 -  Center test confieu guration 
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- Surface Triaxial 
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Cutback 

Sliver 

270 Deg 
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Fig.  4 -  Internal instrumentation design concept 

TABLE  1 
Channel Capability 

Transducers Channels Total Channels 

Piezoelectric Accelerometers 
Strain Gage Accelerometers 
Strain Gage (Single Element) 
Thermocouples 

— 
1-46 

47-60 
61-76 
77-80 

46 
14 
16 

TABLE 2 
Recording and Plotting Capability 

Transducer Output Ordinate Parameter Abscissa Parameter 

Acceleration Amplitude 
Phase 
Distortion 
Amplitude Ratio Time 

Transducer Location 
Frequency Strain Amplitude 

Phase 
Distortion 

Temperature Amplitude 

The accuracy of the digital system is also 
n attractive feature.  True root-mean-square 
r peak measurements for amplitude of acceler- 
tion, strain, displacement, and temperature or 
mplitude ratios can be obtained within ±1 per- 
ent accuracy.   Also obtainable are phase meas- 
rements within ±5 percent with 100 percent 

distortion and within ±1 degree accuracy with 
50 percent distortion on both the data and 
reference channels.   This accuracy is possible 
because everything except the fundamental sine 
wave is filtered cut for phase measurements. 
Distortion measurements can be obtained within 
±3 percent accuracy for the range of 0.1 to 100 
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percent distortion.   Frequency readings can be 
obtained within ±2 percent accuracy for the fre- 
quency range of 2 to 2,000 cps. 

Another desirable feature Is the versatility 
of the digital system.  Any number of instrument 
channels from 1 to 80 can be stored on punch 
tape and/or plotted on an x-y plotter during a 
test.  Direct read-out In engineering units Is 
displayed for all parameters during the test. 
The data stored on punch tape may be plotted on 
x-y plots at a later date, choosing any one 
parameter, any group of parameters, or all of 
the parameters measured.  The capabilities of 
the x~y plots are explained In Tables 1 and 2. 

The digital data acquisition system alsn 
eliminates time-consuming and expensive hand 
reduction of raw data.  The digital display and 
x-y plots are In engineering units and the sys- 
tem Is compatible for use with a direct print- 
out system If the data are required In tabular 
form (Fig. 5). 

^■■^r-r-- 

Fig. 5 - Control panel and data 
acquisition equipment 

Two basic test procedures were used In the 
MINUTEMAN test program.   Each of these 

techniques was based on a different test philos- 
ophy.   Early in the test program, all tests used 
a constant, automatically controlled, accelera- 
tion input to the test specimen.   The block dia- 
gram in Fig. 6 illustrates the basic system used. 

Automat ic 
Phase 
Control 

Charge 
Amplifier 

A ccelerometcr 

Master 
Cycle 
Oscillator 
Control 

Slave 
Cycle 
Oscillator 
Control 

Master 
Control 
Panel 

Power 
Amplifie r 

Power 
Amplifier 

Accel cromcter - 

Charge 
Amplifier 

Kioctrodynamir 

Exciter 
No. 2 

Fig.  6 -   Constant acceleration-system  signal flow diagram 
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By first performing frequency sweeps, the 
resonant frequency areas should be pinpointed 
by high acceleration amplitudes and phase shifts. 
These areas would then be investigated at dis- 
crete frequencies.   This method should deter- 
mine the frequency at which any change in the 
forcing frequency would cause a decrease in the 
amplitude of response of the specimen, indicat- 
ing a resonance. 

When this technique was firsi tried on a 
rocket motor specimen, several serious prob- 
lems became immediately apparent.   The in- 
struments located on the rocket motor to meas- 
ure tne motor response to the applied stimulus 
would not reach a minimum or maximum re- 
sponse amplitude at the same frequency or 
instant in time.   This seemed to indicate an un- 
stable condition through some frequency ranges. 
The cause of this instability was not readily ap- 
parent but was later determined to be an un- 
balanced condition amplified at an antiresonance. 
The exciter power amplifier drew maximum 
current during these periods of instability, indi- 
cating a maximum force output by the exciter. 
A moderate increase in the response amplitude 
accompanied this phenomenon.   At other forcing 
frequencies, the exciter power amplifier current 
draw apparently dropped to zero, and a moderate 
increase occurred in the response amplitude. 
Beth of these conditions were accompanied by 
phase shuts. 

point mechanical impedance is extremely sensi- 
tive to any change in driving force or resultant 
motion (velocity, acceleration or displacement), 
a plot of the driving point impedance vs the 
forcing frequency sharply defines the resonant 
and antiresonant frequencies for lightly damped 
structures.   Once the resonant and antiresonant 
frequencies are established, thp response of the 
motor specimen, when plotted, identifies the 
response mode shape.  The phase relationship 
of the driving force to the resultant motion, 
PiOtted vs the forcing frequency, may be used 
to verify the frequencies identified by the im- 
pedance piot^ \,Fig. 8^. 

Commercially produced impedance heads 
were not immediately available; therefore, an 
interim system was designed, using available 
materials and instruments to measure the 
driving force and resultant motion at the input 
point to the motor specimen.   This system 
consisted of 1-inch diameter drive rods necked 
down to 3/8 inch diameter at each end for a 5- 
inch gage length, and strain gages mounted 180 
degrees apart at the gage lengths to measure 
force output of the exciters and force input to 
the test specimen (Fig. 2).  Accelerometers 
measured the exciter output and input accelera- 
tion to the test specimen.   These measured- 
parameters were then used to calculate the 
point impedance of the exciter and the motor 
specimen, using Eq. (1): 

Since the acceleration level is automatically 
controlled for this technique, no sudden amplifi- 
cation of the response is experienced at reso- 
nance.   O-.ly at resonance, a small force is re- 
quired to drive the specimen, and as the ampli- 
tude of the response increases and the specimen 
becomes easier to excite, the force output of the 
exciter is automatically reduced, preventing any 
large buildup in amplitude.   The change in am- 
plitude is gradual and the peak appears to hold 
over several frequencies before slowly decaying. 
This prevents accurate determination of the 
exact frequency at which resonance occurs. 
When the motor response was plotted, the 
response curves showed no discernible differ- 
ences over several frequencies.   A more sensi- 
tive method of determining resonant frequencies 
and distinguishing between resonant and anti- 
resonant conditions was required.   The response 
of the motor specimen through several fre- 
quencies where there is an amplification buildup 
is shown in Fig. 7. 

After a thorough search of available litera- 
ture, it was decided that the driving point me- 
chanical impedance would provide the necessary 
sensitivity required for pinpointing resonant and 
antiresonant frequencies.   Since the driving 

Ea, e 277 f 

GÄ 
lb 

in./sec (1) 

where 

E = modulus of elasticity of drive rod 
material, 

a,  = cross-sectional area of drive rod 
gage length, 

e  = strain measured on drive rod gage 
length, 

f   = forcing frequency, 

G  = gravity (in./sec ), and 

A = acceleration in units of gravity. 

The test setup, a sample impedance plot, 
and a sample nKitor response plot are shown in 
Figs. 2 and 9.   The impedance values are only 
relative.   A calibrated system was not required, 
since only identification of resonant and anti- 
resonant frequencies were the prime objectives, 
and relative values provided this information. 
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Fig.  7  -  Motor bending response for constant acceleration 
input of 0.Z5 g at each driving point 
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Fig. 8  -  Constant force-signal flow diagram 

RESULTS 

One longitudinal coupled rod and prcpellant 
thickness shear mode and two transverse bend- 
ing modes (first fundamental hinged-hinged and 
first fundamental free-free bend modes) were 
excited in a live Stage I MINÜTEMAN motor, 
using the technique of maintaining a constant 
acceleration input to ihe motor specimen (Fig. 
7).  Positive identification of these resonant 
frequencies and corresponding mode shapes was 
not made, however, until the test techniques 
were changed to „onsiant force input to the spec- 
imen and impedance measurements pinpointed 
the resonant and antiresonant frequencies. 

Two longitudinal modes and three funda- 
mental bending modes were excited in a live 
Stage I MINUTEMAN motor by maintaining a 
constant force input of known value to the test 
specimen and calculating the driving point 
mechanical impedance.   The longitudinal modes 
were the coupled fixed-free rod (case) and prc- 
pellant thickness shear mode and the coupled 
free-free rod and thickness shear mode (Fig. 10). 
The fundamental bending modes were the hinged- 
hinged bending mode, the free-free bending 
mode, and the center fixed-ends free or double 
cantilever bending mode (Figs. 9 and 11).   Added 
conudence in the identification of the resonant 

frequencies and response mode shapes was 
gained by exciting the motor in more tiian one 
test configuration, with force inputs applied at 
different points on the motor for each test 
configuration.   A good example is the free-free 
bending mode that was excited with inputs at 
the effective beam ends, and again with inputs 
at the motor center (Figs. 9 and 11).   The 
response of the two configurations were in 
excellent agreement. 

The vibration test results were compared 
with the mathematical analysis of the rocket 
motor.   Primarily, the purpose of the mathe- 
matical analysis was to predict the induced 
stresses in the rocket motor as a result of a 
transportation environment.   This environment 
was determined from road, multibump board 
course, and air shipment tests.   To predict 
these induced stresses, the dynamic response 
of the rocket motor had to be determined first 
for the environment.   In the analytical approach, 
the rocket motor was considered to be a tubular 
elastic beam with an annular propellant grain 
firmly bonded inside.   The harness-band support 
used in the transport configuration was con- 
sidered to be a simple (hinged-hinged) beam 
support through which end displacements were 
transmitted to the b^am-like structure.   The 
governing equations for the dynamic behavior 
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of this idealized structurp were obtained by ap- 
plication of Reissner's variational theorem and 
Hamilton's principle [3]. 

In performing the vibration tests, it was 
convenient to vary the boundary conditions in 
the transverse vibration configuration by excit- 
ing the motor, first at two input points, one at 
each motor end, and second, by one cross- 
sectional input point at the meter center.   This 
procedure allowed the analysis to be checked 
for three different configurations; hinged-hinged, 
free-free, and ends free with center fixed (double 
cantilever;. 

For the hinged-hinged configuration, the 
effective length of the vibrating beam was taken 
as the length between the driving or input points. 
The portion of the motor length extending beyond 
the driving points was ignored, since it consisted 
primarily of rigid forward and aft domical 
closures.   The effective length of the vibrating 
beam for both the free-free and double canti- 
lever configurations had to include a portion of 
the forward and aft domical closures.   This ef- 
fective model length was determined by trial to 
match the free-free resonance obtained from 
tests.   The resulting length appeared as a good 
average for the actual shear diagram. 

This same effective length was used in the 
analysis of the double cantilever configuration 
as that used for the free-free condition, since 

the lengths for the two configurations had to be 
exactly the same.   The computed fundamental 
resonance of the double cantilever mode was in 
excellent agreement with the test results, thus 
substantiating the analysis. Results of the 
analysis, which accounted for the effect of 
transverse shear deformation and rotatory 
inertia, were compared with frequencies ob- 
tained by slender beam theory.   The latter were 
found to be unsatisfactory.  Effects of rotatory 
inertia were small but the transverse shear 
deformation could not be ignored.  Table 3 sum- 
marizes the frequency investigation. 

The hinged-hinged configuration closely 
approximated the transport condition; therefore, 
this configuration was used to compute the dis- 
placements and strains for transverse oscilla- 
tions.   Table 4 summarizes the displacement 
and strain investigations. 

For longitudinal oscillations, the analysis 
treated the propellant grain as a hollow elastic 
cylinder fir^iiy bonded to a rigid case cylinder 
on the outer periphery and to one flat end.   The 
first fundamental frequency found by this 
method was 42.5 cps.   The first fundamental 
frequency encountered during vibration tests 
was 39 cps.   However, the case elongated ap- 
preciably during tests so that the rocket motor 
behaved as a fixed-free rod (case) coupled with 
a shearing propellent grain.   If the rocket motor 
is treated as a fixed-free rod of case stiffness 

i 
I 

TABLE  3 
Computed vs Experimental Frequencies 

Configuration Computed 
Frequency 

Test 
Result 

Computed Slender 
Beam Theory Frequency 

Hinged-Hingtd Mode 
Free-Free Mode 
Fixed-Free Mode 

24.65 
40a 
24.1 

21 
40.5a 
24 

31.4 
52.5 
32.9 

'■Model length selectfd to force agreement. 

TABLE 4 
Calculated vs Experimental Displacement and Strain 

Frequency 
(cps) 

Calculated Test Result 

Displacement 
(in.) 

Strain 
(Min./in.) 

Displacement 
(in.) 

Strain 
(Min ./in.) 

10 

15 

0.0236 

0.0316 

102 

136.5 

0.023 
0.0266, 0.0344 
0.0362, 0.0313 

0.0345 

82 
92 

127 
130 
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and case plus propellant mass in the analysis, 
the first fundamental frequency is 45 cps.   Since 
the propellant shearing and case rod fundamental 
frequencies are close together, it is extremely 
difficult to perform a valid   nalysis, due to the 
coupling of the two modes.  Longitudinal ac- 
celerations experienced during transport tests 
were very small; therefore, no further analysis 
was attempted, since precise determination of 
induced stresses for this configuration was not 
considered vitally important. 

Transverse bending response of the motor 
specimen was limited to the fundamental modes. 
Above 50 cps, an inplane propellant mode was 
excited in both the center and end forcing tests; 
hc?.'evsr, the motor response could no longer be 
described by beam theory because local case 
distortion accompanied the propellant amplifi- 
cation.  Since transportation frequencies are 
well below 50 cps, the theory used was con- 
sidered adequate. 

CONCLUSIONS 

Vibration test programs conducted for the 
U.S. Air Force Indicate that discretionary use of 
single point mechanical impedance measure- 
ments, combined with phase relationship of 
driving force to resultant motion, can be a very 
useful tool for determining resonant and anti- 
resonant frequencies of large solid propellant 
rocket motors. Acceleration data obtained at 
several motor stations simultaneousVy with the 
impedance measurements yield the corresponding 
response mode shape. 

Repeatability of this type of test with exactly 
the same results is excellent.  The results ob- 
tained agree very closely with those obtained by 
analytical methods.  The values obtained by an- 
alytical methods for transverse beam response 
of the motor may be used with confidence to 
refine the motor design, to confirm the adequacy 
of the motor design, or to predict the life expect- 
ancy of the motor for a transport environment. 
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DISCUSSION 

(Sandia Corp/:   i nouced you use a 
strain gage in your force determination. 

Mr. Flippin:   We used strain gages for 
measuring force. We did not have a commer- 
cially produced impedance head. 

Mr. Ott:   What force magnitudes were you 
COusideriug? 

Mr. Flippin:   We considered forces up to 
about 28,000 pounds. 

Mr. Ott:  We have had considerable trouble 
detecting or getting sensitivity from a strain 
gage-type measurement nystem.   Did you notice 
any trouble ? 

Mr. Flippin:  We had no trouble except in the 
antiresonances.  We had more trouble getting 
enough acceleration to measure because VJS 

were putting a force in at a node point. 

Mr. Sanders (Rocketdyne):   Your data curves 
all appear to be the composite nature of a reso- 
nance.   Did you detect any internal component 
resonance by mechanical impedance, such as the 
internal star points of your grain configuration? 

Mr. Flippin:   Up to about 70 cps the motor 
case acted as a beam loaded by the propellant 
and the propellant went along with the motor 
case.   Above that, as I said in the conclusions, 
the propellant went asymmetric to the case 
and we stopped our test there. 

I 
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USE OF MECHANICAL IMPEDANCE IN DYNAMIC 

MEASUREMENT OF SOLID ROCKET MOTORS 

R, E.   Coleman 
Rocketdyne 

McGregor,  Texas 

Test stand mechanical frequency response limits dynamic thrust meas- 
urement during solid rocket static firings.   A Thevenin system of 
rocket representation using mechanical impedance is developed which 
leads to a 0 to 1000 cps response. 

i 

INTRODUCTION 

Test stand mechanical frequency response 
has always limited the accuracy with which solid 
rocket thrust-time history could be measured. 
Although steady-state accuracy is approaching 
the order of 0.1 percent, dynamic data often 
fails to provide even a qualitative picture of 
true thrust during transient periods.   Situations 
during which such transients exist include 
rocket malfunction, ignition phase (including 
igniter shock), tailoff, thrust reversal, and 
thrust vector control duty cycle. 

Various investigators have analyzed the 
problem giving attention to ways of increasing 
system irequency response.   This paper 

discusses an approach combining experimental 
and analytical techniques of mechanical imped- 
ance to obtain dynamic thrust measvu ements in 
the P to 1000 cps range, within test fixture de- 
sign limitations. 

PROBLEM DESCRIPTION 

Background 

Several factors motivate the dynamic 
measurement effort.   First, solid rockets are 
characterized by fast thrust rise times.   Figure 
1 shows a reproduction of a typical ignition 
phase thrust-time oscillograph trace obtained 
during a static firing.   The motor thrust is not 

Fig.  1   - Representation of  ignition phase 
thrust-time oscillograph trace 
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really oscillating, although the trace displays 
a 71-cps oscillation.   The rapid thrust increase 
shocked the thrust stand system into oscillation 
at its resonant frequency.   (By "thrust stand 
system" is meant rocket, thrust stand, force 
transducer, and test cell reaction wall.)  Future 
rocket performance requirements will lead to 
even faster ignition characteristics. 

Some rockets must deliver special thrust- 
time functions involving sudden changes.   Spec- 
ifications may require a complete thrust rever- 
sal within 5 milliseconds.  A variety of special 
functions may be encountered among thrust 
vector control duty cycles.   For example, a 
qusHficaticn test procedure may require meas- 
uring thrust vector vs time while actuating the 
no?;?.la at 20 or 30 cps. 

To gain knowledge of the rocket shock 
spectrum, the dynamic environment presented 
by the thrust stand system must be studied.  A 
valid shock spectrum obtained during a rocket 
static firing is difficult to obtain, even by mak- 
ing allowances for the stand environment. 

A whole clats of dynamic problems present 
thsmseives throughout countless malfunction 
reports.   The thrust stand is usually shocked 
into osculation during culmination of rocket 
failure.   In many instances, stand vibrations 
are so predominant that the general trend of 
true thrust is misinterpreted.   As an example, 
assume the key to a given malfunction is the 
knowledge of one piece of qualitative informa- 
tion — that thrust decreased abruptly at the 
same instant pressure increased.   This infers 
nozzle blockage.   Yet, the information could be 
lost as a result of prior perturbations exciting 
stand resonances. 

A unique dynamic problem results when the 
solid propellant grain shifts inside the rocket 
case, perhaps imparting a forward impulse to 
the case as it breaks loose, followed by a re- 
verse impulse at impact on the aft head. 

The classic dynamic problem is, of course, 
oscillatory burning.   The mechanism of the un- 
stable burning propellant, sometimes coupling 
with pressure chamber acoustic resonances, 
has been the subject of intense research [1-3].* 
The oscillating pressure frequency range ex- 
tends from around 100 cps beyond 35 kc.   Spe- 
cial purpose pressure transducers and thermo- 
couples are the most useful tools for this type 
of work.   However, development of dynamic 
thrust and acceleration measurement techniques 

^NOTE:    References appear uii page 82. 

may prove valuable in the lower frequency 
range, particularly when special internal trans- 
ducer installation is prohibited by motor design. 

Thrust Stand System Limitations 

Any one of the many components compris- 
ing the complete measurement system may 
limit dynamic response, e.g., rocket motor, 
thrust stand, force transducer, electrical signal 
cable, signal conditioning circuitry, amplifier, 
and recording equipment (such as recording 
oscillograph, tape station, or digital system). 
Dynamic capability of the electronic end of the 
measurement problem (shielded cables, 100 kc 
dc amplifiers, 20 kc tape stations, 5 kc galva- 
nometers, 15,000 samples per second digital 
system) has long since exceeded thrust stand 
system capability by orders of magnitude, leav- 
ing the mechanical system the limiting factor 
in achieving frequency response.  Thrust stand 
systems for typical medium-sized rockets 
(weighing from a few hundred to a few thousand 
pounds, usually show first major resonances 
ranging from 20 to 100 cps. 

The limitation will be more clearly under- 
stood after considering the standard method of 
thrust measurement diagramed in Fig. 2.   The 
rocket thrust is transferred to the concrete 
abutment through a thrust adaptor cone and 
force transducer column.   Flexures are used to 
support the motor and carriage with minimum 
restraint in the direction of thrust.   (Restraint 
less than 0.2 percent of thrust level is obtained 
with good flexure design.)   The force transducer 
is isolated by flexures to minimize effects of 
side forces.   Thus, thrust measurement is based 
on Newton's third law:   "For every action there 
is an equal and opposite reaction."   From the 
measured deflection of a steel column (the force 
transducer), the total reaction to the rocket ac- 
tion may be derived using Hook's Law. 

One way of explaining the limitation is to 
say that during transient periods, the action is 
not being totally reacted by the thrust trans- 
ducer spring.   Part of the thrust is reacted by 
inertia of accelerating masses and viscous 
reaction of the transducer.   Furthermore, since 
the thrust stand system is underdamped, vibra- 
tion forces are usually induced. 

A simplified mechanical circuit represen- 
tation of Fig. 2 is shown in Fig. 3.   The basic 
input forces to the rocket are represented by 
force generators, Fl, F2, F3 and F4.   The 
physical locations of these forces are also il- 
lustrated in Fig. 4. 
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Fig. 2  - Static-firing test  setup;  impulse hammer and impedance head 
are included for mechanical impedance measurements 
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Fig. 3  - Simplified mechanical circuit diagram of rocket motor 
in thrust stand during static firing 
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Fig. 4 - Physical location of circuit 
elements diagramed  in Fig.  i 

Usually, the first major resonance may be 
apprcximaxcd analytically [4] by modeliug the 
thrust stand system as a mass, spring and 
dashpot in parallel as shown in Fig. 5.   Setting 
the sum of forces acting Oü the mass equal to 
the product of mass and acceleration leads to 
the differential equation of r otion, 

d2x dx 
M   + C — + Kx 

dt2 dt 
F(n . (1) 

wnere 

M = sum of moving mass in thrust stand 
system, 

K = spring constant (primarily force 
transducer and flexures), 

C = damping constant, 

x = displacement, 

t  = time, and 

F(t)  = thrust-time function. 

Since the oscillograph thrust trace originates 
with a displacement measurement of the spring, 
this thrust-time trace is directly proportional 

to the solution of the differential equation.   The 
resonant frequency is taken from the oscillo- 
graph thrust trace (Fig. 1) or derived [5] from 
the analytical function, x( t): 

277 f  M      V2M (2) 

where   fn = natural frequency.   In view of this 
equation, thrust stand design engineers attempt 
to keep mass as low and stiffness as high as 
possible for best fidelity. 

Another way to consider thrust stand limi- 
tation in this case is by noting that the thrust 
transducer measurement, represented by the Kx 
term in Eq. (1), is equal to true input thrust 
only when velocity and acceleration are zero: 

M(0)  +  C(0)  + Kx F(t) (3) 

Since values for M, C, and K are easily obtained 
experimentally, and taking first and second de- 
rivatives presents no great problem, the erro- 
neous thrust measurement may be adjusted by 
adding on the inertia and viscous terms, 
M(d2x/dt2)   and C(dx/dt), respectively.   If this 
approach is taken, the measured thrust func- 
tion kx( t)  must first be taken through a low 
pass filter set just below the second major 
resonance of the thrust stand system (automati- 
cally establishing the limit of frequency re- 
sponse).   Otherwise, errors introduced by reso- 
nant vibrations above the first major resonance 
will be compounded.   Some attempts to correct 
dynamic malfunction data in this manner have 
failed completely due to presence of two or more 
resonances close to the first major resonance. 

This is in contract to the very general char- 
acter of mechanical impc Jance approach to dy- 
namic measurements when systems even more 
realistic than that shown in Fig. 3 must be faced. 

MECHANICAL IMPEDANCE 
APPLICATION 

i—Or 
■©- 

-L-CIH J5 1 
Fig. 5 - Rocket in thrust stand during 
static firing, modeled as single- 
degree-of-freedom system to approx- 
imate  first major resonance 

When discussing rocket thrust it is usually 
not important to specify the location of forces 
or whether the input or output is being consid- 
ered. However, any discussion of the dynamic 
problem is meaningless unless the location of 
forces and transfer functions involved are 
specified. 

The location of forces to be derived depends 
on original test objectives.   The various prob- 
lems that arise generally lead to analysis under 
two categories:   input characteristics and output 
characteristics.   Problem 
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category are of primary concern throughout 
the static-firing stage of rocket development. 
Too frequently, the second category goes un- 
attended until problems arise during flight 
tests. -This situation is steadily improving 
[6-10]. 

Input Characteristics 

The numerous force application points and 
the environment inside a rocket pressure 
chamber and nozzle discourage efforts to solve 
the input force problem.   Yet, during the de- 
velopment phase, interm".' ballistic performance 

^H    cfrT*ii*-»tiir*ol    r*f\rr\inr\r\air\?-    atvcca ret c   nr*a 

most important. When malfunction occurs the 
question is, "What was the true input thrust?" 
It would be good to be able to assign values to 
each element of Fig. 3. 

Nevertheless, until promising experimen- 
tal techniques allowing measurement of per- 
tinent rocket motor transfer functions are 
presented, only the output characteristics will 
be pursued.   This, at least, is a step closer to 
the input problem and initiates efforts toward 
achieving compatibility between the rocket mo- 
tor and other parts of the missile system. 

Output Characteristics 

Output characteristics are measured to 
develop an equivalent Thevenin system repre- 
sentation of the rocket motor.   Thevenin's 
theorem slates that a complex mechanical net- 
work may be represented by a force generator 
and an impedance in parallel, one side clamped 
and the other free for external load connection. 
The rocket motor Thevenin system mechanical 
circuit is shown in Fig. 6 with an external load 
impedance to indicate manner of attachment. 

The value of Thevenin force is that which 
would be delivered to a load of infinite imped- 
ance.   If the rocket motor (Fig. 4) were attached 

at the forward skirt to an infinite mass, the 
force applied to the infinite mass would be 
The'venin's force or rocket output force FO. 

Thevenin's impedance in this case is sim- 
ply the driving point impedance at the forward 
skirt.   This is the ratio of applied force to ve- 
locity at the forward skirt, or the ratio of 
Thevenin's force F0 to the free velocity meas- 
ured at the forward skirt during free flight of 
the rocket alone.  We shall call this the rocket 
output impedance zno (as opposed to input im- 
pedances at internal points of thrust application). 

Once these two functions are determined 

to the rocket excitation of any other structure 
of known impedance can be predicted.   Or, if 
the impedance looking into the thrust stand sys- 
tem (corresponding to zLL in Fig. 6) and the 
rocket output impedance are known, the rocket 
output force transient   F0( t) during static firing 
may be determined.   For example, if electronic 
components in a missile have failed repeatedly 
during flight tests, and transient forces during 
rocket ignition phase are suspect, it is first 
desirable to know the output force F0 of the 
rocket.   During static firing, the rocket is con- 
nected to the thrust stand as represented by the 
circuit diagram, Fig. 7.   (Figures 6 and 7 are 
alternate diagrams.)  After Zoo and Zss  (input 
impedance to thrust stand) have been deter- 
mined, the force F   is derived by summing the 
effective forces applied at the connection point 
of the two impedances.   These forces are ex- 
pressed in terms of the impedances and a ve- 
locity measurement v at the rocket/stand 
attachment: 

= ) v (4) 

After measuring the driving point impedance 
Zmm   at the missile upper stage input attachment, 
the force Fm applied to the upper stage is pre- 
dicted: 

h 
F 

o 

—©- -©- 
L-    • C 

Fig.  6  -  Thevenin   equivalent system rep- 
resentation of rocket   (equivalent force  F 
and impedance   Z00) in relationship to any 
load impedance zLL 

Fig. 7 - Thevenin equivalent system 
representation of rocket in relation- 
ship to thrust stand and wall with 
input impedance Z 
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(5) 

Further testing of the upper stage includes de- 
termination of the transfer impedance ZmE be- 
tween the upper stage attachment and the elec- 
tronic package.   Measurement of the input 
impedance zEE allows derivation of the force 
.5r"--1'«f! in ihn nne>)ea<ret B"     airtftt 

=   F 
-EE 

m  2 (6) 

Unaltered System During Test - System 
impedance should not change during time be- 
tween impedance measurement and occurrence 
of transient force to be measured or during 
transient period.   Obviously, measurements are 
meaningless after gross structural failure. 
Since impedance changes as propellant burns, 
it may be necessary to take measurements dur- 
ing static firing close to the transient force 
time.   This requires the impulse method (Fig. 2), 
including Fourier analysis.  Any alteration to 
system impedance introduced by the impulse 
hammer must be considered. 

This information provides a sound basis for 
aüuliluiuti iuiiiiyaiö and lesl, probably leading 
to solution along one or more of the following 
lines: 

1. Fix electronic package by altering ZFE, 
thereby reducing FE. 

2. Fix electronic package by increasing 
its strength.   (This could be harmful if imped- 
ance is not watched.) 

3. Alter impedance of passive elements 
between rocket and package. 

4. Alter rocket output characteristics (re- 
design igniter or propellant geometry or alter 
rocket impedance). 

Practical Obstacles 

Once the theory has established the direc- 
tion lor specific test effort, experimental ob- 
stacles immediately appear.   The following is 
a brief review of some of the problems to be 
considered in the experimental determination 
of the Thevenin system for a rocket.   The de- 
termination is based on the test setup dia- 
gramed in Fig. 2. 

Bilateral System - Forces must transmit 
equally well in both directions.   The fact that 
most transients encountered will ride on a large 
dc force component is helpful here. 

Linear System - Linearity is assumed but 
is questionable.   The solid propellant is the 
main problem.   Impedance measurements should 
be repeated using different force levels.   Line- 
arity of most springs would be established by 
in-place force vs deflection measurements. 

Symmetry at Skirt/Thrust Stand Attach- 
ment - Point impedances around motor skirt or 
stand spacer should not vary appreciably. 

Lumped-Parameter System - Acoustic ve- 

sidered to assure the problem is not one border- 
ing on acoustics, analogous to electrical trans- 
mission line problems. 

Difficulty of Measurements - Not all thrust 
stands conform to the configuration represented 
by Fig. 2; nor do all rocket motors resemble 
Fig. 4.   Also, objectives vary from one test to 
another.   Therefore, different tests may repre- 
sent widely different measurement problems. 
Impedance functions often must be measured in- 
directly.   Generally, four basic operations may 
be required to obtain the Thevenin equivalent 
system of a rocket for some transient period of 
rocket action: 

1. Stand input impedance Zss is measured 
at the plane of rocket attachment with motor out 
of stand (test plane "S" in Fig. 8).   The attach- 
ment plane diameter makes direct measurement 
quite difficult.   An indirect approach involves 
ai-Lacuiug known impedances to the test plane. 

2. Rocket output imnedance  Z     is meas- r * oo 
ured at the forward skirt (test plane "0" in Fig. 
8).   The problem is similar to Operation I if 
measurement prior to test is valid.   A partic- 
ularly difficult oroblem arises when Z      must 
be measured during the static firing.   As men- 
tioned before, this is necessary when rocket 
impedance changes as propellant burns (mass 
decreases with time).   Impedance must then be 
measured indirectly. 

3. To determine output force F0 and output 
impedance  zoo, the transfer impedance z(H.oS, 
must first be measured.   Impulse-type forces 
(FH)   are applied to test plane H (Fig. 9) at pre- 
determined times during static firing prior to 
some thrust transient of interest.   When the 
time of the transient event cannot be anticipated, 
some probability of applying a test force at the 
moment of rocket transient exists.   This prob- 
ability can be regulated from around 0.04 to 0.1, 
assuming typical mulor firing times and transient 
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■:} 
Fig.  8  -   Locations of  measured and derived functions 

with motor disconnected from thrust stand 

Tig. 9 - Locations of measured and 
derived functions with motor con- 
nected to thrust stand 

ofa s (10) 

To maintain continuity and avoid the in- 
convenience of additional subscripts and func- 
tional notation, the Fourier analysis has not 
been explicitly indicated in previous notation. 
In each case where a transient signal is meas- 
ured, that function must be handled in the form 
of its Fourier integral [11].   The function VH. 
for example, may be represented by the Fourie: 
integral, 

vt,m f    ... (w)   e da) , (ID 

durations.   The transfer impedance can then be 
determined: 

7 =     _' 
'(H-oS) v (7) 

where 

gv^)   "   2^   j    V1)  e'iUt dt (12) 

4.   During the rocket transient of interest, 
the velocities, v0s and VH (Fig. 2 or 9) must be 
measured.   The output force is obtained from 
Eq. 7 measurements and the reciprocity the- 
orem for mechanical impedance, 

7 V (oS-H) VH :    Z(H-oS)VH (8) 

Equations (11) and (12) are referred to as 
a Fourier transform pair.   Treating all previ- 
ous transient measurements in a similar man- 
ner, the Thevenin force F0 in Eq. (8) is 

„(t)   = "(H-os/"')   gy^   e (13) 

Referring again to Fig. 7, the total input im- 
pedance  ZoS at the point OS, as seen by the out- 
put force, is 

'oS 
(9) 

Having measured F0 and VoS during the rocket 
transient period and Zss during Operation 1, 
the rocket output impedance Zoo may be 
calculated: 

A 100-channel high speed (15,000 samples per 
second) automatic digital acquisition system is 
used at Rocketdyne for recording data for com- 
pulations such as Eq. (13) [11,12].   The data are 
recorded automatically on digital tape compati- 
ble with available computers.   A typical test 
requires transient analysis over a 15- to 300- 
millisecond period.   The time increment chosen 
for summations is about 0.2 millisecond in order 
to maintain good effective 1000 cps response. 
The choice of frequency increment is based 
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partly on expected response characteristics 
of most underdamped thrust stand system 
components.    It is expected that 1 cps fre- 
quency increments will be more than ade- 
quate. 

Based on these assumptions, the data proc- 
essing should be well within computer practica- 
bility, requiring perhaps from 10 to 60+ minutes 
computer time, depending on transient and de- 
sired dynamic thrust measurement accuracy. 
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PREDICTING MAXIMUM RESPONSE OF A 

VIBRATION EXCITED ELASTIC SUBSTRUCTURE 

L. J.   Pulgrano 
Grumman Aircraft Engineering Corporation 

Bethpage, Mew York 

A method is oresented for ^stimatina thf» mav-imm-r» -response of an 
elastic  substructu'rs attached to a vibrating elastic  supporting struc- 
ture.    The two structures, whose dynamic characteristics are  repre- 
sented by their apparent masses, are coupled together using impedance 
techniques.    The  system parameters are then varied to determine the 
conditions that produce the greatest response on the substructure.    The 
substructure response is plotted for these conditions in termd of the 
effective masses of the two structures and the uncoupled response of 
the supporting structure.    The resulting curves predict maximum vi- 
bration levels which are generally  significantly lower than the  levels 
predicted by neglecting interactions between the two structures and 
assuming that the  supporting structure acts as a motion generator. 

INTRODUCTION uas some merit, it fails to consider that under 
dynamic excitation the apparent weight of a 

When an elastic subttrueture (e.g., elec- 
tronic equipment, mechanical component) is 
connected to ?. vibrating elastic supporting 
structure (e.g., airframe), vibration is trans- 
mitted through the connection into the substruc- 
ture.   To design the substructure to avoid vi- 
bration failure, the magnitude of the transmitted 
vibration must be known. 

In the simplest and most widely used ap- 
proach for determining the vibration level of 
the substructure, it is assumed thai the reac- 
tion forces generated by the substructure do 
not interact with and, hence, do not influence 
the motion of the supporting structure.   This, 
in effect, means that the supporting structure 
imposes a motion input on the substructure. 
Because the substructure does, in fact, load 
down the supporting structure, this assumption 
can yield a gross overestimate of the vibration 
level for all but the lightest substructures [1J. 

An attempt is sometimes made to correct 
for this overestimate by assuming that the 
vibration of the supporting structure is attenu- 
ated in direct proportion to the weight of the 
attached substructure.   Although this approach 

ILO  niailC 

weight. 

NOTE:    References appear on page 94. 

The response of the substructure can the- 
oretically be calculated in detail, considering 
interactions between the two connected struc- 
tures, by using impedance methods.   Consider- 
able work has been done in this field and meth- 
ods for applying impedance concepts to structural 
vibration problems have been widely reported 
[2,3]     The impedance approach, in it1; classical 
form, provides a complete solution for the re- 
sponse of connected structures, but it requires 
that the vibration levels of the unloaded support- 
ing structure and the driving point impedances 
of both structures at their connection points be 
known in detail.   Unfortunately, for most prac- 
tical applications this information is not avail- 
able. 

Impedance methods are used here to develop 
a different approach, directed at predicting the 
maximum response that can occur on a simple 
substructure for the worst combination of sub- 
structure antircsonant and supporting structure 
resonant frequencies.   This maximum response 
approach yields a conservative vibration design 
level, but it does not produce the extreme con- 
servatism often obtained when interaction effects 
are completely neglected. 
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For the maximum response approach, the 
dynamic ctiaracteristies oi the two connected 
structures are represented by their apparent 
masses.   The expression for the apparent mass 
of a simple spring-mass resonator is used for 
the substructure, while a more general expres- 
sion containing the basic characteristics of a 
multi-modal system is used for the supporting 
structure.   The two structures are coupled 
together using impedance techniques, and the 
system parameters are varied to determine the 
conditions for which the substructure response 
is greatest.   The response of the substructure 
under these conditions is then used as the basis 
for a set of curves giving the maximum possible 
substructure response in terms of the proper- 
ties of the two connected structures. 

/Jb    Antiresonant frequency of substruc- 
ture 

Resonant frequencies of coupled 
system 

APPARENT MASSES OF STRUCTURES 

The apparent mass is one of the basic im- 
pedance relations used to specify the dynamic 
properties of a mechanical system.   It is defined 
as the complex ratio of the harmonic exciting 
force to the resulting acceleration response; 
thus, 

LIST OF SYMBOLS (1) 

a,b     Subscripts indicating supporting 
structure and substructure, respec- 
tively 

A, A Constants 

F Force 

m Apparent mass 

M Point effective mass 

where the subscripts i,  j denote coordinate 
locations in the system.   If the force and ac- 
celeration are measured at the same coordinate 
(i.e., if i = i), the ratio is called the direct or 
driving point apparent mass. 

The driving point apparent mass of any un- 
restrained linear mechanical system with hys- 
teretic damping can be expressed in the general 
form [4,5]* 

r     Subscripts indicating antiresonant and 
resonant frequencies, respectively 

R     Ratio of maximum acceleration re- 
sponse on substructure to uncoupled 
resonant response of supporting 
structure, Eq. (21) 

x     Transitional displacement at connec- 
tion point 

Modified displacement after substruc- 
ture is attached 

y     Translational displacement on sub- 
structure 

a        ^b
2/^a

2 

ß       Mb/Ma 

n     Parameter defined by Eq. (4) 

v     Structural damping factor 

Circular frequency 

■ a     Resonant frequency of supporting 
structure 

(^ nr-r
2)(' 2 

(^2-    ,):-   iTl   a.-2)(   ,:2 
l'2n     l7]2v\'J2r)- 

(2) 

where w. r and vjn are the  Ith and  jth reso- 
nant and antiresonant frequencies of the sys- 
tem, respectively.   It can be shown [5] that 
Ihese resonant and antiresonant frequencies 
must alternate, such that one and only one reso- 
nant frequency lies between every two adjacent 
antiresonant frequencies. 

If the system is lightly damped and its 
resonances are well separated, the variation in 
apparent mass with frequency in the vicinity of 
the jth resonance will be due primarily to the 
influence of the terms corresponding to the j th 
resonance and to the two closest antiresonances 
bracketing the  jth resonant frequency (e.g., the 
ith   and kth antiresonances).   Contributions 
from the remaining terms will vary slowly with 
frequency in this range and can be approximated 
by a constant.   Under these restrictions the gen- 
eral form of the apparent mass given by Eq. (2) 
will reduce to the approximate expression 

*The relations given in these  references  require 
slight modification to be put into this  form. 
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(^ ir).   co.    )(a)2~u>f    -177,    ^V   ") ' i n   i n'v kn 'kn^tn ' 
(3) 

where the constant A has been modified tc  \ to 
account for the remaining terms. 

An expression similar to Eq. (3) is used 
here to represent the apparent mass of the sup- 
porting structure.   The study is thus restricted 
to behavior in the vicinity of a single resonance 
of a lightly damped supporting structure with 
well-separated resonant frequencies.   Further 
simplification is introduced by assuming that 
the two adjacent antiresonant frequencies 
bracket the resonant frequency with a symmetry 
aescriDea oy tne loilowing relations: 

OJ. 
i r 

CO. 
(4) 

where M is a constant between zero and unity. 
With this restriction, the apparent mass of the 
supporting structure becomes 

2 - i 71    CÜ  ■ 
' a    a 

(OJ2 -M^'a2- ^a^O ITin 

(S) 

where the i and r  subscripts have been dropped 
since they are no longer significant, and an a 
subscript has been introduced in their place to 
denote the characteristics of the supporting 
structure. 

At resonance   (w = ajg), the apparent mass 
given by Eq. (5) is 

resonance under consideration.   It can be deter- 
mined directly from Eq. (8), or in cases where 
the apparent mass near resonance is dominated 
by a single mode, Ma will approximately equal 
the generalized mass of the mode divided by the 
square of the normalized modal displacement 
at the driving point. 

Substitution of Eq. (7) into Eq. (5) yields a 
final expression for the apparent mass of the 
supporting structure: 

m    =  " M_aj_2   [(1-M)
2
 (1+ i-,.)   I   r) V] 

9 9-2 
a ' a    a 

(o;2-^ 2- i77   UOJ
2

) (Ma.2 - a,2- if) üJ 
2) 

(9) 

This expression is shown graphically in Fig. 1. 

If M approaches zero in Eq. (9), the anti- 
resonant frequencies approach zero and infinity. 
The apparent mass then approaches 

CO =   "= (^-c^-i^^, (10) 

which is the expression for the apparent mass 
of a single-degree-of-freedom oscillator. 

The attached substructure is assumed to 
behave as a simple spring-mass oscillator of 
the type shown in Fig. 2. The apparent mass 
for the substructure is then given by 

^b
2Mb(l   + ir,b) 

Cm   ) 
(i-M)2ri ^ j-o + va 

(6) 

Since it is desired that the resonant apparent 
mass be independent of the resonant and anti- 
resonant frequencies (i.e., independent of wa 

and w), the constant A is chosen as follows: 

v2M 
-  [a-M)2(l+  i'O   +   r)a2'J] (7) 

This choice for A gives a resonant apparent 
mass of the same form as that of a single- 
degree-of-freedom oscillator: 

a^a
2Mb(l   + ivb) 

iT)h a^; 
(H) 

where the b subscript denotes the substructure 
and   a = cjb

2/aja
2 is a tuning parameter defining 

the nearness of the substructure antiresonant 
frequency to tbe supporting structure resonant 
frequency.   These two frequencies are coinci- 
dent for the case of a = l.   The substructure ap- 
parent mass is also shown graphically in Fig. 1. 

COUPLED SYSTEM 

(mj "   iT)aMa • H     r p S HH 

The constant Ma is called the point effective 
mass of the structure in the vicinity of the 

The substructure and supporting structure 
connected together form a coupled system with 
new resonant frequencies.   If the excitation 
acting on the supporting structure is relatively 
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Fig,  1   -  Apparent   mass curves for sub- 
structure   and  supporting structure 

AtKA/VW- 
Fig. 2 - Sim- 
ple spring- 
mass oscil- 
lator 

constant over the frequency range of interest, 
the maximum response will occur at these cou- 
pled system resonances.   For Ute structures 
under consideration, the single supporting 
structure resonance at ^ will be replaced by 
two resonant frequencies after the structures 
are connected.   Only the cases for which the 
substructure antiresonant frequency lies be- 
tween the two antiresonant frequencies o; the 
supporting structure (i.e., u < a < i/ß) will be 
investigated, since this is the range where the 
greatest interactions between the two struc- 
tures occur, and also the range over which Eq. 
(9). the approximate expression for the appar- 
ent mass of the supporting structure, is most 
valid.   For these cases the coupled system 
resonant frequencies must also lie within this 
frequency range.   This conclusion follows from 
a theorem for coupled systems which states 
thai if the antiresonant frequencies of the two 
separate structures are listed in order of in- 
creasing frequency, then one, and only one, 
resonant frequency of the coupled system will 
lie between successive antiresonances [6].  The 
significance of this fact is that the results of 
greatest interest will also be confined to the 

frequency range over which the simplified rep- 
resentation of the supporting structure is ap- 
plicable. 

A schematic representation of the struc 
t'ires is she™!1 ui Fig. 3    Bpfore coupling, the 
supporting structure vibration level at the con- 
nection point is xa.   This motion is in response 
to external forces acting on the structure.   When 
the substructure is attached, a reaction force F 
is generated at the connection.   The response of 
the supporting structure to this reaction force 
is xF = -{F/ma).   The modified response at the 
connection point xa is the sum of the original 
and the-response due to the reaction force, or 

12) 

The response of the substructure at the 
connection point, which is due only to the reac- 
tion force, is given by 

-6— F F ~~b  

(a) (b) 

Fig. 3 - Representation of (a) supporting 
structure,  and   (b)  substructure 
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(13) 

Compatibility of the motions at the connection 
point requires that 

*b = *;. (14) 

Combining Eqs. (12), (13), and (14) results in 

(15) 

which gives the ratio of the acceleration at the 
connection point after the substructure is at- 
tached to the acceleration before attachment is 
made, in terms of the apparent masses of the 
two structures. 

SUBSTRUCTURE RESPONSE 

The resonant frequencies of the coupled 
system are those for which x'./xa  becomes 
infinite, or equivalently, the frequencies fur 
which the denominator of Eq. (15) vanishes. 
The frequency equation is, therefore, 

m     +   m.     =    0 (16) 

The effect of damping is ttu.poraniy sup- 
pressed when determining the resonant frequen- 
cies by setting  na - Vb ' 0-   Substitution of Eqs. 
(9) and (11) into Eq. (16) then results ?n 

Ma(l-M)2^c
2 

<   -NW- 

■■)(o/ 

o .    (17) 

where    c represents the two coupled system 
resonant frequencies.   Equation (17) can be 
solved lor the coupled system resonant fre- 
quencies to obtain 

& ^ I (1 t 0(1 - ,i)2 t  xfxi t^2) 

(1- ß)2   +   O-ßß 

(1-/0' 

(1 

(1-1')2 + ißf. 
(18) 

where ß - %/M^ is a mass ratio parameter and 
X        =     Lü*/W- is a frequency ra^io parameter. 

The coupled system resonant frequencies 
are given by Eq. (18) in terms of the nondimen- 
sional parameters a, ß, and fi.   The response 
of the connection point at these resonant fre- 
quencies must next be detormined.   Substituting 
Eqs. (9) and (11) into Eq. (15), and setting 
(<yaia)

2 =  k    yields 

[(1-M)2(1+ iVB)   +   77a
2M]   - 

(\e- 1 - i.77a)(\c- a- iT)ba) 

- a/3(l + i7)b) (Kc- fi- iT)a/;) (1 - \cu + ir]a) 

(19) 

It is not the response at the connection 
point that is being sought, but rather the maxi- 
mum response on the substructure (i.e., 
Cyb^=^ ) ln terms of the maximum response 
that occurred on the supporting structure be- 
fore the substructure was attached (i.e., (^a)^^,,). 
A response ratio R containing the desired infor- 
mation is, therefore, defined as 

C C C I 

(*a
N'        (*'„),.   (*J,.   (xj,„ 

(20) 

There are two values for R, one corresponding 
to each of the coupled system resonances, but 
only the larger value is of interest. 

The center member of the product in Eq. 
(20) is given by Eq. (19).   The left-hand member 
is obtained from the equations relating the re- 
sponse to the input for the spring-mass svstem 
(Fig. 2): 

yh *(! <  iVu) 
(21) 

^Vu 

To specify the third member of the product 
in Eq. (20), a detailed description of the support- 
ing structure and the excitation acting on it are 
required.   This information has not been given 
for the structure under consideration.   It is, 
therefore, assumed that the response of the 
structure at the connection point is inversely 
proportional to its apparent mass at the same 
point.   This assumption is evidently valid for 
any excitation acting at the connection point, but, 
it should also provide a reasonable approxima- 
tion to the response for excitation at other loca- 
tions in the structure.   Thus, from Eq. (9) 
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(*aL      ("•'*), 

(**),. (m  > 

(\c- M- ii7aM)n - ^CM+ iT1a) 

3   [(1-M)2(1 ^ iT,a) + T,aVl(^c- 1- iT)a) 

(22) 

The expression for the response ratio R is 
now obtained by substituting Eqs. (19), (21), 
and (22) into Eq. (20): 

iT)aa(l + i^b)(^c " M- i^aM)(l " ^c."+ i-Va) 

- a5(l+ iVh)(kc-ß-iTlafx)(l-kcls+ iria) 

(23) 

The discussion is restricted at this point to the 
case of structures with equal damping (i.e., 
^a = ^b =  7')-   Structures with unequal damplng 
will be considered later.   With this restriction, 
Eq. (23) can be rearranged to give the following 
expression for the magnitude of R: 

N "\ 

A   + D2 

(24) 

where 

N,   = 

N2   = 

and 

T?a  [\CV "   2\c(l t /.2)   I   fj(3- n2)]   . 

T'{Xc2'i+ ;VcUl < M2)(l t a+a/3) - 3M(1 ^ a)] 

{\c
2[(l- l^)2   +   a/S^   +   TJ

2
(1 t a)] 

- a^l-Tj^Kl-M)2   + a/v]   +   2T.VJ}     ■ 

DISCUSSION OF RESULTS 

Equations (18) and (24) are the most sig- 
nificant relations in this discussion.   Equation 
(18) gives the new resonant frequencies of the 
coupled system; Eq. (24) gives the maximum 
response on the substructure at these frequen- 
cies.   The coupled system resonances and the 

substructure response have been determined 
for a typical range of the parameters a, /?, and 
ß and the resulta plotted in a series oi cur/es. 

Figures 4 and 5 show the effect of parame- 
ter variations on the coupled system resonant 
frequencies.   In Fig. 4, /x equals zero, giving 
the greatest separation between the supporting 
structure antiresonant frequencies.   The cou- 
pled system resonant frequencies are plotted 
as functions of the tuning parameter a for var- 
ious mass ratios ß.   For small values of /?, 
representing weak dynamic coupling, the cou- 
pled system resonances occur aear the resonant 
frequency of the supporting structure and the 
antiresonant frequency of the substructure.   As 
ß is increased, the interactions become more 
significant, and the coupled system resonances 
shift farther away from these frequencies. 

Figure 5 shows the effect of ;  on the reso- 
nant frequencies for various separations of the 
«nnnortincr structure antiresr nant frequencies, 
hi this figure, a is fixed at unity, which repre- 
sents the case of coincident substructure anti- 
resonant and supporting structure resonant fre- 
quencies.   Resonant frequencies ?re confined to 
the range between VM  "a and   .Ja VM, ^S discussed 
previously, and approach these boundaries for 
large values of ß. 

Thu response ratios, the more significant 
results, of this study, are shown in Fig. 6 as 
functions of the tuning parameter   > for various 
values of the mass ratio    .   For these curves 
.. = 0 and '  = 0.1.   The largest values of the 
response ratio occur at approximately i equals 
unity for the range of     of greatest interest. 
This result is consistent with the prevailing im- 
pression that the condition of coincident support- 
ing structure resonant and substructure anti- 
resonant frequencies generates the largest vi- 
bration on the substructure.   Although not shown 
by the curves, the response obtained for   i = 1 
was very close to the maximum for all values 
Of  ;. . 

The effect on maximum response of varying 
the separation between the supporting structure 
antiresonances is shown in Fig. 7, where the 
maximum value of the response ratio is plotted 
as a function of ,..   These curves reveal that 
the largest substructure response is obtained 
for either ,> = 0 or ;- = 1.   Narrowing the sepa- 
ration of the antiresonances at first reduces the 
response, but for some values of     and r this 
trend is reversed as u approaches unity, and 
the response ratio becomes larger than that ob- 
tained for  ,/ = 0. 
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Fig. 4 - Effect   of  tuning param- ££ 
eter a  and  mass ratio ß on cou- ", 0 
pled   system   resonant   frequen- 
cies (^ -- 0) 

L. 

I 
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ill l I I I L-l_ 
I 0 

/a1 

0 

Fig.  S  - Effect of mass  ratio .' and antirescnaul separation parameter ^ 
on coupled  system resonant frequencies (a = i) 
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Figure 8 shows the maximum response 
ratios for the cases of M - 0 and ^ = 1 as func- 
tions of ß for various values of y.   These 
curves show the range for which the i esponse 
ratio corresponding to M = 0 is greater than 
that corresponding to /< = 1, and vice versa.   It 
is seen that the M = 0 case gives the greatest 
response for large values of ß, whereas for 
intermediate values of ß, the ^ = 1 case be- 
comes more severe.   For very small values of 
ß, the curves corresponding to M = 0 and M = 1 
converge to the same response ratio. 

One important characteristic of the results, 
as indicated by the curves in Fig. 8, is the rela- 
tive insensitivity of Rmax to changes in 77 in the 
range of significant coupling (i.e.. ß > 10'3). 
Since v is generally the parameter whose values 
are known with the least accuracy, this behavior 
is quite favorable.   In addition, R      is less sen- * 'max 
sitive to changes in ß than might be expected, 
varying approximately as ßl/ * over much ol the 
range.   This is in contrast to the usual forced 
response calculations, for which the response 
varies inversely as thie mass to the first power. 

The information contained in Fig. 8 is pre- 
sented in a more convenient form in Fig. S, 
where the maximum possible valuer of the re- 
spcnse ratio are plotted as functions of ß and 
rj,   These results are obtained by choosing, for 
any value of ß and v, that combination of ß and 
a giving the greatest substructure response. 
The curves indicate that only for very small 
values of ß does Rmav approach  lA;, the value 
obtained when interactions are neglected.   For 
intermediate values of ß, Rraax is significantly 
lower than  1/7).   It must be emphasized that ß 
is the ratio of the substructure effective mass 
to the point effective mass of the supporting 
structure, and not simply the ratio of the rigid 
body masses.   Since the point effective mass of 
the supporting structure will generally be con- 
siderably smaller than its rigid bcdy mass, 
particularly at frequencies well above the first 
resonance, interaction effects may be quite 
important even when the ratio of rigid body 
masses is very small. 

EFFECT UF UNEQUAL DAMPING 

The discussion of the effect of unequal 
damping in the two structures is restricted to 
the case of a = 1 and M = 0> which gave results 
closely approximating (within about 15 percent) 
the worst case for equal damping in the two 
structures.   Since the resonant frequencies are 
assumed to be unaffected by damping, Eq. (18) 
remains applicable, and Tvith the substitution of 
a = 1 and M = 0 it reduces to 

1+  2 

Rewriting Fq. (23) with a 
yields 

il7aM1+i'/h' 

4 

1 and 

(25) 

(V 1 0(\ 1 iT;b) -PAC(1 + iT)b) (26) 

IOC 
■)) * 0 001 

M   = 0 
H   --   I 

J I  I ! I I    I   I   I I I I I I III! IXI' I I L_l 
10"" 10 ~3 ID-2 

Fig.   8   -  Maximum  response   ratio for  [i. - 0 and ß - 1 
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Fig.  9  -  Maximum response  ratio for equal damping case 

Rearrangement of Eq, 
tude of R yields 

R 

(26) to obtain tLe magni- 

1 t ^b 

;)..-,] 
_l 

(27) 

This expression is plotted in Figs. 10, 11, 
and 12 for a typical range of damping values. 
The curves are similar to the equal damping 
curves of Fig. 9, but the variation of R with 
damping is more prunuunced than for the equal 
damping case, particularly when the damping 
of the supporting structure is small.   It is still 
concluded, however, that over much of the typi- 
cal range, R is not strongly sensitive to errors 
in the damping  ' or the mass ratio   :. 

CONCLUDING REMARKS 

A new approach for conservatively esti- 
mating the response on a vibration-excited 
elastic substructure has been considered.   The 
approach is restricted to singly interconnected, 
lightly damped structures with well-separated 
resonances.   Interactions between the two struc- 
tures are considered, and the maximum re- 
sponse that can occur on the substructure under 
the worst conditions of dynamic coupling is pre- 
dicted.   This maximum response is generally 

found to be significantly lower than the response 
predicted by a conventional motion input ap- 
proach, in which interactions between the con- 
nected structures are neglected. 

The use of the maximum response approach 
requires that the effective masses and damping 
of the two structures, as well as the vibration 
levels at the connection point, be known.   How- 
ever, useful results can usually be obtained even 
with rough values for these structural charac- 
teristics, since the response ratio is not strongly 
sensitive to variations in   • and  :; thus, the es- 
timates of maximum substructure response will 
generally be more accurate than the knowledge 
oi either •   or    . 

Impedance methods, such as the one pre- 
sented here, could be used to greater advantage 
in estimating the response of connected systems 
if environmental vibration data were accompa- 
nied by rough measurements of the associated 
impedances.   It is urged that such measurements 
be made mor e frequently in the future. 
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Fig.  10  -  Response ratio for unequal damping case (^=0.^=1,   -n   =0.1) 

Oil I I    I   I I I III I I I   i  I I II I I   I I I 1. 11        I     I I  I I I I I   I I I 11 

Fig.  11  - Response ratio for unequal damping case (//=o, T = 1,  T]   = 0. OS) 
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Fig.  12 -  Response ratio for unequal damping case (/^ - 0 , a = i,   T;   = o.oi) 
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DETERMINATION OF SYSTEM FIXED BASE 
NATURAL FREQUENCIES BY SHAKE TESTS 

R. E. Kaplan and L. P. Petak 
U. G. Naval  Rssearch Laboratory 

Washington,  D. C. 

INTRODUCTION 

A shock design-analysis method [1] devel- 
oped at the U. S. Naval Research Laboratory 
for shipboard equipment requires the use of 
design shock spectra in the analysis of a con- 
templated equipment.   The development of these 

base natural frequencies of certain in-place 
systems be known. (The fixed base natural fre- 
quencies of a system are the frequencies which 
the system would have if it were mounted on a 
base of infinite mass and stiffness.)  At present, 
the most convenient method of finding these fre- 
quencies for complicated in-place system is 
that of "shake" tests.   This involves exciting 
the structure with a sinusoidal force at various 
frequencies and recording the response at sig- 
nificant locations.   Since shipboard equipment 
is not attached to a fixed base, its base in re- 
ality being a boundary between the equipment- 
foundation system and a suppoiting structure, 
peaks occurring in the responses of shipboard 
equipment are at the natural frequencies of the 
complete system (equipment foundation, base, 
and supporting structure).   The ratio of the am- 
plitudes of equipment motion and base motion 
is the quantity considered in determining the 
frequencies of the shipboard equipment- 
foundation system. 

Previous techniques used in conducting 
shake tests have not given correct frequencies. 
A study of the theory of resonance testing was 
made to determine why the results were incor- 
rect, and how shake tests should be properly 
conducted to obtain correct results.   An analog 
computer study was then performed to illustrale 
that the previous method was incorrect and to 
verify that the proposed new method would pro- 
vide the correct frequencies.   A five-mass (M,, 
M2> M,, M4 and M5) system with conveniently 
cnosen parameters (Fig. 1) was simulated on 

the computer    Uniform viscous damping was 
introduced into the model to assure computer 
stability.   Since the quantity of this type of 
damping increases with frequency, the motion 
at high frequencies was suppressed. 

Previous techniques used during shake tests 
on ships were based largely on expediency.   The 
massiveness of the equipment system to be ana- 
lyzed influenced the placing of the driving point. 
The crowded shipboard conditions and limited 
handling techniques placed a severe restriction 
on the size of shaker, and hence, on the force 
that could be applied.   A driving point was 
chosen on the equipment such that significant 
response could be obtained.   An attempt was 
then made to select the desired frequencies by 
noting prominent peaks in a ratio plot of equip- 
ment driving point motion to base motion. 

This method of conducting shake tests and 
analyzing the data can not give correct results. 

NOTE:    Reference.", appear on page 99. 

Fig. 1 - Simulation of an equip- 
ment-foundation system not 
mounted on a fixed base 
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Its errors was illustrated by application to the 
analog simulated system.   The five-mass sys- 
tem was driven at Mj; the ratio of the driving 
point motion Mj to bace motion M3 is shown in 
Fig. 2.   Peaks were expected at the two fixed 
base natural frequencies of the simulated equip- 
ment foundation system.   A prominent peak oc- 
curs at 58 cps; it is difficult to select the sec- 
ond frequency.   By this method then, the first 
fixed base frequency of the equipment-foundation 
system is 58 cps.   The calculated frequencies 
of the two-mass system in the simulated prob- 
lem are 37.1 and 107.1 cps; therefore, there is 
an error of 21 cps in choosing the first frequency. 

An   incnopfir\n  nf fho   onnaHonc   r\f  nnofirjri 

for a linear, undamped, five-degree-of-freedom 
system was made to explain the discrepancy. 
The review revealed that if the five-mass sys- 
tem is excited at the top mass, M3 nulls at the 
frequencies of the two-mass system below it- 
self.   (The two-mass system is fixed at M3 and 
the oase.)   The plotted ratio will show peaks at 

the frequencies of this two-mass system.   The 
calculated frequencies for this system in the 
simulated problem are 58.7 and 113.0 cps; the 
former agrees well with that yielded by the ex- 
perimental ratio plot. 

PROPOSED METHOD 

The equation review showed that if a mass 
of a dynamic chain is driven with a sinusoidal 
force and response is recorded at any mass, 
this response will approach zero at the fixed 
base frequencies of the system on the side of 
the response mass away from the driven mass, 
~ —•     —V,     *^»>,«     ««.„v,     ..  W^U^ilt^vB     ^1.     U.V.     ^JLJ».^..! 

on the side of the driven mass away from the 
response mass.   For example, in Fig. 3, when 
driving at M3 of the five-mass system, the re- 
sponse of M2 nulls at the frequency of the one- 
mass system above M2 and at the frequencies 
of the two-mass system below M,.   If the re- 
sponse of the driven mass is recorded, it will 

200 

Fig.  2  -  Ratio of response   of M, to that of 
M, when driving force is at M 
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Mi 

iiinii i 
One  Mass System 
Above Mass Two 

Two Mass System 

Below ivlass Three 

Fig. 3 - Systems at whose fre- 
quencies minima occur in re- 
sponse of M, when exciting force 
is at M, 

approach zero at the fixed base frequencies of 
the systems on either side of the mass. 

An in-place system should be excited at its 
base or at some point below its base.   Then the 
record of base response will exhibit valleys at 
the fixed base frequencies of the equipment- 
foundation system and at the fixed base fre- 
quencies of the structural system below the 

driving point.   The recorded response of a 
point on the equipment-foundation system will 
display valleys at tht extraneous subbase system 
frequencies and appreciable response at the 
fixed ''ase frequencies of the equipment-founda- 
tion system.   Therefore, a ratio plot of equip- 
ment motion to base motion will cause the fixed 
base frequencies of interest to show as domi- 
nant peaks and will eliminate the extraneous 
frequencies. 

The proposed technique was applied to the 
analog simulated problem.   The system was ex- 
cited at M3; the response of this mass is shown 
in Fig. 4a.   Valleys occur at 37, 60, and 110 cps. 

..O^rOilO^    W*    1TA2 \.\J    LliO, t   U ^ 

given in Fig. 4b; prominent peaks occur at 36 
and 107 cps.   Since these peaks coincide approxi- 
mately with valleys at 37 and 110 cps in the pre- 
vious figure, frequencies of 36 and 107 cps were 
chosen as fixed base natural frequencies of the 
simulated equipment-foundation system.   As 
stated before, the calculated frequencies are 
37.1 and 107.1 cps.   The new method resulted in 
selection of correct frequencies. 
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Fig. 4  - Driving point at M3:    (a)  response of M    and (b)  ratio 
of response of M2 to that of M, 
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SPECIAL CASES 

Several special cases were investigated on 
the analog computer to determine if this tech- 
nique could be employed.   For example, a five- 
mass system was programed (Fig. 5) so that 
the frequency of the one-mass system above M2 
equaled one of the three frequencies of the three- 
mass system below M2.   This frequency, 43.6 
cps, then also became one of the five frequen- 
cies of the complete system.   The response of 
interest in this case was that of M2 when the 
system was excited at M2.   As seen in Fig. 6a, 
LlieiC   iö   ct   pi U111111C11L   Clip   o-l,   -zu   li^ro.       X lixo   IAA£J  t^C- 

CUrS in place of the peak normally anticipated. 
The ratio plot of the response of Mj to that of 
IVI2 (Fig. bb) displays a peak at 43 cps.   The new 
method gave correct results for this case. 
Similar distinctive cases were simulated, and 
in each the technique produced the desired fixed 
base frequencies. 

M, 

M3 

K, 

77777^ 

"=   I   ^V.,^.^, 

■K-. 

IIIIJIII 
IK, 

F-F.,fV,Fj' 

M4 

77777777 

77777777 

Fig. 5 - Special case; fixed base 
subsystems with common natural 
frequency also frequency of com- 
plete system 

I 
i 

CASE INVOLVING ROTATION 
AND TRANSLATION 

An investigation [2] was made of resonance 
testing in a case involving small rotation, as 

well as translation.   The model of a system is 
that of Fig. 7, where the upper massless bar 
with lumped masses represents the equipment 
and the lower represents the equipment base. 
All joints are hinged and the system is assumed 

Fig. 6 - Special case: driving 
point at M2: (a) response of M2, 
and (b) ratio of response of M, to 
that of M, 
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A   MODEL   INCLUDING   ROTATION AND TRANSLATION 

/ / / /  It,' 

EQUIPMENT   SYSTEM ON FIXED  BASF 

Fig. 7 - Simulation of system includ- 
ing capability for small rotation and 
translation 

to be constrained only for stability.   The equip- 
ment system has two fixed base natural fre- 
quencies with two associated mode shapes. 
These modal distortions cause displacements 
across the springs and resultant spring forces. 
The investigation revealed that if a sinusoidal 

force is located at each spring with magnitude 
proportional to the respective transmitted spring 
force and at the fixed base frequency of the 
mode, the equipment system will undergo the 
fixed base mode of vibration.   The motion of the 
equipment base tends to a minimum. Thus, with 
the extra shakers required, the new method 
could be employed to find the desired fixed base 
natural frequencies 

SUMMARY AND CONCLUSIONS 

In the past, correct fixed base natural fre- 
quencies of in-place shipboard equipment- 
foundation systems have not been found.   This 
paper presents a method that will provide the 
correct frequencies.   It includes an analog 
computer proof of the new technique's validity. 
Although the method functioned well in simula- 
tion, it will cause field difficulties.   The shaker 
must be placed at or below the base of the equip- 
ment and must have sufficient force to excite the 
modes of interest.   These specifications are dif- 
ficult to fulfill because of limited shaker size 
and handling techniques.   Also, case involving 
rotation and translation require additional 
shakers with varying force, as well as frequency. 
However, once these field difficulties are over- 
come, shake tests can be utilized to obtain the 
fixed base uatural frequencies of an in-place 
equipment — foundation system. 
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DISCUSSION 

L. Balazer (Sylvania):   What is the proof, 
practical if possible, that the first method of 
analysis was incorrect and that your new 
methods are correct? 

Mr. Petak:   Practical proof that the old 
method was incorrect consists of a series of 
shake tests conducted in Norfolk last summer, 
I believe.   The frequencies derived from the 

data, were, in fact, incorrect.   Since they did 
not agree with calculated frequencies which 
were known.   In fact, the frequencies which we 
got from the shake tests were absurd.   With 
respect to the new method, so far the only 
proof wc have is the analog computer proof and, 
of course, the equation study.   However, we do 
hope to make some practical field tests in the 
lab. 
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EXPERIMENTAL PROGRAM TO DETERMINE DYNAMIC 

ENVIRONMENT OF LAUNCH VEHICLES 

Irvin   P.   Vatz 
jrow-n engineering ^,u. 
Huntsvilie, Alabama 

Empirical methods, derive ' from a large quamity uf precise and con- 
trolled data by statistical methods,  show the best promise of short- 
term benefits in predicint launch vehicle self-induced vibration envi- 
ronments.    This paper covers the pre-test study of a long-range  re- 
search program where large quantities of impedance,  response and 
acoustic input data are to be taken.    A study was made of available 
analytical techniques, expanded to accept test data allowing multi-modal 
impedance evaluations from driving point impedance measurements. 
Acoustic  coupling equations were  revised for determination of empirical 
constants  relating input to  response.    The analytical aspects were cov- 
ered in sufficient detail that improved knowledge can lead to refinements 
in the prediction methods.    From the  analytical requirements a study 
was made to develop a suitable test facility.    A description is included 
of the test equipment chosen and the background influencing the deci- 
sions.    A test philosophy is  propounded;  objective thoughts as  well as 
pilot testing are described.    The chief problem is how to keep the data 
to a practical minimum.    Methods of data use are discussed with the 
program objectives as a guide. 

TMTRODUCTTON 

A definition of the self-induced dynamic 
environment of a launch vehicle is necessary 
for the design and qualification testing of 
structural elements and components.   The ac- 
curacy required by this definition is dependent 
on the margin within the alloted safety factors. 
Presently used definitions, although rather 
primitive in scope, are generally adequate to 
meet the requirements of current objectives. 
It is expected that future vehicles, although re- 
quiring complete reliability, will have refine- 
ments that will better balance the design pa- 
rameters.   This will result in lower safety 
factors and, therefore, the definition of the 
self-induced dynamic environment will have to 
be more precise.   Marshall Space Flight Cen- 
ter (MSFC) has initiated a long-range applied 
research program, 'Integrated Dynamic Study 
for Model and Full-Scale Vehicles," to meet 
the anticipated need.   Langley Research Cen- 
ter (LRC) has shown interest in modeling tech- 
liques and has independently embarked on its 
Dwn research program.   At some future time, 
he work of both MSFC and LRC will be inte- 
grated, e.g., to perform tests at like repre- 

sentative locations on both full-scale and 
model vehicles. 

At the time the research program was ini- 
tiated, a survey of the requirements revealed 
many problem areas.   Theoretical analysis 
techniques were not adequate or were too com- 
plicated.   Testing equipment had frequency, 
dynamic range, and size (mass) limitations. 
Models could not be produced in perfect enough 
detail to be representative of some of the dy- 
namic factors that included damping.   There 
were electronic problems of phase retention and 
data storage and processing.   Perhaps the two 
major problems in determining structural re- 
sponse to acoustic excitation were lack of pre- 
cise mathematical definitions of the rocket- 
geaerated acoustic field and the nonlinear prac- 
tical response of the structure, where applicable. 

The search for problem solution led to the 
division of the research into fov:r distinct areas. 

1. Modeling techniques and model testing. 

2. Laboratory testing of controlled iso- 
lated phenomena to examine or determine 
specific details. 
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3. Development of theoretical analysis 
techniques and methods. 

4. Testing of full-scale models to arrive 
at empirical and/or statistical methods of rn- 
vironment prediction. 

As the vehicles get larger it will become 
less practical to use full-size vehicles for test 
purposes; it wiJl be considerably more eco- 
nomical to test small-scale models.   Labora- 
tory tests are necessary to advance the state- 
of-the-art in many of the parametric details of 
vibration analysis and acoustic coupling.   The 
ultimate in prediction methods should be based 
on pure analytical techniques.   This may prove 
to be diffimlt: thPTpforp  the ertiDiricH-l/statis- 
tical techniques promise the best short-term 
improvements in dynamic response prediction 
methods.   This paper is limited to reporting 
some of the initial pre-test investigations to 
arrive at these methods.   It includes the deter- 
mination of the test philosophy, test equipment, 
test procedures, analysis procedures and exam- 
ples from some pilot test data. 

DYNAMIC ENVIRONMENT PREDIC- 
TION TECHNIQUES FOR LINEAR 
SYSTEMS WITH DISTRIBUTIVE  MASS 

Many prediction techniques have been de- 
veloped.   In general, those that are specific in 
detail become too complicated for practical 
solution when all necessary structural details 
are included.   As these methods are refined to 
make solution more practical, the results be- 
come less accurate or h?ve confining limita- 
tions.   Almost all analytical methods deal with 
reactive response only and solve for natural 
frequencies and mode shapes.   Actually, the 
qualification test engineer is more interested 
in the envelope of maximum response which 
defines his requirements.   This envelope is 
dependent on the real portion of the complex 
response equations.   Although interested in 
mode shape, the structure design engineer 
must also know the maximum deflection.   He 
superimposes this on the static deflections to 
arrive at loads and stresses.   It follows that 
the needs of design engineering and qualifica- 
tion testing are not met by reactive analysis. 

Damping controls the magnitudes of steady 
state response by physically equating the input 
energy to dissipated and radiated energy.   In 
distributed mass systems, the impedance meas- 
ured at a resonance is not necessarily repre- 
sentative of the structural damping coefficient; 
modal and measurement location considerations 
must be taken into account.   Within the present 

state-of-the-art, structural damping of complex 
structures cannot be predicted accurately by 
analytical means.   One of the prime objectives 
of the pre-test studies was the analysis of test 
data to determine damping values accurately. 

The dynamic environment of a launch vehi- 
cle has many sources.   The scope encompassed 
by this test program is initially limited to con- 
ditions at the instant OJ. lift-off.   When there is 
only one prime source — the rocket engines. 
The dynamic energy generated by the engines 
will travel to the various locations of the vehi- 
cle by three paths:   structure, air, and fluid 
systems and filled tanks.   The fluid paths will 
not be investigated during this test program, 
thereby limiting the scope to the structural and 
acoustic paths.   The first phases of the program 
will investigate local and transfer impedances 
and the second group of tests will measure the 
response to acoustic excitation. 

A literature search revealed two repre- 
sentative approaches to analysis of acoustic ex- 
citation of distributed mass structures.   The 
first, by Allen Powell fl], develops the equations 
representative of excitation by random pressures 
and considers the statistical parameters of the 
induced vibration.   R. W. White [2] extends this 
analysis tc the mean square response of thin flat 
plates, with some modifications by this author 
to the most general case, as follows: 

U.y.t -I S2 i2      (x. y) 

Jx.y)  MdS 

(i r. r. PSD 

[P(x.y,t), P(x',y', t).   -]   Vn(x.y) 

'lm,r/x''y'l dxdy dx' dy ' (1) 

For those instances where the pressure 
fluctuations at the boundary layer are snatially 
homogeneous and cross correlation of pres- 
sures at two points is independent of location 
as long as the distance between the points is 
constant, the following simplified equation may 
be developed: 

NOTE:    References appear on page  121. 
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C2(x,y, t.ayV:) 

Aw / 
S'^.nCx.y) 

n(x.y) MdS 

I'  ( t ,a),Aa)) 

AcJ 

|Z(aO| 

MdS 

^S' 

A . -±- (3) 

i  2raj,Aii), a       ■)   i 2(a),Aa),n       ),     (2) 

where 

-Vx   v   t    f,;  A(,A 

Aa) 
power spectral density, 
PSD, of response dis- 
placement integrated over 
bandwidth Aw, 

m,n  = plate mode numbers, 

S  = plate area, 

im rl  = mode shape, 

üm n  = undamped natural fre- 
quency of the m, nth modes, 

M  = total plate mass, 

,(M)   = frequency response func- 
tion for the m. nth mode 
of a plate. 

"! n( 
1 

Q2 rm.n xm, n    L 

= resonant quality factor of 
the m, nth  mode. 

In a narrow frequency band centered between 
antiresonances, "'V'^2 n % 1, and within this 
limitation, Eq. (3) can be revised to: 

,,2 

2 
in. n 

S^ 

^,nl|o^,n(^y)   M^]' 
(4) 

By substituting Eq. (4) into the equation for 
H2(^)  and inserting the bandwidth dependency, 

Vn  ljs^.n(X' y)  MdS 

(5) 

iZm,n(-,A,.)| 

By substituting Eq. (5) in Eq. (2), 

["^(x.y, t, <',AüJ)1 

2  c:^ 

V-1 1       ( *. y) 

,(w,Aa))i 

F ( t. .\\-.J) 

A.- 

H   (x,y, t, 

L ~ 

J^.X. 

= frequency bandwidth, 

= excitation pressure PSD 
to ba ndwidth  '   , and 

= joint acceptance of a rec- 
tangular plate in the x or 
y direction, average 
value over bandwidth A ,■ 
centered at frequency  ■ . 

Modal impedance may be substituted for the 
square of the response factor by the following 
relationship: 

*In the mathematical filtering of the bandwidth, 
all frequency dependent variables also become 
bandwidth dependent. 

^'^'•Vn)    iy(■■'■' /■  (6) 

It should be pointed out that in the process of 
using Eq. (5) in Eq. (2), the accuracy of the re- 
sulting equation is dependent on the quantitative 
value of damping.   When no damping is present, 
Eqs. (6) and (2) are precisely equivalent.   The 
equivalence diminishes as damping increases, 
so that Eq. (2) should be used for lightly damped 
structures. 

The right side ol Eq. (6) is defined as 
equivalent to the power spectral density of the 
generalized force by 

F7t. P^t.-.A.)-) 

Jxv '     m.n'Jyl ,)■    (?) 
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In terms of random mechanical excitation, 
Eq. (6) becomes 

—i 
f ( x, y, t ,üJ,AW) V-1 „C.y) 

, n   wIZ (aj,A<i))| 

F2Ct,w,Aa), a       "i 

AOJ 
(8) 

At this point the first problem arises re- 
ducing test data taken at discrete locations and 
applying the results to equations involving mode 
shape.   The mechanical excitation, in cases of 
impedance testing, is performed at a discrete 
location (x,y) which may be aetined as location 
(A); therefore, the PSD of the generalized force 
is more accurately described in this case by 
lF2(t,a),Aa),A)]/Aa).   The mode shape is defined 
by 

„c.y) /W*) 0) 

It is convenient to normalize the response 
f   n(x,y,t)   to the response at (A) which would 
be' S     (A,t) = Q     (t).   Then Eo. (9) becomes ^m.rv' m,nv' »     \    / 

a       ( x,y) 
n(x,y,t; 

„(A,n 
(10) 

This is the basis of the second analytical ap- 
proach to acoustic excitation to be used here. 
It is reported by Skudrzyk [3] and is founded 
on the usual set of differential equations de- 
scribing a. distributed mass mechanical system. 
However, Skudrzyk does not analyze in terms of 
random excitation.   Here normalization to the 
input location response will be superimposed on 
the random process equation.   The end result, 
of course, will be the equivalent of Skudrzyk's 
equation 

<fm,nrx,y,t)> 

„(A.n 

2 t  " 2    (1+ iv)\ £      (A. t) m, fV J   ''J     -m. rv ' 

J   J    (x'y't)   jfm.n(A.t)   dxdy' (ID 

where 

<^,n(x,y,t)> U^.nC.y. t )   dx riy 

n(A. t) 

S = area. 

Em n = mode constant, 

MEm „ = modal mass (M    „), and 

II ^m.n^'y.t) 
P(x,y,t)   — / , dx dy 

?m.r/A.t) 

= generalized force. 

Returning to the random excitation analysis, 
substitution of Eq. (10) into Eq. (8) yields: 

f (x,y, t,üj,Aw) Ti !? n(x,y.t)     L: 
j F2(t,a),Aai,A) 

Cn^A-t) IZm.n^'^r 

(12) 

The impedance term of Eq. (12) also contains a 
normalized term Em n and is bandwidth depend- 
ent as follows: 

i   r c 2 

Z       ((xi.Ao))!     =   — |Z       (a.)ldw, 

J    ,   .        _     '    A . 
(13) 

where   <JC = center frequency of bandwidth AOJ. 

The mode shape   \r^ n(x,y, t)]/[fm n(A, t)l   will 
not vary with frequency but is constant for mode 
ran   throughout the entire frequency spectrum.   If 
measured only at location (A), the equation of these 
measurements will be 

(A, t,-.,A-) 1 ' m , n (A, t) 
F ( t. .\.'\o.A) 

A.v 

w'A^ iz;.n(-^i 

(14a) 

which reduces to 

'(A. t, ..A.)I 
A..: ILA 

F (t, ..,A..,A) 

(14b) 

Equation (14b, is the exact counterpart of the 
equation, 

f(A, t) = E1 F(A, t) 

i (15) 

which would result from Skudrzyk's work. 

Equations (14b) and (15) are in reality noth- 
ing more than the definition of velocity impedance 

(16) 
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and they form the basis of the mechanical exci- 
tation (L'ta analysis described later.   These 
equations also describe the equivalent of an 
electrical-parallel system where 

This leads to the final reduction of Eq. (14b) to 
be representative of total response measure- 
ments: 

— 2 
.f  (A, t.'J.Aoj) 

F (t ,</.•, Ao), A) 

A.v 
(17) 

ai2|Zt(aj,AuJ)| 

Analysis of the acoustic excitation data is not 
as straightforward as that, of the mechanical 
excitation data in Eq. (5).   In complicated 

, 2 2/ 

i y (w.Ao), amn) will probably not be determinable 
by analysis.   Measuring the mode shapes and 
determining the proper areas requires a quan- 
tity of testing not consistent with basic objec- 
tives.   Putting these values to mathematical 
description and soiviug for the joint acceptance 
factors would also be a Herculian task.   It was 
decided to use a first-ordsr approach to the 
problem and to solve empirically for an all- 
inclusive coupling factor K that is defined by 

.V .2.2 

Jx    Jy (18) 

Equation (6) now becomes 

.f (x,y, t.u.Au)) K  (x, y. ".AU, s-) 

|Zt(...A^)l2 

P   (t,u),Aa/) 

(19) 

ANALYSTS OF MECHANICAL EXCITA- 
TION TEST DATA OF LINEAR 
DISTRIBUTED MASS SYSTEMS 

Multi-modal response to a point force ex- 
citation may be considered equivalent to a 
parallel electric circuit with each of the paral- 
lel branches made up of the impedance elements 
of a single mode in series.   Mathematically, 
this circuit is represented by 

z. + z, + z. (20) 

For convenience, each of the modes will be 
given a single number representative of their 
natural frequency sequence.  The modal (struc- 
tural branch) impedance [3] of the nth mode is 

Kn(A,t) a) 

m ^-ir, ^, y, t ) . r •   (21) 

where 
j  = \-l . 

sn(x,yrt)  = modal response displacement 
vector at (x.y), 

M = total mass of system, 

.(x.y.t) I J \C^' y, t)   dx  d y 

a.b = area boundaries, 

^n = mode undamped natural fre- 
quency, 

- = complex loss factor, and 

7n(A,t)  = modal response displacement 
vector at drive location   (A). 

Next, the mode factor E and its inverse B is 
defined as 

The test procedures will measure all qiiantities 
but K2 which now becomes calculable. 

The basic objectives of the test program 
can now be outlined.   Mechanical testing will be 
used to determine the impedance and to help 
give a definition of the measurement locations. 
Acoustic excitation will Jetcrmincj the coupling 
factor Kz, thereby setting up Eq. (19) as a pre- 
diction method with K and Z as statistical quan- 
tities.   The use of Eq. (19) will not be consid- 
ered as final but as an interim prediction method. 
As the analytical methods improve, K will be 
broken down into its basic parts as shown in 
Eq. (18). 

'x.y.t) 

' (A.t) 
(22) 

Substitution of Eqs. (22) and (21) into Eq. (20) 
yields the mobility (-M- )   equation 

M- 

JB, 

IB, 

M [-^   +    -.1
2(1+ J7,,)] 

JBn 

^/n + jv] ,2  , „n-uo 
(23) 
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To facilitate the data analysis it is as- 
sumed that the systems are lightly damped and 
the natural and antiresonant frequencies are 
readily recognizable from the data.   When this 
is so, little accuracy will be sacrificed in the 
first several steps of the analysis by assuming 
no damping present, and Eq. (23) becomes 

solve for the inverse of the modal masses.   The 
modal mass is equated to the total mass by 

EM M 
B„ 

(28) 

The matrix equation should have read 

■M- + 
JBn 

1     "'      M^-c^]       M[o.2
2- 

(24) 

At antiresonance with no damping the mobility 
is zero.  If the antiresonant frequency between 
uit: uiiii ctuu HIT iLu iiiOues is dCoigiia^cCi as 
-'m.mti- EQ- (24) reduces to 

Bn 

M 

f27a) 

('-I2 + "m.m+l) ^2   -  wm,m+!^ 

B„/M 

(c „+i) 

(2C 

The objective use of Eq. (25) is to set up a 
matrix equation that will solve for the inverse 
of the modal mass.   It is also desirable to cal- 
culate for the mode constant, Bj where possible. 
The reactive portion of the mobility-M-^-^)  at 
frequency H, b etc., may be measured.   Equa- 
tion (24) is transposed to 

-"M-J 

(' ^ J 
(26) 

By combining Eqs. (25) and (26), a matrix equa- 
tion is formed as follows: 

+ 0 
^1     "1,2        "2     "1,2 

, 2_    2 , 2_    ,2 
1     '2,3 2     "2,3 

i 2_     2 
'n      "2,3 

4   0 

#.( 'a> 
J 

I 

*( ;b^ 

> 2  -    ,2       , . 2 _      ,2 
1 b 2        % -b2 

(27) 

The square matrix is made up entirely of 
acquired test data.   The column matrix is 
formed of the unknowns and unity; Eq. (27) will 

but this forms an indeterminant equation.   By 
dividing the column matrix by total mass M, the 
equation is solvable.   In instances where any 
mode constant Bn or the total mass M is avail- 
able, Eq. (27a) is solvable and may be used.   In 
some cases when the measurement location is 
at an anti-node (except for the first few of the 
lowest numbered modes), the mode constant 
En -   14.   The numeral 4 can be substituted for 
Bn in Eq. (27a) for the proper mode and the 
total mass is solvable.   The definition of En - 1/4 
is for a rectangular plate with simply supported 
edges.   This is equivalent to the mode shape 
taking the form of an undamped sine curve. This 
system must be lightly damped and reasonably- 
small — several wavelengths in size — or the 
mode shape will approach a damped sine wave. 
In this case   E i   14 and from a mathematical 
viewpoint for an infinite plate the total mass is 
indeterminant.   The conclusions may be sum- 
marized as follows: 

1. The modal masses of the vehicle struc- 
ture are calculable from the data of the launch 
vehicle. 

2. The total mass and mode constant are 
calculable from the test data of controlled labo- 
ratory setups but not generally from the launch 
vehicle data. 

The solution accuracy of the column matrix of 
Eq. (27) is dependent on the ability of the data 
to define the required frequencies and true 
mobility of the square matrix.   Widely spaced 
stepped frequencies on wide-band swept fre- 
quency analysis will affect results.   The selec- 
tion of test and data processing equipment and 
procedures should be influenced by the analysis 
requirements.   Narrow-band PSD or filtered 
measurements should suffice for the determina- 
tion of the frequencies.   Care should be taken 
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when determining ■M-i(">a) from filtered PSD 
data.   Figure 1 will illustrate this point.   Where 
the mobility curve has a relatively flat slope 
across the bandwidth, wide- and narrow-band 
filtered PSD signals have about the same quan- 
titative value.   Where the mobility curve slope 
is steep, especially near resonance and anti- 
resonance, marked differences will appear due 
to bandwidth.   oja and  ^b must be selected to 
give reasonable accuracy to -M-.. 

The selection of undamped antiresonant 
frequencies as the prime basis for analysis 
does not prevent the use of resonant frequency 
data to determine quantitative damping.   When 
it is assumed that there is no damping coupling 
between modes, then the impedance at each 
resonance is the real value of the associated 
modal impedance.   At resonance 

ME n     n    'n Mna,   ,,    ,   (29) 

wuicu iiitiy uc sCiVe^* AOT  II   as loiiOwS. 

Z., B„ Z„ Z„ 
7)n M (30) 

The loss factor   qn of the nth   mode is related 
to other conventionally used damping quan- 
tities [4]: 

2c 27rAf 

(31) 

where 

(c/cc)    = critical damping iatio of the 
mode, 

bn  = logarithmic decrement of the 
nth   mode, 

Afn  = half-power bandwidth of the nth 
mode, 

Qn  = resonant quality factor of the 
nth   mode, and 

4'n = specific damping capacity of the 
nth   mode. 

The mode factor En greatly affects the apparent 
influence of damping on a mode, Eq. (29).   When 
En is large, the resonance impedance will be 
relatively high.   From a single-degree-of- 
freedom system point of view this would imply 
heavy damping; however, this effect in a dis- 
tributed mass system may take place in a lightly 
damped mode if the measurement point (A) is 
near a node.   Equation (30) should produce an 
accurate plot of resonant damping values with 
respect to frequency where the modal constants 
can be determined. 

Equation (27) has practical size limitations. 
A convenient matrix size will cover only a por- 
tion of the desired frequency range of this test 
program.   In finite small structures, the total 
mass may be considered constant throughout all 
modes.   In a very large structure such as a 

NARROW    BAND      PSD 

WIDE    BAND     PSD 

CJ 

Fig.  1   -  Bandwidth effect on   mobility 
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launch vehicle, the areas influenced by the ex- 
citation and the total mass M may be frequency 
dependent.   This comes from the fact that high- 
frequency waves will be damped out in a shorter 
distance than iow-frequency waves.   Equation 
(27) can be arranged to analyze the rath through 
the nth mode by 

m, m+ 1     " m + I m,m+ 1 

m       m+l,m+2       m+1       rn+1, m+2 

1 

+ , 

to2 - a?       , 
n           [71,01+1 

1 

,    I 

\ 0 

1 +™i^W 

(32) 

or by a similar rearrangement of frequencies 
and equations to also solve for M^, the total 

modal mass effective at higher frequencies. 
The calculation of Mn or M^ for successively 
higher mode combinations will also show the 
frequency dependency of the area because in 
relatively uniform structures it should be di- 
rectly proportional to mass. 

For structures where the mass is inde- 
pendent of frequency or for all structures in 
suitable frequency bands, an interesting high- 
frequency parameter (Eav) can be derived. 
Figure 2 shows the principles involved.   With 
any mode n, the total impedance near will 
follow the electrical parallel rules.   In addition, 
the modal impedance of the 1st to n - 1th modes 
at uJn will be mass controlled and for the n t 1 
to T modes, the modal impedanre will be stiff- 
ness controlled.   The modal mass lines will 
generally fall in a band with a limiting value. 
However, the stiffness of each mode will be in- 
creasingly greater with modal number.   The 
impedance near a)n can be equated as 

1 1 1 
y Lu 

1   to 
L 
n+I 

(33) 

Since the impedance of all modes with modal 
numbers greater than n at    ^ is very large, the 
last term of Eq. (33) will have a very small 
value and may be eliminated after inserting the 
modal mass into the lesser numbered modes; 
Eq. (33) becomeSj therefore. 

3 
i 
\ 

g 

•/V v V 
N+l     "N + 2 

FREQUENCY 

Fig.  2  -  Analysis of  impedance by independent modes 
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T     i   1 + _L (34) 

The summed term can be substituted for as 
follows: 

^  E„M Ea„M [Aw] En„M 
(35) 

with (n-i) % oj/fAoj]   and [Aw] being the aver- 
age frequency difference between mode reso- 
nances.   Equation (34) now becomes 

("- i) 

,M j En M("n
2-<„.,) 

(36) 

with a)n „_ 1 being the antiresonant freciueucy 
between the nth and n - ith modes.   II; zero 
damping is assumed,  i/Zt = o. Eq. (36) can 
now be solved for En and the total mass M can- 
cels out: 

E      [OJ Env[Aa;] [o 

riT'1 21 r2 "} 
Lfl-lJ  \u! , - ^     \ aj at . -cj Ln,n-1 nJ L      n,n-l        n 

Equation (37) can be substituted into Eq. (20) 

.  (37) 

Equation (38) can also be written as 

L    n . n - 1 n   J 

(38a) 

(38b) 

Damping (loss coefficient) has been reinserted 
in the numerator ul Uie equdliuu, niaklug the 
impedance curve accurate near resonance. 
Since the an

2   term in the denominator was 
used under the assumption of no damping, it 
should stay unmodified by the damping in- 
fluence. 

When n is a large enough number, £„„ will 
not vary with small changes in n .   Therefore, 
Eav   becomes a property of the system and lo- 
cation.   Equation (38b) can be further reduced. 
When n is a high number, ^ n., will be about 
the quantitative value of  -2 in the frequency 
band between antiresonances.   This approxima- 
tion reduces Eq. (38b) to 

EavMlA^]  [-OJ2  +   a)n(l+ jr,)l 
Zn   * Tl ■    ■    (38c) 

\it> .      ~    CO       I L   n , n - 1 n   J 

Substitution of Eq. (38c) into Eq. (36) yields 

[n-1] 

L   n t n - 1        n J 

F,      MTAüJI  I -'-■'2 + — av   ".   L J        L 

which may be simplified to 

l        ^ l 

'V^n)     "    J fA6J]  Eav M 

(39) 

EavM[Aa] [-co2 + o;n
2(H- J7j)] 

Collection of the two fractions into one results 
in 

Zt{Awn)        j [ACJ] EavM 

IT] CO +  CÜ 

_ ["Cj2   +   ^n2'1  +  J7») ] 
(40) 

Zt  calculated by Eq. (40) is limited to a narrow 
frequency band centered at      .   This band is 
not as broad as  'A J .   This limitatiun i» in- 
ferred by   Zt(Aajn).   By neglecting damping and 
revising Eq. (40), EavM  can be solved from 
available test data,  xt( .) being the reactive 
portion of impedance: 

E = „M 
[Xt(^)] 

[Aal 

2 
n , n - 1 

(41) 

Once the average modal mass E    M is calcu- » a v 
lated, each of the higher numbered modal im- 
pedances can be determined near resonance by 
Eq. (40) without resource to a matrix equation. 
By using Eq. (37)   EnM can be calculated.   Tims, 
EavM allows the analyst to investigate higher 
frequency modes without going through the 
complete spectrum analysis. 

The preceding analysis was developed for 
local point impedance measurements.   Transfer 
impedance measurements also lend themselves 
to Skudrzyk's normalization by the addition of a 
transfer function.   Skudrzyk's equation can be 
modified to PSD measurements as follows: 
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rv ^2 ■ 

^(A)- 
j  C I Hn-n

2{lTJ^]2d-[PSD,(A)] 

(42) 1JSD f ( A) 

A simple revision will produce 

■f^A-j 

|PSD f(A) 

L^^B). 

. At. 

[PSDaB)]    =   PSDf(A) (43) 

'pv»D tv.'o brsicket*?^ r^ti^-*1 niakp nn a transfer 
mode constant En(t) .   En(t)   and transfer im- 
pedance may be applied to all preceding ana- 
lytical methods. 

A reverse transfer function is represented 
in the equation: 

fB) 

PSD 
f„(B) 

PSDC (A) 

' l      2 

O)2 +  W    ( 1 +   JT)) dw 

[PSDf„(A)] PSDf (B) ■ (44) 

The transfer impedance from (A)   to  (E)  is 
not expected to be reversible because the area 
of excitation will be different; En, M and  .n 'will 
differ with location.   In a small finite structure 
with clearly defined modes, transfer impedance 
should be reversible.   Of course, this concept 
applies Lo a linear system.   A further compli- 
cation of the space vehicle test is that the re- 
sponse is not expected to be linear. 

NONLINEAR ANALYSIS 

A large structure such as a launch vehicle 
will most likely respond as a nonlinear system. 
The basic causes of this nonlinearity are:   inter- 
modal coupling, harmonic and subharmonic re- 
sponse, nonlinear damping, pre-stressing and 
stiffness nonlinearity, amplitude dependent re- 
sponse area (nonlinear mass), and high-amplitude 
transition from bending to membrane type re- 
sponse.   Any attempt to define the nonlinear re- 
sponse completely by analytical equations would 
open a Pandora's box of troubles.   However, by 
working backwards from the test data all non- 
linear effects can be lumped into the modal 
masses, making them location, frequency and 
amplitude dependent.   Skudrzyk's equation then 
becomes 

NT [-"(A),. J" + ^n k'(A),^] [i + j ,,,}■ 

PSD, 
n(A^ 

PSD f(A)  • 

dw 

(45) 

Since the change in mass also changes natural 
frequency,   .'n

2   becomes dependent on location, 
displacement and frequency.   Detailed empirical 
analysis will produce trends for each specific 
mode.   Abramson [5j has a good listing öf ideal- 
ized nonlinear equations to which the results can 
be compared for best fits.   An anticipated prob- 
lem here is that more than one cause of non- 
linparity will probably be present, making quick 
identification difficult.  Another problem is that 
the mechanical shaking amplitudes will probably 
not be as large as expected from acoustic ex- 
citation.   Therefore, the data may not extend to 
the usable range. 

The investigation of nonlinearities will be 
an important analysis task.   Analysis methods 
will have to bend with experience and will in- 
volve considerable analytical research before 
full use is made of the data.   In locations where 
nonlinearity is not great, linear prediction 
methods will, in cases of nonlinear hardening, 
produce safe specifications with only reasonable 
error.   It is hoped that this approach will put 
value in the direct use of the linear equations 
listed herein. 

INSTRUMENTATION AND DATE 
ACQUISITION SYSTEMS 

The instrumentation diagram (Fig. 3) is 
descriptive of the three major data systems. 
The primary system is an analog to digital con- 
vener with readout to a magnetic tape recorder. 
The test site monitoring system is an analog 
calculating system with graphic readouts.   An 
auxiliary analog magnetic tape system is in- 
cluded to make multi-channel real time anal- 
ysis possible.   The purchased equipment differs 
slightly from the diagram but all the schematic 
functions are built into the equipment.   The 
equipment listed in Fig. 3 and Table 1 is being 
built into or stored in a 50- by 10-foot trailer 
(Fig. 4) that will be a self-sufficient test facility. 
The instrumentation capabilities do not meet 
ultimate requirements; therefore, the instru- 
mentation and data processing systems are 
themselves part of the developmental research 
associated with the project.   The following dis- 
cussion does not include all factors leading to 
equipment solution but does include the inter- 
esting highlights. 
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TABLE   1 
Peripheral List of Equipment 

Item No. Quantity Description 

Shakers 

1 2 3/4 lb, 40-3000 cps 
2 8 1-1/2 lb, 40-3000 cps 
3 8 50 lb, 10-10,000 cps 

Transducers 

4 2 High response Z heads 
5 8 Wide-range Z heads 
6 10 Lightweight accelerometer 
7 40 General use accelerometer 
8 20 Microphones 

Amplifiers 

9 60 Charge 
10 — Power supply 
11 6 Voltaee 
12 — Power Supply 

13   Internal cables 
14 — External cables 

15-36a — — 
37 1 Wattmeter 
38 3 VTVM 
39 1 dc differential voltmeter 
40 8 250 \v shaker power amplifiers 
41 1 Krohnite variable bandpass filter 
42 1 White noise generator 
43 1 40-channeltape recorder 
44 13 ac to ac log converter 
45 1 8-channel oscillograph 
46 1 Electronic counter 
47 2 Oscilloscope 
48 4 x-y plotter 

^ee Fig.  3. 

The objective of the equipment selection 
was the design of a research facility with the 
broadest scope of performance and the longest 
technical life within practical procurement 
feasibility.   The equipment must be compatible 
with the large quantity of data to be taken and 
must have the best possible retention of real 
time and signal amplitude.   The data will be 
stored in a manner compatible with efficient 
recognition and in a form suitable for the nu- 
merous calculations of the analysis techniques. 
The systems will be flexible enough to be ex- 
pansible to new developments in the state-of- 
the-art.   The systems will have the capability 
of on-site monitoring of impedance and transfer 

functions and will include random vibration 
capabilities. 

It was quickly learned that no one system 
had all the desirable characteristics.   Four 
types of systems were investigated:   direct 
analog magnetic taping, on line analog compu- 
tation and graphic readout, multiplexed magnetic 
taping and digital conversion with IBM com- 
patible magnetic taping.   The data acquisition 
capability will become part of the projected re- 
search with three of the four systems to be in- 
vestigated.   The multiplexed system was omitted 
in favor of the digital system because of phase 
and dynamic range problems associated with the 

112 



10 

12 ,3 14 

A - Cable room 

B - Data-processing room 

C - Storage and work room 

D - Facility room 

1 - External cable reels 

4, 5, 6        - Automatic impedance plotting equipment 15, 16 - Shaker power amplifiers 

7 - 40-channel tape recorder 17   ip   1Q     ^ ^ ,_ 

8 - Spare rack 
20 - Work bench 

9, 11 - Digital system 

10 - Desk 21' 22, 23 " storaee racks 

2, 3 - Signal amplifiers and patch panels       12, 13, 14 - Desk and storage 23 - Air-conditioning equipment 

Fig. 4 - Integrated dynamics   test trailer 

i 

analog taping.   Direct taping will give the char- 
acteristics of the multiplexed system for prac- 
tical research purposes.   If and when multi- 
plexing is deemed desirable, it can be easily 
added to the trailer. 

Excitation will be from three sources. 
Items 42 and 41 will provide white random 
noise in suitable bandwidths.   Item 20 is an 
automatic programmed step oscillator and 
Item 35 is a sweep oscillator with a built-in 
servo mechanism.   The excitation signals are 
switched to the desired shakers by Item 19. 
Item 40 amplifies the excitation signals to 
desired levels.   There is a choice of three 
types of shakers with ratings up to 50 pounds 
of force.   The shakers will excite the struc- 
ture through impedance heads.   Local re- 
sponse will be measured by the impedance 
heads and tT-qn<=*'p'' rpgponse by remote ac- 
celerometers. 

There were no excessive problems in 
selecting input signal equipment.   The current 
status of transducer capability leaves some- 
thing to be desired.   The impedance of the 
transducers is reflected as an error in the 
measurements.   Transducer frequency re- 
sponse, in general, does not have an upper 
limit suitable for small-scale modeling. This 
is especially true of impedance heads where 
the lower limits also are not ideal.   The fol- 
lowing equations were worked out to calculate 
the upper limit cutoff frequency   ^ due to 
transducer attachment [3,6j: 

Plates: 

Rectangular bar: 

NEVM 
2n\\ 

4N(E.'h   ) 

(46) 

CdVl 

Beam: 

8N   / 2 S   C.r 
(48) 

Lumped mass and impedance head: 

.JED 
M 

and (49) 

Lumped mass and accelerometer: 

r NE2 

[> M2 a 
(50) 

where 

N = allowable error ratio, e.g., 1/10, 

E    = frequency difference between modes 
( -), 
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M = total mass of test specimen, 

M2 = mass of transducer or effective mass 
of impedance head, 

E = Young's modulus, 

h = plate or bar thickness, 

I = bar length, 

cp = wave propagation velocity in material, 

s = cross-sectional area of a beam. 

_      _     -»nAi 2* gy-.a^ic 

p = mass density of material, 

a = acceleration of accelerometer, and 

D = transducer attachment diameter. 

The desirability of remote installation led 
to the decision of standardizing with charge 
amplifiers.   For those instances where the 
noise background of the charge amplifiers 
would be excessive, six voltage amplifiers are 
included in the equipment list.   Phase retention 
through the amplifiers is not completely satis- 
factory; this problem will be investigated after 
the system is assembled.   However, in recog- 
nition of possible ooor Dhase determination the 
data analysis as reviewed in earlier sections 
is dependent on phase angle only to a minor 
degree. 

The dynamic range of the charge amplifiers 
will exceed 55 pounds.   This is made possible 
by the use of solid state components especially 
selected for low noise level.   Since the entire 
system is dependent c" the amplifier dynamic 
range, prime consideration had to be given to 
input noise and its amplification.   Voltage am- 
pli^ers are intrinsically quieter than charge 
amplifiers.   After reviewing at some length the 
advantages and disadvantages of both systems, 
it was decided that the dynamic range of the 
selected charge amplifiers would be satisfac- 
tory.   The retention of transducer signals with- 
out loss to the amplifiers through 300-foot 
cables had many advantages, such as no re- 
mote installation of equipment, better phase 
retention, fewer weather problems, convenient 
standard checkout of equipment and radio- 
frequency shielding of the amplifiers.   Trans- 
ducers, as far as possible, were selected to 
perform within the same calibration setting and 
thus improve phase correlation.   When con- 
sidering the precision of the digital conversion, 

the amplifiers are certainly the weak link of 
the data system. 

The amplified signals are fed to a patch 
panel where the readout systems can be con- 
veniently wired.   Preliminary checks can be 
performed using the electronic counter, the 
watt- and voltmeters and the oscilloscopes. 
The analog system will accept any two of the 
channels and will calculate the impedance or 
transfer function referenced to either displace- 
ment, velocity or acceleration.   The analog 
system has a sweep oscillator that activates 
both the excitation filters and plotters.   The 
oscillator will also sweep the filter system and 
the "letter through ci random snec*'ri-irn for 
power spectral analysis.   This flexibility gives 
good on-site monitoring capability.   However, 
the paradox here is that this quick-look device 
is orders of magnitude slower than the digital 
long-look capability.   Cost eliminated a digital 
computer capability within the trailer, its use 
as a quick analysis device would have been ideal. 
The analog system will plot spectra of force, 
displacement, velocity, acceleration, mobility, 
impedance or transfer ratios and the phase angle 
between the two signals.   All readouts except 
phase are based on rms amplitude values inte- 
grated over a constant filter bandwidth of 2, 5, 
10, 20 or 50 cps.   To increase the sweeping rate 
at higher frequencies an automatic bandwidth 
selection device is incorporated into the system. 
It will program the filters to four successively 
larger bandwidths as the frequencies increase. 

The analog system uses artificial integra- 
tion which it performs by sumniing or subtract- 
ing the log of the volt-mean-square potentials 
including frequency.   Modification and relatively 
simple additions to the system will increase its 
capability to cover most of the standard quanti- 
ties used in random vibration analysis.   It is 
expected that developmental projects will be 
performed on the system to increase its accu- 
racy and capabilities.   An interesting aspect of 
the developmental research is the combined use 
of the analog system and the magnetic tape 
recorder to perform some of the data analysis. 
Several examples follow: 

Equation (19) can be rewritten as 

k  db Z db  +   -  dh 

Z db  +   a  db 

SPL 

(51) 

SPL 

where 

k   db 20   lop 
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Z db 20   log 

r  db    :    20   loR 

a db    =    20   log  — 

SPL   =    20   Jog 

oi2  db   -   20  log 

and 

or 

log Krr   =   log Z„ +   log ,fr -   log pr 

log Ko   =    log  Zo  +   log   ao -   log po . 

Equation (51) can be set up on the analog sys- 
tem with the input coming from either direct 
or taped signals.   The readout would be the 
acceptance factor K plotted against frequency. 
Since KP is the generalized force, 

F db Z db  +   £ db (52) 

this quantity also can be plotted as a spectrum. 

The FM tape recorder has Dasically the 
same two problems of the other signal proc- 
essing equipment — retention of amplitude and 
phase.   The ideal recorder would have a dy- 
namic range ol iöö db and good phase retention 
on both record and playback.   Practical con- 
siderations limit the dynamic range to about 40 
db and playback will have some error in both 
amplitude and phase.   However, the recorder 
represents the best presently available means 
of retaining the true time response and phasing 
of a multi-channel system.   Here also is an 
area requiring developmental research to ar- 
rive at the best results. 

The dynamic range problem can, to some 
extent, be bypassed by log converting the sig- 
nals ac to ac before recording.   To investigate 
this process, thirteen log converters are in- 
cluded in the equipment list.   In some of the 
analog calculation processes, ac to dc log con- 
verters would be helpful, but they are not well 
suited to the recording process.   Therefore, 
none were included in the first equipment list. 

An eight-channel oscillograph is included 
to monitor time-amplitude relationships of a 
number of channels.   The use of this equipment 
ih limited but it will be very helpful in specific 
analysis problems. 

The digital system is designed to accept 
signals excited by the step oscillator and from 
random sources.   The system processes two 
signals at a time in true phase relationship. 
Two multiplexers. Items 15 and 16, switch the 
signals so that each signal fed to Item 15 is 
matched in turn with each signal fed to Item 16. 
In practice, all impedance ratios may be had by 
feeding the force signals to Item 15 and the re- 
sponse signals to Item 16.   Where transfer func- 
tions are desired, the base responses are fed to 
Item 15 and the remote to Item 16.   For step- 
oscillator signals, all combinations of signal 
pairs are taped for each frequency before the 
next step frequency is excited.   The digital data 
is recorded in prefixed blocks and each block 
of data is identified.   The system will have 
sampling capabilities to cover frequencies up 
to 10,000 cps, except for tape recorder which 
is limited to about 3000 cps. 

When the full capacity of the digital system 
is put to use under step-oscillation excitation, 
each test run will process about 1,400,000 sig- 
nals or 700,000 ratios.   If the force amplitude 
is changed to monitor nonlinear response, five 
times, a single test run will be made up of 
7,000,000 signals.   This gives some compre- 
hension of the magnitude of the data acquisition 
and processing scope.   It also points to the de- 
sirability of the use of broadband random ex- 
citation. 

The power amplifiers and shaker system 
will produce less force input within a narrow 
bandwidth under broadband random input than 
under discrete sine input because of the total 
power limitations. This will affect the non- 
linear response investigations and also point 
out another test procedure developmental re- 
search objective — determination of the most 
expeditious manner of test excitation giving the 
required data detail. 

The trailer (Fig. 4) in which the equipment 
is housed will be 10 feet wide and 50 feet long 
and will have an expandable side to allow rear 
access to the side-mounted electronic equip- 
ment.   There will be four distinct areas within 
the trailer.   The cable room will house the ex- 
ternal lead cables stored on reels.   There will 
be about 80 cables, 300 feet long.   The data- 
processing room will house the functional elec- 
tronic systems which operate the tests and 
process and store the data.   There will be two 
desks to be used by the project personnel.   The 
storage and workroom will house the portable 
equipment and have an electronic equipment 
work bench.   The facility room will house the 
air conditioning and the electrical power service. 
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FORMULATION OF TEST 
PHILOSOPHY 

The chief concern in developing the test 
procedures is the quantity of test data that 
need be taken.   The digital data acquisition 
system has the capability to produce more 
data than caa be reasonably processed.   Thus, 
a practical minimum is a prime concern. 
With the liraited supporting facts now avail- 
able, any decision of defining minimum test 
procedures would be difficult.   A pilot test run 
is now being performed with an analog auto- 
matic impedance plotting system on a S-IV 
vehicle to determine local and transfer im- 
pedance, damping and the extent of nonlinearity. 
This data should help decide which approaches 
to data acquisition will be the most informative. 
It will also supply input for trial runs of the 
various data processing uietliods that may be 
used in the main program. 

Tne test procedures should take into ac- 
count the quality of the data.   The acoustic en- 
vironment surrounding a test vehicle is 

influenced by such transient sources as trains, 
trucks, aircraft, construction activities, produc- 
tion activities and other test performances.  The 
response of the test specimen to these sources 
can result in unreliable impedance test data. 
The complexity of the structure induces a high 
density of modes which tends to mask the pre- 
cise resonant and antiresonant frequencies, as 
well as the significance of local modes.   Low- 
amplitude excitation will lack clear modal 
boundary conditions and will show a loss of en- 
ergy through damping that is not present under 
very high amplitudes of excitation.   Pressuriza- 
tion and filling of tanks will change stiffness, 
mass, mode shape and damping characteristics. 
Measurements wüi be influenced by certain re- 
sponse readout characteristics that are location 
dependent.   The instrumentation itself imposes 
apparent response measurements not repre- 
sentative of the test structure. 

Figure 5 is a typical impedance plot where 
the structure is a composite of beams and 
plates; Fig. 6 is the phase plot.   Several of the 
previously mentioned measurement problems 

STIFFNESS, ^J- MASS,LB. (WEIGHT) 

FREQUENCY, CPS 

Fig.  5  - Impedance at lank frame  location 
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are identifiable.   At low frequencies (below 60 
cps) the shaker prevents the force transducer 
from reading correctly and the impedance 
measurement is too low.   Also in this range, 
50 to 60 cps, the electronic noise overrides the 
acceleration signal and the high values of im- 
pedance are masked.   There is a high density 
of low response modes and local modes at 68, 
100, 127, 150, 180, etc , are readily identifi- 
able.   The phase plot helps comprehension of 
the impedance graph.   A phase angle located 
above 90 degrees shows response in the stiffness- 
controlled region; response located below 90 de- 
gress shows mass effect and at 90 degrees the 
system is damping controlled at either reso- 
nance or antiresonance.   As the frequency in- 
creases and the phase angle decreases as it 
passes through 90 degrees, the 90-degree 
passover frequency is at resonance; when the 
phase angle increases as it passes through 90 
degrees the passover frequency is at antireso- 
nance.   The graphs shown in Figs. 5 and 6 fol- 
low typical modal response up to 200 cps.   At 
about this frequency the system starts to be 
affected by the quantity of lower numbered 
modes.   Skudrzyk [3J integrates the multi- 
modal system impedance at high frequencies 
as follows: 

_J_        :        f 

and for a system such as a bending rod 

Zri(A)    =    -f MV(A)[1+ j! (53b) 

<V, 
(v- i) +  jc 

(53a) 

For longitudinal or torsional vibrations and for 
transverse vibrations of a point excited plate 
or shell, the equation becomes 

Zd(A)   =   .f.. Mv i  , (53c) 

where 

Zd(A)   = driving point impedance at (A), 

i;v = Ai.; between modes, 

Mv  = modal mass for the nearest mode 
to   ., and 

j   = v^I • 

Equation (52) leads to a prediction of a phase 
difference between real and reactive impedance 
of +45 degrees since they are of equal quantities. 
The real acceleration impedance has a phase 
angle of -90 degrees; then the system at high 
frequencies should have a phase angle of -45 
degrees. Also the impedance Zt1(A) is rela- 
tively constant and varies not as a frequency 
dependent but with modal mass.   Inspection of 
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Fig. 6 sho\vs that this effect is being formed at 
frequencies between 250 and 450 cps.   The im- 
pedance curve in Fig. 5 is relatively constant 
with nearly a flat slope.   This substantiates 
response equivalent to Eq. (52).   Above 450 cps 
the phase angle increases in value and shows 
an increase in stiffness effect.   The phase angle 
then falls off toward a resonance.   It is believed 
that the impedance at these high frequencies is 
controlled by the stiffness of the attachment 
glue and the attachment system will go into res- 
onance above the frequency range of the graphs. 

The purpose of the preceding description 
is to Illustrate the complexity of choosing 
measurement locations and analyzing the ua.U. 
The usable data is in the frequency band be- 
tween 60 and 400 cps with the remainder some- 
what questionable.   Only about 10 percent of the 
recorded spectrum represents good data. 

The measurements of Fig. 5 are taken at a 
location of relatively high impedance, a ring 
stiffener with a tank bell attached.   Figure 7 
was taken at a tank midpoint and, therefore, at 

a low impedance location.   The impedance, in 
general, lies about a decade below that of Fig. 
5.   Which measurement location is most typical 
of tiie data requirements?   The high impedance 
locations are indicative of equipment attach- 
ments and the low impedance locations repre- 
sent the area of maximum acoustic energy ac- 
ceptance.   It follows that both are necessary to 
meet the objectives of the test program. Meas- 
urements shown in Figs. 7 and 8 were taken at 
a location where considerable damping is pres- 
ent due to the attachment of fitted pads to the 
internal surface of the tanks.   When the tank is 
filled with liquid the temperature will affect the 
stiffness and damping; mass and damping will 
be added to the impedance by the liquid.   Under 
realistic environmental conditions. Figs. 7 and 
8 would not be typical.   The dynamics of the 
vehicle must be investigated under actual pre- 
mission conditions to determine which of the 
other measurements have representative values 
for lift-off evaluation. 

The experience to date has shown that con- 
siderable additional information is necessary 

STIFFNESS, Ufa MASS.LB. (WEIGHT ) 

-a 
10 

FREQUENCY,CPS 

Fig.  7  - Impedance -- damped   tank 

113 



m 

i   i i i 

1 

^2.0 

o 
o i 

■ 

. 
< 
to  150 

X i 
Q.  . h A i 

.Mill'1 M/H J./ l\ fl mi    W^*J iV^^uv.^^u 1 
j T[ T r   JT\J rJtfr ■ IW'I 1  1 ITTM   i M 
:■!   |   '          1 V   1   1 IIW17     1     II l' 1,     i 1 1, i. ' ni' H, flIUllAM 
' J       ! P <f\» n V 

"1       1 1 \ \ 1 V 

0 —i—i—r^—,,,. i.   rmi,,r:"iii "' IWIT  —1 

i 
i 

20 1000 5000 
FREQUENCY,   CPS 

Fig. 8 - Phase   angle 

before an eflicient test program can be produced. 
The test procedures must develop from an aux- 
iliary research effort that in itself is a major 
task.  It will not be an easy undertaking to bal- 
ance ihe scope of the total program with the al- 
most infinite quantity of objective considerations 
and keep the test program within practical 
bounds.   A system of priorities will have to be 
developed so that the most useful information 
is given preference. 

About a year ago, an anticipated test pro- 
cedure was produced that was used as the basis 
of equipment procurement.   At that time this 
test program was superimposed on a Saturn I 
vehicle as illustrated in Fig. 9. 

The total vehicle had 18 measurement 
groups.   Each of these groups were located on 
the surface of the vehicle, equidistant and in an 
axi-perpendicular plane.   The number of meas- 
urements per group was proportional to the 
vehicle diameter at the group location.   These 
measurements locations were given two impor- 
tance levels.   The heavy dots were measurement 
locations to be monitored during all tests.   The 
light dots were at locations monitored only when 
excitation is nearby.   In addition, locations of 
typical configurations were to be monitored 

Fig.   9   -   Measurement 
locations 

rw 
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when the response -was measurable.   Shaking 
was to be performed through impedance heads 
attached to the structure.   For the first setupj 
the shakers were to be attached to engine 
^ixtibals ai A.   Four directions of excitation 
were to be performed:   X-axis, Y-axis, Z-axis 
and 45 degrees to the three axis.   Response was 
to be monitored at B, C, D, etc., as well as the 
typical structure locations to the capacity ol 
the test equipment (about 40 remote locations). 
Roughly, with excitation at location A the fol- 
lowing response measurements would be made: 
A, 8 through impedance heads, F and A; B, 8 
acceleration measurements; C, 8 acceleration 
measurements; D, 1; E, 1; F, 1; G, 1; H, 1; I, 1; 
J. 1: M; 1: O. 1; R. 1: typical structurR- 14 ac- 
celeration measurements.   Excitation would be 
both sine and random with response field pha- 
sure changes induced by changing the polarity 
of some of the shakers. 

On completion of each setup, the shakers 
were to be moved to the next higher group loca- 
tion with a corresponding logical shift in meas- 
urement locations.   All shaking above location 
A was to be radial only.   Each measurement 
location was to have a special local impedance 
test.   Estimating 40 typical structural loca- 
tions, the total test consists of 187 local im- 
pedance tests, 21 shaking setups each for ran- 
dom excitation and stepped sine excitation, and 
several with change in shaker polarity.   Each 
test was to be performed at enough amplitude 
levels to determine linearity trends. 

or for forced excitation the  K" P"   related quan- 
tities are replaced by   lF2(x, y. • ,A .-, t, I)1/A..I. 
The impedance is to be acquired in such a man- 
ner that statistical approaches can be used to 
'-■'^r r "la* ö   r\n^^n T'KO   onalTroic   r»f   fKo   * ryir\aHar-»n Q 

parameters will help identify like structures as 
to both local response and transfer coefficient. 
The structural parameters of like locations will 
be compared to aeterrnine the normalized pa- 
rameters influencing the impedance character- 
istics.   This should lead to methods of predict- 
ing the impedance of a proposed structure.   To 
implement the statistical approach good descrip- 
tion of each measurement location must be taken. 

phase, a like statistical approach will be applied 
lo F, K, and P. Once these are predictable, re- 
sponse estimates will follow. 

There are several aspects of the data usage 
that should help simplify prediction methods. 
The coupling factor  K2 will pass from maxi- 
mum to minimum values very sharply with 
changes in frequency when discrete values are 
analyzed.   There will be some optimum filter 
frequency band A^ that will smooth the function 
curve into a simple mathematical form.   This 
form will be used with the envelope of minimum 
values of the impedance (also across a band- 
width) to calculate specification requirements. 
This method has been used very successfully 
by the author in other impedance-response 
prediction calculations. 

At the time this test program was con- 
ceived it was considered an ideal maximum 
effort and the scope would probably be reduced. 
The philosophy propounded by this program will 
be used as the basis of the final test procedure 
with the details modified as experience expands. 

USE OF ACQUIRED DATA 

The objective of the 'Integrated Dynamics 
Study for Modal and Full-Scale Vehicles" is to 
produce improved methods of predicting the 
self-induced dynamic response of launch vehi- 
cles.   The first phase of this study is to be 
related to the vehicle only, not to any of the 
energy sources.   The second phase will study 
the acoustic coupling and other dynamic energy 
inputs.   The prediction equation for acoustic 
excitation is 

Z   (x.y.t.  ..Ac) 

AUJ 

K7x,y,. .si 
-2 
P   (t, 

Zt(M,Aai): Acj 

(54) 

The force parameter as calculated by the 
equation 

(55) 

is a very useful analytical tool.   It is equivalent 
to the complex summation of the forces acting 
at the point of measurement.   The acceleration 
at the measurement location will have a wide 
dynamic range in narrow frequency bands.   The 
force parameter F, when filtered, will have a 
more orderly character and will be more easily 
analyzed.   Figure 10 is descriptive of a F db 
spectrum character analysis, Eqs. (51) and (52). 
Figure 10(a) is a typical acoustic spectrum for 
a rocket engine; Fig. 10(b) is the phasure sum 
of the structural forces acting on location A. 
The coupling or efficiwicy factor K is the ratio 
of F to P.   If a deviation in the force parameter 
is due to a source other than acoustic pressure, 
the force curve will be distorted as in Fig. 10(c). 
By looking at the force spectrum at locations B, 
C, and D, an evaluation can be made of the loca- 
tion of the source and the cause possibly may 
be isolated.   Figure 10 and its description is an 
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oversimplification of a practical situation but 
it does put forth the value of logic gained by 
peak frequency identification and area of influ- 
ence.   In addition to developing self-induced 
vibration environment prediction procedures, 
the results of the "Integrated Dynamics Study 

for Model and Full Scale Vehicles" will provide 
a better understanding of the vehicle which 
should lead to design refinements and analytic 
techniques that will upgrade ability to meet the 
objectives of production of better launch and 
space flight vehicles. 
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DISCUSSION 

Mr. Himelblau (North American Aviation): 
I saw quite a bit of the ticcs, but not the forest. 
I'm trying to understand the type of environment 
whose effects you are trying to determine. 

Mr. Vatz:   That is explained in some detail 
in.the paper and I just skimmed over the high- 
lights.   Our first primary interest will be at the 
instant of lift-off. 
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Mr. Himelblau:   Is this dut; to the acousti- 
cal forcing function or the direct vibration 
transfer? 

Mr. Vatz:   We are interested in both.   The 
first phase of our program that I have reported 
here is primarily an investigation of the vehi- 
cle itself.   The second phase of the first part 
of the test will also take acoustical data and 
the response to acoustical data to get to that 
simplified equation I showed on the screen. 

Mr. Himelblau:   It appears from your 
sliHrJQ that  \Tr\ii  QT^O omino- tn  D^t  VOUT*   Sbakfir  3t 

various discrete locations. 

Mr. Vatz:   Every location! 

Mr. Himelblau:   All locations simulta- 
neously ? 

Mr. Vatz:   All locations that will be moni- 
tored at any time will have an impedance 
evaluation. 

Mr. Himelblau:   How are you going to con- 
trol the force into the various shakers and the 
phasing between them? 

Mr. Vatz:   I'd like to say that this is a re- 
search program and we will change our concept 
as our experience gets better, but right now we 
intend to use eight shakers as a maximum.   We 
will use the shakers in phase for one test and 
half the shakers out of phase for a second dis- 
tinct test. 

Mr. Himelblau:   Is there a particular rea- 
son why you chose that combination? 

Mr. Vatz:   Because it is easy to achieve. 

Mr. Himelblau:   But still there is no intent 
to try and relate that to the field environment? 

Mr. Vatz:   Yes, that is why we are doing it. 
If we find that we can uncover specific problems 
by this phase mismatching, we will go further 
into it but we have to limit it to some practical 
approach.   That's where we stopped at this time. 
This is a horrendous test the way it now stands. 

Mr. Himelblau:   Well, this thing is going to 
be, if you will, bathed in a fairly progressive 
sound field that has distinct phasing within a 
narrow frequency band within itself.   I'm trying 
to relate ihat with your shaker position and the 
phasing in the shakers. 

Mr. Vatz:   We are going to shake it first 
and then try to get it into an acoustic field. 
Hopefully we can come up with some areas of 
pressure and response correlation.   This is 
part of the program and we're distinctly aware 
of it and of the fact that we can't work it now. 

Mr. Himelblau:   Are you going to be inter- 
ested in phase ? 

Mr. Vatz:   That's why we went to digital 
equipment.   We didn't feel that any analog or 
taping device would be as retentive of phase as 
would be our digital system. 

Mr. Himelblau:   But I thought you said you 
were going to apply noise in narrow band? 

Mr. Vatz:   That is correct. 

Mr. Himelblau:   How do you plan to get 
phase information? 

Mr. Vatz:   We will be able to get phase 
mathematically at certain frequencies.   If we 
find that this is not enough we can take some 
spotting of it with our analog system.   In other 
words we want to check this out.   I stated that 
we wanted sine excitation.   We had to have some 
of that.   We'll check our random analysis with 
our sine and see how well we do.   If we don't do 
well we'll have to go to sine excitation. 

Mr. Himelblau:   I guess that leads me to my 
next question.   What sort of bandwidth were you 
planning for your random? 

Mr. Vatz:   We're planning 50 cycles at the 
present time.   In other words, the frequency 
spectrum will be scanned by 50 cycle random 
bands stepped. 

| 
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SMALL DISPLACEMENT KINEMATIC 

ANALYSIS OF BAR LINKAGES* 

C. S. O'Hearne 
Martin Company 
Orlando,   Florida 

"I 
There appears to be no method tor the  small displacement kinematic 
analysis of bar linkages presented in the general reference literature. 
A simple method developed by the author is described in this paper. 
The motivation for the development of the method was a need to obtain 
certain transformations on measured impedance  functions and to estab- 
lisli test geometric data requirements  in a laboratory measurement of 
the mechanical impedance of a missile air vane position control actua- 
tion system.    In the measurement, the impedance head was mounted on 
a pushrod which was an element in a three-dimensional,  four-bar, load 
applying linkage.    The analysis performed is used as an illustrative 
example of the method. 

INTRODUCTION 

It may be thought curious that a paper on 
the kinematics of linkages is included with a set 
of papers on mechanical impedance.   It is here 
because the analytical problem considered was 
first investigated by the author in planning a 
mechanical impedance measurement.   More- 
over, the problem is one that arises quite natu- 
rally in this particular kind of impedance 
measurement. 

In the Impedance measurement dpscribed 
here, the impedance head transducer was lo- 
cated in a linkage.   The motivation for this 
measurement and the manner in which it was 
carried out, of interest in themselves, are de- 
scribed briefly.   The particular kinematic 
analysis requirement which arose is explained, 
and the analysis is carried out using the general 
analytical method developed in the paper.   The 
full power of the method is not really necessary 
in this case; however, it was retained as an ex- 
ample because of its simplicity and because of 
the intrinsic interest of the impedance meas- 
urement. 

The aspects of the motion of a mechanism 
of concern to its designer and to a vibration 
analysis engineer may be rather different. 

Furthermore, the vibration analysis engineer 
may have difficulty understanding the designer 
because design techniques have little general- 
ity and are often graphical instead of mathe- 
matical.   The vibrations engineer should rely 
on his own devices in this area expecting little 
assistance from designers or the literature. 
Small displacement oscillatory motion of mech- 
anisms is not a topic considered in textbooks. 

Fortunately, the problem is not difficult. 
The formalities are easily stated.   They are 
developed here briefly, the mechanical imped- 
ance measurement which motivated a linkage 
analysis is then described, and finally the anal- 
ysis is carried out as a concrete application of 
the method. 

GENERAL METHOD 

It is intuitively clear that the position state 
of a mechanism in which the output is a given 
one-to-one function of the input is completely 
specified by a single position vector in ordinary 
three-space.   Therefore, if N variable-position 
vectors are required tc describe the positions 
of the elements of such a mechanism, N - 1 of 
them will be explicit one-to-one functions of the 
Nth, which may be considered the input or 

'This paper was not prosrnted at  the  Symposiun. 
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driving element.   Consideration of singular 
points and multi-branched solutions is excluded 
here.   Most mechanisms of interest (e.g., con- 
trol mechanisms) will not have singularities in 
their operating range. 

The states of the system may be visualized 
as a set of points constituting a curve in 3N di- 
mensional linear vector space.   The components 
of the 3N vector defining the curve are an ar- 
rangement of the components of the N 3-vectors 
in ordinary 3-space. 

Since, for the 3N dimensional position 
state mechanism postulated, there will exist 
N-i vector functions of the input vector, there 

expressed implicitly: 

fiCX,,: .X,N) 1.2, 3(N- 1) .   (1) 

These equations express properties of geomet- 

Function Theorem, a solution of these equations 
exists at each point P - (X^p   on the state curve 
in the abstract space at which the Jacobean 

i.j = 1,2, 

is nonvanishing and the 

^1 
3X; 

1,2, 
1,2. 

3(N- 
3N 

3(N- 1) 

n 

(2) 

(3) 

are continuous in the neighborhood.   To obtain 
small displacement output motion,  ( .^ 
(Xj) - (Xjjp, about P in terms of the small 
displacement input motion, the Taylor expansion 
of the  f j is written up to the linear term.   Since 
the column matrices, (T)   and (f^p, which 
constitute the left-hand side and the zero th 
order term of the expansion, respectively, are 
both the zero vector, the desired equations are 
expressed: 

'ifI 

dX, 

"2 

k(N. . 
ax, 

3X, 

ax. 

af 
ax 3(N-1) 

af, 

dX arN-1) 

■ if 3(N-1 ) 

ax. 

af 3(N- I) 

ax 3(N-1) 

^1 

'JCN-1) 

af af, 
()X3N-2 

af _ 2 

ax -, 3N- 2 

)f 3(N- 1) 

ax. 

ax -- "JIN- I 

•x, 

ax 

Sf 
3(N-') 

Jf 3(N-1) 

^X 3N- 2 JX 3N- 1 ax 3N 

3N- 1 

(4) 

This method of analysis will be applied to 
the small displacement kinematic analysis of a 
spatial four-bar linkage.   (Spatial means three 
dimensional, i.e., not planar.)   First, the me- 
chanical impedance measurement and the way 

scribed. 

MECHANICAL IMPEDANCE 
MEASUREMENT 

A set of mechanical impedance functions 
for a missile air vane control actuator were to 
be measured.   The functions were to be indexed 
primarily by values of vane rotation mean an- 
gle and static hinge moment.   The impedances 
were to be used in conjunction with a Winson 
type flutter analysis to predict the missile flut- 
ter stability boundary. 

An air vane airload simulator, designed 
for systems testing, was with minor adaptations 
well-suited to serve as test object    r he airload 
simulator is shown in Fig. 1.   The section of 
the missile containing the air vane actuation 
system is supported in a relatively rigid mount- 
ing structure.   Loads are applied externally to 
the air vane shafts through the linkage shown. 
Inboard thrust, air vane shaft normal load, and 
shaft hinge moments are applied simultaneously 
through the connecting rod.   The connecting rod 
has ball joint connectors at both ends.   A gas 
cylinder at the end of the rocker arm controls 
the magnitude of the load. 

A special connecting rod, extended beyond 
the rocker arm connector to provide a point for 
shaker attachment, was made for the impedar.ee 
measurement.   It was designed to accommodate 
an Endevco 2110 impedance head near the "ane 
end of the shaft. 

IMPEDANCE MEASUREMENT 
ANALYTICAL PROBLEM 

The impedance desired and the impedance 
sensed by the transducer in the connecting rod 
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Fig. 2 - Vector 
scheme for spa- 
tial, f o u r-b a r 
linkage of air- 
load    simulator 

a    = Orthonormal set of basis vectors, 
right-handed in the order given 
(the direction of K is the outboard 
direction of the air vane shaft 
centeriine, and the direction of 
A0 is the direction of the air vane 
shaft crank in the neutral position) 

A    = Position vector locating the driv- 
iiig poliil ox ihe air vane öhaii 
crank 

E    = Difference of the two position 
vectors locating the bail joints on 
the connecting rod 

(a) 

/-■^TT^,      ROCKER ARtv 
V^ FULCRUM 

ROCKER ARM 

(b) 

Fig.    1   - Airload  simulator 

are not the same.   A linearized transformation 
must be obtained from the one to the other. 
This transformation determines also the geo- 
metric data requirements associated with the 
measurement. 

The primary assumption made was that the 
loading linkage moved only in its design trajec- 
tory, that it did not significantly deform. 

The transformation requirement will be 
explained using Fig. 2.   In Fig. 2, upper case 
roman letters are used to designate vectors. 
The notation used here and subsequently is de- 
fined as follows: 

D    = Difference of tvro position vectors 
locating the points of connection 
of the rocker arm to the connect- 
ing rod and to the rocker arm 
fulcrum pin 

L    = Unit vector directed along the 
centeriine of the rocker arm 
fulcrum pin 

R    =  Position vector locating the im- 
pedance head on the connecting 
rod 

C    =  Position vector, not shown in the 
figure, locating the rocker arm 
fulcrum pin-rocker arm connec- 
tion point; may be considered to 
lie in the fixed link of the four- 
bar linkage (c   A- E- D) 

If the connecting rod is excited longitudi- 
nally by an oscillatory force containing a sinus- 
oidal component at frequency D and H(t)   is the 
magnitude of the force in the connecting rod, 
positive in compression, at each instant of 
time t, then the sensed, force/acceleration, 
complex impedance function is: 

1,(0) ■H(tr 

K • E- 
(5) 

where 

125 



example of the analysis method in application, 
the formal step of expressing E^ as a function 
of A    is taken. 

The desired function, the impedance seen 
in rotation by the air vane looking into the con- 
trol actuator is: 

<H(t)  E x A ■ K> 

V") 

lAl' 
<Ax A • K> 

(6) 

The problem variables continue to be dif - 
ferences of position vectors as weil as position 
vectors.   This is, of course, no basic depar- 
ture from the general method.   The equations 
are developed from the following invariance or 
constraint properties of the system: 

(A - E - D - C) ■ An  -   0 , 

and the desired transformation is 

T(U)  =  i^nyisCO) , (7) 

where the asterisks denote that the expressions 
have been linearized. 

R is expressed as a combination of A and 
E and the notation is augmented to express the 
nature of the motion as small displacement 
from a reference state.   If 

R  =   A - \E ,     A 

A   =    A„ +   A    ,    A =   A 

•R/ E 

and 

then 

and 

I'd) 
H > 

^A,,--VEJ  ■ £,,> 
K 

iD(n) 
1^1   <H>   (Ep«AF-K) 

ia\ 

Higher order terms have been dropped in Eq. (9). 
The ratio simplifies to: 

Ip |A|   (Epx Ap -K)     ■ (A^-A.E^) -Ep-- (lC) 

^ lEl2 <Ä..,xAp-K> 

It could be snown quite simply at this point 
that L   • Ep and, hence,  E   ■ Ep, are of higher 
order than Aoj ■ Ep.    This is easily visualized if 
it is considered that E is a free vector of fixed 
length.   Its displacement from a reference po- 
sition  Ep is, therefore, a pure rotation and a 
small increment  E    is orthogonal to Ep.    This 
course, however, would obviate immediately 
the need for a small displacement kinematic 
analysis of the form developed.   To give an 

and 

(A-E- D-C) • G =  0 

A • K =  0 , 

D - L =  0 

A ■ A - |AJ 2 ^  0 

E • E -lE|2  -   0 

D-D 

(ID 

2 2 2 
|Al   ,   |E|    and   |D|    are fixed constraints. 

The two equations in A alone are not used di- 
rectly; the remainder are six scalar equations 
in the components of D and E .    By application 
of the general method, the small displacement 

omDORGnts of T^ iiaj ue iULuiu aa iunc- 
tions of the small displacement components of 
A. Writing the first-order term of the expan- 
sion yields the equations 

1 0 0 1 0 0 

0 1 0 0 1 0 

0 0 I 0 0 1 

L-A0 L • K L ■ G 0 0 0 

0 0 0 Ep" Ao Ep- K Ep-G 

Dp-A0 Dp -K Dp • G 0 0 n 

^ •Ao1 
D, • K 

D,;, ■ G 

E. •Ao 

E^ • K 

E ■ G 

' ! n 

0 0 

0 1 

o 0 

0 n 

0 0 

M 
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IS 

Multiplying both sides of the equation by 

1 0 0 0 0 

0 1 0 0 0 

0 0 1 0 0 

0 0 0 1 0 

P ' Ao Ep • K Ep- G 0 -1 

places the left-hand coefficient rratrix in a 
more suitable form for solution by partitioning: 

1 0 0 1 0 

0 i 0 0 1 

0 0 1 0 0 

L-A0 L • K I. • G 0 0 

Ep-A0 Ep • K Ep • G 0 0 

3P-A0 Dp ■ K Dp -G 0 0 

>, -O 
Dv ■ K 

D^ • G 

E    • A. w 0 

Eu  • K 

F    ■ G 

A.l A 

A„ ' G 

0 

0 

A,„ ' Ep 

0 

(13) 

J 

It is observed that the coefficient matrix is 
nonsingular if neither  Dp and Ep nor L and 
Ep  are co-linear.   These are states unlikely to 
appear in a practical design, and do not occur 
in the present case.   The partitioned matrix is 
easily solved for the E^ components: 

L • A„       L ■ K       L • G 

A0     Ep • K     Ep ■ G 

\. • AfT rK ■ \ 

HA--G > 

E^ -G 0 Dp ■ A0     Dp • K    Dp ■ G 

Once again the solution has been carried to this 
point for the purpose of illustration.   In deriv- 
ing the equations, the relationship E„ • Ep = 0, 
previously established by geometric argument, 

In the transformation problem, the portion 
of the ratio appearing within operator symbols 
<*> is now 

<Ac.  ■  £?> 

Ap    K> 

MA„ • A0) (Ep • A0)    +    (A^ • G) (Ep • G)> 

<-(*„ ■ V (AP ' G)   ^  (K ■ G) (AP • AQ)
5 

Using Ä^ • Ap ^ 0 , 

(Ap-A0)     .. 
(A    • G)    =   -  —; —  (A    • Ar) 

(15) 

\lo) 

is obtained and substituted in the bracketed 
terms, yielding 

<A    • A >    [(Ep ' V  "  (Ap ' Ac>   (Ep •G)/(Ap -G)] 

'\ ■ A0>     [" (Ap   -G)   (Ap ■ A0)   (Ap • A0)/(Ap • G)] 

(17) 

and the linearized transformation, now a con- 
stant function of n, is 

T(O) 
(E„x Ap -K)2 

(14) 

which is certainly an intuitively satisfactory 
term which an experienced analyst would write 
immediately on inspection. 

CONCLUDING REMARKS 

The method developed was applied to a 
spatial, four-bar linkage problem, and the title 
of this paper alludes only to bar linkages.   The 
method is, however, generally applicable to any 
system in which states are specified by a set of 
implicit equations satisfying the hypothesis of 
the Implicit Function Theorem 

i 
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A PRACTICAL METHOD FOR PREDiCTiNG ACOUSTiC 

RADIATION OR SHOCK EXCURSIONS OF NAVY MACHINERY* 

R. A. Darby 
Noise Transmission Branch 

U.S. Navy Marine   Engineering Laboratory 

A practice- rr..?..,,OvA tG prCv*xv.(. vnc  iiiä.^iiiiicj:y nuisc  rctuiciLeu iroin iNavy 
ships is developed.   The method uses experimentally determined vibra- 
tion spectra from resiliently mounted machines as the input, transfer 
impedance information to characterize  flexible isolation devices, force 
transmissibility factors to account for machinery foundations, and an 
acoustic transfer factor relating dynamic forces on the hull to far-field 
sound pressure.    Simplifications are necessary to make the technique 
practical.    For example, large matrices with many elements to account 
for multidirectional motion and multiterminal structures are treated 
as  single transfer factors.    The possibility of utilizing the technique  in 
reverse, to  specify the pressure pulse outside the hull and then predict 
the dynamic forces on the mounted machinery, is discussed briefly. 

INTRODUCTION 

A method to predict the machinery noise 
radiated to the far field and to the ship's own 
sonar has been developed by the Marine Engi- 
neering Laboratory (MEL) [l].   In this paper is 
consiaered only the component of the rariiation 
that results via transmission through a purely 
structure-borne path from a resiliently mounted 
machine to the hull.   The technique may be of 
some value in predicting the shock forces on a 
r.iachine if the pressure pulse in the sea is 
known.   In either case, the problem of relating 
the motion of the machine (whether it be the 
vibration when considered as a source or the 
resultant transient excursions due to a shock 
impulse) to the dynamic pressure in the sea, is 
a function of the actual shipboard installation 
with the isolation devices, foundations, bull and 
the sea all serving as important transfer fac- 
tors [2].   It is probable that the requirements 
for a practical prediction scheme in the shock 
problem also parallel the requirements estab- 
lished for radiated noise predictions.   These 
requirements are: 

1. A flexible plan capable of using all 
available analytical and experimental factors 

■'This paper was not presented at the Symposium, 
NOTE:    Referemes appear on page   137. 

and of being updated as more data become 
available; 

2. An approach aim-d at obtaining solu- 
tions to the most immediate prcblcmc, which 
are considered to be the establishment of 
meaningful vibration specifications for ma- 
chinery and quantitative specifications for iso- 
lation devices and the generation of effective 
and practical design criteria for machinery 
installations accenting such items as founda- 
tions, piping configuration, and optimum ma- 
chine locations; and 

3. A practical prediction scheme sufficiently 
accurate to aid designers in the preliminary de- 
sign stages of new ships or machinery modifi- 
cations. 

RIGOROUS ANALYSIS OF GENERAL 
MACHINERY NOISE  PROBLEM 

The use of resilient isolation mounts and 
flexible couplings in a machinery installation 
allows the analysis of the noise transmitted to 
the system because the actual vibratory sources 
in the machine do not have to be characterized 
and specified; only the resultant velocity spec- 
tra above the isolation mounts need be meas- 
ured.   The basic method of analysis was devel- 
oped by Wright [3] for dealing with noise 
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I 
transmission through systems with isolation 
mounts.   The approach has been extended to 
include flexible fluid couplings [4] by treating 
these devices as pure structure-borne paths and 
neglecting the acoustic effects occurring inside 
the device.   As long as the mechanical transfer 
impedance across the isolation device is small 
compared to the mechanical impedances at 
either termination, the device can be quantita- 
tively evaluated as an isolation mount.   It is 
believed any significant acoustic energy trans- 
fer phenomena can be treated separately and 
entered independently into the analysis. 

In a resiliently mounted machine with n 
isolation mounts on a foundation which attaches 
io the huii ai m locations, and with p isolation 
devices flanking the mounts (Fig. 1), the areas 
of attachment, or interfaces, of interest are 
assumed to remain plane throughout the vibra- 
tion frequency range under consideration. 
Thus, it is meaningful to assign six degrees of 
freedom to these interfaces with all velocity or 
force components evaluated as though they were 
acting at the centroid of the area. 

The dynamic forces   (F 1  out of the ma- 
chine at the interface on the hull-side termina- 
tion of an isolation mount are 

representing the forces out of a particular iso- 
lation device and driving its respective struc- 
ture, i.e., a piping system clamped to hull aiier 
a run of pipe from the coupling. 

The force systems at the foundation-hull 
interfaces driving the hull can be found by the 
expression: 

[Fn]    =    m • IFfl . (3) 

where the column matrix   [Fl   represents an 
arrangement of all n expressions for   [Fl   in 
TTn     iT\       ThoGo  fnrr'OG   CLP>T*VC* QG fhc»  inruif frtr "n"   v-*-/-     .-.«^ —w *-~-.««^  ~~- . v «.^  w..w  ^„j^—v -^.-^ 

the force ratio matrix   I Tl.    This matrix con- 
tains   6n x 6m   elements ratioing specific com- 
binations of individual output and input forces 
CTij).   Also, driving the hull are p force ma- 
trices: 

IF:: IF;: (4) 

1Z1 • iV! (1) 

where it is assumed that any of these structural 
systems are characterized by only one input 
interface, but may have any number of output 
interfaces, each with six degrees of freedom. 

The assumption that there are acoustic 
transfer factors S; available relating radiated 
sound pressure  P(w) to force (or moment) 
driving the hull yields 

where   iZI   is a 36-element matrix of transfer 
impedance parameters  Z, . needed to fully de- 
scribe the isolation mount and   [VI  is a column 
matrix representing the six velocity inputs to 
the top of the isolation mount.   There are n  such 
relationships as Eq. (1) representing all the 
forces out of the machine driving a common 
structure, the foundation.   Also, there are  p 
expressions 

iZ'l (2) 

l'(K) I 

L is'i IT' i-IV'l (5) 

A rigorous analysis, including all parameters, 
immediately becomes too complicated for prac- 
tical prediction purposes.   For example, a 
small resiliently mounted pump with four iso- 
lation mounts, four foundation attachment points. 

P     ISOLATION 
|        DCVICfS 

SOLUTION 
M'JUNTS 

AT TÄCHV!£.'JT 

POlNTf; 

Fig.   I   -  Typical machinery system 
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(b'l I "l        \ 

MACHINE 

Fig.   2  - Simple machine installation 
and   analysis   scheme 

and two flexibly coupled piping systems would 
require 36 velocity spectra with magnitude and 
phase information, 36 of the Z^ elements for 
the type of isolation mount used, 36 Z| j   ele- 
ments for each of the two flexible couplings 
used as they would not be similar, 576 elements 
of Y.j  to specify the foundation, 36 Y|:  ele- 
ments for each piping system, and minimum of 
6 S; elements, if all interfaces on the hull could 
be assumed to have similar characteristics. 
Obviously, such a rigorous analysis is not prac- 
tical for many reasons. 

A SPECIFIC EXAMPLE AND COM- 
MENTS ON PROBLEMS OF A 
RIGOP.OUS ANALYSIS 

To understand the problem better, the 
simplified model shown in Fig. 2 will be con- 
sidered.   Here is a simple three-dimensional 
system consisting of a machine with two isola- 
tion mount interfaces (a,b)   on a foundation 
with two attachment interfaces (c,d) on the 
hull.   The terminal pairs are numbered con- 
tinuously through as shown in the figure with 
the convention that at a given interface the first 

three terminal pairs are the translational co- 
ordinates (x,y, z) in that order, and the last 
three are the rotational (a,,3,,) in that order. 

Analysis as above would lead to the follow- 
ing results: 

1.  The column matrix of force spectra out 
of the machine at interface  a would be: 

Zl.i    1     Z13   2     Z13   .1 I   ZU   4      Z13, 5     ZU. 6 

14    1 14   2 14   3 I      14/4 14/5 14/6 

15    1 15    2 15    3 '•  ZI5   4 15 '5 15   6 

7 T 7 ' 7 ■» "» 
16.1 16    2      ""le   3  I      16   4      '■16/5      '■:6/6 

Cn    1      Z17    2      '"I?    3,17   4      Z17    5      Zl 7    6 

18/1 18/2      Z18   3  '.  '"IS   4 18/5 18/6 

(6) 
A similar matrix would exist for the forces at 
interface b involving velocity inputs V7,V8,...V12 

v, 

v2 

V 
"3 

V4 

V5 

V6 
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and force Outputs  Flg,F20,.. .F,..    It is current 
practice to measure spectra defining the three 
translation velocitv input magnitudes, IV,!, 

lv8l, vj,   iV,|   and  IV, I,   |V8|,   |V9|.   With present 

these measurements may be obtained but not 
generally in routine specification and evaluation 
tests.   Attempts to measure rotational motion 
at an interface have been made [5], but practi- 
cal transducers and techniques to do so are just 
now being considered at MEL.   The measure- 
ment of the elements in the transfer impedance 
matrix is such that presently only a feA? ele- 
ments can be measured with confidence [6|. 
Also, it should be noted that phase information 

tedious to obtain with present instrumentation 
because the phase angle is not confined to the 
first and last quadrants, if the system is con- 
tinuous. 

2. The operation to obtain the matrix of 
forces that drive the hull is: 

F25 

F2S 

r" 
i 

^4 

T28/13""     T28, 16   '      T2S, 19 T28,22' 

T,,    ,„-■      T., 

F, 

(7) 

The elements of the force transmissibihty ma- 
trix can be obtained in several ways.   Analyti- 
cal techniques for calculating the elements for 
relatively simple structures have been de- 
scribed [7,8,9].   Efforts to extend the results 
from simple structures to more realistic, and, 
therefore, more complex, structures by a mod- 
ule or "building block" technique are presently 
under way at Westinghouse Research Labora- 
tory.   Individual T elements for complex foun- 
dation structures can be obtained experimentally 
by ratioing radiation-transfer factors, or me- 
chanical mobility measurements made on the 
hull without the foundation in place, with those 
obtained on the foundation [lO,ll].   There are 
many technical problems involved in applying 
and measuring the unidirectional forces on the 
interfaces required in the definition of the 
radiation transfer factors and mechanical mo- 
bilities [6]. 

3.  The final operation yielding the radiated 
pressure in the field is: 

1^25"'     ^28'"     ^31' 

F' 

(8) 

2K 

F; 

F; 

An analytic method for the calculation of the 
acoustic transfer factor caused by a force nor- 
mal to the hull and the factor caused by a mo- 
ment (similar to Sj has been devised by 
Junger and compared to experimental efforts 
[12].   One of the main difficulties is that the S 
factor should utilize a far-field pressure 
meaaurement free of surface and bottom effects. 
This condition is difficult to achieve readily. 

A Practical Approach 

Superimposed on the specific measurement 
problems mentioned is the fact that there are 
many different machines and different installa- 
tion geometries involved in any major analysis. 
This conamon results primarily froin the fact 
that ships and submarines are not produced in 
large quantities and, therefore, do not have in- 
terchangeable, or nearly identical, machinery 
installations.   For example, there may be sig- 
nificant differences in machine-source charac- 
teristics, as well as in structural details, on 
installations performing identical functions on 
sister ships constructed in different shipyards. 
Thus, there is the need to categorize the nec- 
essary input [13] and transfer parameters in 
terms of such general properties as function, 
size, and power for machines, and basic geo- 
metric shape, normalized dimensions, and lo- 
cation in hull for machinery foundations.   A 
program to do this can be commenced with ex- 
isting techniques, if the analysis scheme is 
simplified to account for the previously men- 
tioned technical problems. 

The first simplification is the combination 
of velocity or force components at a given in- 
terface.   All translatory components at an in- 
terface must obviously be in phase with each 
other, and the same applies to the rotational 
components.   The square root of the sum of the 
square correctly defines the magnitude of the 
resultant velocity or force, i.e., 

F*       'F  I       'IF ^   •   IF    '  '     F    2]'   ' rt rt y!rx iry' r,      j 
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and 

F (9) 

When a structure has many such interfaces and 
they are grouped into input and output interfaces 
for analysis purposes, a second simplification 
is the spatial summation or integration of the 
velocities and forces of like units across all 
input interfaces (or all output interfaces), 
thereby further reducing the bulK of data to be 
processed.   This step demands an assumption 
about the relative pliasing of the resultant 
quantities  F* or V*   among the interfaces, if 
accurate phase information is to be neglected. 

are in phase or that they pair up in combina- 
tions 180 degrees out of phase.   A logical as- 
sumption for the complicated systems and the 
broad frequency ranges under consideration is 
a power summation of the resultants: 

L<: LC A (10) 

These simplifications for treating input and 
output quantities infer that a simple transfer 
function also exists in each case in the analysis. 
For example, with the expression [F] = [Tl • [F] 
for a structure with one output and one input in- 
terface, if only the translatory input and output 
force components are considered, 

F! 

F:I2 + IF:,I2 IF: 
(ID 

t   IF., 

Then it can be shown that T*   relates to the 
elements in   IT1   by 

-'=3 OT. \ 3 
iTxyr T   , ^

/2.(12) 

Thus, Tj   is equal to tho square root of the sum 
of the squares of the magnitudes of all the T, j 
elements in   IT]   which involve only translational 
coordinates.   The   I/\3 is a normalization co- 
efficient needed to make Eq. (12) compatible 
with Eq. (11).   In general, the coefficient would 
be the reciprocal of the square root of the num- 
ber of Input quantities.   For a rigorous analysis 
including rotational components, a minimum of 
four T* factors ("r*,T*,T*/t,T*/r)   are neces- 
sary to define a very complex system.   Applying 
this technique to the system in Fig. 2, the forces 
out of the isolation mount in Eq. (6) would be- 
come: 

(13) 

where 

K-OFJ^ IFM!^ iF15l
2 

^^(iZ^j'+IZ,; 

< --   (iV.I2 +   |V2|2 +   lY,!2) 

IZ15/3|
2) 

,   etc. 

The spectrum vt can be obtained by a manual 
summation of the individual spectra or by ob- 
taining it automatically at the time of measure- 
ment [14].   The forces operating on the hull 
after being modified by the foundation become 
from Eq. (7): 

rd 

Tt Tt T. Tt/r_ 

T T    . T r r/t. r. c a c b c b 

dn da db db 

T T T     , T 
rda r d a rtdb rdb 

I 

(14) 

As before, it can be seen that force transfer 
faclor 

T^   = ^(lT25/u!% |T25/I4|
2
+ ...+ iT27/15|

2) 

represents all elements involving translation 
force ratios between interfaces  a and c. 

The expression for ohtaining the prsss'-ir; 
in the sea would become from Eq. (8): 

P*       : |S* S* S* S*      ! 
c c ld rd 

(15) 

where 
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-L is..i2 is26i2+ is27i
2

y 

Similarly, the system acoustic transfer factor 
is defined as 

which intuitively can be approximated by 
s*   ^ IS„ 1   or at least by 

F'* 

(21) 

-(is- +  i: 

In view of the present state-of-the-art, 
where data Involving rotational coordinates 
are not available, the following simplifications 
for the system in Fig. 2 would result for the 
total force output of the machine: 

Z    v t t      ' 

(16) 

•V 

F*, v' and z' are defined for the system 
by the expression: 

K2*K2] 

(v,; + vt 

(17) 

where 

which is equivalent to 

_LfS*2 (sV * s: (22) 

approximated by the simple expression 

S* T Z' v* (23) 

with a single spectrum plot representing each 
of the parameters considered in the analysis; 
i.e., the hull radiation characteristics S*, the 
effect of transmission through internal struc- 
tural paths T', the effect of the isclation 
mounts  Z*, and the input velocity spectrum V*. 

This technique can be applied to very com- 
plicated systems as shown in Fig. 1 and Eq. (5) 
would become: 

P* (S' T   F-) 
p 

I 
i = 1 

(S; T* z* v.  ) (24) 

v/2 r*.     'bi 

If Zt = Z* = Z* (that is, the mounts are 
identical)3 Z* = \I Z*. The forces driving the 
hull now would become Ürorn Eq. (14): 

F   * T! T! 

T, 

F: 

(18) 

Again by defining  F' * and T* for the system 
by: 

T* 
F* F* 

f 19) 

it can be shown that 

V2 
^»2 ^*2 *1     \1/2 (OQ) 

+   Tf        +   T,        +   T. 

Considering the limited number of measure- 
ments that are commonly available, it is reason- 
able to let the one velocity spectrum  v* repre- 
sent all velocity inputs (v* = V*'  - v*'. .. ). 
Also, let ail n isolation mounts be of the same 
type, allowing Fj to be equivalent to  v'n Z^v*. 
Furthermore, the geometry of the hull construc- 
tion (particularly of a submarine) is often sym- 
metrical enough to allow a common   s* factor 
to be used in the analysis without too much loss 
of confidence.   Then Eq. (24) becomes: 

S   V (T' v'H Z*)' E >Tt'zf)2 (25) 

In practical prediction problems [l], one 
may be required to compare the radiated and 
self-noise signatures ol entire propulbiun sys- 
tems, each involving many primary and auxil- 
iary machines.   Furthermore, it may be required 
to predict the benefit oi effecting noise reduction 
features that can be quantitatively interpreted 
in the source and transfer factors used in this 
analysis.   Presently, the lack of time and non- 
availability of desired data usually force a rough 
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Type of 
Machine 

No.  of 
Machine s 
per  Ship 

Isolation 
Mount 
Type 

No. of 
Mount s 

Foundation 
Factor 

Category 

Type of 
Flanking 

Path 
No. pe r 

Type Category Category 

Fig.  3 - Heading of typical data sheet used in itemizing 
factors for machinery  noise predictions 

estimate of the factors in Eq. (25) with the re- 
suit that they serve as simple weighting func- 
tions.   Figure 3 represents the heading from a 
typical data sheet, utilized in the prediction for 
the major components in an entire machinery 
system.   Figure 4 shows a combination of 
measured and estimated transfer impedances 
for common isolation devices.   The value shown 
for most of the isolation mounts was obtained 
by utilizing the dynamic spring constant data 
available for common Navy mounts in three 
translational directions and allows for a "flat- 
tening off" of the curve at high frequencies to 
account for standine: wave uhenomena [l5!. 

in Fig. 6.   The   Tdb factors are considered to 
be flat and positive (therefore, representing 
only amplifications of the input force).   It is 
believed that such factors for a complicated 
foundation would actually be curves having 
many extrema both in the positive and negative 
portions of the  Tdb plot [16|.   Figure 7 depicts 
what is considered as the typical trend of the 
Sdb  curve.   Figure 8 shows the resultant con- 
tributions to the radiated sound pressure from 
energy transmitted through each of the piping 
systems in the pump installation, as well as 
through the foundation structure. 

Figure 5 represents a typical velocity 
spectrum that may be used to represent a 
smail lesiiientiy mounted pump.   Appropriate 
values for  Z* and   z*' are chosen from the data 
in Fig. 4.   The effect of the foundation and pip- 
ing systems is estimated by the factors shown 

PREDICTING DYNAMIC  FORCES ON 
RESILIENT!,Y MOUNTED  EQUIPMENT 

As mentioned earlier, the possibility of 
utilizing the technique in reverse, to specify the 
pressure pulse spectrum outside the hull and 

eHUFT  COUPi-- 

PXHAUST COUP.  i£i_r^— — 

f^COtFjBj^ 

^50 

100 1000 
FREOUENCV    (CPS) 

Fig. 4 -  Transfer impedances of isolation devices 
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100 1000 
FREQUENCY  (CPS) 

J.   I   -   lypicai  acoustic 
transfer factor 

000 

100 1000 
FREQUENCY   (CPS) 

Fig.  5 - Typical velocity 
spectrum  for pump 

g 0 

r 
i r 

1 'I 11.1 

INLET PIPING SYSTEM 

GUI LET P1WNG SYSTEM 

FOUNDATION  

5000 100 1000 
FREQUENCV    (CPS) 

Fig.  6  -  Typical  structural 
force  ratio factors 

then predict the dynamic forces at the hull-side 
interfaces of isolation devices, is intriguing 
because it would mean that investigators work- 
ing in both disciplines would be interested in de- 
fining and cataloging similar transfer functions. 

A thorough investigation of the significance 
of the acoustic transfer factor is needed to eval- 
uate the method's applicability to the shock 
problem.   Junger [17] calculates the S  factor 
by relating the dynamic response of the hull to 
the force on the hull by a summation of the 
modal mobilities.   Tt seems that if the radiation 
problem can be solved from knowing the dynamic 
response of the hull and the boundary conditions 

FREQUENCY     (CPS) 

Fig.  8 - Predicted   radiated 
sound  pressure   from pump 

in the acoustic field, a special reciprocity con- 
dition can be obtained [18,19] allowing the dy- 
namic response of the hull to be found if the 
acoustic pressure spectrum is given.   Then 
this response may be related, by the hull mo- 
bility, to the reaction force existing at a foun- 
dation attachment interface.   The force ratio 
transfer factor   [Tl   or T*   may be used to cal- 
culate the force magnitudes applied to the iso- 
lation devices.   These force spectra could be 
used in establishing levels for shop shock tests 
of resiliently mounted machines.  The prediction 
of excursions of the mounted machinery would 
probably involve using Z*   parameters for iso- 
lation devices which would include amplitude 
and strain-rate nonlinearities [20J that do not 
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have to be considered for the small motions 
involved in the noise transmission problem. 

Programs are now under way to assay ex- 
isting data and to obtain new data which may be 
used as transfer functions for predicting ma- 
chinery noise radiation from Navy surface ships 

and submarines.   Eventually the MEL acoustic 
library could be expanded to include categorized 
transfer factors for isolation devices and foun- 
dations, as well as the machinery vibration data 
now being stored in digital form. This data will 
be readily available as inputs for the calculation 
of far- and near-field radiation predictions. I 
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A STEADY STATE RESPONSE ANALYSIS OF COMPLEX 

STRUCTURES USING IMPEDANCE COUPLING TECHNIQUES* 

M. J.  Barucli and S.  Teiles 
Republic Aviation Corp. 

Farmingdale,  L. I., New York 

A generalized method has been developed to obtain the damped steady 
state response of a. ottucture i-u a sinusoiaal lorce, applied at any point 
on the structure, or a base motion input.    Using matrix methods in con- 
junction with impedance  coupling techniques, the  steady state response 
of a free-free or motion-constrained structure can be obtained. 

By matrix methods the structure  is represcnled as a system of lumped 
mass points and a  set of influence coefficients.   A resulting matrix 
equation, including the mass distribution and influence  coefficients, 
must then be inverted to obtain the response.    To handle a complete 
structure with a large number of degrees of freedom in this manner 
requires the  inversion of large complex (a + ib) matrices,  equal in size 
to the total number of degrees of freedom describing the  structure. 
The numerical difficulties encountered in the inversion of large com- 
plex matrices  severely limits the  size of systems (degrees of freedom) 
that can be considered. 

The method presented allows the  structure to be divided  into  smaller 
substructures that are analyzed as individual  systems.    Constraint 
(coupling) forces, at the points of interconnection between substruc- 
tures, act as  external forces on each substructure.    The  substrucm e 
is divided into mass stations, and rhe influence coefficients are devel- 
oped with respect to reference  stations.    The constraints  imposed by 
the reference stations depend on the mathematical  idealization of the 
substrucLure; in most cases a  substructure can be  represented as fixed 
ended or simple supported for lateral degrees of freedom and as fixed 
ended for longitudinal or in-line degrees of freedom. 

A set of matrix equations have been developed which define the response 
of the  substructure to the unknown coupling forces and any known input 
forces or motions acting on the substructure.    Each substructure is 
analyzed with these equations.    The  substructure  response equations 
are then coupled, noting that compatibility of motions and equilibrium 
of constraint forces must exist at the points of interconnection of the 
substructures.    The resulting matrix, whose  size is a function of the 
total number of interconnections,  is  inverted to obtain the values of the 
constraint forces.    Substitution of the values of the  constraint forces 
back into the  substructure response equations yields the absolute 
steady state response and phase angle of all mass points  in the  struc- 
ture.    By performing this analysis for a range of frequencies, a response 
or transmissibility curve  can be developed from which the damped 
steady state response at the natural  frequencies  can be obtained. 

"This paper was not presented at the Symposium. 
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INTRODUCTION 

During the payload bnost phase, steady 
state excitations can be induced at the boost.er- 
payload interface, resulting in the transmission 
of high g levels to the payload and its compo- 
nents.   In the design of the payload an estimate 
of these dynamic loads can be made from a 
steady state response analysis of the payload 
with an assumed sinusoidal input at the inter- 
face or of the booster-payload combination 
considered as a free body in space.   Many of 
today's spacecraft are complex structures con- 
sisüiig of many interconnected components, 
making it necessary to have a method of analy- 
sis that can handle a large structure without 
excessive simplification of the structural model. 

An analytical procedure has been developed 
to obtain the damped steady state response of a 
structure to sinusoidal force or motion excita- 
tions.   Using matrix methods in conjunction 
with impedance coupling techniques, the steady 
state response of a free-free, or motion con- 
strained structure can be obtained. 

matrix of complex elements which multiply the 
column vector of redundant coupling forces. 
Based on the definition of mechanical imped- 
ance, i.e.,   [Z]      </i Mq}, the coefficient of the 
coupling force column vector is   iz]"1       {q}/{/}, 
known as the mobility matrix.   These mobility 
ryiof T*] r»cic   ajlQ   ülfi   IXlri^T*^''c»c   W^fininjT  ^"^o   kriOWtl 

excitations are combined, noting that compati- 
bility of motions and equilibrium of coupling 
forces must exist at the interconnections of the 
substructures.   A resulting matrix, whose size 
is a function of the total number of interconnec- 
tions in all the substructures, is inverted to 
obtain the values of the coupling forces.   Sub- 
stituting these values into the substructure re- 
sponse equations yields the steady state re- 
sponses of the coupled structure.   By performing 
the analvsis for a  ranee nf frpnnpncips    a  T-P_ 

sponse or transmissibility curve can be devel- 
oped from which the damped steady state 
responses at the natural frequencies can be 
obtained. 

LIST OF  SYMBOLS 

The method presented here assumes that 
any structure can be divided into a set of stat- 
ically determinate substructures, where each 
substructure is separated from adjoining sub- 
structures at discrete interconnections (cou- 
pling coordinates).   The redundant (coupling) 
forces transmitted at these interconnections 
act as external forces on each substructure. 
Therefore, each substructure can be treated as 
an isolated free-free or motion constrained 
system which can be analyzed separately; i.e., 
a response equation can be developed for each 
substructure as a function of the unknown cou- 
pling forces as well as any external excitation 
functions applied to the structure. 

ii      Number of mass station coordi- 
nates (degrees of freedom) in 
substructure 

m      Number of reference station 
coordinates in substructure 

Brackets indicating rectangular 
or square matrix 

I   <       Braces indicating column 
matrix 

, y, z      Translational Cartesian coordi- 
nates (in.) 

Each substructure is represented by a 
lumped mass structural model with up to six 
degrees of freedom for each mass station.   A 
set of influence coefficients is developed for 
each substructure with respect to the reference 
coordinates.   These may be assumed to have 
fix-ended or simple-supported boundary condi- 
tions. 

z       Rotational Cartesian coordinates 
(rad) 

y Rigid body translation at Station 
Zero (in.) 

Rigid body rotation at Station 
Zero (rad) 

A set of matrix equations is derived which 
define the absolute motion response at each 
degree of freedom in a particular substructure 
to the unknown coupling forces and any known- 
force or motion excitations acting on a sub- 
structure.   The matrix response equations ob- 
tained for all substructures combined to obtain 
the coupled responses at all degrees of freedom 
in the complete structure.   The individual sub- 
structure response equations contain a coefficient 

Fi       Applied external force at ith 
mass station (lb) 

M.       Applied external moment at ith 
mass station (lb-in.) 

i   j       Subscripts:    i     l,.,n, j     1.111 

yj       Absolute coordinate translation 
of  ith   mass station (in.) 
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i      Absolute rotational coordinate 
ol   i th  mass station (rad) 

,   j      Absolute translational and rota- 
tional acceleration, respectively, 
of Mass Station (i) (in./sq sec) 

X;      Distance of Station (i) from 
Station Zero (in.) 

F-      Total external force at   ith mass 
station (lb) 

M|      Total external moment at  ith 
mass station (Ib-in.) 

[■']      Influence coefficient matrix 
(size:   n ^ n) (in./lb) 

m;      Mass of   ith mass station 
(ib-sq sec/in.) 

I Mass moment of inertia of ith 
mass station (lb-in.-sq sec) 

[M]      Mass matrix (size:   n x n) 
(Ib-sq sec/in.) 

[L]       Geometry (rigid body motion) 
matrix (size:   m x n) 

[L]T      Transpose of geometry matrix 

q;      Absolute response of   ith   mass 
station coordinate of substruc- 
ture (in.) 

b        Rigid body motion of   j th refer- 
ence station coordinate 

; j       Coupling load (force or moment) 
applied to ith   mass station 
coordinate (lb or lb-in.) 

>; Known external load (force or 
moment) applied to ith mass 
station coordinate 

[a] c      Complex influence coefficient 
matrix (in /lb) 

2b = 2x(c/cc), where c/cc = 
damping ratio 

e""1      Complex damping modulus 

i       Imaginary value,  x-i 

Excitation frequency (rad/sec) 

t      Time (sec) 

ill Unit matrix (size:   n » n) 

[ß] Dynamic matrix (size:   nxn) 

[F] Free-free matrix (size:   n «n) 

[Q] Mass unbalance matrix (size: 
m * m) 

I El Given by E.,. (42) 

[Mi Given by Eq. (43) 

[P] Given by Eq. (39) 

^R'; 

(*R>j 

hi 

station coordinate 

Input load (force or moment) 
applied to   j th reference station 
coordinate (lb or lb-in.) 

Redundant (coupling) load (force 
or moment) at   jth reference 
station coordinate (lb or ib-in.) 

Amplitude of steady state re- 
sponse 

Phase angle 

ANALYSIS OF INDIVIDUAL 
SUBSTRUCTURES 

The mass point degrees of freedom in a 
substructure are defined as follows: 

1. Reference Station Coordinates:   those 
degrees of freedom in a statically determinate 
substructure that are assumed a fixed refer- 
ence for obLaLning the influence coefficients of 
the substructure. 

2. Mass Station Coordinates:   those de- 
grees of freedom in a statically determinate 
substructure for which influence coefficients 
are obtained with respect to the reference sta- 
tion coordinates. 

The equation used to obtain the responses 
of a particular substructure is dependent on the 
type of boundary conditions existing at the as- 
sumed reference station coordinates of the sub- 
structure and the types of excitation functions 
applied to the substructure.   The types uf bound- 
ary conditions considered are fixed free, simple 
supported, and free-free.   In the first two cases 
the excitation functions are a displacement, 
velocity or acceleration input to a reference 
station coordinate and a known external force 
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or coupling force applied at a mass station co- 
ordinate.   Such bubötructures are referred to 
as motion constrained.   Under free-free condi- 
tions the excitation functions can only be a cou- 
pling force applied to the substructure at a 
reference station coordinate (for a coupling- 
constrained free-free substructure),* a known 
external force applied at a reference station 
coordinate (for an unconstrained free-free 
substructure), or a known external or coupling 
force applied at a mass station coordinate (con- 
tained in either of the latter two types of sub- 
structure). 

In Fig. 1, yo  and 0o are the rigid body 
translational and rotational motions, respec- 
tively, at Station Zero, having the positive 
directions indicated.  The influence coefficients, 
a^ are referenced to Station Zero as though 
the beam were cantilevered from that point.   It 
is assumed that a set of applied external forces 
{Fj}  and moments  {M;}  act at each mass point 
on the beam     yi and dl are the absolute trans- 
lational and rotational coordinates of Station (i) 
relative to the equilibrium position, and x. is 
the distance of Station (i) from Station Zero. 
The elastic translation and rotation of the beam 
at Station (i), assuming  6   to be small, can be 

substructure are developed in the following 
section.   The response equations of a free-free 
substructure are then obtained by considering 
the equilibrium of forces and moments on the 
substructure. 

and 

=    0. 

m 

(2) 

Derivation of Substructure Equations 
of Motion 

The beam shown in Fig. 1 is represented 
by a lumped mass distribution and a set of in- 
fluence coefficients referenced to Station Zero. 
It is considered to contain (n) mass points, 
each with the capability of up to six degrees of 
freedom. 

For simplicity the derivation considers 
only the translational motions in the  y direc- 
tion and the rotational motions about the  z axis 
The extension to six degrees of freedom per 
mass point can be achieved once the form of 
the equations of motion has been established 

'In this case, the reference station coordinate 
is a coupling coordinate, and the motion of the 
reference station coordinate is a function of 
the  coupling between  substructures. 

and the elastic translation and rotation of a 
Station (i) due to a force or moment at a Sta- 
tion (j) can be written 

'i-y0- "oxi - aii'Mj 
1=1 

and (3) 

Z-.   '". i r j      Z-      n ■ j' ^, 
J   1 I ■   1 

where F, and M- are the total external loads at 
Station (j) and the nj are the influence coeffi- 
cients,   i ,   j     i.. .n. 

The elastic motions at each of the mass 
stations can then be described by the matrix 
form of Eq. (3). 

X 

Erjn i 1 ibrim 
pos i t i on 

Fig.   1   -  Beam with "n"  mass points 
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y - - y    - h   %. 

yn- yo'eo*n 
y = 

''-'  - o 

In "11 

nn n 1 

In 11 Vn' 

F, 

<-■-- >.   (4) 
M' 
'"I 

Mr 

The influence coefficient matrix   [aj.]  wil] 
henceforth be denoted by the symbol   fa]. 

Since the motions of a given Station (ii 
vary with time, the inertia forces {-m^J and 
( !,   ,) act at this mass.   The sum of the inertia 
load and applied external load at a Station (i) 
equals the total external load at the Station (i). 
This can be written as follows: 

F; 

M;' 

1*1 

(5) 
I. 

In matrix form, Eq. (5) for all stations (l.. .n) 
is: 

Substitution of Eq. (5) int^- Eq. (1) IOJ the 
total external loads F- and MJ and rearrr ce- 
ment of terms yields 

la] [M <tL[a]J&lJ^r;. 

y   + 

(7) 

The term involving the rigid body motions 
y„ and  9n can be rewritten in the form: 

y„+ ö„x„ -^ o on 

0 

l_ 

1.0 

1.0 

^0" 1.0 

1,0 

(8) 

The coefficient matrix of 

is the transpose of the geometry matrix dis- 
cussed later and is denoted by [L]T. 

Equation (7) can be rewritten as 

F 

M; 

Vi 

M, 

where the matrix of elements 
["'■.] 

M 

is the 

mass matrix and is denoted by the symbol   ]M] 

Yi 
MM^U    [a w:* 0) 

which is the equation of motion of the two- 
dimensional beam shown in Fig. 1. 

To extend this analysis to six degrees of 
freedom per mass point a new coordinate  qi is 
defined where the subscript i  refers to a par- 
ticular mass station coordinate of the substruc- 
ture.   In addition, the external loads Fi and Mj 
are replaced by the sum of two new forces ,'; 
and   v j where the   f7 > are the redundaiit cou- 
pling forces which exist at the points of inter- 
connection of adjoining substructures and the 
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■M '-  are the   nown externally applied forces. 
The motions   t Station Zero are cajied >>■. 
where j     1,   . . m < 6, and are the possible 
rigid body motions at a reference station. 
Equation (9)  .an now be written as 

{q;}   =   -M [NHei;} ^   [a]{0.}+ ['xliXi} + [Ll^iJ , 
(10) 

where 

11(1=1 

5J(W. 

r    -  motion of  Ith mass station 
coordinate of substructure, 

,   = rigid body motion of jth 
rpfprpnop station coordinate. 

[a]   = influence coefficient matrix 
of substructure, with six de- 
grees of freedom per mass 
point, referred to reference 
station coordinates (size: 
nxn), 

■Ml   = mass matrix for (n) mass 
station coorciiiutes (size: 
nxn), 

iL!T = transpose of geometry ma- 
trix, for (m)  reference station 
coordinates and (n) mass 
station coordinates (size: 

Vi(i ■n) 
cou^ ling force applied at ith 
mass station coordinate, and 

^i(i = i n) = known external force applied 
at Lth mass station coordi- 
nate. 

Equation (10) has been developec1 using a 
structural model with cantilevered boundary 
conditions for influence coefficients.   However, 
any statically determinate structural model 
could have been used. 

Introduction of Damping into Equations 
of Motion 

The equations of motion given by Eq. (10) 
have been developed omitting the effects of 
damping.   Damping is introduced into the anal- 
ysis by considering the structural of hysteretic 
energy dissipated within the structure.   Mykle- 
stadll] has developed a complex damping mod- 
ulus   e1'' where p =  2b  and b = c/c    for low 

damping, which when multiplied by the elastic 
modulus E, results in a complex elastic modu- 
lus E = Ee1''.    Since the elements of the influ- 
ence coefficient matrix are üwersely propor- 
tional to E, a complex influence matrix 

['-'], (aj  ( cos , i sin fj.) (ID 

can be used to define the damping in the struc- 
ture.   The resulting damping force is a dis- 
placement dependent function. 

By substitution of [a] c for [a] in Eq. (10) 
and rearrangement of terms, the damped equa- 
tions of motion of a substructure become 

[a]^} WjMHq;} + [I]{q.>   = 

+ [a]c{X:i}+  [LlTjSj},   (12) 

where   [I]   - a unit matrix. 

Response Equations of Motion- 
Constrained Substructure 

It is assumed that the forces and motions 
vary harmonically so that 

and 

(V   =   {6.}   e1"' . 

and Eq. (12) has a solution of the form 

{q;}   --    (Q:)   e1-' vxoy 

where 

üi = frequency (rad/sec), and 

i   = imaginary value  X'ZT. 

Equation (12) then becomes 

[[I] -w2[a]c[M]] {q;}   =    MJ^.} 

+   [a]c{\i}+   [L]T{8j}.   (14) 

Substitution for  [a]c from Eq. (11) with 

Iß]    ■■      [[I]   -   ^[a] |M]    e""" (15) 

NOTE:    Reference appears on page   154. yields 
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+   [a]   e-i'J{\i}   +   [L]T{8.} ,        (16) 

If both sides of Eq. (16) are pre multiplied 
by the inverse of   [ß] , the steady state response 
equation of a motion constrained substructure 
is obtained: 

[/3]-l[L] '{Sj} ,   (17) 

where   {i-} is the motion input column vector. 

Equation (17) gives the response at all 
mass station coordinates (l.. .n) in a substruc- 
ture due to the coupling forces and known force 
and motion inputs.   Several inherent properties 
of Eq. (17) should also be mentioned: 

1. K {Sj} = o, a substructure fixed to 
ground at the reference station can be analyzed. 

2. If {<p.} = 0; coupling forces do not exist 
in the substructure; i.e., Eq. (17) also obtains 
the responses of a structure that has not been 
divided into substructures. 

Response Equations of Free-Free 
Substructure 

The summation of forces acting on the 
beam in Fig. 1 and the summation of moments 
about Station Zero are given by the following 
equations: 

-F -m v     -    /      m.v-+ 

i   I 

-M -I -     7       m. x   v o no /_,        i    i - 

T Fi (18) 

V" 

The terms of the equations can be written 
in matrix form as follows: 

^  miy.l  =   [[l,...l]n,[0,...0]n][M]J^|    (20) 

and 

7      m.x.y.   +    /      1-6. 

r?.i 
=   [ [x1...xn]1[l,...l]][M]j4H,  (21) .1 

where  [M]   = mass matrix defined by Eq. (6); 
also 

Z>i = [[ [i,...l]„, [o, ■01"]  M: 
(22) 

and 

fF.l 
L «i = [^•••"J.[i....i]n]|Mi|. 

(23) 

By using Eqs. (18) through (23), the follow- 
ing matrix equation can be written: 

o      I, oj 

il lin. 10 01 

[x1...xnJ.[l,...l]nj 

[i,...iln.[o,...oin- 

[x.^.x^.d....!]^ 

V, 

(24) 

w here 

. y F.X. . y M-      (is) 

where 

"m        0 
o 

0       I, 
[MRef 1    = reference station 

mass matrix. 

n . I = mass and mass moment of inertia, 
respectively, at Relerence Station 
Zero, and 

F    M    = force and moment at Reference 
O O 

Station Zero. 

By noting Eq. (8) which defines   !LjT, it 
can be observed that 

[l,...l]n,[0,...0]n 

ix,...xnl,[l,...l]n 

(25) 
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and Eq. (24) can be simplified to 

.'Kef.j y    p   IL] IM1 ^— j>+   ILI 

(26) 

Equation (26) is the combined force and moment 
equilibrium equation for the two-dimensional 
structure in Fig. 1. 

To extend Eq. (26) to six degrees of free- 
1om  r\pi ma co   rw-»irtf     fH^i  T-n#-ifi o   r*n t~iri nn   r*r 

is introduced as discussed in the previous sec- 
tion.   The externally applied forces F;  and M; 
are again replaced by the summation of forces 
gtj  and \-i.    The rigid body motions and forces 
at Reference Station Zero are called (qR).   and 
(0R):, respectively, where   j = l...m < 6 are 
the rigid body degrees of freedom at the refer- 
ence station.   Equation (26) can be written for 
up to six degrees of freedom per mass point as 
follows: 

the reference stations in the free-free substruc- 
ture.   On rearrangement of terms, Eq. (14) 
V-»or»om öQ 

HKqj}     =    '"2l"lciM1|{<li}   4-    (ajc(c/,.} 

+   [a]c{\.}  +   lLlT uqR;,> ■     (29) 

Premultiplying both sides of Eq. (29) by  ft] [Ml 
yields 

IL] iMHqi)  =   ai2[L] [Ml [aljMHq^ +  [Ll [Ml [aJc{0.} 

+ ILI [Ml [a]c{X..} + [L] [M][L]T{qR)j} . 

(30) 

H Eq. (28) is solved for  [Ll [Ml (qj  and the re- 
sult is substituted into Eq. (30), the following 
equation is obtained: 

"   -U^);)   -    [MRef.]((qR)j[ 

f     ILI     {^jj     +       [Lh'X;}    , (27) 

where 

lMRef  1   = reference station mass 
matrix (size:  m x m). 

(^i ( i-I . .  .m) = motion of jth   reference 
station coordinate. 

^R^irj-i . m) = coupling force at jth ref- 
erence station coordinate, 
and 

^i(i = i      n)  = motion of  ith   mass sta- 
tion coordinate. 

Since the forces and motions are assumed 
to vary harmonically as in Eq. (13), Eq. (27) 
becomes 

- -^ ILH^}  -  i  [LIIX,} 

^    .'2lLilMj[a]c[MHqi[   I    [L! [Ml I a 1 ^ . [ 

+    [Ll [M][alc{\.}   +    |Ll[MllLlT   {(q,,)^  . (31) 

If Eq. (31) is solved in terms of   [Q] ((qR) ■ >, 
where 

IQ] ILI [M1IL1T  f    |MC (32) 

{(qR) j I   may be obtained by premultiplying both 
sides of the resulting equation by the inverse of 

101 : 

1 
UQRV - -~ lor1 u^} 

-^   [Or1   'Ll   [ill   t«2[M)[a]c] {.j-..) 

-    {(*R)j}    :     ^[M^f JUq,^}   +   ^[Lj [MKq;} 

+    [L]{0.L]   +    [LKX;}  . (28) 

which is the general equilibrium equation of a 
statically determinate substructure. 

The free-free response of a substructure 
can be obtained using Eq. (14) in conjunction 
with Eq. (28).   The known motions of the refer- 
ence station  {s.}  in Eq. (14) may be replaced 
by   ((qR)  ) , which are the unknown motions of 

- ~   101-'   IL]  [[11 +-2[Ml|alc]{Ai} 

- .o2  IQI'1   [LllMl [a]c [MHq;} . (33) 

By substituting Eq. (33) into Eq. (29) for {(qR)   } 
and rearranging terms, the following equation 
is obtained: 

[III --2IF1 [alc[M]]{qi) —  |LlT'nl -' J^■_^   i 
,,2 ■      K' J 

(34) (Cont.) 
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[Fl [a]c -  -L  |L|T IQI-MLI I  {■/;} 

+ r .IFI [alc - -^   |L|T 101 "ML] U;}, (34) 

where 

111 -   iLPiOl-'iLHMil .        (35) 

The matrix 

[ß]   =   [ill   -  ^fF][a]c[M]] (36) 

is identical to the   \ß]   matrix given by Eq. (15) 
for a motion-constrained substructure when 
IF1   -   [11. 

The steady state responses of the mass 
station coordinates   {qj} are obtained by pre- 
multiplying both sides of Eq. (34) by the inverse 
of [ P]: 

(q,) -   [/3]-1[L]T[Q]-1{(«R)i} 
2 "    J 

where, by using Eq. (11) for 

IE] 101 

and 

m [Fl [a] A   [L]T 101 "ML] 

(42) 

(43) 

Equations (38) and (41) define the steady state 
damped responses of the free-free substructure. 

[E]    if the maes matrix [M] 
is symmetric, the substructure responses at 
the mass station coordinates (i) and reference 
stations (j) can be written in the following ma- 
trix form: 

f^il r-p   i 
[(m xm)_ 

r-E 
(n xm) 

--ET     ' 
(m x n) 

-N 
L(nxn)_ 

q. r - 
^     ■  J 

/^R>i\ 
"5~i 

:F][a]c - ±  [L]T[Q]-1[L] 

[F] [a]c - -\   ILITIQ]"1^] 

+   [/J]"1     [F][a]^ -  -L   ILI'IQI-1 [L]      {*;} 

(37) 

If Eq. (37) is substituted into Eq. (33) for {Q;} 

and the terms are rearranged, the steady state 
responses of the reference station coordinates 
UqR)j)   are obtained: 

UQR),} -  -lP)((qRV- IRH'/;}- iR]<\i) ,    (38) 

where, by using Eq. (11) for   1  1 c 

[PI     - -  101 ■' 

lOr'ILUM] [allMl [/ij-MLjTfQ]-1 e-'" (39) 

where 

(m x n)J 

N ] 
{K-} (44) 

and 

j  =   1.. .m, and 

i   =    1.. .n. 

Equation (44) gives the steady state response of 
a coupling-constrained free-free substructure 
having coupling forces   U^R) j)   at the reference 
station coordinates (j) and coupling forces {</;} 
at the mass station coordinates (i).    These 
forces are dependent on the coupling coordinate 
interactions of a particular substructure with 
external substructures, which together com- 
prise the overall structure.   The procedure for 
combining the substructures is developed in the 
following section. 

[R]    lorMLi 111   f    iMl[a]   e" 

t    lOr'lLHM] [a] !M1 I/-;]-1 P""' p[Fl [ale'1" 

IL^IOT'ILIJ (40) 

form: 
Eq. (37) can be rewritten in the following 

iq,)       -iEH( /R)^   .    iNH'Ai)   f    iNl{\i}    (41) 

In general, a complete structure will either 
be excited by motion and/or force inputs, as is 
the case of a motion-constrained structure, or 
by force inputs, as is the case of a free-free 
structure.   In the former case, one substructure 
(input substructure) must feel the motion input 
directly at its reference station, while the ad- 
joining substructures (coupling-constrained 
free-free substructures) feel the input only 
through the coupling forces at the inter connec- 
tion between the substructures.   In this case the 
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input substructure is analyzed using Eq. (17) 
and the coupling constrained substructures are 
analyzed using Eq. (44). 

To analyze a free-free structure, none of 
the substructures can be motion constrained. 
In fact, all substructures must be analyzed as 
free-free structures having forces at the refer- 
ence station coordinates  (j) and input or cou- 
pling forces at the mass station coordinates (i). 
If coupling forces exist at the reference station 
coordinates of all the free-free substructures 
(i.e., all cubstruchires are coupling constrained), 
Eq. (44; is used for all substructures.   K the 
reference coordinates of a free-free substruc- 
ture are not coupling coordinates, the forces at 
the reference coordinates are defined by known 
forces.   The force will be zero if no force ex- 
ists at a reference coordinate.   This substruc- 
ture is designated as an unconstrained free-free 
substructure and may be analyzed by the follow- 
ing modification of Eq. (44): 

i q, J 
(•/: 

L-pJ 

H 
kl 

(45) 

where   U^R)j>   = known forces at reference 
station coordinates.   By using Eqs. (44) and (45) 
all substructure responses are obtained for a 
free-free structure. 

Since there are three steady state response 
equations for the substructure recponGc analy- 
sis, an option designation has been assigned to 
each equation: 

Equation (44) - Option I, for a coupling- 
constrained free-free substructure; 

Equation (17) - Option II, for a motion- 
constrained substructure; and 

Equation (45) - Option III, for an un- 
constrained free-free substructure. 

COMBINATION OF SUBSTRUCTURES 

The substructures are combined by main- 
taining compatibility and equilibrium at each 
discrete interconnection of two or more sub- 
structures; i.e., the motions of the substructure 
at each interconnection must be equal and the 
summation of the coupling forces acting on each 
substructure at an interconnection must equal 
zero.   (It is assumed that an excitation force 
i : i i   applied at a coupling mass station coordi- 
nate acts on only one of the substructures at an 

interconnection.)   The procedure for manipulat- 
ing the response equations obtained for each 
substructure (using the appropriate option), so 
that the compatibility and equilibrium equations 
can be applied, is outlined in Steps 1 through 5 
of the Flow Diagram. 

For explanatory purposes it is assumed 
that there are r   substructures and that Sub- 
structure 1 is motion constrained, so that its 
response equation is obtained by using Option 
II.   The remaining substructures  (2...r) are 
assumed coupling constrained, so that the re- 
sponse equations are obtained by using Option I. 
However, the procedure for combining substruc- 
tures, in general, can be used with any set of 
options contained in this analysis. 

In the equation defined by Option. II and in- 
dicated functionally in the Flow Diagram (Step 
1), the column matrix  (qj!  defines the re- 
sponses at all mass stations coordinates (l. ..n) 
in the substructure, including the responses at 
each of the coupling coordinates.   At a coupling 
coordinate, the coupling force, contained within 
the column matrix  <;   }, acts as an external 
force to the substructure.   A force in  {,;;   cor- 
responding to a noncoupling coordinate equals 
zero. 

In the response equations for the coupling 
constrained substructures (2..   r) as developed 
from Option I, the column matrix  UHR) J/H; ' 
defines the responses at the reference station 
coordinates (j    I. . ,m) as well as the mass 
station coordinates (i     l...n).    For this case 
the reference station coordinates  (j) are all 
coupling coordinates and the coupling forces at 
these coordinates act as external forces on the 
substructure.   The responses and coupling 
forces at the mass station coordinates (■     1. .. n) 
have been discussed above. 

Before the compatibility and equilibrium 
conditions can be applied to obtain the values of 
the coupling forces as a function of any known 
excitation functions, an equation must be ob- 
tained relating responses at the coupling co- 
ordinates in each substructure to the coupling 
forces at these coordinates; i.e., an equation 
must be developed of the form    q,. A1 

w,.' • -.i. • as shown in Step 5 of the Flow Dia- 
gram. This relationship is developed in Steps 
2 through 5. 

Once the above relationship (i.e.. Step 5) 
has been obtained, the compatibility and equi- 
librium conditions can be applied with a knowl- 
edge of which responses in 'q(.   and coupling 
forces in '   r    exist at the same interconnec- 
tions in the complete structure.   Steps 7 through 
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10 describe the application of the compatibility 
and equilibrium conditions from which a re- 
duced matrix  [A")   is obtained.   The coupling 
forces are then obtained (Step 11) from the 
product of the inverse of the   [A"]   matrix and 
the reduced input column vector {a^}.   (The 
original form of the input column vector  {bA}, 
given in Step 3, contains the terms [L]r {h.^ 
from Option 11 and 

[-ET1 

, [N] 
{X;} 

from Option 1.)   Upon substitution of these cou- 
pling forces back onto the equation of Step 3, 
the steady state responses at all coordinates in 
the structure are obtained (Steps 13 and 14). 

Since the responses include the effects of 
damping and are in complex form, the output of 
this analysis will be the absolute value or am- 
plitude of the steady state response and the 
phase angle with respect to the forcing function 
(Steps 14 through 18).   An example, using sym- 
bolic response equations, has been included in 
the Appendix to help clarify the above procedure. 

Since the purpose of a steady state response 
analysis is to determine the responses over a 
frequency spectrum, a frequency response 
curve must be developed for each of the more 
significant mass points in the structure.   This 
requires that the procedure be repeated for as 
many frequencies as is necessary to define 
clearly the frequency vs response curve. 

GEOMETRY MATRIX 

The geometry matrix   [L]   describes the 
rigid body motions of the mass station coordi- 
nates (i) caused by the rigid body motions of 
the reference station coordinates (j).    Fora 
unit rigid body motion of each reference 

coordinate (row designation of the  [Ll   matrix), 
each mass station coordinate (column designa- 
tion of the   [L]   matrix) receives a rigid body 
motion corresponding to its geometrical rela- 
tionship to the reference station. 

For example, in the   [L]   matrix, Eq. (25), 
developed from the analysis of a cantilevered 
structural idealization (Fig. 1), the rigid body 
motions at the mass station coordinates (i) due 
to a unit displacement of reference coordinate 
y0 are equal to   (y.) =  {i.O} for the displace- 
ment coordinates   {y.} and zero for the rotational 
coordinates {5.}.   However, a unit rotation of 
90 causes displacements at the mass station 
coordinates of  {y.} 0 
rotations at the mass jtations 
{a.} -- i.o. 

x., as well as 
(i) equal to 

To illustrate an   [L]   matrix for a substruc- 
ture with up to six degrees of freedom per mass 
point, the structural model shown in Fig. 2 is 
discussed. 

Station R  is considered the reference sta- 
tion with six degrees of freedom and Station? 1 
and 2 as mass stations with six degrees of 
freedom.   Stations 1 and 2 are a distance ly 
and a distance   l2 from   Station R, respectively. 
A positive sign convention for translation and 
rotation is designated by the right-handed co- 
ordinate system in Fig. 2. 

ll' a unit motion is applied to each of the 
reference station coordinates separately, in the 
positive directions indicated in Fig. 2, the rigid 
body motions of the mass Ptation coordinates 
are obtained in the   [L]   matrix.   This matrix is 
developed by noting the magnitude and direction 
of a motion at a mass station coordinate due to 
a unit rigid body motion of a particular refer- 
ence station coordinate.   The resulting direction 
of the rigid body motion of a mass station co- 
ordinate, relative to a particular positive sign 
convention (in this case a right-handed 

C-W V 
£-_- sfe: X5-^;,K 

^v.i 
M "i''"*', yRj 

XR   (    ' 

^VRI (0y\\ 

■e. 

Fig.  2  - Structural   model   used   to 
develop an illustrative   [L]    matrix 
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coordinate system), determines the sign of a 
particular element in the   [L]   matrix.   As an 
example, the motion of  z2 in Fig. 2 due to a 
positive unit rotation of (0 )R is (-t2), since 
the resulting motion is in the negative  z direc- 
tion at Station 2.   The elements in the   [L]   ma- 
trix are developed in this manner, since the 
magnitudes and directions can be determined 
visually from particular statically determinate 
structural idealization. 

Ref. 
Station 
Coordi- 
nates Mass  Station Coordinates 

[L] 
ZR 

(öx)R 

(8 )„ y' R 

(^) z'K 

1.0 

0 

0 

0 

0 

0 

y, y2 

o o 

1.0 1.0 

o o 

o o 

o o 

u 

1.0       1.0 

0 0 

I,    -I. 

(öx)l   (öx)2  ^y)l   (0v)2  (öz)l   (0^2 

0 0 0 0 0 0   _ 

0 0 0 0 0 0 

0 0 0 0 0 0 

1.0 1.0 0 c 0 0 

0 0 1.0 1.0 0 0 

0 0 0 0 1.0 1.0 

A definite sequence of rows and columns 
must exist to develop a correct   [L]   matrix: 

1. The sequence of the columns, corre- 
sponding to the mass station coordinates (i), 
must correspond to the columns of the   [a]   ma- 
trix and  [Ml   matrix, as well as to the sequence 
of the coordinates in the   {q;} response matrix. 

2. The sequence of the rows, correspond- 
ing to the reference coordinates (j) must cor- 
respond to the sequence of the elements of the 
reference station mass matrix   [MRef ], as well 
as to the sequence of the coordinates in the 
{(qjj):}   response matrix. 

SUMMARY 

This analytical procedure can be summa- 
rized by listing the steps to be followed in using 
this analytnal method. 

1, Establish a set of statically determinate 
substructures to represent the structure.   Four 
factors determine the selection of substructures: 
the substructures must be separated at discrete 
interconnection coordinates; the number of in- 
terconnections between substructures should be 
minimized to maintain the size of the   [A"]  ma- 
trix (Step 10 in the Flow Diagram) at a reason- 
able value; the dynamic model for each sub- 
structure should adequately describe the 
substructures; and the damping characteristics 
of each substructure should be reasonably 
homogeneous since a constant clamping factor 
is assumed for each substructure.   A typical 
structure is shown represented by a set of sub- 
structures in Fig. 3, 

Li,  £j3tak/i.iSii a consiSieni. sign convention 
for the coordinates in all substructures to ob- 
tain the   [a]   matrix and   [L]   matrix.   A right- 
handed coordinate system has been used for 
developing the previous analytical equations; 
however, any consistent coordinate system can 
be used. 

3. Establish the mass point distribution 
for each substructure and define the reference 
station coordinates (m).    For a motion- 
constrained substructure, the reference station 
coordinates are the motion input coordinates. 
For a free-free substructure, the reference 
station coordinates are either coupling- 
constrained or unconstrained.   The remainder 
of the degrees of freedom in a substructure are 
mass station coordinates (n). 

4. Define the interconnection (coupling) 
coordinates in each substrucbire.   It is sug- 
gested that each degree of freedom in all the 
substructures be given a numerical designation 
so that each coordinate is uniquely defined. 
The coordinates coupling at specific intercon- 
nections can then be established to apply the 
compatibility and equilibrium conditions. 

The following steps apply to each sub- 
structure: 

5. Develop the influence coefficient matrix 
[a]   and mass matrix   [Ml . 
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Fig.   3   -   Substructure   breakdown   and 
mass distribution for typical  structure 

6. Develop the geometry (rigid body motion) 
matrix   [L]. 

7   Assutne a vsiluö for the dumnin^1 rstio 
and solve the follov/ing relationship for the com- 
plex damping modulus:   e1" = cos M - i  sin ß, 
where /.. = 2(c/cc)  = radians. 

8. If a substructure is motion constrained, 
solve for   [0]   from Eq. (15) for a particular 
excitation frequency, invert the   [ß]   matrix and 
substitute into Eq. (17). 

9. If a substructure is free-free, develop 
the reference mass matrix   LMR„f ]   and k]T, 
compute   [Q]   from Eq. (32), the inverse of   [Q], 
and   [F]   from Eq. (35).   For a particular exci- 
tation frequency, compute   Iß]  from Eq. (36), 
the inverse of   iß],   [P]   from Eq. (39),  [E] 
from Eq. (42) and develop   [E]T, and compute 
[N]   from Eq. (43).   If the substructure is 
coupling-constrained free-free, substitute the 
values for  [PI ,   [E],   [E]T and [N] into Eq. (44). 
If the substructure is unconstrained free-free, 
substitute these values into Eq. (45). 

10. When the response equations are devel- 
oped for all substructures, the procedure out- 
lined in Steps 1 through 19 of the Flow Diagram 
is followed. 

11. The procedure outlined in Steps 8, 9f 
through 9£, and 10 must be repeated for a range 
of excitation frequencies to obtain a response 

vs frequency curve for critical coordinates in 
the structure. The peak responses define the 
damped natural frequencies of the structure. 

The response to a particular motion input 
^^•„eitri cttlOii; 

will have the units of the input function.   If a 
force excitation is applied to the structure the 
response will be in displacement units. 

In many steady stete analyses a transmis- 
sibiiity curve is desired for critical coordinates 
in a structure, due to a motion input.   The 
transmissibility can be obtained directly by- 
substituting a value of unity for a single coordi- 
nate (j) in Eq. (17). 

REMARKS 

In any steady state analysis, the accuracy 
of the peak responses is a function of the esti- 
mated damping in a structure; therefore, test 
confirmation of the damping factor is required 
to improve the confidence in the analysis.   If a 
reasonable damping factor is assumed, the anal- 
ysis can be used for estimating dynamic loads 
and stresses in a structure at the natural fre- 
quencies by observing the distribution of re- 
sponses over the structure.   The analysis can 
also be used for establishing sinusoidal environ- 
ments for components of structures which must 
be vibration tested separately. 
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The analytical procedure in this paper has 
involved dividing a structure into a set of sub- 
structures.   The advantages of this substructure 
approach are: 

1. mplex structi i^clii   >.v-:   .ill..! lyzed. 
Since the method of substructures treats each 
substructure as a lumped mass distribution 
represented by a set of influence coefficients, 
it may be more feasible to develop several 
smaller influence coefficient matrices rather 
than one large influence coefficient matrix. 

f.    XL  a.- 

changes in mass distribution or structural 
characteristics, to be analyzed without reana- 
lyzing the entire structure; the unchanged part 
of the structure may be treated as one sub- 
structure and the variable portion of the struc- 
ture as another substructure.   Such a case 
exists if the basic frame of a structure is un- 
changed but the components housed -within the 
structure are changed to establish a different 
overall structure.   In this case the basic frame 
is analyzed once using one of the matrix equa- 
tions developed in the first section.   The com- 
ponent substructures are reanalyzed for each 
change in structural characteristics and mass 
distribution, and these substructures are com- 
bined with the basic frame substructure to ob- 
tain the new steady state responses of the over- 
all structure.    Therefore, a structure with 
internal changes need not be reanalyzed as a 
complete structure, thus reducing the time for 
developing the input parameters to a steady 
state response analysis. 

3. The damping characteristics throughout 
a structure need not be hürnogeneous.   If a part 
of a structure appears to have different damping 
characteristics from the rest of the structure, 
it can be treated as a separate substructure. 

4. The largest square matrix which may 
require an inversion is not a function of the 
total number of degrees of freedom in the over- 
all structure as would be the case if an analysis 
were performed on the overall structure di- 
rectly; the sizes of the matrices inverted in 
this analysis are either equal to the number of 
mass station coordinates in each substructure 
or are a function of the touil number of inter- 
connection (coupling) coordinates in all sub- 
structures. 

To obtain the steady state response of 
complex structures, a large number of degrees 
of freedom may be required to simulate the 
structure accurately.   To use this analytical 
procedure to obtain the frequency vs response 
curve for the more significant degrees of free- 
dom of such a structure, it becomes necessary 
to program the analytical procedure for the 
digital computer.   This has been done and has 
been successfully applied to obtain the steady 
state response of the AOSO spacecraft in the 
launch configuration. 
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Appendix 

AN EXAMPLE OF PROCEDURE OF COMBINING SUBSTRUCTURES 

The response equations of three substruc- 
tures may be considered to have the following 
form: 

Substructure I 

rr     c     c    ^ 

.c3, c32 cZ3J {j 

(Al) 

where Stations 1 and 3 are coupling coordinates; 

Substructure II 

]44    d45^ 

Ld
54  d 

(A2) 

where Station 4 is a coupling coordinate; and 
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Substructure HI Steps 4 and 5 

n 
oj        LOJ 

(A3) 

where Station 6 is a coupling coordinate. 

The elements c, d, e, and I are in com- 
plex torm. The foiiowing steps are performed 
with reference to the Flow Diagram: 

Step 1(a) 

11    ^-1 2   ^13 

c     c    c ^3 1        32   ^35 

S4   "4 5 

<i54    d55 

^'^ 

0 

*3 

0 

(A4) 

Steps 2 and 3 

fB] Matrix 

1^3 J 

10 
>= 

in 1 KJ 

0 0    c! 

0 0     c] 

0 0 

0 0 

0 °~1 
0 0 

0 0 

44 o 

'54 
o 

e66 

ei± 

,4'3 

rO 

0 

(A5) 

[A] Matrix 

c„ c13   0     0 

0       0       0     e. 

'/;'l '111 

'^3 M 
< 

*4 

>•    +      < 

o  I 

j''6^ l0J 

}   ;  (A6) 

Stations 1 and 4 and Stations 3 and 6 are to 
be coupled; therefore, qj = q4 and q3      q6   are 
compatibility equations and   /.j + ^4 = 0   and 
t/j3 + ■fb - o   are equilibrium equations. 

Steps 7 and 8 - Compatibility of motions 

c    c L3 I 33 

i >      f 
f1 

, oj 

(A7) 

Steps 9 and 10 - Equilibrium of forces 

ol C3, (C33fe66^ 

"1 fll 
+ (A8) 

Step 11 - Computing coupling forces 

(C,, * d44) C13 

r n i. o       > 
^ ^ 3 .3       v 6 6 

A 
Form 

hi c. 

(A9) 

Step 12 

^4 ■h (r,  *    i s,) 
(A 10) 

Step 13 

7 

^'3 (All) 

''e 

( r ,   t    is,) 

( r ,   i    is,) 
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Substitute Step 13 into Step 3 for {0c> 

r*   x \ „-\ 

<^>    -    For y     ;      (Al 2) 

KlV ^ + lvl. 

Steps 15 and^l6 - Phase Angle 

< 
1 

l/j T    1 

> 

tan-   ^ 
' 1 

\        ' 

^7 tan-   p- 

Steps 17 and 18 - Amplitude of response 

}■    - 

f/    2            2\1''^ 

\ ■ 1 > 

1, ̂ l 
/    2       '    2 

1^7    +V7 r. 

(A13) 
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Section 2 

SHOCK AND VIBRATION ISOLATION 

INVESTIGATION OF A RATIONAL APPROACH 

R. A. Eubanks 
IIT R.esearch Institute 

Chicago, Illinois 

INTRODUCTION 

Little work has been done in the general 
area of the synthesis of mechanical devices. 
Classically, mechanical design has been a re- 
petitive process of conception, initial design, 
analysis, design improvement, re-analysis, 
re-improvement, ad infinitum.   There is a cry- 
ing need for procedures which will permit the 
engineer to state his problem and utilize the 
statement of the problem in a constructive and 
organized way to lead directly to the determi- 
nation of the optimal design solution.   Develop- 
ment of such procedures would not only be a 
boon in the ordinary design process, it would 
lay a foundation for an organized attack on 
many of the appalling problems of the reliabil- 
ity of mechanical devices. 

Synthesis of engineering design is not an 
unattainable dream.   The literature of control 
systems theory and electrical network theory 
abounds with analytical procedures for an or- 
ganized and straightforward synthesis of trans- 
fer functions, and, in some cases, even complete 
systems; the basis for this design residing in a 
mathematical statement of the results to be 
obtained.   Furthermore, isolated investigations 
have shown the feasibility of optimizing specific 
mechanical designs; in some cases, straight- 
forward optimal synthesis procedures have been 
introduced. 

The present paper presents a status report 
on several closely associated projects which 
are being conducted by IIT Research Institute 
under the auspices of the Office of Naval Re- 
search, the Air Force Weapons Laboratory, and 
the Army Research Office.   The goals of these 
programs are threefold: 

1. An organized and detailed inquiry into 
the several synthesis techniques which have 
been proposed. 

2. The development of each technique to a 
stage which will permit a rational estimate of 
its desirability and applicability to be formed. 

3. The development of the initial phases of 
synthesis approaches which appear most fruit- 
ful, culminating in a firm establishment of ap- 
proaches to be used in extension of scientific 
efforts in the general field. 

POSSIBLE APPROACHES 

Several approaches to the problem of opti- 
mal mechanical synthesis have been initiated. 
Specifically, these developments include: 

1. Application of variational techniques to 
determine optimal distribution of parameters 
in systems which have been designed.   This is 
a relatively common procedure.   It is exempli- 
fied by the work in minimum weight design, 
maximum stiffness design, peak response 
minimization   onfimal damoing   'ind manT7 oth- 
ers.   The approach does not attempt to synthe- 
size; the major purpose is that of improving a 
completed design. 

2. Direct application of the calculus of 
variations to the problem of synthesis.   Here 
only the gross outlines of a design are pre- 
sented and variational methods are applied to 
determine the mechanism required as well as 
the parameter values thereof. 

3. Application of experimental design and 
response surface techniques.   This procedure 
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normally involves the specification of a quite 
general possible solution to the design problem. 
A controlled selection procedure which utilizes 
an experimental design or a "dynamic program" 
is then applied to specialize the very general 
solution to one which is specific and is optimal 
wittnn the class of all designs considered.  This 
procedure commonly requires extensive com- 
putation on high-speed digital computers. 

4. Recent work in control systems and 
aerospace trajectory analysis, have utilized an 
adjoint procedure which was recently introduced 
by the Russian academician Pontryagin.   While 
this approach appears to have some applicabil- 
ity as a direct approach to mechanical design, 
it may well serve its major function as an ad- 
junct to the previously discussed dynamic pro- 
gramming procedures. 

5. Some work has be^n done on organized 
iterative procedures whicii utilize analog com- 
puters. The basic philosophy involved here is 
similar to that of the "experimental design" or 
"optimal dynamic program" approach: the de- 
tails differ because analog computers rather 
than digital computers are the basic tool. 

6. Direct analogies between electrical net- 
works and mechanical systems motivate the 
belief that investigation in the frequency domain 
may lead to direct synthesis procedures which 
are similar to those which are presently used 
in electrical engineering to synthesize passive 
and active networks and transfer functions.   No 
work of this type for mechanical systems is 
known to the writer. 

No attempt will be made to discuss these 
different procedures in the present discourse. 
Instead, reference is made to the incomplete 
bibliography which is included herein.   On the 
other hand, it is worthwhile to sketch briefly 
some of the more important approaches in or- 
der that the reader may more fully realize the 
differences as well as the similarities in the 
several methods of attack. 

Plunkett [9], Springfield and Raney [10], 
Henney [ll], Lewis [12], Den Kartog [13], and 
others have examined the optimum damping of 
dynamic systems.   The basic phenomenon in- 
volved can be observed in terms of the fre- 
quency response of the two-degree-of-freedom 
system of Fig. 1.   For infinite damping a curve 
similar to that of curve "a" of Fig. 2 is obtained. 
On the other hand, if there is zero damping the 
system has two degrees-of-freedom and the 
double-peaked curve, curve "b" of Fig. 2., 
results.   Clearly, for any intermediate value of 
damping the frequency response curve must lie 
in the shaded area of Fig. 2.   Furthermore, for 
all values ot damping the response curve must 
pass through the "invariant points" P and Q 
for a given value of the spring constant K.   If 
the response curve is adjusted so that it has a 
maximum at the invariant point of greater am- 
plitude (curve "c" of Fig. 2 is adjusted this 
way), then the maximum response for the whole 
range of possible clamping constants has been 
minimized.   If we can vary the spring constant 
K we can "tune" the system so that the curve 
for minimum damping (curve "a") is shifted 
relative to the curve for zero damping until the 
two invariant points are of equal amplitude.   In 
this case we have an absolutely minimum re- 
sponse for the system.   This basic idea h?"; 
been evaluated experimentally and has been 
studied for a variety of more complex systems 
including those of a large finite number of 
degrees-of-freedom, as well as continuous 
beams with damping applied at end supports or 
internal to these supports.   Although this is one 
of the simplest cases of optimized dynamic 

NOTE;    References appear on page 

//////////// 

Optimization of Parameters in a 
Completed Design Concept 

The literature in this area is too extensive 
to encourage a complete study.   The majority 
of the work has been done for static design 
procedures.   Representative are developments 
in minimum weight design fl-5] and optimum 
stiffness design [6-8].   The procedures of this 
work should be observed, but the principal need 
for new developments is in the area of the 
optimization of time-dependent systems. 

i 

Fig.  1   - Two-dcgroe- 
of-freedom    system 
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FREQUENCY 

Fig.  Z - Response of two-degree- 
of-freedom   system 

response, it does have significant application to 
mechanical engineering design. 

Brach and Sevin [14] attacked a different 
phase of optimum dynamic design.   Briefly, the 
problem is that of the synthesis of flexible me- 
chanical systems or structures in cases where 
the total system weight is to be held constant 
and where the response to transient loadings is 
to be minimized.   The completed work restricts 
itself to flexible systems which have discrete 
flexible members and which may be approxi- 
mated by linear single-degree-of-freedom 
systems.   The mass of the flexible members is 
included in the response calculations by con- 
structing an equivalent single-mass system. 
The response  :' the system is expressed in 
terms of the mass of the flexible members 
through the use of stiffness-mass relationships. 
The response is then minimized with respect to 
the mass of the flexible members whose opti- 
mum mass distribution results.   Specific rela- 
tionships are developed for a system which 
consists of a given concentrated mass which is 
supported by two series-connected flexible 
members.   The basic mathematical approach 
is, however, applicable to an arbitrary number 
of series-connected flexible members.   Figure 2 
is an example cf a system which can be ideal- 
ized to correspond to the explicit design curves 
which are presented.   In this approach, as in 
that which was previously discussed, a full de- 
sign is completed and the parameter values are 
then selected to optimize required responses. 
It is apparent that true synthesis would elimi- 
nate many of the pre-analysis steps. 

FRICTiONLESS 
RIGID  BEARING 

I     TORSION BAR 

■^ CONCENTRATED 
MASS 

Fig.  3 -  Example   system 

Direct Synthesis Through the Calculus 
of Variations 

A very general approach to the problem of 
optimal design is one which considers methods 
whereby the optimum system characteristics 
can be deduced from information ^uceming 
the desired system output.   An example of a 
firm statement of a problem of this type can be 
given in the case of a shock isolation system. 

"Given an external excitation, find a 
mechanism that will minimize the 
maximum values of the acceleration 
while keeping the values of the dis- 
placement within prescribed bounds, 
or alternatively, find a mechanism 
that will  minimize the  maximum 
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displacement, while keeping maximum 
values of the acceleration within pre- 
scribed bounds." 

It is apparent that, in all cases, the equa- 
tions of motion for the shock isolation system 
under discussion can be written in the general 
form 

x   i   K( x.x) Aft) , 

where 

A( t)  = the external excitation (the forcing 
function), 

x = the displacement of the isolated 
mass, 

x = the velocity, and 

x = the acceleration. 

The function g(x,x)   characterizes the restor- 
ing force.   It can be referred to as the "shock 
absorber function."   We have here assumed 
that the properties of the shock absorber de- 
pend directly on the displacement and on the 
velocity, but that the shock absorber does not 
have time dependence which is independent of 
these fundamental parameters.   From a mathe- 
matical point of view, the shock absorber prob- 
lem can be formulated in the following abstract 
fashion:   "Given the differential equation 

K( x. A( t) 

with specified forcing function A(t), develop 
procedures for the determination for the shock 
isolator function  g(x,x)   which will minimize 
the maximum value of the acceleration, subject 
to the restriction that the displacement does 
not exceed the specified bound." 

A similar problem can clearly be formu- 
lated for the minimization of the displacement, 
with bounds on the acceleration.   This abstract 
problem falls into the area of the calculus of 
variations.   On the other hand, there are techni- 
cal difficulties which preclude its being attacked 
through the utilization of techniques which are 
in the presently recorded state of the art. * 

!:\Some of thp terhniral difficulties indude the 
fact that the function u which we seek to deter- 
mine depends on state variables rather than 
the independent variable t. A second depar- 
ture from conventional problems is that, here, 
inequality constraints are placed on the state 
variables rather than on the control variables. 
The calculus of variations provides no ma- 
chinery for determining optimum functions of 
the dependent variables and normal inequality 
constraint procedures are invariably used for 
bounded control variables. 

A theory has been established which re- 
duces the shock absorber design problem as 
stated to the form of the "simplest problem of 
the calculus of variations."   In a later section 
of this paper we will show that this problem, 
while solvable, does not yield information of 
engineering significance.   The possibility still 
remains that problem modification and restric- 
tion will permit useful results to be obtained 
through this elegant approach. 

The single degree-of-freedom oscillator is 
a basic building block for dynamic analyses.   It 
does not seem unreasonable that approaches 
which can be used successfully in connection 
with this oscillator can be directly applied to 
the synthesis of more complex mechanical sys- 
tems.   IIT Research Institute is of a belief that 
gains can be made through the reduction to 
practical usefulness of the methods involved in 
this new variational approach. 

Application of Experimental Uesign 
and Response-Surface Methods 

The preceding discussion introduced an 
approach which, if successful, yields the re- 
quired physical characteristics of a system as 
the result of a firm statement of the job that 
the system is required to do.   In a case of that 
type we have the determination of an unknown 
function of several variables.   Conversely, the 
first approach discussed is based on the as- 
sumption that the characterizing functions (and 
hence the conceptual physical setup) are known, 
but that parametric values must be determined 
for beet operation.   A third approach to the op- 
timum design of mechanical systems lias some 
of the characteristics of both of the preceding 
methods.   In this approach, we introduce a lim- 
ited number of possible functional representa- 
tions (hence physical configurations), and, 
simultaneously, select the best configuration 
which is a member of the limited class intro- 
duced for comparison and determine the para- 
metric values of this selected function which 
will optimize the design.   Hence, in a shock 
isolation problem of the type discussed in the 
calculus of variations approach, we specify that 
the isolator must consist of a linear spring, 
static friction, viscous friction, a pneumatic 
isolator, and a viscoelastic plastic, or any 
combination of these; the procedure then selects 
the combination of isolation mechanisms which 
will do the best job, and determines the para- 
metric values. 

It is clear that an approach of the type de- 
scribed, wherein the system is defined in terms 
of a large family of parameters, is representative 
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of a wide class of problems reducible to that of 
minimizing (or maximizing) a function of many 
variables (defined in a closed region) subject to 
certain constraints.   The method of solution is 
that of searching the parameter space in some 
manner.   It is ■well known and easily demon- 
strated that the brute force approach to the 
"search" in a multi-dimensional parameter 
space rapidly becomes impractical with increas- 
ing order of the space, even when employing the 
largest computers.   Various selective methods 
of search ranging from gradient techniques to 
random sampling techniques have been proposed 
and have found application to a host of varied 
problems. 

One very promising method for this search 
lies within the framework of the statistical de- 
sign of experiments.   The specific searching 
technique is the method of ridge analysis, an 
extension of steepest ascent techniques intro- 
duced by Hoerl [15].   Methods of statistical de- 
sign of experiments are essentially empirical 
in nature and generally are applied to situations 
wherein either a functional relationship between 
the system parameters and system output or 
response is unknown, or the "yield" of an "ex- 
periment" involves a burdensome degree of 
effort (i.e., time and cost).   In the present ap- 

system parameters and response is known im- 
plicitly, being given by the differential equations 
of motion of the isolator (or other mechanical 
systems).   The "experiment" consists merely 
of solving the differential equations of motion 
for a desired characteristic of the motion.   For 
example, in the case of an isolator, parameter 
values would be specified and the maxi mam 
value of the acceleration, as well as the maxi- 
mum values of the displacement, would be de- 
termined.    This maximum acceleration and 
maximum displacement become additional val- 
ues associated with the specified parameters. 
Another set of parameters is then specified 
and the differential equation is solved again to 
determine the yield.   We thus get a group of 
parametric sets.   Now, if we consider that, in 
general, it will be prohibitive to solve the dif- 
ferential equations for each possible combina- 
tion of system parameters, the possibility of 
establishing an implicit or explicit functional 
relationship between the desired response 
characteristic and the system parameters 
based on a very limited number of experiments 
becomes attractive.   This functional relation- 
ship or response surface then provides a basis 
for selecting the optimum system parameter 
values according to the desired response char- 
acteristics.   Geometrically speaking, the 
searching technique becomes the means whereby 

the topology of the response service is investi- 
gated to establish local "hills," "valleys," and 
"ridges." 

This general approach has been used suc- 
cessfully in problems involving optimal con- 
trols; limited private investigations have indi- 
cated its applicability to mechanical systems. 
The approaches which were numbered 4,5, and 
6 all have their origin in control systems anal- 
ysis and servomechanisms studies.   They also 
have in common the fact that, to the best knowl- 
edge of the writer, they have not been success- 
fully applied to the problem of optimal mechan- 
ical design or synthesis.   On the other hand, 
control systems and electronic networks are, 
in aiany "ways, similar to dynamic mechanical 
systems,   it would therefore appear to be quite 
probable that methods which apply to one art 
may be transferable to a second.   The three 
procedures which we are discussing in this 
connection are, first, an adjoint procedure 
which was recently introduced by Pontryagin 
[16].   The approach is usually confined to con- 
trol systems whose behavior can be described 
by a system of ordinary differential equations 
in the independent variables and auxiliary con- 
trol variables.   The problem is that of deter- 
mining a "trajectory" which satisfies a given 
criterion of optimality.   The major strength of 
this approach lies in the fact that, in many 
cases, additional variables can be introduced 
and a simple set of differential equations can 
be derived; the solutions of these equations give 
the optimal trajectory as well as the ■variations 
of the control variables. 

It has also been suggested that mechanical 
synthesis be approached by means of iterative 
solutions on analog computers.   This iterative 
approach is usually of a trial and error nature. 
On the other hand, in some cases, control sys- 
tem designers have developed organized rational 
selection procedures which greatly reduce the 
effort involved in cut and try solution methods. 
The fact that the trial solutions can be immedi- 
ately displayed graphically, and engineering 
intuition can be used to expedite parameter 
changes, had made this approach very appealing 
to electrical designers.   Although analog com- 
puter iteration does not presently appear to be 
the best available approach for improvement of 
mechanical design, it may prove to be useful. 

The final approach which was mentioned is 
that of transferring the optimization investiga- 
tions to the frequency domain. Most electrical 
network studies are presently conducted in this 
way. Direct procedures [l7| which utilize the 
properties of continued fractions and direct 
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correspondences between canonical mathemati- 
cal forms and specific network building blocks, 
are often applied to synthesize very complex 
and efficient filters, wave shapers, and other 
electrical networks.   There is a direct analogy 
between the principal linear mechanical ele- 
ments (masses, springs, and dashpots) and the 
principal linear electrical elements (induct- 
ances, capacitances, and resistances).   It seems 
reasonable that a continuation of this analogy 
with a view toward synthesis of mechanical de- 
signs can yield results and approaches which 
will be fully as rewarding as the corresponding 
introduction of mechanical impedance techniques 
has been in an analogous transferral of electri- 
cal results to mechanical svstems. 

PROBLEM FORMULATION 

The system of Fig. 4 is governed by a dif- 
ferential equation of the form 

z   +   g(x,x) 0  . 

where 

Z      -:       X    +     y(t) 

and  y( t) is a known function of time. 

(1) 

(2) 

It is desired to find that g(x, x)       g (x, x) 
for which the solution of Eq. (1) under the initial 
conditions. 

x(0)    =    k(0)   -    0 , 

has the following properties: 

(3) 

1. The maximum absolute acceleration z 
is a minimum for 6 = g0 as compared to any 
other g(x,x)   admissible. 

2. The relative displacement and velocity 
must satisfy the following inequalities: 

-X < x < X 

and (4) 

-V < x  < V , 

where x and V are given constants. 

The Direct Approach 

If the conditions on the problem are relaxed 
to permit the condition 

Fig. 4  - Generic  system 

instead of absolute minimization of z      , an max ' 
infinity of solutions can be found.   To see this, 
let f(t) be any function in 0 < t < «' which is, 
together with its first two derivatives, continu- 
ous and bounded.   For convenience, we shall 
assume that f(t) has a single-valued inverse, 
and that  f(0) =  f(0) ^ 0.    Define 

Lf(t)        (a) 

•-{(t) (h) 

t'i(t) (c) 

(6) 

where  ^  is a constant to be determined.   Now 
Eqs. (2), (4), and (5) imply 

< f(t)l  < x 

I« f(t)|   < v (7) 

I Uf + yft)]       \   < fi ■ -' v     'max' 

If >\'t)  is bounded ia pnyr.ically realistic as- 
sumption) and if 

ly(t)r fl 

then a single e can be found which guarantees 
satisfaction of Eq. (7). Let the inverse of Eq. 
(6a) be 

hence 

i    I(xA) 

1 

F(x) 

F'fx) 

F'3(x) 

but 

J   < ß (5) R(x, x) y(t) 

(8) 

(9) 

(10) 
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by Eq. (9), (8) For convenience, let 

B(x. x) 
F"(x) 

F'3(x) 
ylFCx)! . (ID 

In this case, g has been determined aa a func- 
tion of  x alone.   Should a single-valued inverse 
of Eq. (6b) exist,  g can be expressed in many 
ways as a function of x and x. * We have 

(17) 

This procedure results in a "solution class" 
which is very large.   Practical considerations 
will dictate the desirability of one class member 
over another.   The procedure does not, however, 
attack the full problem as stated. 

dt dt 

.  f 
y-vr ( f  v  +   f  v) 

The Rosenberg Lagrange Approach 

At the instant of maximum acceleration the 
jerk is zero.   Let that instant be t = T .   By 
differentiating Eq. (1), one has 

^ +   ii^i (t = T) (12) 

+ 77 (h*v + hvv) h 

but, by Eq. (17), (1) and (2) 

so that 

(y + g) 

or, by Eq. (2), the stationary value of the accel- 
eration is 

d   / 
dt [y 

- g-\           f 
x—-)=y+(y + g)- 

&i/ h 
(fxv- yf,. - gfv) 

dx 
(t = T) (13) 

vf + —:  (h.v •■  h,.v -  h„g) 

(18) 

Consider the integral 
Thus, we desire to find g{x,x)   to minimize 

(14) 
y + (y+g)T - r (vf x - yf v - gf v) 

and 

I y(T) -  x(t) 
gJx(T),   x(T)] 

lx(T),   i(T)l 
y(0) (15) 

vf 
+ —T  ( vh 

h2 yhv- ghv)r dt 

under the equations of constraint 

(19) 

Since  y(0) is a constant, it follows that we 
required 

minimum (16)t 

:!It should he observed that the reqnirement of 
existcnre of single valued inverses is over- 
restrictivr. Our aims are satisfied if only it 
is possible to solve for time, t, from Kq. (6a) 
and (6b). Solutions of this type can often be 
obtained explicitly. 

TThis defines a Meyer problem in the calculus 
of variations. See, for example, Optimization 
Techniques, by George Leitmann, Academic 
Press, New York, 196Z. The I.agrange ap- 
proach is used here because it is assumed to 
be more familiar to the reader. 

where 

and 

x(0)        v(0) 

(20) 

(21) 

(22) 
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Introduce new variables  zll 22  through 
the bounds 

2 2 
,   - v 

,2  =  x2 

> . (23) 

The bounds imply that Zj and  z2 are real. 
The constrained problem can be stated as 
follows. 

J is stationary, where 

fT f d /..       f \ r   i -      ,1 

[z2
2  -   (X2-x2)]   +  ^(v-i) +  X, 

^  ^(gx-f)  +  ^s(gv-h)+X6(v + y + g)Wt, 
J(24) 

J   = F(x,x,v,v,f,h, g.ä!,.Z,.g I'     2" &x' &v' 
^      f25) 

To the Euler equations, we append the natural 
boundary conditions and the transversality con- 
dition.   We nnte, by Courant-Hubert [18], that 
we need not consider 

        Y - V   — 
dt     y h 

in deriving the Euler equations. 

Euler Equations 

and 

dxl =    0 , (26) 

K3  +   2X1v =    0 , (27) 

+   \ =   0 . (28) 

+   S =    0  , (29) 

^6 
-   0 . (30) 

Vi =    0 . (31) 

X2Z2 
:     0   . (32) 

Natural Boundary Conditions 

At t 

K, =  k< 0 3 "6 

Transversality Condition 

(33) 

At  t =  T, 

F -  0 (34) 

(Note):   There are many transversality condi- 
tions but one of them implies Eq. (34) and all 
others are satisfied by this specification. 

Euler Equations 

Eliminate V3 between Eq. (26) and Eq. (27), 
thus 

and 

(35) 

(36) 

(37) 

-   (\,v)  -   \2x 

A2Z2      =      0   . 

We now discuss the different cases: 

Case I: \, = \, = 0 

In this case, the entire expression vanishes. 
The integrand of  J, Eq. (24), is a divergence 
expression.   This case has the following inter- 
pretation: 

If neither x nor v  is required to as- 
sume and retain an end value, any 
sufficiently smooth g(x,x)   is a "sta- 
tionary shock absorber" over the time 
range n < t IT, provided 

ax 

and 

dT 

3g 
3x 

3g 
dx 

(A) 

y- x (B) 

simultaneously at t = T . 



The above case is the major conclusion of this 
section.   For completeness we consider the 
other very simple cases. 

Case IT:  \1 = o, \2 M 

By Eq. (37), (23) 

(38) 

by Eq. (35) 

x^ =  X' 

X =  0 (39) 

Equations (38) and (39) can hold simultaneou 
only if X = 0, a trivial case. 

Case m:  ^, M.  ^2 = o 

By Eq. (36) and (23), 

z,   =   0 

v2 = r-j 

by Eq. (35) 

^(^.v)  =  0, 

thus \1   is constant. 

Equation (40) implies that 

x    -    ± Vt  +   constanr . 

(40) 

(41) 

(42) 

Thus, the mass can move back and forth be- 
tween bounds at constant velocity.   This solution 
is acceptable oaly if the forcing displacement y 
and the absorber g  are such that the absolute 
acceleration is finite at the turning points.   The 
solution violates our (restrictive) continuity 
assumptions. 

Case IV:   \l \ 0,   k. 

By Eq. (37), (23) 

0 

x^  =   X^ 

z.       0 
I 

x2   -   V2J 

(43) 

Equations (43) and (35) yield the triviality of 
Case II. 

Re-Interpretation of Problem 

The preceding results can be obtained 
through a different line of reasoning.   By basic 
arguments there is an instant t = T at which 
the stationary value of the acceleration is 

z(T)    =    y(T) 
x(T) — g [x(T), x(T)] 

ox 
_3 

(44) 
!x(T),  x(T)l 

Utilization of Eq, (1) with Eq. (44) yields En, 
(A) in Case I.   Now, as the functional form of g 
varies, the point at which  'i is stationary will 
vary.   If g is c [2] in both its arguments in the 
neighborhood of a given T, and y(T) is differ- 
entiable, we then have that the stationary value 
of z is, itself stationary at T if 

dT 
=   0 , (45) 

by Eq. (44) and (45), we obtain Eq. (B) in Case I. 

We must observe that the Lagrange- 
Rosenberg approach CAN NEVER yield the re- 
sults we desire.   The problem, as formulated, 
contains a single independent variable (x) and 
a single dependent variable, time.   Thus NO 
constraints can be applied.   If an attempt is 
made to apply constraints one obtains results 
which are independent of these constraints. 
Thus, to be successful, the formulation must 
introduce additional dependent or independent 
variables. 

We have reached the conclusion that the 
solution of our minimization problem depends 
only upon conditions at the end-point of time 
and that the path between the end-point is, 
itself, immaterial.   This conclusion is not as 
strange as it may seem.   Let UG refer to a geo- 
metric problem for an interoretation-   Assume 
that the problem depicted in Fig. 5 is pre- 
scribed.   Here we define a curve in the xy plane 
which connects the points  x0  and  x,  on the 
axis  y = 0.   We demand that, at the end-points, 
the curve be perpendicular to the abscissa.   It 
is otherwise unrestricted except that we demand 
that the curve have minimal length.   In a formal 
sense the problem has no solution.   If any curve 
is presented which is perpendicular at the end- 
points another curve can be found which is also 
perpendicular but whose length is less.   One 
can approach arbitrarily close to the minimal 
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Fig.   5 - Geometrie 
problem 

curve between x0  and  x1  (namely, the straight 
line segment of the abscissa) but this limit is 
not a solution of the completely prescribed 
problem. 

This conclusion reinforces that which can 
be obtained from the direct approach to the 
problem; it would appear that should any pur- 
ported solution to the stated minimization prob- 
lem be presented, a better solution can always 
be found. 

Alternative Approaches 

Problem Modification.   It is apparent that 
the determination of solutions of engineering 
utility will require some alternative approach. 
A possibility in this regard is in the modifica- 
tion of the statement of the problem.   The direct 
approach which was presented is one approach 
of this type.   Here we did not require minimi- 
zation of the relative acceleration.   Instead, we 
only demanded that the relative acceleration be 
bounded.   Solutions of this problem are, clearly, 
in no way unique.   Furthermore, the "best" so- 
lution is not necessarily obtained.   This ap- 
proach does, however, present the possibility 
of yielding useful engineering results. 

A second possible problem modification 
involves introduction of additional subsidiary 
conditions which reflect engineering restrictions 
which must be met.   One example of this type 
is that in which the shock isolator must also 
serve as a noise isolator.   A simple problem 
modification would require that the shock iso- 
lator function, g , be such that the velocity re- 
sponse to a sinusoidal input is bounded.   System 
stability, system weight, system cost, and en- 
ergy restriction are other possible subsidiary 
conditions which can be imposed.   All of these 
problems are presently under investigation. 

Specialization of Isolator.   The primary 
statement of the shock isolator problem yields 

a formulation which can, at best, result in a 
description of the behavior of the shock isolator 
function in phase space.   Actual mechanization 
of a function which satisfactorily complies with 
the continuous conditions may be difficult or 
impossible.   Hence, there are certainly advan- 
tages which can accrue from a prespecitication 
of the shock isolator function which demands 
that the mechanical isolator itself be constructed 
of elements each of which can definitely be fab- 
ricated.   An approach of this type is basically 
no more than an extension of the parameter 
variation methods which were described earlier 
in the paper.   Conversely, the possible gener- 
ality of isolator specification is great.   A typi- 
cally specified isolator mi^ht include sprinss« 
viscous dampers, hydraulic mechanisms with 
variable orifices, pneumatic springs, and re- 
gions of free fall.   Such basic isolator parame- 
ters as the variation of orifice area with dis- 
placement can be left open and determined by 
means of relatively simple minimization pro- 
cedures.   Although difficulties exist in this 
approach it appears to offer much promise. 

Interpretative Analysis.   A third analytical 
procedure involves attempts to determine basic 
qualitative problem restrictions.   Hence, it is 
possible to construct "trade-off diagrams" 
which show the relationship between maximum 
relative displacement and maximum absolute 
acceleration for a particular end-point function 
and shock isolator functions.   Although many 
procedures of this type are conceptually sim- 
ple they can yield basic information which is of 
importance to the designer in search of better 
isolation systems.   Such analyses are presently 
under study although definite conclusions can- 
not be stated at this time.   It does appear prob- 
able that quantitative as »ell a? qualitative 
conclusions can result from conscientious 
application of basic physical principles. 

It is clear that the general problem of op- 
timal mechanical design is in its infancy.  Many 
of the results which have been obtained to date 
have led to negative conclusions rather than 
positive solutions.   It is felt that the present 
paper is justified by the novelty of the problem 
and the tremendous utility of any possible solu- 
tions which may be obtained.   Much additional 
work in this general area is needed.   It is hoped 
that this introduction will motivate additional 
independent investigations. 
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VIBRATION ISOLATION SYSTEMS FOR 
ELECTRONIC EQUIPMENT IN THE B-52 AIRPLANE 

LOW-LEVEL ENVIRONMENT 

R. W. Spring 
The  Boeing Company 

Wichita, Kansas 

This paper discusües the equipment mounting inadequacies found when 
the mission capability of the B-52 airplane was revised to include low- 
level flight operation and the  steps taken to resolve the problem.   It de- 
scribes the program by which over 200 items of vibration isolated 
equipment were evaluated to determine the adequacy of their mounting 
provisions.    Selection and development of various types of isolaters to 
replace the inadequate parts are discussed.    A limited amount of serv- 
ice data is  presented to show the improvement resulting from use of the 
new vibration isolators 

INTRODUCTION 

The B-52 airplane was utilized from its 
first appearance in 1954 until 1961 solely as a 
high-altitude bomber and missile olatform.   In 
1958, the requirement for low-level flight op- 
eration was added.   This additional capability 
was reflected in many changes to structure and 
equipment.   The new mission profile also re- 
sulted in a severe change in the vibration en- 
vironment of the airplane and made necessary 
a reevaluation of equipment mounting provisions. 

LOW-LEVEL VIBRATION 
ENVIRONMENT 

The B-52 low-level vibration environmental 
characteristics are established by airplane 
rigid and elastic body responses excited by 
atmospheric turbulence.   These responses are 
of very low frequency, 0 to 10 cps, and are not 
considered as shock excitation but are transients 
by nature and decay at a rate determined by the 
structural damping of the airplane.   The vibra- 
tional energy is not constant over the frequency 
range to 0 to 10 cps, but is concentrated at sev- 
eral frequency intervals with the highest con- 
centrations below 5 cps.   Most severe vibration 
occurs in the vertical and lateral directions, 
but excitation may occur in all directions simul- 
taneously.   The most severe environment is 

generally in the aft fuselage, forward fuselage, 
and wing tips. 

A representative sample of the low-level 
vibration environmerit is difficult to obtain be- 
cause of the large number of variables having 
a significant c "feet on the measured vibration 
data..   These variables include air speed, alti- 
tude, gross weight, fuel distribution, equipment 
location, gust velocity, and turbulence intensity 
distribution.   Accordingly, the B-52 vibration 
envelopes for the low-level vibration environ- 
ment have been calculated rather than measured. 

Because of the low g forces involved at 
these low frequencies, virtually all equipment 
items that are rigidly mounted to a support 
structure are expected to function without dif- 
ficulty in the low-level vibration environment. 
A problem may exist in such items if the com- 
ponents have low resonant frequencies; however, 
required design loads criteria normally prevent 
this condition.   In contrast to the negligible ef- 
fects induced in rigidly mounted equipment, items 
mounted on vibration isolaters are subject to 
low-frequeucy isolator conditions that magnify 
the vibration transmitted from structure.   Iso- 
lator and/or equipment damage will result if 
the isolator frequency corresponds to, or is 
relatively close to, an airplane rigid or elastic 
body respoiise frequency excited by the low- 
level environment. 
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I 
EQUIPMENT MOUNTING  SURVEY 

In February 1961, Boeing was autliorized 
to accomplish a study [1] of all equipment 
mountings in B-52C through H model aircraft 
to determine their adequacy under conditions of 
low-level flight.   This study was initiated at the 
request of the Air Materiel Command because 
of numerous mounting failures which Boeing 
discovered after early exploratory flight tests 
at low level.   Prior to the start of this study, 
16 different equipment installations acquired a 
history of being inadequate as a result of the 
flight tests. 

The probability of failure or damage to a 
B-52 Vibration Isolation System (VIS) or the 
mounted equipment is greatly increased if one 
or more of the VIS natural frequencies coin- 
cides with or is near one of the airplane low- 
level response frequencies.   For this reason, 
the !nwest natural frequency of a vibration iso- 
lation system is the primary indicator of the 
adequacy of such a system to withstand the low- 
level environment.   A large portion of the equip- 
ment mounting study was devoted to determin- 
ing the lowest natural frequency of the existing 
B-52 vibration isolation systems, considering 
the mounted equipment as a rigid body.   A fre- 
^ueric^-7 criteria was established corisidcriri" the 
VIS transmissibility and the low-level vibration 
environment characteristics to determine the 
minimum permissible value of the lowest natural 
frequency.   By applying this frequency criteria 
to the existing B-52 VIS, their adequacy or in- 
adequacy could be determined.   The number of 
vibration isolation systems involved precluded 
testing each one to determine the lowest natural 
frequency; therefore, a combination of experi- 
mental vibration testing and theoretical vibra- 
tion analysis was used. 

Eleven mockup configurations were estab- 
lished to obtain experimental values of natural 
frequencies.   Six of the configurations were 
base mounted because this is representative of 
the majority of items in the B-52.   The configu- 
rations differed in mass distribution, isolator 
spacing, and center-of-gravity (eg) location. 
The remaining configurations included vertically 
aligned eg mounting, horizontally aligned eg 
mounting, inclined eg mounting, and triangular 
base mounting. 

Four sets of vibration isolators were chosen 
for the test.   Two were representative of the 
existing type in the B-52 which was suspected to 
be inadequate.   The other two were of the type 
thought to be adequate. 

Frequency scans from 2 to 50 cps at an in- 
put of 0.06-inch double amplitude were conducted 
in three axes on each of the 11 configurations 
with each of the four sets of isolators.   However, 
the vibration input level was lowered to 0.036- 
inch double amplitude for one of the sets of 
existing isolators to prevent snubbing.   Trans- 
missibility curves were plotted for each fre- 
quency scau.   Figures 1 and 2 show typical 
cest setups. 

P'or the analytical portion of the study, the 
basic configurations described in the experi- 
mental procedures were idealized as undamped, 
linear spring-supported masses for simplicity 
of solution.   The mass and inertia properties 
were determined analytically and the isolator 
stiffness properties were estimated from load 
deflection tests performed on each type of iso- 
lator.   It was assumed that the isolators could 
be replaced by lateral and vertical springs 
equivalent to the lateral and vertical stiffness 
of the isolator.   This reoresentation allowed a 

Fig.  1 - Base-mounted test configuration 

NOTK:    References appear on page   17 5. 
Fig.  2 - Center-of-gravity mounted 

test configuration 
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TABLE  1 

Comparison of Experimental and Analytical Values of First Mode Frequency 
for Three Base Mounted Configurations 

"^ fmrrftr 

Configuration 
Number 

Axis 
Frequency of First Mode (cps) 

Experimental Anaiytical 

Isolator A 

1 X 3.5 2.9 
Y 5.0 4.5 

2 X 4.0 3.5 
Y 5.6 5.0 

3 X 4.5 4.1 
Y 6.0 5.4 

Isolator B 

i X 10.0 9.8 
Y 15.0 16.5 

2 X 12.5 12.2 
Y 18.0 19.0 

3 X 14.5 14.5 
y 19.0 21.2 

... 

matrix iteration method of solution to determine 
the rigid body natural frequencies and associ- 
ated mode shapes.   The iteration procedure used 
was similar to that described previously [2] and 
was programed for solution on an IBM 7090 
digital computer. 

A comparison of the experimental and 
analytical results indicated that the correlation 
was adequate for the purposes.   Table 1 presents 
a typical comparison of results from three con- 
figurations with two different isolators.   Isolators 
A and B were of the types suspected to be in- 
adequate, respectively.   An analytical tool was 
then available for classifying, which with rea- 
sonable assurance, the B-52 VIS as either ade- 
quate or inadequate for the environment 

associated with low-level flight based on the 
criteria of lowest natural frequency. 

The next step was to obtain from the vari- 
ous B-52 design groups the physical parameters 
of each item of isolated electronic equipment for 
which they were responsible.   This included 
weight, eg location, isolator spacing, and isolator 
details. With the aid of the digital cc ipv VS IJU f> U k*^ x 

program, the natural frequencies of each mount- 
ing system could then be determined. 

The study encompassed 211 items of vibra- 
tion isolated equipment on C througn H Model 
airplanes.   Of these, 75 had. adequate mountings 
and 136 were classed as potential trouble items, 
based on the frequency criteria.   Because 
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considerations of economy and time might make 
it impossible to replace all 136 mounting sys- 
tems, these items were further categorized by 
their weight, aircraft location, and essential- 
ness so that effort could be concentrated on the 
most critical. Using these criteria, 50 of the 136 
items were classified as inadequately mounted 
for the environment associated with low-level 
flight; these included the 16 items previously 
known to be inadequate.   The remaining 86 items 
were listed as potential trouble items to be moni- 
tored for future replacement as required. 

PROPOSED SOLUTION 

Because of the severely limited space 
available for electronic equipment on present 
combat aircraft and the large excursions asso- 
ciated with very low-frequency vibration isola- 
tion systems, it is not practical to build, for 
aircraft use, an isolation system for frequencies 
in the 1 to 5 cns range.   Therefore, the approach 
utilized was to develop VIS whose lowest reso- 
nant modes were above the frequency range of 
the disturbances.   The first step was to decide 
how far above the forcing frequencies to go. 
Theoretically, all frequencies below the natural 
frequency of VIS are amplified to some degree. 
However, isolators with the high degree of 
damping necessary to control excursion at reso- 
nance would not significantly amplify forcing 
frequencies lower than 40 percent of the isolator 
resonant frequency.   To insure minimum ampli- 
fication of the major disturbances below 5 cps, 
all resonant modes of the v'IS should be above 
5/0.4 = 12.5 cps.   For the specification require- 
ment 13 cps was used. 

CONFIGURATION PROBLEM 

The majority of electronic equipment items 
in the B-52 are base mounted.   In this configu- 
ration the lowest resonant frequency, a coupled 
horizontal mode, is determined by the spring 
system and the geometry of the equipment.   If 
the eg is high, or the distance between isolators 
is short, the isolators must be extremely stiff 
in the horizontal direction to control the inertia 
forces resulting from the unfavorable width- 
height ratio. 

One of the ground rules of the program was 
that, as much as possible, the new VIS would 
retain the existing attachment points to the sup- 
port structure; therefore, the isolator spacing 
couid not he expanded.   Relocating the eg of 
existing government furnished equipment was 
out of the question, so we had to contend with 
the existing width-height ratios. 

Even with such unfavorable configurations, 
it is possible, of course, to keep all resonances 
of the mounted system above 13 cps by increas- 
ing the stiffness of the springs.  In so doing, ihe 
frequency at which effective isolation is achieved 
is also increased.   This results in a more severe 
ride for the equipment with an increased proba- 
bility of damage.   Almost without exception, the 
equipment had been designed to ride on MIL-C- 
172 mounts and in that specification there is no 
IOWPT" iimit on resonant, trequencies.   conse- 
quently, the mounts had very little stiffness, es- 
pecially in the lateral directions, and the reso- 
nant points were quite low.   The transmissibility 
of that type mount was less than one from ap- 
n^wvi folTr   1C   r<-ne   rt«      *-< ^•.^4/^-,, A  £** v./vxiiia,i.c;j.jr   xv  v^fo \ju  up,   LUUD  pi. u v j.>Jz.:i^   v^rij 

good isolation of the frequencies which are 
normally detrimental to electronic equipment. 
However, this "very good isolation" provided 
by MIL-type mounts will not be present if the 
mounts are snubbed, deteriorated, or broken 
due to the vibrationai inputs associated with 

EQUIPMENT FRAGILITY 
CONSIDERATIONS 

Many equipment items were susceptible to 
vibration damage at much lower frequencies 
than had been suspected.   For example, one 
modulator contained a cantilevered, high-voltage 
relay shelf resonant at 26 cps in the vertical 
axis.   With MIL-C-172 type mounts, the input 
at this frequency was greatly attenuated.   The 
new low-level VIS had a vertical resonant fre- 
quency of 24 cps which was quite incompatible 
with the shelf resonance.   Fortunately, this was 
a eg mounted item so that there were no coupled 
modes.   On a subsequent redesign of the VIS; a 
system was obtained with resonant modes at 
approximately 14 cps in each of the three prin- 
cipal axes and a transmissibility of 0.4 at 26 
cps.   This experience pointed up a situation 
foreseen from the start of this program:   keep- 
ing all resonances above 13 cps and still obtain- 
ing isolation of frequencies that could be detri- 
mental to the function of the equipment gave a 
very narrow frequency range in which to place 
the response frequencies of the mounting sys- 
tem.   It was apparent that some compromises 
would have to be made. 

The original design criteria for the equip- 
ment was based on the protection afforded by a 
soft, efficient, isolation system.   Any significant 
increase in isolator stiffness could create equip- 
ment problems.   Because equipment modifica- 
tion or redesign is an expensive undertaking, it 
was considered as the last resort.   Therefore, 
it was decided to deviate, where testing indicated 
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it was necessary, from the 13 cps requirement 
and to accept a limited risk in the low-level 
environment. 

The lower limit of deviation was not a 
firmly defined frequency; it varied with geom- 
etry, weight, airplane location, fragility, and 
essentiainess of the particular equipment item 
in question.   If, for any item, a point was reached 
such that the "softest" VIS that could be toler- 
ated under low-level considerations did not pro- 
vide sufficient isolation for reliable equipment 
operation, equipment modification was recom- 
mended. 

HARDWARE DEVELOPMENT 

In the hardware development stage three 
com^B-nles were involved* esich ^«"'uroached the 
problem by tailoring a more or less "standard" 
product to meet specific requirements.   One 
company utilized an isolator with opposed heli- 
cal load-carrying springs and friction damper. 
Another company proposed their elastomeric 
mounts in either standard or focalized configu- 
rations.   The third company offered an adapta- 
tion of their knitted wire mesh resilient mount. 

The features of these three types of mounts 
as observed in their application to the B-52 
program are briefly summarized below: 

1.   Wire Mesh Type.   The wire mesh isola- 
tors provided satisfactory performance in eg 
mounting applications and on base-type mount- 
ing systems where the width-height ratio of the 
equipment was favorable.   Transmissibility at 
resonance was greater than the spring and 
damper type but less than the elastomeric type. 
Temperature effects on performance were 
negligible and isolation of high frequencies was 
good.   The wire mesh isolators were practically 
"on-the-shelf" items with the manufacturer so 
that development time and delivery were not 
problems.   The wire mesh isolators were not 
very successfully used on base-mounted sys- 
tems in which there was a considerable offset 
of the equipment eg from the elastic axis because 
the damping was not sufficient to limit the rock- 
ing mode transmissibility to an acceptable level. 
With additional time this type could have been 
tailored to perform satisfactorily in the adverse 
configurations, but, the timing of the program 
did not permit extended development effort. 

2.   Elastomeric Type.   The performance of 
the elastomeric isolators was generally satis- 
factory for base-mounted equipment with favor- 
able dimensions.   If the isolator spacing was 
adequate, the elastomeric mounts were used in 

a focalized configuration and provided excellent 
performance. Since isolator spacing could not be 
expanded, proper localization could not be achieved 
in many cases.   On narrow items, the elastom- 
eric isolators in a eg mounting configuration 
had to be used because the internal damping of 
the elastomer was not sufficient to control the 
rocking modes.   For this same reason, the 
transmissibility at resonance was higher than 
that of the other two types.   It took longer to re- 
vise the elastomeric-type isolators than the 
metal-type if performance was not as desired. 
The elastomeric isolators could not be revised, 
but rather, had to be replaced with new mounts 
containing a differently compounded elastomer. 
This would be of little consequence in most 
mount development efforts but it became a fac- 
tor in the program because of the compressed 
time schedule. 

3.   Spring and Damper Type.   The perform- 
ance of the spring and damper isolators was sat- 
isfactory in all mounting configurations.   This 
type was utilized in nearly all applications in- 
volving unfavorable width-height ratios oi base- 
mounted equipment.   Because the stiffness and 
damping can be varied independently, this type 
of isolator was ideally suited to the "tailoring" 
Drocess by which it w2,s hoped to keen all reso- 
nances in the optimum frequency range.   In 
those cases where it was necessary to deviate 
much below 13 cps, the high lateral damping ob- 
tained with this type of isolator kept the trans- 
missibility of the lower rocking mode to a safe 
level.   As might be expected these highly damped 
isolators did not provide as good isolation at 
high frequencies as was wished.   As the program 
evolved, the high-frequency performance was 
greatly improved by use of a damper control 
technique which approached the sprung damper 
method.   The damper was amplitude sensitive 
so that it was most effective at high amplitudes 
in the low-frequency range. 

VIBRATION ISOLATION SYSTEM 
QUALIFICATION 

All vibration testing of the new VIS was ac- 
complished with the use of sinusoidal inputs.   The 
input spectrum is shown in Fig. 3.   Relatively 
high amplitude is required at the low-frequency 
end because of the low-level environment.   The 
expected performance, or transmissibility limit, 
is shown in Fig. 4.   Amplification at resonance 
is limited to 3.5 and this is in the narrow fre- 
quency range of 13 to 21 cps.   The maximam al- 
lowable input to the equipment is 2.85 g which 
could occur at 21 cps.   The specification required 
that there be no resonances below 13 cps, in ac- 
cordance with the idealized solution; however, it 
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Fig. 3 -   Vibration test envelope 

also stated that resonances slightly beiow 13 cps 
be coordinated with Boeing for possible deviation. 

The vendors of the VIS utilized weighted, 
rigid mockupsto represent the electronic equip- 
ment during qualification testing.   Accelerom- 
eters were mounted at the extremities of the 
mockups to obtain maximum transmissibilitv 
measurements. The "extremities" are sometimes 
construed to be only the upper corners on abase 
mounted equipment, but the lower corners were 
included as well. At the lower coupled mode 
frequency, the upper edge of the equipment has 
the greatest displacement; however, with these 
stiff isolators, the response at the upper coupled 
mode frequency is sometimes greatest at the 
lower edge of the equipment. 

The majority of "out-of-specification" con- 
ditions found during VIS qualification fell in the 
categories of resonances below 13 cps, upper 
rocking mode "out of specification" in the 40 to 
70 cps range, or a combination of these.   The 
isolators were revised or tailored to optimize 
these deviations where possible 

EQUIPMENT TEST PROGRAM 

Thirty-eight of the 53 new VIS were shipped 
to the various equipment vendors for compati- 
bility testing with live equipment. In some cases, 
hardware was concurrently being installed in 
the fleet; in other cases, retrofit was not to be 
Cuxi5iu£i"Gv. uHbix cue conipaii^iii'-y kcobing was 
successfully completed.   The remaining 15 types 
of VIS were procured in small quantities and in- 
stalled on a limited number of aircraft without 
any equipment testing. It should be explained here 
that the 53 VIS developed did not include all 50 
items classified as inadequate by the study. Sev- 
eral were omittedfor various reasons. Replace- 
ments were developed for several potential 
trouble items where they were part of a subsys- 
tem in which the majority of mounting provisions 
were inadequate and were being redesigned. 

The results of the live equipment testing 
were generally very satisfactory.   The only 
serious incompatibility between equipment and 
VIS was on the modulator, as previously men- 
tioned.   There were, however, a number of equip- 
ment failures during the test program. These 
failures exposed the weaker points of the orig- 
inal equipment design and a suitable fix should 
improve the overall reliability of the item. 

Several equipment items were from the 
bombing-navigation system and were being modi- 
fied to provide electronic functions required for 
low-level navigation; therefore, the fixes for 
significant vibration failures were incorporated 
alone with the function modifications. 

10 100 

FREQUENCY   - CPS 

Fig. 4 - Transmissibility limit for vibra- 
tion isolation systems subjected to input 
levels on Fig.  3 

Other failures were categorized as random 
in nature and so no fix was provided or else one 
was devised and shelved until such time as an 
in-service failure occurs.   Because the test was 
accelerated, it is quite conceivable that many of 
these laboratory failures will seldom, if ever. 
occu ring the service life of the equipment. 

IN-SERVICE RESULTS 

The value of the mounting program can be 
ir.casured by the effect on the in-service mainte- 
nance requirements of the equipment.   This is 
based on the assumption that if a particular item 
of equipment is used on a large quantity of air- 
craft, and failure information is segregated 
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according to whether the aircraft have old or 
new VIS, any difference in failure rate is due 
to the VIS.   For maximum confidence in this 
assumption aircraft of the same model and 
from the eame base should be compared over 
a long time period. 

For several reasons a large amount of 
failure data has not yet been accumulated:   the 
VIS retrofit program is not complete, some 
items of equipment are mounted only on the new 
VIS, and some items of equipment are installed 
on new VIS in H model aircraft and on old VIS 

in earlier model aircraft.   Table 2 presents a 
failure rate comparison using the limited data 
available.   A very significant reduction in fail- 
ures is apparent and represents a considerable 
saving in man-hours and money.   Caution must 
be exercised in evaluating this impressive im- 
provement in failure rate.   The data were ob- 
tained from a limited sample of aircraft and 
over a relatively short time span.   However, we 
are optimistic that future service experience 
will demonstrate the value of providing adequate 
vibration isolation systems for electrcrdc equip- 
ment on the B-52 airplane. 

I 
TABLE  2 

Comparison Of Failure Rates Of Equipment Mounted On New And Old 
Vibration Isolation Systems 

Equipment 

Failures Per 
1000 hr. Ratio 

New/Old 
01daVis NewbVis 

1. ENS Computer Modules 
2. Radio Rcvr.-Trans. 
3. Astro Compass Mdles. 
4. ECM Transmitter 
5. ECM Power Supply 
6. Doppler Rcvr.-Trans. 
7. Radar Modulator 

37.38 
18.32 
12.24 
10.84 
8.81 
5.05 
4.33 

23 
14 

5 
7 
2 
3 
2 

0,62 
0.76 
0.41 
0.65 
0.23 
0.59 
0.46 

b 
Inadequate for vibration environment of low-level fleet. 
Adequate for vibration environment of low-level fleet. 
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DISCUSSION 

Dr. Morrow (Aerospace Corp):   This is a 
good example of what can be done when you have 
the opportunity to take a good look at the excita- 
tions and also a good look at the character of 
what you are trying to mount.   It causes me to 
reflect that one of the more critical difficulties 

in general purpose specifications is trying to 
select levels with a sufficient degree of real- 
ism so that the specifications are a help rather 
than a hindrance with respect to vibration 
isolator design. 
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DESIGN AND DEVELOPMENT OF LOW-FREQUENCY VIBRATION ISOLATORS 

WHICH EXHIBIT LOW SHOCK AMPLIFICATION CHARACTERISTICS 

S.  Balan and L. J.  Puigrano 
Grumman Aircraft Engineering Corporation 

Bethpage, Long Island, New York 

INTRODUCTION 

Many types of electronic equipment on 
board operational military aircraft are mounted 
on vibration isolators designed in accordance 
with the current applicable general specifica- 
tion, MIL-C-172C.   The relatively low resonant 
frequency characteristics* of isolators of this 
type were established to provide high isolation 
efficiency of the low forcing frequencies of 
piston engine aircraft. 

Typical commercial isolators designed in 
accordance with MIL-C-172C have essentially 
bilinear elasticity.   The first element of the 
bilinear spring is designed to support the 
mounted equipment under normal level flight 
conditions; its relatively low stiffness, estab- 
lished by resonant frequency considerations, 
can usually accommodate dynamic loading not 
greater than 2.5 g within its deflection range. 
Hence, if the isolator is subjected to shock 
loading of substantially higher acceleration 
level, such as during hard aircraft carrier 
landings, the load capacity of the low-stiffness 
element is grossly exceeded, and the motion of 
the mounted equipment is arrested by abrupt 
bottoming on the much stiffer second, or snub- 
bing, spring element.   In commercial isolators 
the stiffness of this snubbing element is usually 
not related to the stiffness of the first-stage 
element, since, for manufacturing simplicity, 
the same snubber is generally used for a num- 
ber of isolators of different load ratings in a 
particular isolator series.   Thus, there is no 

specific relationship between first- 
stage stiffnesses. 

and second- 

* Although not explicitly stipulated by the speci- 
fication, the relatively low resonant frequency 
characteristics of MIL,-C-172C isolators are 
governed by vibration transmissibility re- 
quirements.    Typical commercial isolators 
have  resonant frequencies between 7 and 11 
cps  in vertical translation; the five other rigid 
body mode frequencies are functions of iso- 
lator stiffnesses and spacing and the  inertiai 
properties of the mounted equipment. 

It has been conclusively demonstrated, both 
analytically and experimentally, that the abrupt 
bottoming of ' ypical commercial low-frequency 
vibration isolators occurring during hard 
carrier landings causes the single long-duration 
landing shock pulse to be transformed into a 
series of several short-duration amplified shock 
response pulses.t   Figure 1 shows representa- 
tive oscillographic traces of a laboratory- 
produced long-duration shock pulse and the 
response of an equipment mockup mounted on 
typical low-frequency isolators.  It is seen that 
when the system is subjected to a single 12-g, 
125-millisecond shock pulse, the mockup 
experiences a series of four relatively short- 
duration amplified shock pulses, the highest of 
which is 35 g.   The adverse effect on equipment 
performance and reliability of repeated exposure 
to such amplified shock forces has been widely 
recognized by airframe and electronic equipment 
manufacturers and by the military procurement 
agencies.   It is reasonable to conclude that a 
reduction in shock exposure will produce a 
related increase in reliability. 

By contrast with the low first-stage stiff- 
ness and abrupt change to high second-stage 
stiffness of typical low-frequency isolators, 
typical high-frequency (above 20 cps) isolators 
have four or more times higher initial stiffness, 
as well as a stiffness characteristic which 
increases gradually, in the form of a tangent or 

i The  shock requirements of MIL-C-172C exer- 
cise inadequate control over the adverse 
effects of shock amplification produced by 
carrier landings, in two respects;    first, the 
response of a mounted equipment to MIL-C- 
17iC 11-millisecond shock pulses  is  consider- 
ably less  severe than the response to typical 
125-millisecond shock pulses; and second, the 
specification places no limit on shock ampli- 
fication. 
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■ SHOCK  RESPONSE 
(TYPICAL  MIL-C-I72C ISOLATOR) 

IMPRESSED LONG-DURATION SHOCK PULSE 

MILLISECONDS 

Fig.   1  - Measured response of typical MIL-C-172C 
isolator  to   125-millisecond   half-sine   shock  pulse 

parabolic curve, with increasing deflection. 
With such isolators, the application of shock 
forces to the mounted equipment is much more 
gradual, and abrupt bottoming and associated 
detrimental shock amplification are greatly 
reduced or avoided. 

It is evident that the problem of shock 
amplification could be eliminated by replace- 
ment of low-frequency isolators with high- 
frequency isolators of equivalent load rating, 
if the correupondingly lower vibration isolation 
efficiencies could be tolerated.   Thereforp 
when a compromise must be made between 
high isolation efficiency and high shock ampli- 
fication of typical MIL-C-172C type isolators, 
and lower isolation efficiency and minimum or 
no shock amplification of high-frequency isola- 
tors, cognizant personnel have selected the 
latter alternative in many instances, particu- 
larly in jet engine aircraft applications, in spite 
of the fact that the vibration isolation efficiency 
requirements of MIL-C-172C are violated. 

The low shock transmissibility of higher 
frequency isolators notwithstanding, their in- 
herently lower isolation efficiency precludes 
their use on: 

1. Existing items of equipment that have 
been qualification tested on low-frequency iso- 
lators, without requalification testing to estab- 
lish that the item of equipment could withstand 
the higher vibration levels transmitted; 

2. Items of equipment on board piston 
engine aircraft, due to the likelihood of exces- 
sive resonant excitation by the low forcing fre- 
quencies of the piston engi«e and propeller; 
and 

3. Particularly sensitive items of equipment 
requiring the highest practical degree of isola- 
tion efficiency. 

A need was thus evident for improved vibra- 
tion isolators combining the superior vibration 
isolation characteristics of low-frequency isola- 
tors with the low shock amplification character- 
istics of high-frequency isolators, within the 
dimensional requirements of MIL-C-172C. 

ISOLATOR DEVELOPMENT PROGRAM 

hi appreciation of the possibility of achieving 
a major increase in the reliability of airborne 
electronic equipment in operational aircraft 
without airframe or equipment modification, a 
program aimed at the development of improved 
isolators was undertaken. 

Shock and Vibration Incompatibility 

It is well established that no basic incom- 
patibility exists betv/een effective shock and 
vibration isolation; rather, a good vibration 
isolator could also be a good shock isolator 
(depanding on ratio of shock pulse duration to 
natural period of the system), if unlimited 
isolator deflection were permitted.   However, 
the extremely limited sway space available in 
most aircraft installations precludes the use of 
isolators with large deflections; rather, shock 
deflection of typical low-frequenny commercial 
isolators is severely lirniteü by very stiff 
snubber cushions. 

Since unlimited deflection of an isolator 
allows effective shock isolation, and deflection 
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limited oy abrupt bottoming on a stiff snubber 
element produces shock amplification, there 
obviously exists some minimum deflection for 
which some combination of stiffness and damp- 
ing characteristics will produce neither shock 
isolation nor amplification (i.e., unity shock 
transrnissibility).   Clearly, the possibility of 
designing low-frequency vibration isolators 
with,no significant tendency to amplify long- 
duration shock pulses is dependent on whether 
this minimum amount of deflection exceeds the 
prevailing isolator defection limitations. 

Computer Shock Transmissibility 
Analysis 

As the first phase of the isolator develop- 
ment program, a variable parameter analog 
computer study of a nonlinear single-degree- 
of-freedom spring-mass system was performed 
to determine the lowest amplification of a 12-g, 
125-millisecond half-sine shock pulse which 
could be obtained within the implicit deflection 
limitations of MIL-C-172C.   Imposed conditions 
included 9-cps resonant frequency, a minimum 
of 2-g deflection capability in the linear range 
(i.e., 1 g above the static weight of the mounted 
equipment), and 0.25-inch maximum total de- 
flection. 

A schematic diagram of the single-degree- 
of-freedom system investigated in the analysis 
is shown in Fig. 2.   The general equation 
governing the response of this system to exci- 
tation of the base is 

Stiffness corresponding to the 9-cps natural 
frequency and viscous damping corresponding 
to 15 percent of critical (typical of commercial 
isolators) were assumed for the initial linear 
range in all cases. 

Various second-stage combinations of non- 
linear elasticity and damping were considered. 
The nonlinear elasticity investigated included 
bilinear hardening springs with various second- 
stage stiffnesses, (Fig. 3) and linear—constant- 
force springs that develop various constant 
restoring force levels (Fig. 4).   The nonlinear 
damping investigated included viscous damping 
in tue initial linear range, in effect at all am- 
plitudes of motion, plus a stepped damper, 
either viscous or friction, in effect only during 
motion in the second stage. 

The study revealed two configurations which, 
when subjected to a 12-g, 125-millisecond pulse, 
limited the response to approximately 13 g, cor- 
, —j IUUI^ .w äsibility of 1.08, within 

Mz  +   BCz)   +   R(z) -Mü (1) 

Fig.   3   -   Bilinear    hardening    springs 
with various  secoi J-stage   stiffnesses 

Mz +B(z) +R(z) = -Mü 

B(z)= NONLINEAR DAMPINt. FORCE 

R(z)= NONLINEAR SPRING FORCE 

Fig. I - Nonlinear singlc-degrne- 
of-freedom system, and associated 
forced response equation 

Fig. 4 - JLincar-constant force springs 
with various constant restoring-force 
levels 
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a total deflection of approximately 0.25 inch. 
One of the configurations included a bilinear 
hardening spring with a stepped viscous damper, 
and the other a constant force spring with a 
stepped friction damper.   The study also re- 
vealed a system response of 31 g for a confiE- 
uration incorporating a stiffness ratio actually 
measured on a typical commercial low- 
frequency isolator.   Computer traces comparing 
the responses of the best bilinear isolator and 
the typical commercial isolator are shown in 
Fig. 5.   Complete details and results of the 
computer study are given in Ref. [1]. 

study, the test specimen was assumed to be in 
a 1-g condition at the time the shock pulse was 
applied; this is representative of actual constant- 
sink-speed landings.  In the free-fall laboratory 
tests, the specimen was in a zero-g (weightless) 
condition while falling, and hence tended to rise 
above the static equilibrium position by an 
amount equal to the static deflection; thus, at 
the instant of impact the distance between the 
lower snubber and the spring-seat disk, and 
hence, the impacting velocity and resulting ac- 
celeration were greater than under the 1-g con- 
dition. 

ihe computer shock transmissibilities of 
1,08 strongly indicated that the goal of a shock 

le in a practical isolator configurauon. 

Verification of Computer Results 

i. cctxt.^- 

The possibility of developing low-frequency 
vibration isolators which would limit transmis- 
sibility of long-duration »hock pulses to approx- 
imately unity, within the imposed excursion 
limitation, was thus verified experimentally as 
well as analytically. 

The next phase of the program was an 
attempt to verify experimentally the results of 
the analog computer study.  A mechanical 
model mounting system was assembled (using 
commercially available tube- and plate-form 
rubber isolators) to simulate the optimum non- 
linear damping and stiffness characteristics of 
the mathematical model as closely as possible. 

The mounting system was loaded with a 
mockup of appropriate weight and was subjected 
to 125-millisecond half-sine shock pulses of 
four different magnitudes, on a shock test 
machine specially built to produce long-duration 
shock pulses.  Shock transmissibilities between 
1.00 and 1.10 were recorded.  Good agreement 
with the computer transmissibilities was thus 
obtained, in spite of the fact that it was not 
practical to make all computer and test condi- 
Lions identical.   For example, in the computer 

NOTE:   Reference appears on page  183, 

Design of Practical Isolators 

The final phase of the isolator development 
program was the design and development of a 
practical isolator meeting all dimensional and 
performance requirements of MIL-C-172C and 
also limiting shock transmissibillty to approx- 
imately unity. 

Of the two configurations of the computer 
■study producing the lowest response, the bilinear 
configuration was considered preferable since a 
bilinear spring can be more readily designed and 
fabricated than a linear-constant force spring. 
Also, the bilinear configuration was less sensi- 
tive to variations in second-stage damping ratio. 
Therefore, an isolator with the following char- 
acteristics was selected as the design objective; 

1.   Linear range stiffness corresponding to 
9-cps natural frequency, 

9 15 
O 

TYPICAL 
COMMERCIAL 
ISOLATOR 

llit 

BEST 
BILINEAR 

MILLISECONDS 

Fig. 5 - Comparison of theoretical responses 
of typical MIL-C-17ZC isolator and best bi- 
linear isolator 
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2. Linear range allowable deflection (beyond 
static deflection) = 0.115 incn, 

3. Ratio of second- to first-stage spring 
stiffnesstj = 10, 

4. First-stage critical damping ratio = 0.15, 
and 

0.40. 
Second-stage critical damping ratio = 

Of the various isolator designs conceived and 
judged on the bases of anticipated mechanical 
complexity, cost and weight, the design shown 
in Fig. 6 was selected.   The isolator consists 
basically of a spring, upper and lower snubbsr 
cushions, and three-stage amplitude-sensitive 
friction damper assembly.   These components 
are described below. 

For simplicity of design and fabrication, a 
helical music wire compression spring was 
selected as the first element of the bilinear 
spring. 

The small rubber snubber, housed within 
the compression spring, constitutes the second 
element of the bilinear elasticity.   Shock 
motions exceeding the linear range of the iso- 
lator compress the snubber between the iso- 
lator core and the spring-seat disk attached to 
the baseplate.   As was expected, a snubber 
cushion of suitable size could not be fabricated 
with stiffness and damping characteristics 
exactly equal to the design objective values. 
Rather, the values were used as a guide in 
determining general proportions of the simple 
cylindrical snubber cushion (cut from a silicone 
rubber compound used in commercial high- 
frequency isolators).   The load-deiiection 

characteristic of the snubber more nearly 
resembled parabolic than linear elasticity, 
and its equivalent viscous damping ratio of 
approximately 0.17 was substantially less 
than the theoretical ratio of 0.40. 

The three-stage amplitude-sensitive 
damper was developed to enhance the vibration 
rather than the shock transmissibility charac- 
teristics of the isolator under both high and 
low vibration amplitudes.   The motivation was 
the fact that typical commercial friction- 
damped isolators, which contain only a single 
damping assembly adjusted to limit resonant 
amplification to 5 or less at 0.060-inch im- 
pressed excursion (per MIL-C-172C), are sig- 
nificantly overdamped at 0.020-inch excursion 
and grossly overdamped at very small excur- 
sions of, e.g., 0.002 inch.   Consequently, at 
0.020-inch excursion, isolation efficiency is 
compromised, and at 0.002-inch excursion, the 
isolator is to a large measure "shorted-out." 
By contrast, the three-stage amplitude-sensitive 
damper provides three different damping levels, 
namely zero, light, and heavy damping for small, 
intermediate, and large amplitudes of vibration, 
respectively, in both axial and radial directions. 
The damping levels were adjusted to provide 
minimum resonant amplification and maximum 
isolation of each of the three different vibration 
spectra of MIL-C-I72C (0.u20-inch double am- 
plitude, 5 to 55 cps; 0.060-inch double amplitude, 
5 to 55 cps; and t 10 g vector, 55 to 500 cps), 
consistent with the least compromise in isola- 
tion of the other two spectra.   Since the primary 
purpose of this paper is to discuss improvement 
of shock characteristics (which are not signifi- 
cantly affected by linear range damping charac- 
teristics), operation of the damper assembly is 
not described here.   However, its operation may 
be deduced from Fig. 6. 

THREE    STAGE 

AMPLITUDE- 

SENSITIVE 

FRICTION  DAMPER 

ASSEMBLY 

UPPER  SNUBBER 

-LOAD   SPRING 

LOWER   SNUBBER 

Fig.  6 -  Crosb  üection of GAEC improved 
MIL-C-17ZC  type   low-irequency isolator 
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As would be intuitively expected, the 
results of the analog computer study indicated 
that shock amplification increases with increase 
in clearance between the snubber cushion and 
the spring-seat disk.   Accordingly, this clear- 
ance must be held as small as possible, con- 
sistent with clearance necessary to accom- 
modate vibration at resonance and moderate 
dynamic loads imposed during gentle maneuvers 
(taken at 1 g in the computer study); any reduc- 
tion in this clearance (due to overloading) 
would reduce shock transmissibility but would 
cause repetitive bouncing off the lower snubber 
cushion during vibration at resonance, whereas 
any increase in clearance (due to underloading) 
would both increase shock transmissibility and 
C£iuS6 renetitivp bouncin0- off the uppsr snubber 
cushion.  It is apparent that accuracy of isola- 
tor loading and shock and vibration perform- 
ance are closely related.   This indicates that 
application of the shock optimization techniques 
discussed here would be more successful if 
applied to MIL-C-172C Class B isolators (where 
deflections are related to ± 15 percent deviation 
from rated load) than if applied to Class A iso- 
lators (where deflections are related to two-to- 
one load range).   However, restriction of iso- 
lator selection to Class B types is not considered 
to be a serious limitation when applying isolators 
to items of equipment whose weights are even 
approximately known.   The relatively widespread 
use of Class A isolators stems from logistic 
rather than technical considerations. 

The springs of the experimental isolators 
used in the shock and vibration tests were de- 
signed for the specific load to be supported, 
within generous tolerances; shock and vibration 
performance of the isolators probably would not 
have been significantly affected at any loading 
within 15 percent of the design loading. 

Test Procedures and Results 

An experimental mounting system consist- 
ing of four isolators attached to an aluminum 
rack was assembled and loaded with a suitable 
mockup of an equipment.   Shock and vibration 
transmissibility characteristics of the mounting 
system were optimized during alternate shock 
and vibration development tests in which trial 
and error changes were made in a.xial-to-rauial 
spring stiffness ratio, axial and radial friction 
damping forces, iow^r snubber stiffness and 
snubber clearance. 

The optimized configuration was subse- 
quently subjected to MIL-C-172C vibration 
transmissibility tests; transmissibilities were 
generally very low and within allowable values 

under all test conditions.   The configuration 
was then subjected to a series of 125- 
millisecond shock pulses in the vertical direc- 
tion; included were shock pulses of different g 
levels intended to simulate different aircraft 
landing conditions.   Peak shock transmissi- 
bilities recorded are given in Table 1. 

TABLE 1 
Results of Vibration Testing of 

Optimized Mounting System 

InDuta   l     Response 
(g)       |          (g) 

TrausmissiblULy    j 
•                                        ! 

■I n   A 
AÄ.Ü 

9.0 
;       6.7 
;       5.0 

1 J   o 11.o 

12.0 
9.2 
6.8 

! 
1.40                         | 
1.33 
1.37                ' 
1.36 

a125-millisecond pulses. 

In view of the differences in damping and 
elasticity characteristics, as well as test condi- 
tions (zero g vs 19), between the experimentally 
and theoretically optimized isolators, agree- 
ment between predicted and measured shock 
responses is considered ^ood. 

' 3 a comparison. Fig. 7 shows the oscillo- 
graphic traces of the responses (to 12-g, 125- 
millisecond iuput pulses) of typical commercial 
isolators and the improved isolators.   The large 
reduction in overall shock intensely and the 
marked reduction in peak accelerations are 
clearly evident. 

CONCLUSIONS AND RECOMMENDATIONS 

It has been demonstrated that it is possible 
to fabricate improved low-frequency vibration 
isolators which operate effectively under high 
and low vibration amplitudes and also have no 
significant tendency to amplify long-duration 
shock pulses, within the dimensional limitations 
of MIL-C-172C.   It is accordingly reasonable to 
expect that the replacement of commercial low- 
frequency isolators in existing equipment instal - 
lations in operational aircraft with improved 
isolators would produce a significant increase 
in equipment reliability, without aircraft or 
equipment modification. 

It is recommended that airframe manufac- 
turers encourage the use of improved isolators, 
in appropriate circumstances, in both existing 
and future airborne electronic equipment instal- 
lations. 
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RESPONSE OF TYPICAL MIL-C-I72C   ISOLATOR 

RESPONSE OF IMPROVED ISOLATOR 

MILLISECONDS I 
Fig. 7 - Comparison of measured responses of typical 

MIL-C-172C isolator and GAEC improved isolator 
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DISCUSSION 

Mr. Mullen (NADC):   How about lateral iso- 
lation?   I didn't see anything but snubbing for 
the lateral direction.   You just had a vertical 
isolator there, and most aircraft shocks I'm 
sure are not vertical. 

Mr. Balan:   Well that is an excellent ques- 
tion.   The diagram did show a snubber cushion 
which is operative in a lateral direction.  As 
part of the program, which I did not describe 
here, we are attempting to optimize the response 

in the lateral direction 
direction.  It is important that we optimize the 
lateral characteristics as well as the vertical 
particularly since we are dealing with Naval air- 
craft where we have catapult launch and arrest- 
ment.   However I can say that the acceleration 
levels in either catapult or arrestment are not 
nearly as severe as the vertical acceleration. 
Therefore we concentrated on that first, but we 
are taking care of the item that you mentioned. 
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PROTECTING THE "EYES'5 OF THE OAO SATELLITE* 

J.   T. Gwinn, Jr. 
Lord  Manufacturing Company 

Erie,   Pennsylvania 

In addition to isolating and withstanding high levels of booster shock, 
vibration, and directionally combined acceleration loads, the OAO 
spectrometer instrument package isolation  svstem had tn be  constructed 
in an unorthodox configuration. 

Some established principles from classical vibration theory were  com- 
bined with a new idea for providing truly velocity-sensitive  system 
damping.    The latter was necessitated by stringent displacement re- 
turnability requirements.    Design, development, and testing of such a 
system proved successful, and a summary of system performance  re- 
sults is presented. 

Basic theory for the design of velocity sensitive dampers which employ 
the  shearing of thin fluid films  is 3.1so presented. 

Introductory comments orient the topic and discuss the nature of the 
overall  system design problem before focusing on the theory of thin- 
film fluid-shear dampers.    Substantial viscous damping forces  can be 
achieved with such devices with relatively small expenditures in size 
and weight;  specific examples illustrate this point. 

PROBLEM BACKGROUND 

The Orbiting Astronomical Observatory 
(OAO), a large 3600-pound satellite carrying a 
stabilized telescope platform, will survey the 
entire sky in three spectral bands, catalogue 
over 100,000 stars, and take spectrometric 
data on various celestial bodies starting with 
its first orbit in 1965.   In accomplishing this 
feat, the dynamic environment to which this 
vehicle will be subjected will include uncom- 
monly high levels of booster shock and vibration 
combined with multi-direction steady accelera- 
tion loading. 

The spectrometer instrument package is 
the heart of this space vehicle and performs 
the fundamental task of converting the light sig- 
nals into data which can be telemetered back to 
earth. 

Protecting the instrument package from 
the dynamic environment was accomplished in 
a rather unorthodox fashion made necessary by 

the functional requirements of the spectrometer 
installation. 

As shown in Fig. 1, the spectrometer pack- 
age is "hung" in the telescope bore.   The pack- 
age and attached "spider legs," which are used 
to conduct heat to the spacecraft structure, 
partially obscure the incoming light rays. 

Thus in designing a shock and vibration 
control system, the fundamental problem was 
to support the instrument package flexibly with- 
out obscuring any more of the bore cross sec- 
tion.   This meant that the isolation system 
components had to be within the "shadow" of 
the instrumert package elements.   Obviously, 
ccnvcntioiiai isolator coniigüiaLiOiib couiu not 
be employed. 

In addition, while the suspension system 
had to permit relative motion of the spectrome- 
ter package with respect to the supporting 
structure (up to 3/8-inch amplitude) it still had 
to return the package within extremely small 

"This paper was not presented at the Symposium. 
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tolerances of translational and rotational static 
displacement (Fig. 11) so that optical perform- 
ance would not be impaired.   The dynamic in- 
puts and important performance requirements 
are given in Table 1. 

.Primary 
Mirror 

Focus  
Plane ^7   A 

Secondary. 
Mirror 

SCHEMATIC    TELESCOPE   CROSS  SErTIGN 

-Spectrometer 
Package 

Spider Legs 

Hat Section 
Stringers 

-Telescope 
Wall 

VIEW  A-A 

Area  available   for spectrometer  instrument 
package  and isolation system element. □ 

I^^]   Telescope  aperature  area  not  to be obscured 
^       by isolation  system elements- 

Fig.  1      Schematic spectromeltr 
instrument   installation 

COMBINATION SYSTEM USED 

Fig.  2  - Spring-damper assembly 1 

Fig.   3   -   Elastomer   isolator 
assembly and   subassemblies 

A combination of elastomeric and viscous 
damped metallic isolators was used.   The total 
system is comprised of six dual spring-damper 
assemblies, each attached by cables to the 
spectrometer package, plus four elastomeric 
isolators.   This results in 16 attachment points 
between the package and the supporting struc- 
ture.   The elastomeric mountings provide about 
40 percent of total suspension stiffness while 
the cable-spring-damper assemblies furnish 
the remaining 60 percent.   The center of sus- 
pension system elastic and damping forces co- 
incide with the instrument package center of 
gravity to provide decoupled modes of vibration. 
Figures 2, 3, and 4 show the main isolation 
system components and Figs. 5, 6, and 7 show 
the isolation system installed in the telescope 
tube with the spectrometer instrument package. 

The system natural frequency ot this ar- 
rangement is approximately 25 cps in all direc- 
tions.   This provides more than adequate high 

ft 

Fig. 4 - Sheave-bracket assemblies for 
routing cables from spring-damper as- 
semblies to spectromeier instrument 
package 

frequency isolation while affording a high de- 
gree of suspension stiffness to minimize sway 
space under dynamic conditions.   A lower fre- 
quency system would have required greater 
clearances for dynamic response displacements. 
The 25 cps natural frequency is also low enough 
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TABLE  1 
A Summary of Dynamic Inputs and Requirements for the 
OAO Spectrometer Instrument Package Isolation System 

Item 
No. Description Specification and Remarks 

Sinusoidal Vibration Input 

Random Vibration Input 

Shock Input (Both Directions) 
(Three Tlrnes Each Axis) 

Acceleration Inputs (Com- 
bined To Occur Simultane- 
ously) 

1/2" D.A. 
2.5" G, 
5       G, 
7.5    G, 

5-10 cps 
10-50 cps 
50-400 cps 

400-3000 cps 

(approximately the same 
for all three coordinate 
axesa) 

0.03 G2/cps 
0.12 GVcps 
0.03 GVcps 

15-75 cps 
75-500 cps 

üOu-^uuu cps 

(approximately the same 
for all three coordinate 
axesa) 

8.5 G, 12 ms half-sine pulse 
2.1 G, 10 ms half-sine pulse 

X axis 
Y and Z axes 

s 
X Axis Y Axis 

Combination of Environments 

Vibration Response 

Shock Response 

Sway Space Limits 

+11.3 K 
+11.3 g 
+11.3 R 
+11.3 S 
-  3.0 K 
-  3.0 S 
-  3.0 K 
- 3.0 g 

+2.3 
-2.3 

g 
g 

+2.3 
-2.3 

g 
g 

Z Axis 

+2.3 g 
-2.3 g 

+2.3 g 

Duration (min) 

4.5 
4.5 
4.5 
4.5 
4.5 
4.5 
4.5 
4.5 

Sinusoidal vibration combined with acceleration as given 
above. 

Maximum vibratory acceleration of mounted body is not to 
exceed 20 g, measured at location of and m direction of 
maximum acceleration (includes translational and rota- 
tional accelerations).   Also see Fig. 10. 

Shock response not to exceed 12.5-g peak. 

Translation (in.) 

X Axis, i .38 
Y Axis, 1 .18 
Z Axis, i .38 

Rotation About Centroidal Axes (rad) 

X Axis, tl5x 10-3 
Y Axis, + 20 x 10-3 
Z Axis, ±15 x 10-3 

Returnability Limits 

NOTE:   Sway space is defined as the total available 
envelope for Dynamic Response.   The translational 
and rotational components of package motion in com- 
bination, including the deflections produced by steady- 
state acceleration forces must not exceed this envelope. 

Upon removal of the dynamic environment specified in 
Items 1 through 5, the mounted body must return to its 
original equilibrium position within the limits specified 
in Fig. 11. 

identification of Axes:     X Axis  -  Telescope  tube  center line  and booster thrust axes. 
Y Axis  - Telescope tube lateral axis and booster pitch axis. 
7. Axis -  Telescope tube lateral axis and booster azimuth axis. 
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tS^M^TM    k 
5 - Isolation system installation, 

lookinc forward 

Fig..    6  - Isolation system  installation, 
looking aft 

to avoid problems with the fundamental instru- 
ment package and support structural modes, 
which were found to exist from 50 cps on up. 

The geometric distribution of elasticity in 
the isolation system results in center of gravity 
support and high rotational constraint.   The 
comparatively small elastomeric isolators, 
which support the equipment near its mid-point 
work outwell with the severe limits on installation 

Fig.   7 - Isolation system installation, 
looking aft,   head-on 

space in that area.   Viscous dampers in that 
part of the isolation system which provides 
most of the rotational constraint were neces- 
sary in order to optimize rotational displace- 
ment returnability. 

VISCOUS DAMPER DETAILS 

The means for achieving truly velocity- 
sensitive damping in the spring-damper assem- 
blies is new and results in considerable econ- 
omy in installation space. 

Viscous, or velocity sensitive damping, 
may be obtained by the shearing of a film of 
Newtonian fluid.   Such damping is desirable in 
shock and vibration control systems which must 
also maintain the precise translational and ro- 
tational position of the protected equipment.   It 
minimizes the effect of residual static forces 
due to friction and/or hysteresis in the suspen- 
sion system, which, in turn, affect returnability. 
Such dampiiig utilized with closely matched 
elastic elements and arranged in a fashion so 
that the center of clastic and damping forces 
coincides with the equipment center of gravity 
assures decoupled dynamic response modes 
and maximum displacement returnability. 

A determination of the damping force for a 
fluid shear damper composed of concentric 
rigid tubes follows (see Fig. 8).   When the outer 
tube is displaced at velocity v, the shear stress 
in the film is 

ir, a 



^^ 
(1) 

the partial derivative, of velocity v , with re- 
spect to the film thickness  y (or the velocity 
gradient) times the absolute viscosity.   For the 
two concentric tubes this form of Newton's 
hypothesis may also be written as 

' D 

A 
(2) 

where 

FD  = the damping loice (lb), 

A  = area of fluid film being sheared 
(sq in.), 

V   = velocity of the moving tube (ips), 

t0  = fluid film thickness (in.), and 

ß  = absolute viscosity (Ib-sec/in.2). 

r-v-i tsi i— 

ISl 

I 
/CUTER TuBt 

,/FLUID 

-INNER TUBE 

Fig. 8 - Schematic 
fluid-shear damper 
cross section and 
terminology 

NOTE:   Kinematic Viscosity (Centistokes) = 
(0.145 x 10-6) x Absolute Viscosity (lb-sec/in.z) 
for water with a specific gravity of 1 at stand- 
ard conditions 

For viscous damping, the damping coeffi- 
cient C is 

c   = 
2Trvpv   h 

(8) 

This formula may be used for design purposes 
and has proven to be accurate within about 10 
percent for normal conditions of temperature 
and pressure.   Examination of Eq. (8) indicates 
that to maximize C, the damping coefficient of 
such a device, highly viscous fluids and very 
thin films will optimize a given geometric 
configuration. 

Considering the fact that most fluids show 
a variation of viscosity with temperature, it 
may be desirable to include "temperature com- 
pensation" in those cases where significant 
changes in c are undesirable.   This is accom- 
plished by choosing different materials for the 
inner and outer tubes so that changes in viscos- 
ity are offset by changes in film thickness for a 
given temperature variation.   In other words, 
the ratio of kinematic viscosity to film thick- 
ness is approximately constant.   Limits on ro 
and h, the need for a given damping force  FD, 
along with the choice of available tube materials 
and fluids, of course, establish the practical 
bounds within which one must work. 

Since, for concentric tubes 

A = 2T7r0h , 

F 

and 

D _V_ 
2^r  h ^   t 

FT1   =   277 r JIM 

In terms of kinematic viscosity, a more com- 
mon term, 

v    -   — 
p 

and 

277i//, r0hV 

t 

where ,   =  mass density (lb-sec 2/in.4). 

(3) 

(4) 

(5) 

(6) 

(7) 

Actual parts have been constructed where 
the variation in c over the temperature range 
of 0 to 200 0F was within ± 20 percent. 

Figure Ö shows the cross section details of 
the spring-damper assembly of Fig. 2.   Note 
that in this particular design flexible elasto- 
meric end seals were used to contain the damp- 
ing fluid and allow motion of the tube within the 
housing bore.   The damper is, of course, in 
parallel combination with the load spring.   Di- 
mensions and performance data for this damper 
are given below the cross section. 

The peak damping force which can be gen- 
erated by such a device is comparatively large 
considering the volume occupied by mechanical 
parts and the amount uf fluid required.   For 
instance, suppose a damper with a peak force 
of 100 pounds at a peak velocity of 10 inches 
per second in as small a space as possible is 
needed.   If concentric cylinders with a bearing 
diameter of 1 inch are used and the gap is set 
at 0.005 inch, which is a minimum considering 
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<rLoad spring asseni 

DAMPER  DETAILS 

Nominal gap-.021 inch.    Tube length 84- inch 
Fluid kinematic viscosity - IOCIOOO centistokes 
damping coefficient - 65 lb sec/inch 
damping force-78 lb @ 12 in^Sec peak velocity 

Fig. 9  - Cross  section details 
of    spring-damper    assembly 

the practical tolerances of normal shop proce- 
dures, the length required will only be 1-1/8 
inch if fluid of 100,000 centistokes viscosity is 
used.   Certainly this illustrates the economy of 
space resulting from the use of this device. 

PERFORMANCE 

FREQUENCY — C P S 
ö» 2Ö00 

Fig. 10 - Transmissibility curv-s 
for isolation system components 
compared to theoretical equiva- 
lent viscous damped system 

A complete assembly of spectrometer 
package and isolation system was qualification 
tested, and the vibration and returnability per- 
formance data are of particular interest. 

Figure 10 shows the transmissibility char- 
acteristics of the spring-damper assemblies 
and the elastomeric isolators and compares 
these to the transmissibility of an idealized 
viscous damped system with the same natural 
frequency and peak transmissibility.   Note that 
the transmissibility of these parts in the high 
frequency region is greater than would be ex- 
pected from theory. 

This may be attributed to the amplitude- 
sensitive elastic modulus of the damping fluid 
in the spring-damper assembly, and to nonlinear 
hysteresis damping in the elastomeric isolators. 

That is, the fluid film exhibits both elastic 
and damping reactions when sheared as ex- 
plained above, and the elastomer has strain 
and frequency dependent dynamic elastic and 
dynamic damping moduli.   The result is that, in 
practice, actual performance in the isolation 
range is not as good as calculated performance 
based on an idealized system.   The difference, 
however, is not enough to be of critical signifi- 
cance in most applications considering the ad- 
vantages of small space and low weight of me- 
chanical parts. 

.001 .01 .1 1 
TRANSLATIONAL   RETURNABILITY - INCHES 

Fig.   1 1   - Returnability data obtained 
by test  compared to   specified limits 

The returnability data 
an order-of-magnitude better, in most cases, 
than the performance limits allowed.   This and 
the foregoing discussions are good reason to 
consider the type of isolation system described 
here, for applications having similar require- 
ments, in missiles and space vehicles. 
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DESIGN OF FOCALIZED SUSPENSION SYSTEMS* 

L. S.  Pachter and H. Kamei 
Autonetics 

Division of North American Aviation, Inc. 
Anaheim, California 

In designing isolation systems, the location of the isolators determines, 
to a large extent, the amount of decoupling possible in the  six modes of 
vibration.    Maximum decoupling is accomplished when the isolators are 
located so that their elastic centers coincide with the center of gravity 
(eg).   When the elastic center is located away from the eg, as in the 
common base-mounted system, the vibration modes are coupled.    Oc- 
casionally this coupling is intolerable as in a system supplying posi- 
tional information, or where clearances are at a premium.    To elimi- 
nate coupling, essentially, these isolators can be inclined toward the 
eg, thus achieving the effect of a center-of-gravity system. 

This paper outlines isolation system  requirements for a base-mounted 
system where any number of isolators may be used and where all the 
isolators are focused toward the eg.    The description will be limited to 
the case where the isolators are all coplanar and have radial  symmetry 
about the axis perpendicular to the plane and passing through the eg. 

I 

TNTROnUCTION 

High accuracy is an extremely important parameter of navigation systems.   By use of digital 
computers, the vehicle's present position can be determined from inertial instrument outputs.   Un- 
less however, the inertial instruments are precisely aligned and shielded from the environment, the 
computational accuracy is of little value.   At the heart of the problem is the stable element, a struc- 
ture which provides mounting surfaces and relative alignment of the inertial instruments.   A gimhal 
system isolates the stable element from the angular motion of the vehicle, while isolators may be 
employed in the gimbal system to reduce the level of vibration seen by the instruments.   The total 
system is called a stable platform. 

The conventional design of a gimbal system is one where the ring gimbals (or at least the outer 
ring gimbal) are located outside the stable element package.   The center of gravity of the stable 
platform is invariably located within the gimbal rings and, therefore, the isolators can be symmetri- 
cally located in a plane passing through the center of gravity.   With this design, a decoupled system 
can be obtained. 

Another type of gimbal system has been developed for use with an inverted stable element.   That 
is, the stable element is packaged around the outer gimbal which is reduced to half a ring (or a yoke) 
and cantilevered from the vehicle structure.   This unique design has many advantages but is least 
desirable from a vibration standpoint in that it dictates that the suspension system be base-mounted. 
The base-mounted system, being cantilevered, permits a large amount of coupling between transla- 
tion and rotation.   Effects of this coupling are realized in the excessive amount of sway space re- 
quired and, if the system is providing fire-control information, the angular position errors introduced 
under translatory vibration. 

"This paper was not presented at the Symposium. 
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When a body is subjected to a translatory motion, the resultant of the applied forces is directed 
through the center of gravity.   The rotation of the body when supported by isolators, occurs about the 
elastic center of the isolators; only the forces passing through this point will remain uni-directional 
(i.e., not couple with the other directions).   To separate translation from rotation, the two centers 
must be coincident [l].   Where the isolators are located away from the eg, as in the base-.acunted 
system, the centers can be made to coincide by inclining the isolators toward the eg and by selecting 
the stiffnesses such that the isolator becomes anisoelastie [2].   The following discussion outlines the 
requirements for a base-mounted system using any number of isolators and the location in which 
isolators are to be focused on the center of gravity. 

BASIC RELATIONSHIPS 

' ^fe**    M»«5    *"& • Figure 1 shows a rigid body with its principal axes; X, Y, and 
body is supported by isolators all of which are located in a plane parallel to the x and z axes and 
displaced a distance "a" below the eg.   The isolators are focused toward the eg, so that the elastic 
center and eg are coincident.   The orientation of the isolator with respect to the mass is shown in 
Fig. 2.   Its position can be described by the angle of inclination of its principal axis, P; from the 
system Y axis, a; and the angle of rotation about the Y axis, ß.   The isolator is located a radial 
distance "r" from the eg.   The principal axis is assumed to be parallel to the x-z plane, and the 
other principal axis, q, is perpendicular to both p and r. 

For the purpose of this analysis, the following assumptions are made: 

1. All isolators have the same stiffness properties. 

2. All isolators have the same angle of inclination to the vertical. 

(a) 

Fig. 1 - Rigid body at rest supported by resilient elements. A typical element is shown. The 
principal axes of the resilient elements, p. q, r, are inclined to the principal axes of the body, 
X, Y,  Z.    A plan is  shown in (a) and an elevation is  shown in (b). 

NOTE:    References appear on page Z07. 
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Fig. 2 - Relationship between the 
principal axes of the isolator, p, 
q, r, to the principal axes of the 
body,   X,   Y,   Z. 

3. The spring constants are the same for both tension and compression. 

4. The isolator stiffnesses are the same along both lateral axes, q and r. 

The last assumption will be utilized only in obtaining the graphical results so that the number of 
variables is kept to three.   This assumption agrees with the common type of elastomeric mount which 
is circular in cross section and has two spring rates, radial and axial. 

To find the elastic force of one isolator resulting from a small displacement along any of the 
system axes (x, Y, or z), the displacement is first transformed to the isolator axes, multiplied by 
the appropriate isolator spring constants to get force, and then transformed back to system axes. 
For a positive displacement along the Y axis,  Sy) the forces along the isolator axes are: 

Fpy   '   Vy cosa' 

F„, K    S     sin a 
qy P    y 

ana (1) 

Fry   =    0. 

Relating these forces to the X, Y, and z axes, the forces become: 

Fxv (K    ^     cosa)   sin a   sin ß -   (K   h     sin a)   cosa  sin/3. 

(Kb    COST)   cosa   -   (K    i     sin a)   sin a , 

and 
(2) 

Fzy fK    J>     sina)   cos»   cos/; -   (K    ö     cosa)   sin a  cos, 

For a positive displacement along the X axis,   8. the forces along the isolator are: 

Fpx     T     KP 
;,x    sin/S   sin   '  ■ 

Fqx K
q   \    Sln';   COS   '   • 

and 
(3) 

These forces when related to the x, Y, and  z axes become: 

Fxx " ^Kp    x   s'n''   sina)   sin.-   sin-J   -   (K    ^x   sin,-  cosi)   sin,-' cos   i  -   (Kr^)i   cos,-) 

fKp \   si'1/^  sin  i)   cos i   -   (K    Sx   sin ß cos   i)   sin 
(4) 

(Cont.) 



and 
Fzx   =    (K    ^x  sin/3 sin a)   COS ß sin a. +   (Kq «x  sin/) cos a)   cos/j cos n   - (K,. S)c cos/3)   sin/3 . (4) 

Finally, for a positive displacement along the  2 axis,  hz, the forces along the isolator axes are: 

Fpz     =    Kp bz   cosß   sina' 

F        =    K„ S ,   cos ö cos a , qz q    z ^ (5) 

ar.d 
Frz   =   Kräz sin/3. 

V.'hen related to the X, Y, and Z axes, these forces beccrr.s: 

Fxz   =    (K   5    cos /S sin a)   sin a  sin /3 +  (K,, SI cos /S cos «) cos a sin/3 - (Kr 5Z  sin /3)  cos /3 , 

F        "     (K    5     cos ß cos a)   sin a -   (K    i z  cos ß  sin a)   cos a , 

and     " " ' (6) 

Fzz   =   -(K   Sz cos /3 sin a)  sin a cos /3 -  (Kq S2 cos ß cos a)  cos a cos ß -  (Kr oz  sin ,0)   sin ß ■ 

DERrv'ATION OF INCLINED ISOLATOR EQUATIONS 

The relationship between the position of thf? isolators and the stiffness of the isolators is deter- 
mined by setting up the moment equation for moments about each principal axis created by displace- 
ments along the other orthogonal axes.   Since a decoupled system is desired, these displacements 
cannot produce any moments, and the equations can be equated in zero. 

/ ■      yx     sin  ,3. V%        =   o (?) +   a    )      F XX ■ 

and 

From Eq. (7), 

Mx2 = r-Fyzi 
COS   ßi - aSFzz, ^    0   • (3) 

M
yx = ri:Fxxi 

COS   •'■i + r~F^1 
Sin   ßi '-     0   '                                                                            0) 

Myz = ^Fxz, COS   ßi + r-Fzz, Sin    ^i =     0   ,                                                                               (10) 

"xy = ^-Fyy, C°S   "', " a!Fzy,            0   ■ (11) 

Mzy    ^    rIFyyi   sin  ß,   <   aXFxyi    =    0- {l2) 

r IF 
XX . 

After substituting and rearranging, the following is obtained: 

1/2  sin   2a  (Kp- Kq)i.  sin2^; ^3) 
r Krl  cos2,0;   t   Kq'i  sinV;   +   (K   - Kq)   s i n 2rt v   sin2/-; 
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1/2  (1-Kq/Kp)   sin   2a 

K
q/

K
P 

+  d - K
a/

Kp)  sin2a +  KKr/KF 

where 
(13) 

X cos2/3. 

2 sin'/S. 

equation (8) can be solved in the same manner; 

SF      cos/3. 

2f, 

1/2   sin  2a  rK    -K    )2,  ccs2/3. ^ q i 

Kr2 sinVj  + KqS cos^j  +  (Kp - Kq)   sin2a5: cos2^. 

1/2(1-   Kq/Kp)   sin  2a 

V
K

P 
+ (i - K

</
K

P
)
 

sin2a + (!) K
r
/Kp 

Since Eqs. (?) and (8) must be equal, the following relationship must exist: 

R   =    1 , 

X cos2 ß.    -   1.  sin2 ß^ , 

(14) 

(15) 

and 
cos 2/3; 0 . 

Equation (15) is a limitation on ß.    With this limitation, the equation for a/r  for all values of ßi 

becomes 

1/2(1- Kq/Kp) sin 2a 

Kq/KD + Kr/Kp + (1 - Kq/Kp) Sin
2a 

(16) 

Two additional ß limitations come from Eqs. (9) and (10).   When the force expressions are substi- 
tuted into Eq. (9) and the terms rearranged and cancelled, the resultant equation is 

Similarly, Eq. (10) yields 

I  cos   ß. 

sm p. 

0 . 

Every term in Eq. (11) contains 1 cos ß.^, therefore this equation is zero. Also, every term in Eq. 
(12) contains S sin ßi, thus this equation is zero. Therefore, to achieve decoupling about all axes, 
Eq. (16) must be satisfied, and for this equation to be valid, the following conditions are imposed 
on ß: 

cos   2/ 

2.   COS    li. 

0 , 

0 , 

and 
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Fig. 3 - Plan view of isolators depicting several 
possible arrangements, (a) through (d) show three 
through six isolators, respectively, with equal 
spacing. In (e) the isolators are arranged in 
equally spaced pairs In (f) the isolators have 
symmetrical but unequal  spacing. 

These conditions can be satisfied by having the isolators equally spaced around the vertical center- 
line as shown in Figs. 3(a) through 3(d). A,;, the spacing between two adjacent isolators, is equal to 
360 degrees divided by the number of isolators. 

Consider the arrangement in Fig. 3(f).   The expressions   i cos ßi - o and   i: sin ß   - 0  are 
satisfied; but  1 cos 2ßi  is not.   This means that the Y axis can be decoupled from the X and z axes, 
but the X and Z axes cannot be decoupled from each other.   Depending upon whether it is desired to 
decouple the Y and X axes or the Y and  z axes, Eq. (13) or (14) can be used to determine the a/r 
ratio for this system.   The other equation is not valid as the moment is not zero. 

In a similar manner, the case where the isolators are inclined in one plane only can be obtained 
by setting the angle,  ,, equal to zero.   The expression   (1/R) Kr/K   in Eq. (14) becomes zero and 
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1/2   [1  -  Kq/Kpl   sin   2a 

r V
K

P 
+   [1  '  Kq/KP3   sin 

[1   -   K  /Kj   tan   a q    p (17) 
Kq/Kp   +   tan?a 

The primary concern of the analysis, however, is for decoupling of all modes; therefore, the remain- 
ing equations will be limited to these cases. 

Figure 3(c) shows a system with six isolators arranged in three pairs.   The centerlines of the 
pairs are equally spaced and the individual isolators cf the pairs are equally spaced about the center- 
line     The six isolators ran hp InratpH hv thp Qncrlp.c*      ß    --i-o.     3    =   TV\0 ~ „      a    -   inr»o _ ., 

/34 = 240° - a,  /3S = 240° + a, and ,y36 = - a.    These angles will satisfy the conditions imposed by Eqs. 
(15), (17), and (18) which indicate that the system can be completely decoupled and that the a/r  ratio 
is independent of the angle a.    This independence can be extended to any number of isolator pairs 
arranged about equally spaced centerlines. 

The rotational stiffness for the inclined isolator system is as follows:   For a deflection 6 about 
the X axis, 

Mxe    --    ^Fy.   cos ß,  -   aVFz. 

=    r*  (Fyzi- Fyyi)   cos  /3.   -   aS (Fzzi-Fzyi) . (18) 

By substituting the expressions for F; and by letting   8Z =  aß, 8y = (r cos ß.^) 6  and X cos2 ßi - 
I sin2^; = n/2, the following is obtained: 

n6? 
9 

ra   sin  a.  cos  a(K   -K   )   +   (K     cos2 a   f   K     sin2 a) r2 

+   a2 (K     sin2 a  +  K     cos2 a  +  Kr)   +   ar   (Kq - K   )   sin   o   cos  a 

and 

Lx« ——   = K(rsina+acosa)2+K(rcosia-asir.  a)2+a2K 

For a deflection   ; about the Y axis, 

M^   =    rFr   =    r(r0) nKr 

and 

M 
K   ,    -       -    n r    K. • 

Because o: symmetry, the stiffness about the Z axis is equal to that about the  x axis, 

KzX    =    Kx9  ■ 

To design an inclined isolator system, information is also required with regard to the six de- 
coupled system natural frequencies.   The ratio of the horizontal to vertical natural frequency is 
given by the following expression: 

LiJ iö 

/Kx (or Kz) 

Ky 

/Kr + Kp sin
2a t Kq cos

2 a 1  cos2 ßi 

Kp cos
2 a + Kq sin

2 a n 
(19) 
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For a system of equally spaced isolators, 

i = 1 

The equation can now be simplified to its final form, 

CxJ OJ z vT     /Kr/K    +  Kq/Kp  cos a  +   sin'a 

cos2 a +  K  /K     sin2 a 

(20) 

The natural freauencv ratios for rotation are: 

"xg Kx/m Px2 Kxfl 

^7 ;   "^K/m      Z    px2 S Ky 

Similarly, 

2 

vr/(/*cosa 
a \2                  /r al + VKP h^"sin a + P7COS V         a2 

2 y cos2 a +   K /K     sin2 a 
q    p 

//r 
/^ COS a ■  PZ 

\2 

sin   a 
/ 

/  r                         a               \2 

+   Kq/Kpl TT  sin   a  +   ^7COS  a + ^— K /K 
2        r        P 

cos2 a  +  K  /K     sin2 a 

and 

(21) 

(22) 

1 ^   -   ^  /ill 
'"y Py I/  2   Kp      ^cos2a   +   Kq/Kp   sni' 

(23) 

The vertical natural frequency is given by 

.ASK; 
y        V      m )'; cos2 a +  K  /K     sin2 a 

q     p 
(24) 

It is interesting to note that the frequency ratios (E .s. (20) - (23)) are independent of the number 
of isolators. 

GRAPHICAL PRESENTATION 

By equating the two radial spring constants, K    and Kr, the inclined isolator equations can be 
plotted to simplify the design procedures. 

■yd " W Sln 2a 

2K
q'

Kp   *   H   "   K^'Kp)   s.n^a 

(25) 

co a) fv f, \T   I   sin2 a   I-  Kq/K     (1   ^   cos2 a) 

V   ~    fy f, 

(26) 
cos2 a +   K  /K     sin2 n 
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fy   =   3.13)/-^Uos2a+  (Kq/Kp)  sin2 a   =   C]/^5 (27) 

Equation (25) can be rearranged so as to facilitate the situation where  a/r is the known parame- 
ter.   In tr'j case, the equation becomes 

q 1 -  a/r  tan a 

1  -   a/r   tan  a + 2iÄ • (28) 
sin  a cos  a 

These equations are plotted as Figs. 4 through 7. 

A point of ini-erest in Fig. 6 is that for an inclination anglp of 54° 44.1', the system is isoelastic 
(equal natural frequencies in ail directions) regardless of the Kq/K   ratio. 

APPLICATION 

Figure 8(a) shows a section through an actual stable platform.   The vibration problem for this 
unit was not fully appreciated until after the assembly was designed into an integral structure and 
first stage pre-prototype fabrication was completed.   At this stage of development, any vibratton 
isolation öf iiie stable element would require subsequent designing around existing hardware and in 
existing space.   The electronics toroid and the general pedestal-like configuration of the stable plat- 
form, coupled with other structural and space considerations, all combined to dictate an inclined 
isolator system. 

Studies indicated that the  g level as seen by the gyro gas bearing was three times the theoreti- 
cal allowable and thai a resonance factor of two was required.   Because of the noise specification, an 
attenuation of 40 db per decade was indicated.   Space considerations indicated that the isolation sys- 
tem has natural frequencies of 20-35 cps. 

To achieve the low resonance factor and rapid high frequency attenuation, special isolators were 
used.   This type of isolator, known as a "combination shockmount," consists essentially of four rubber 
fluid-filled bellows mounted perpendicular to each other in the sa.me plane and attached to a central 
hub [3].   The bellows are interconnected with one another through orifices which determine the damp- 
ing and, in part, the spring rate.   The mathematical mocel for the isolators would be an elastically- 
supported viscous-damped system [4].   By adjusting the orifice size, the mount can be made to give 
very high damping at resonance with attenuation at the higher frequencies as if the mass were 
undamped. 

Use of this type of isolator docs not affect the inclined isolator equations.   The design of this 
system would be as follows. 

Since the center of gravity of the system is known and the space requirements are established, 
there is little possible variation in the   a/r  ratio.   This can be firmly established and in this case it 
is 1:1.   By using this value and Fig. 5, the relationship between the stiffness ratio and the inclination 
angle can be determined.   It should be noted that the curves vary from a circular shape to an open 
rectangle (at  a/r = 0).   By selecting points near the top of the curve, the inclination angle can be 
permitted to vary (as with tolerance) with a minimum of variation in stiffness ratio.   At the sides of 
the curve, the situation is reversed.   The stiffness ratio has very little effect on the inclination an- 
gle, especially at low  a/r  ratios.   If there are no other restrictions on K /K    or   i, an evaluation of 
manufacturing procedures should be a factor in selecting values.   For the system in question, it is 
desired that the dependency on inclination angle be reduced.   The maximum  Kq/K    ratio is 0.085 with 
a = 22 degrees.   A lateral to vertical frequency ratio of 0.42 is obtained by checking Fig, 6.   This 
value is too low to obtain the desired frequency ranges.   The Kq/K    ratio must then be lowered.   To 
keep this value reasonable, a ratio of 0.067 is chosen (Kp Kq = 15/1).   This gives two possible in- 
clination angles, 12 and 31 degrees.   The larger angle is used because, as indicated in Fig. 6, a 
higher frequency ratio is obtained (0.52 as compared with 0.37). 
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Fig. 8 - (a) Existing stable platform before application of mounts; 
(b) modification required to include mounts. Shockmounts structure 
replaces base  structure. 
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The remaining propeitieö can now be determined.   .Krom tig. 7, the irequency coefficient is 2.67. 
Using the maximum desired vertical frequency, Eq. (27) becomes 

•■■     '"';v-vr <1& y  w 
where 

iiKp   -    9463      and     W   =    55  lb. 

To keep the isolators as small as possible, six isolators spaced at 60-degree intervals will be used. 

Kp/isolatur    =    9453/5    =    1575  lb/in. 

K.q   =   0.067   (1575)    =    105  lb/in 

The lateral natural frequency is 

fx   =   0.52 (35)   =    18.2 cps . 

This figure is just below the minimum desired frequency but it represents a good compromise 
with the stiffness parameters.   Its acceptability will be determined by the motion of the isolated 
mass and the resultant clearance. 

This unit has been built and tested and the results are available to substantiate the analysis. 
The configuration is shown in Fig. 8(b) and the results are given in Figs, 9 and 10.   For the 31- 
degree inclination angle that was calculated, a peak coupled transmissibility of 19 arc seconds per g 
input was obtained.   While there is no available criteria for evaluating this result, it is felt that this 
is extremely satisfactory for a base-mounted system.   Note that slight changes in Inclination angle 
do not have a significant effect on the translation resonance peak, but do affect the coupling as evi- 
denced by the 45 arc second/'g rotation at  a = 33 degrees.   The natural frequencies agree with the 
calculated values. 

The above example should serve to indicate that the procedures for designing inciined isolator 
systems are relatively simple if isolator symmetry can be obtained. 
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Appendix A 

LIST OF SYMBOLS 

F     Force, lb 

K     Spring constant, lb/in.2 or in.-lb/rad* 

M     Moment, in.-lb:;: 

X, Y, Z     Principal axes of body 

a     Distance from xz plane, in, 

f     Natural frequency, cps 

n     Number of isolators 

p, q. r     Principal axes of isolators (used as subscripts) 

r     Radial distance from Y axis, in. 

a     Angle of inclination 

ß     Angle of rotation 

y     Angle of deviation 

Linear displacement 

■•,./-,x     Angular displacement about x, Y, and  z axes, respectively 

Radius of gyration 

Natural frequency, radians per seconds. 

:'A double  subscript notation is used.     The first   denotes the output a^is   and the  sccoüd the  input axit 
(i.e.,   F)(     is a force  along the   X axis  caused by n displacement along the  Y  axis). 
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SHOCK 

ELEMENTARY CONSIDERATIONS OF SHOCK SPECTRA 

Irwin  Vigness 
U. S. Naval   Research .Laboratory 

Washington, D. C. 

Various romponent parts of shock spectra, which are the product of 
concepts advanced during recent years, are described.    Terminology, 
definitions, and methods of presentation of shock spectra are given. 
Information that can be obtained by quick inspection of spectra, when 
the spectra are plotted on four-coordinate log paper, is shown.    Other 
uses and limitations of the  shock spectra concept are briefly mentioned. M ^ t     -1     O-iiia     1 ii 1 I i i. ?i L iLJ , 1 ,J      l_li      Lilt       DiI*JLI\.      O^pCV^LACL     V.. W 1 I V_ C UJ t-     Ci i  ^      LJ i  i IT 1 J.  V      i 1 I t    I .' L   ! U J H.   I 

It is  suggested that spectra for complex shock motions be plotted di- 
mensionaily on a four-coordinate log graph paper in order to illustrate 
simultaneously the acceleration, velocity, and displacement shock spei 
tra, and that spectra for  simple shock pulses  should be plotted non- 
dimensionaily on the same type of graph paper.   A collection of shock 

INTRODUCTION 

Objective 

In order to improve the ease of communica- 
tion between diverse groups working in the field 
of mechanical shock, some suggestions as to 
terminology, definitions, and methods of pres- 
entation of shock spectra are made.   These 
suggestions are not necessarily new or original. 
Except for a particular nondimensional presen- 
tation of shock spectra they represent the nor- 
mal vocabulary, concepts, and methods of many 
of the specialists in this field.   In addition stress 
is placed upon information, of an approximate 
and simple nature, which can be observed di- 
rectly from shock spectral curves when they 
are plotted on a four-coordinate log paper. 

Background 

A shock spectrum, roughly defined, repre- 
sents the maximum responses of a series of 
single-degree-of-freedom systems, as a func- 
tion of the frequencies of the systems, to a 
given shock excitation.   The concept of ohock 
spectra was introduced by Biot [1-3], who was 

NOTE:    References appear on page ZZ\. 

concerned with the damage potential of earth- 
quake motions.   He called this type of presen- 
tation earthquake spectra and used it to deter- 
mine building responses to the earthquake 
motions and to provide a method of analysis of 
the effects of these motions.   Mindlin [4] first 
suggested that this method of analysis be used 
for general types of shock motions.   He sug- 
gested this as a concept to compare the damage 
potential of different shock motions.   This es- 
sentially compared their effects on a standard 
system, the standard system being an assembly 
of single-degree-of-freedom systems as shown 
in Fig. 1.  About this same time (about 1942) 
the David Taylor Model Basin constructed a 
"reed" gage which indicated directly a shock 
spectrum of a shock motion. 

The terms "earthquake spectra" and "shock 
spectra" rather than resoorvop sp^ctrti ?.T9rc "" 
doubtedly selected in order to make the terms 
more narrowly definitive.   The broad term 
"response spectra" does not convey to the reader 
the nature of the field of E'.udy in sufficient de- 
tail. 

More recently shock spectra have been used 
for the specification of shock tests [5], for de- 
sign specifications [6], and their use has been 
extended by normal mode theories [7] to determine 
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It is also often desirable to know the maxi- 
rrum velocity and acceleration responses of the 
slngie-degree-of-freedom systems to the shock 
excitation,   Unfortunately if precision is main- 
tained the derivations of these responses and 
their relations one to another become very com- 
plicated.   Therefore an approximate set of re- 
sponses has been arbitrarily defined which pro- 
vide the relations between the velocity and ac- 
celeration responses and that of displacement. 
The shock spectra [10] in terms of displacement, 
velocity, and acceleration are defined as: 

Fig. 1 - A series of single-degree-of- 
freedom systems with viscous dampers 
subjected to a common shock excitation 

various types of responses of malti-degree-of- 
freedom lumped systems and systems of dis- 
tributed mass. 

More accurate and sophisticated techniques 
brought a demand for more information than 
was contained in the initial shock spectral pres- 
entations, which were merely spectra of the 
absolute values of the maximum responses.   At 
the present time instead of using only absolute 
values, both positive and negative spectra are 
often given, damping is included as a parameter, 
primary and residual spectra are added, and 
spectra for nonlinear systems [8] are considered. 

DEFINITIONS  FOR SHOCK SPECTRA 

Consider an assembly of single-degree-of- 
freedom systems as shown in Fig. 1.   The defi- 
nition of a shock spectrum is based primarily 
on ehe relative displacement responses oi these 
systems to a shock excitation.   Thus, a dis- 
placement [9] shock spectrum is the maximum 
relative displacement responses of an assembly 
of single-degree-of-freedom systems as a func- 
tion of their natural frequencies when the assem- 
bly is excited by a given shock motion.   Damping 
is a parameter and its value should be stated. 
If it is not stated it is assumed to be zero. 

Unless it is otherwise stated only the ab- 
solute values of the responses are given.   The 
signs of the responses may be considered, how- 
ever.   In this case the positive displacement 
shock spectrum is the maximum positive rela- 
tive displacement responses of the single-degree- 
of-freedom systems to a given shock motion, 
and the negative displacement shock spectrum 
is coirespondingly defined in terms of the nega- 
tive responses. 

uispiacement snoo: spectra = ^>H 
= A - W 

;locity shock spectra = S  = ^JX .   (2) 

and 

Acceleration shock spectra = S  = o' X ,  (3) 

where X  is the maximum relative displacement 
response as defined above, and o> is the angular 
natural frequency of a single-degree-of-freedom 
system. 

It is to be noted that the velocity and accel- 
eration shock spectra are not, in general, the 
true maximum responses of velocity and accel- 
eration, although normally the approximation is 
good.   In the case of the veiocity shock spectra 
the maximum velocity responses occur at differ- 
ent times than for those of displacement, hence 
there is no reason for Eq. 2 to provide precise 
values of maximum velocity response.   For this 
reason this veiocity is called a pseudo velocity. 
Generally damping increases still further the 
difference between the velocity shock spectra 
and the maximum velocity responses. 

Acceleration shock spectra and the maxi- 
mum acceleration responses are the same if 
there is zero damping.   This is obvious if one 
notes that for a single-degree-of-freedom sys- 
tem with no damping the mass experiences its 
greatest acceleration when the spring response 
is the greatest (maximum relative displace- 
ment), so 

or 

kX  =   ma 

    =     ■■ X   =   S„ (4) 

where   k is the spring constant, x is the maxi- 
mum spring deflection, m  is the mass, and ax 
is the maximum acceleration of the mass.   Small 
differences between acceleration shock spectra 
and acceleration responses occur as the damping 
becomes appreciable. 
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It has been shown [11] that the shock spec- 
trum, for values that occur after the shock ex- 
citation for a condition of zero damping, is the 
same (except for a constant factor) as the Four- 
ier spectrum of the shock motion.   This fact, 
together with qualitative considerations concern- 
ing these long sustained vibrations, make it of 
value to decompose the shock spectrum so as to 
present values which occur during the time of 
excitation and values which occur after this 
time.   A primary shock spectrum, or an initial 
shock spectrum, represents shock spectral 
values which occur during the time of excitation. 
A residual shock spectrum represents shock 
spectral values which occur after the time of 
excitation.   It is sometimes necessary to dis- 
tinguish between the complete shock spectrum 
and the residual and primary spectra.   The term 
overall shock spectrum is used instead of shock 
spectrum if it is necessary to distinguish this 
term from residual or primary shock spectra. 

TYPICAL APPLICATIONS OF 
SHOCK SPECTRA 

Perhaps a principal reason for the success 
of the shock spectra concepts is its wide range 
of applications.   These range from simple appli- 
cations requiring no mathematical skill to com- 
plicated schemes that are a joy to the mathema- 
tician.   They are useful to the field engineer, 
the test engineer, the specification writer, and 
the designer.   Some of these uses and applica- 
: :.-»iio -i^.^ i;r.f^^i v^i«— 

Comparison of the Severities of 
Different Shocks 

The damage potential of a shock is esti- 
mated by its effect on a simple standard assem- 
bly as shown in Fig. 1.   The probability of this 
assembly being damaged will increase as the 
relative displacements of the masses with re- 
spect to their common base increase, or as the 
accelerations of the masses increase.   The mag- 
nitude of the values represented by the shock 
spectral curves therefore provide a measure of 
damage potential of the shock motion as a func- 
tion of frequency of the item being subjected to 
the motion.   It is not implied that there are no 
other lactors invol :d whic atit cause dam- 
age or that the results obtained with other types 
of assemblies would be the same.   It is only im- 
plied that this is a method of comparing the 
relative severities of dissimilar shock motions 
by their effects on a standard assembly of sim- 
ple systems. 

Nomograph for uetermirung Keiative 
Displacement and Acceleration [12] 

If an equipment is flexibly mounted on a 
center-of-gravity type mounting system, then 
the deflection of the mount and the acceleration 
transmitted by the mount can be read directly 
from the shock spectrum curve.   The natural 
frequency of the mounting system is equal to 
that selected on the shock spectrum frequency 
scale.   Items within the mounted equipment 
will experience the acceleration thereon indi- 
cated. 

If any two of the three values of accelera- 
tion, displacement, and frequency are given, the 
third can be selected from the graph.   If only 
one value is assigned then a choice can be had 
as to the other two.   If the equipment does not 
have a center-of-gravity type mounting system 
some additional calculations may be necessary 
to determine the rocking mode response and the 
additional mount deflection caused by this mode. 

Determination of Maximum Values of 
Acceleration, Impulsive Velocity 
Change, Displacement and Natural 
Frequencies Involved in the Shock 
Motion [12] 

As the frequencies for the shock spectral 
values become very high the single-degree-of- 
freedom systems (Fig. 1) become very stiff. 
They will eventually behave as a rigid mass.   At 
high frequencies the acceleration shock spectral 
values will therefore be asymtotic to the maxi- 
mum value of acceleration existent in the shock 
motion.   This is shown as region A of Fig. 2. 
At some intermediate frequency, region B, 
peaks in the shock spectral curves indicate 
sustained frequencies of the shock motions.   At 
some lower frequency (generally), a section of 
the shock spectral curve, region V, remains at 
a constant velocity value.   This corresponds to 
a frequency region over which the shock motion 
can be considered to be an impulsive (step) 
velocity change.   At very low frequencies, re- 
gion D, the shock spectrum becomes asymtotic 
to the maximum displacement involved in the 
shock motion. 

Determination of Continuous Fourier 
Spectrum of a Shock Motion 

Most methods of analysis of shock motions 
to obtain shock spectra include residual shock 
spectra as an output.   Since a residual shock 
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Fig. 2 - Shock spectrum for one particular loading 
and operating conditiua of tlie Navy High Impact 
Shock Machine for Lightweight Equipment 

spectrum is the same as a continuous Fourier 
spectrum [11] of the shock motion (except for a 
constant factor), a general shock spectral analy- 
sis may be said to include a Fourier spectrum 
of the shock motion as one of its by products. 

Design Calculations 

Shock spectra can be used in various mathe- 
matical procedures [3,6,7], including normal 
mode theories, to determine upper limits of 
responses of either lumped mass or distributed 
mass systems.   These responses may be stress, 
strain, displacement, or acceleration. 

Specifications 

Shock spectra may be used in lieu of shock 
motions to specify shock tests.   It is generally 
simpler and more meaningful to give tolerances 
in terms of shock spectral limits rather than 
shock motion deviations.   Generally the spec- 
trum analysis of the shock machine output would 
be done only when it is necessary to calibrate or 
standardize the operation of the test macliiue. 
Machine-setting and motion measurements would 
be normal operating procedures; see Refs. [5] 
and f9l DD. 105-106. 

APPROXIMATIONS AND ASSUMPTIONS 
INVOLVED IN SHOCK SPECTRA 
CONCEPTS 

of the shortcomings of the shock spectra ap- 
proach are listed as follows: 

Applies Only to Linear Systems 

Some attempts [8] have been made to ex- 
tend the method to nonlinear systems, however, 
at the present state of the art its practical ap- 
plication requires an assumption of linear sys- 
tems. 

Single-Degree-of-Freedom Concept 
Limitations 

Damage potential and some other concepts 
are based only on single-degree-of-freedom 
systems. 

Normal Mode Methods Over 
Conservative 

In normal mode calculations, use is made 
only of the absolute spectrum values and the 
contribution of each mode is added without re- 
gard to phase or sign. 

Fatigue Effects Disregarded 

The effects of fatigue are generally disre- 
garded although some attempts have been made 
to include this in three-dimensional shock spec- 
tra [14. 151 

Shock spectra applications involve many 
approximations.   While these detract from the 
accuracy of the results, there do not appear to 
be any competiüve methods that are sufficiently 
simple and practical that can do better.   Some 

Disregards the Concept of 
Mechanical Impedance 

In this respect it is in the same category of 
other approaches wherein a motion is specified 
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for a shock or vibration test which is required to 
be maintained regardless of equipment reaction. 

Application of Shock Spectra Obtained From 
Field Measurements May Cause Unrealis- 
tically Severe Shock Specifications 

This is most likely to occur if the enveloped 
field data are translated into simple shock pulse 
types of excitation. Suitably damped spectra may 
be used to determine reapcnees of damped systems, 
but this would not correct for the disregard of the 
mechanical impedance. If the field conditions are 
subj ected to suitable analysis, the field shock spec - 
tra may be applied by methods other than envelop- 
ing to obtain design shock spectra [6]. 

METHODS OF GRAPHICALLY PRE- 
SENTING SHOCK SPECTRA 

Four-way log paper 

For many years the graph paper shown in 
Fig. 3 has been used to illustrate simultaneously 
the displacement, velocity, and acceleration 

8 

i 
amplitudes of a sinusoidal vibration versus 
frequency.   The relationships between these 
three amplitude values and frequency are given 
respectively by: 

and 

Ad "=  Ad 

uiA, 

*„ =  " A,, 

(5) 

These are the same as for the corresponding 
values of shock spectra (see Eq. (1-3)).  One 
can therefore use this paDei* to ^epres^nt =1^^:11 _ 
taneously the corresponding three types of shock 
spectra, 

A choice is permissible as to which type of 
amplitude is to be selected for the horizontal 
coordinate.   The most commonly selected 
choice appears to be that of velocity as shown 
in Fig. 3.   When this selection is made the ac- 
celeration amplitude coordinate have a 45- 
degree negative slope (when the scales are as 
shown) and displacement amplitude coordinates 

JiSPL ACE WENT-INCHES 

1000 

1000 
FREQUENCY 

CPS 

Fig. 3 - Four-coordinate shock spectra graph paper. This is 
also shock spectra for velocity shock, where the horizontal 
coordinate values are the values of the velocity shock. 
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have a 45-degree positive slope.   The next most 
commonly selected choice is to have the dis- 
placement amplitude be the horizontal coordi- 
nate. This results in the velocity and accelera- 
tion amplitudes having slopes of -1 (45-degree 
negative slope) and -2, respectively.   Morrow 
(Ref. [ll],p. 110) has suggested that the acceler- 
ation amplitude be selected as the horizontal 
coordinate.   This could cause the most used 
value, acceleration, to be the horizontal com- 
ponent. 

The first of the above choices is considered 
tilG  'r":ir,fT':i  r*f f/-\   V\o   rn-\Tr 

ered by velocity is normally less than that of 
either acceleration or displacement, and accu- 
racy is better preserved if the slopes of the 
dependent coordinates do not become too steep. 

While the advantages of presenting shoc^" 
spectra on four-coordinate log paper are em- 
phasized at this time, it is not implied that lin- 
ear scales and other forms of presentation may 
not be preferable for particular situations. 
When these situations exist then, of course, the 
method of presentation used should be that best 
able to illustrate Lhe factors of most importance. 

Dimensional Presentations 

Shock spectra of typically complicated 
shock motions, such as those that occur in the 
field and for shock testing machines that do not 
generate simple pulse shapes, are plotted using 

conventional dimensions.   The conventional four- 
way log paper is made so that the acceleration 
spectrum is given in units of g (gravity), and the 
velocity and displacement coordinates are then 
positioned so that the velocity is expressed in 
terms of inches per second and displacement in 
terms of inches.   Frequency is, of course, given 
in terms öf cycles per second.   If different units 
are used the relative coordinate positions will 
be changed. 

Examples of this type of presentation are 
shown in Figs. 2 and 4.   Figure 2 is a shock 
spectrum for a shock motion generated by a Navy 
H. I. shock machine [15] for a given load and 
machine setting.   From this graph it can be 
directly observed that:   (1) the maximum accel- 
eration generated is between 300 and 400 g and 
that this maximum value lasts sufficiently long 
that it is effective for all unisolated elements 
under test that have natural frequencies above 
200 cps; (2) sustained vibrations are generated 
at about 60 cps and cause responses up to 600 g 
for undamped systems.   The displacement ampli- 
tude (relative) of these responses is about 1.5 
inches; (3) the impulsively obtained velocity, 
which is the velocity of the center-of-gravity of 
the shock machine table as the table moves be- 
tween its stops, is 130 ips.   This is the only fac- 
tor that need be considered for unisolated equip- 
ment components having natural frequencies be- 
tween 10 and 40 cps; and (4) the displacement 
involved in the shock motion is either about 1.6 
or 3 inches 'either can be obta ^K4-^i«^^   u. v machine 
adjustments). Unisolated equipment elements will 

105  IN/SEC 

ZERO  DAMPING 

5 PERCENT   CRITll 

Fig.  4 - Shock motion and corresponding shock spectra replotted 
from a Sandia Corporation Report [14] 
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not be uifected by this dispiacement value if 
their natural frsquencie? are above 10 cps. 
(There is an element of untruth in this state- 
ment that is neglected in this presentation.) 

One can also observe directly from this 
graph that if one were to apply an isolator to 
limit the trans mis sibility of this shock to 10 g, 
then the natural frequency of the mounted equip- 
ment would be about 5.5 cps and one would have 
to provide a clearance of a little over 3 inches 
(6-inch excursion).   If only about 0.6 inch clear- 
ance were available then the natural frequency 
of the mounted system would have to be between 
30 and 40 cps and the transmitted acceleration 
would be about 100 g.  An appreciably stiffer 
mount would aggravate the shock motion. 

than 7 cps the shock can be treated at a simple 
velocity change.   A flexible mount designed to 
limit the transmitted acceleration to 10 g would 
require a clearance of 2.6 inches and an equip- 
ment-mount natural frequency of 6 cps.   Many 
sustained frequencies are observable, the lower 
ones appear to be harmonically related.   The 
large difference between the damped and the un- 
damped spectra indicate that many cycles of co- 
herent vibration (narrow-band random) are in- 
volved.   Significant frequency components exist 
above 400 cps, as the two spectra must both be- 
come asymtotic to the maximum value of accel- 
eration.   It would appear from the damped spec- 
trum curve that this value will be between 40 and 
50 g. 

Figure 4 illustrates a shock motion, ob- 
tained by Sandia Corp. [16], and its correspond- 
ing shock spectra.   The spectra have been re- 
plotted from the original linear scales.   The 
shock motion is that resulting from the bumping 
of two railroad cars together at a speed of 9.0 
mph (141 ips).   The instrumented car was ini- 
tially at rest.   Spectra for zero damping and 5 
percent critical are shown. 

The following information is directly avail- 
able from the graph.   The velocity change re- 
sulting from the impact was 105 ips.   This change 
took place in a time that was short compared 
with one seventh of a second, so that for uniso- 

Mostly Nondlmensional Presentation 

When shock spectra are given for shock 
pulses of simple shape it is advantageous to use 
nondlmensional units in order that one graph will 
suffice for all sizes of pulses of similar shape. 

It is nearly universal to express accelera- 
tion magnitudes in terms of units of g (gravity). 
If g is expressed in ips [2] then the same graph 
paper can be used for this type of plotting as is 
conventionally used for vibration and for the 
previous type of shock spectra.   This has been 
done for the shock spectrum shown on Fig. 5. 
The frequency scale is made nondimensional. 
The frequency is f and the pulse duration is T. 

^> 

Sv 
GT 50 

fe^mHf^ 

00 i 

SAWTOOTH   PULSE WITH SLOPING 
LEADING  EDGE 

SHOCK SPECTRUM AND RESIDUAL 
SHOCK   SPECTRUM ARE IDENTICAL 

POSITIVE AND NEGATIVE  SHOCK 
SPECTRA   ARE  IDENTICAL 

IlilL 
-01 

Fig. 5 - Shock spectrum of a terminal peak saw-tooth acceleration 
pulse. Abscirsa is nondimensional. Ordinates are all in units of 
acceleration so that the usual graph paper for vibration amplitudes 
can be employed. 
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The peak value 01 acceleration of the pulse is 
Cg, so G is the acceleration expressed in units 
of gravity. 

To obtain numerical values of shock, one 
multiplies the value of the acceleration, velocity, 
or displacement coordinate of the shock spec- 
trum curve by G, GT, or GT2, respectively.  It 
may be observed that the dimensions of all of 
the above coordinates are in dimensions of ac- 
celeration.   The values of Sv and Sd are in units 
of inches per second and inches, respectively. 

Nondimensional Presentacion 

There :ire advantages in expressing a func- 
tion nondlmensionally.  In this way one is able 
to use any consistent set of uniLs.   This can 
easily be done for the shock spectra by dividing 
each of the three dependent coordinates, shown 
in Fig. 5, by g.   This is shown on Fig. 6.   While 
it would be permissible to leave the accelera- 
tion coordinate the same as it was for the pre- 
vious case, the g is brought into the coordinate 
symbol for consistency.   This cliaiige to com- 
plete nondimensionality requires that the dis- 
placement and velocity coordinates be in differ- 
ent positions with respect to that of acceleration 
as compared with the conventional graph paper, 
Fig. 5.   Thus a different graph paper is required. 
This method of presentation is preferred over 
the previous method, and should generally be 
used for shock spectra of simple pulses even 
though the coordinate paper is not consistent 
with that normally used for vibration amplitude 
presentations. 

COLLECTION OF SHOCK SPECTRA 
OF SIMPLE SHOCK MOTIONS 

A selection of some commonly used shock 
pulses and their spectra are included for refer- 
ence.   Except for the case of "velocity shock" 
i.e., a step change of velocity, these are all 
plotted nondimensionaiiy.   For velocity shock 
the simplicity of the dimensional representation 
makes it the better choice. 

As plotted on the conventional four -coordinate 
log paper a shock spectrum of a velocity-shock 
is a horizontal line the value of which is equal to 
the value of thp vpiocity-shock, or step-velocity 
change.   The horizontal coordinate system of 
this graph paper therefore, in its unmodified 
form, respresents shock spectra of velocity shocks. 

In Fig. 3 each of the horizontal coordinates 
represents a spectrum of a velocity shock.   The 
values assigned to these coordinates are equal 
to the magnitudes of the corresponding velocity 
shocks.   One can read directly from this graph 
the displacement (relative) and acceleration ex- 
perienced by any simple flexibly mounted ele- 
ment when it is subjected to any sudden change 
of velocity. 

Figures 6 through H illustrate the overall 
shock spectra and residual shock spectra for 
many simple pulses.   If the pulse acceleration 
is considered positive, then the values shown are 
positive shock spectra.   The negative overall 
and the negative residual shock spectra, are the 
same for the cases illustrated, and are numeri- 
cally equal to the positive residual spectra. 

Fig. 6 - Nondimensional representation of a terminal peak saw- 
tooth acceleration pulse 
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t ig.  7  - Nondimensional representation of a symmetrical 
triangular acceleration pulse 
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Fig.  8 - Nondimensional representation of an initial peak saw- 
tooth acceleration pulse 

The velocity change caused by the acceler- 
ation pulse is indicated by the velocity shock 
spectrum value of the low-frequency horizontal 
section of the curves.   It is observed that for 
frequencies less than 0.3/T that the shape of 
the pulse is unimportant, and that for frequen- 
cies above about 3/T  the maximum acceleration 
is the most important factor.   It is also ob- 
served that the overall shock spectra are much 
less dependent on the pulse shape than are the 
residual spectra. 

It should be noted that the residual spectra 
of any symmetrical shock pulse periodically 
goes to very small values.   This situation is 
generally not desirable for shock tests.   Con- 
sequently, shock tests were devised [17] which 
required a saw-tooth pulse with a steep trail- 
ing edge.   As shown in Fig. 6, under this con- 
dition the residual and overall spectra are the 
same, and the positive and negative spectra are 
also the same.   These are desirable conditions 
for shock tests. 
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Fig. 9  - Nondimensional representation of a half-sine 
acceleration  pulse 

^ 

■^^rjm^zf^i^w^. 

Fig.   10 - Nondimensional representaticn of a versed-sine 
acceleration   pulse 
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Fig.   11   - Nondimensional representation of a rectangular 
acceleration  pulse 
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SPECTRAL CHARACTERISTICS OF GOME PRACTICAL VARIATIONS 

IN THE HALF-SINE AND SAW-TOOTH PULSES 

E. H. Schell 
Air Force  Flight Dynamics   Laboratory 
Wright-Patterson   Air Force  Base,  Ohio 

This paper considers a two-part function composed of a ramp tangent 
to a half-sine pulse in which the rise times and drop-off times can be 
controlled independent of each other. This puise is considered to be 
more representative of actuality than other analytical functions. Posi- 
tive and negative response spectra with a range of damping from 2-.ero 
to critical are presented. Fourier spectra of amplitude are also pre- 
sented as well as  Fourier real and imaginary  spectra. 

The paper also shows the superiority of the saw-tooth puise (and asym- 
metrical pulses in general) over the half-sine pulse (and symmetrical 
pulses in general) for producing failures due to proximity or collision 
of elements and proposes a proximity failure  criterion. 

INTRODUCTION 

Much has been written concerning the ad- 
vantages of a terminal peak saw-tooth wave for 
shock testing and design purposes [1-4].   The 
superiority of the waveform is demunstrated by 
showing the undamped positive and negative ac- 
celeration shock spectra.   These spectra tend 
to nearly be constant above some selectable 
frequency as shown in Fig. 1, and the negative 
values are equal to the positive values.   The 
latter feature has been used to justify testing in 
only one direction along each of the three prin- 
cipal axes of the equipment. 

An important point was demonstrated by 
Lowe and Cavanaugh [2] when they studied an 
actual test pulse and were able to show that 
practical shock machine pulses are not quite as 
superior as would be indicated by the spectrum 
of the theoretically perfect saw-tooth.   They 
used the work of Jacobsen and Ayre [5,6] to ex- 
plain their results on a theoretical basis.   This 
work shows that a finite drop-off time (rather 
than zero drop-off time as in the theoretically 
perfect pulse) results in a reduction of the mag- 
nitudes of the residual (and hence the negative) 
undamped spectrum particularly at higher fre- 
quencies.   The pulse studied by Jacobsen and 

NOTE:    References appear on page   250. 

Ayre was a triangular pulse with a rise time 
independent of the drop-off time.   This poise, 
shown in Fig. 2(a) is useful in studying the 
responses of equipments to a saw-tooth test 
because it retains most cf the essential fea- 
tures of the shock.   None of the previous refer- 
ences, however, have considered the effects of 
damping which is always present in a realistic 
system.   A report by Luke [7] of the UnivprsUy 
of Texas, considers the effect of damping on 
the positive response spectrum of the theoret- 
ically perfect saw-tooth.    The negative re- 
sponse spectrum, and practical deviations from 
the theoretically perfect waveform, however, 
were not studied.   Since both damping and drop- 
off time exert a different (and much larger) in- 
fluence on the negative response spectrum, a 
gap in our knowledge exists in this area. 

All of the previous studies used analytical 
functions which are only partially justifiable on 
the basis of physical reliability; i.e., the analyti- 
cal pulse does not look like the oscillogram of 
an actual test pulse, nor can it be fully justified 
by reasoning from the physical phenomena pres- 
ent during the actual test. 

In the past few years several publications 
[6,8,9] have dealt with the application of Four- 
ier transform of shock analysis and design prob- 
lems.   Painter and Parry [10] have applied 
Fourier spectrum techniques to the problem of 
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Fig. 1  - Ideal saw-tooth  spectra (after Morrow [4]) 

laboratory simulation of the shock environment. 
It has also been suggested that the Fourier spec- 
trum be used as a means of specifying shock 
test conditions [11].   Morrow [12] regards the 

Fig. 2 - (a) Triangular function used 
in previous studies, and (b) Ramp- 
sine    function   studies   in   this    paper 

Fourier spectrum as a more fundamentai 
analytical tool and suggests that it may event- 
ually supersede the shock spectrum for pur- 
i-^str^   -■:. uaux i cUUv-LlOn. 

In view of the foregoing discussion, it was 
decided to undertake an effort designed to bring 
increased agreement between theoretical and 
practical results and to provide design informa- 
tion to be used in several different design meth- 
ods.   This was to be accomplished by selection 
of an analytical function with variable charac- 
teristics and reduction of the pulse to damped 
and undamped positive and negative shock spec - 
tra and to complex Fourier spectra for varia- 
tions of the function over a given range of 
values of the ratio of the rise time to the drop- 
off time. 

After the function was selected, it became 
apparent that the function could also be used to 
study the effects of distortion on the half-sine 
pulse and to study the effects ol symmetry and 
asymmetry als represented by the half-sine and 
terminal peak saw-tooth waveforms.   These 
studies were also included. 

Finally, the work was expanded to include 
demonstration of the superiority of the terminal 
peak saw-tooth waveform for testing purposes 
when the failure criterion is the proximity or 
collision of two uncoupled simple systems- 

Designers can make direct use of the pulse 
in the solution of preliminary design problems 
when the differential equations of motion of the 
system can be written, or with the convolution 
(Du Hamel's) integral for simple linear systems. 
These design methods are covered by most of 
the standard shock and vibration texts [4-5, 
13-16] and engineering mathematics texts [17, 18] 
Tiie pulse may also be used with phase-plane 
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graphical techniques for the solution of a wide 
variety of linear and nonlinear, single and 
multl-degree-of-freedom problems including 
various types of damping [5,6,19].   The shock 
spectra may be used directly if the system can 
be considered to behave as a linear single- 
degree-of-freedom system or they may be used 
with normal mode theory [20-23] for more com- 
plex systems.   The Fourier spectra may be used 
with a hypothetical transfer function in the pre- 
liminary design of linear systems.   When the 
design reaches the hardware stage, the actual 
transfer function can be measured for use with 
the spectra.   A recent paper by Mains [9] thor- 
oughly explores Fourier design techniques. 
Several other publications [6,8,15] also treat 
the subject. 

SELECTION OF THE 
ANALYTICAL  FUNCTION 

Theoretically, it is possible to produce 
shaped pulses which decay from a peak value to 
1 g in zero time on a free-fall shock machine. 
This is done by dropping a perfectly rigid table 
onto a shaped plastic pellet resting on an infi- 
nitely massive perfectly rigid anvil.   All of the 
kinetic energy of the table is absorbed by plas- 
tic deformation of the pellet.   At the instant 
when ail of the kinetic energy has been dissi- 
pated in doing work to deform the pellet, the ac- 
celeration will drop instantaneously to 1 g. 

In a practical machine using a lead pellet 
as the plastic element, the ideal pulse is unob- 
tainable due to elasticity in the pellet and ele- 
ments of the machine.   This is illustrated 
graphically in Fig. 3.   The figure represents 
the major elements of the shock machine and the 
pellet after the shock is over and the elements 
shown are at rest.   The test setup is shown 

schematically as a lumped parameter system 
consistinp" of masses and linear elastic elements. 
This is because the table and anvil are not per - 
fectly rigid; i.e., K2 and K4 are not infinite, and 
the lead pellet is not perfectly plastic, but it 
does exhibit elasticity (K3).   Thus the pulse gen- 
eration system is partially pmslic and partially 
elastic. 

The waveform for a perfectly elastic linear 
system has been shown many times to be a per- 
fect half-sine.   During this pulse the free fall 
velocity is reduced to zero at the peak of the 
pulse and then increased to the initial value in 
the opposite direction at the end of the pulse 
causing a rebound to the original drop height 
because elastic systems do not dissipate energy. 
During the rising portion of the pulse, the elas- 
tic, element completely converts the kinetic en- 
ergy of the free falling table and test item into 
potential energy stored in the spring at the 
peak acceleration.   During the unloading portion 
of the pulse, the stored energy is returned to 
the table and test item thereby increasing their 
kinetic energy to the original value.   The timing 
of events during the pulse is a function of the 
falling mass and the spring rate. 

Figure 4 shows the results of this partially 
elastic pulse generation mechanism in a photo- 
graph of an actual machine generated terminal 
peak saw-tooth pulse.   A superposed ideal saw- 
tooth pulse is included for comparison.   This 
pulse was generated with a lead pellet on a 
standard, commercially available, gravity- 
powered impact machine. 

The actual terminal peak saw-tooth test 
pulse differs from the theoretical pulse in the 
following ways: 

1.   The rising portion is not quite linear, 
although this pulse is exceptionally good in 

n-— ACCELEROMETER 

DEFORMED   PELLET 

TEST  ARRANGEMENT SCHEMATIC 

Fig.  3 -  Test setup and schematic  representation 
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this respect, 
linear). 

(Pulses, normally, are more non- 

2. There are no discontinuities in the pulse, 
especially at the peak which rounds smoothly 
into the decaying portion of the curve. 

3. A finite drop-off time is exhibited in the 
unloading portion of the pulse after the peak is 
reached. 

4. A. high-frequency, loiw-amplitude oscilla- 
tion appears at the end of the pulse.   The fre- 
quency is approximately 1750 cps.   These ob- 
servable differences are explained as follows: 

1. The linearity of the rising portion of the 
pulse is a function of the pellet rhape.   With some 
effort, the rising portion can be made more lin- 
ear by redesign of the pellet.   The results, how- 
ever, may not be worth the effort. 

2. Physically generated pulses never ex- 
hibit discontinuities.   The rounding at the peak 
is attributed to the partial elasticity of the gen- 
eration system. 

3. Any system with elasticity requires time 
to unload.   During the drop-off era, the table and 
test item are being accelerated in a vertically 
upward direction due to the release of the energy 
stored in the elastic elements.   The table then 
rebounds as a result of the upward acceleration. 
This is the same physical condition present in 
the generation of a half-sine shock pulse with a 
linear spring and the unloading portion of the 
pulse appears to be nearly a quarter-sine as it 
is with the half-sine pulse. 

4. The structural ringing at the end of the 
pulse is associated with the predominant natural 
mode of the test machine.   This structural 

response is excited by the high-rate-of-change 
of the acceleration (jerk) in the drop-off.  This 
may or may not have important consequences 
depending on the frequencies and amplitudes 
involved and also the test item.   Since this prob- 
lem is a very specific problem, it cannot be 
treated as part of a generalized analytic func- 
tion without vastly multiplying the compk.dty of 
the study.   In future work, it is believed that the 
"tail-wagging" on the pulse can be handled as a 
separate damped sinusoid using super-position 
methods.   This aspect will not be treated in this 
paper. 

Although the previous discussion refers to 
the lead-pellet terminal peak saw-tooth pulse, 
some elasticity is a characteristic of ail methods 
of pulse generation.   As a result, all practical 
saw-tooth pulses have a rounded peak and require 
a finite drop-off time.   An analytical function 
based on the previous development will, there- 
fore, have general applicability. 

The selected pulse is shown in Fig. 2(b).   It 
has all the essential features of the actual test 
pulse except the structural ringing at the end. 
It is composed of a ramp tangent to a half-sine. 
The analytical statement of the function is as 
follows: 

Bt.'T, 

f(t) 

f/t) 

f/t)    =    0 , 

f 2( t)     =    A   sin 

t2(n     :    ü • 

f,(t)   t    f   (t) 

0 < t <T, 

t <0 ,    T, 

-7(1 -2TR+ T) 

2(T- TR) 

t <T 

.T.    TRfT 

T < t . 

In addition to the physical significance, the ramp- 
sine function has several other niceties which 
make it useful for a variety of present and future 
studies. 

1. When TR and T are equal, the function is 
a theoretically perfect terminal peak saw-tooth. 

2. When TR equals half of T, the function is 
a theoretically perfect half-sine. 

3. If the function is defined for negative val- 
ues of time, when TR is equal to T, the function 
is a theoretically perfect initial peak saw-tooth. 

4. When the function is defined for negative 
values of T, it is the mirror image of the function 
defined for positive values of T. 

These features make it possible to vary the 
function incrementally from an initial peak 
saw-tooth through a half-sine to a terminal peak 



saw-tooth by varying the ratio of TR to T.   The 
present paper considers only positive values of 
time.   Some of the pulses studied are shown in 
Fig. 5.   In addition to these, spectra of one other 
pulse are presented in this paper.   It has a TR 
ratio of 0.909 and represents the condition of 
maximum decay for the nominal 10-millisecond 
shocks of MIL-STD-810A.   The nominal 6-inilli- 
second shock of MIL-STD-810A is covered by 
the pulse with a TR to T ratio of 0.870.   Minimum 
duration times for these tests are given by the 
ideal case where the T„ to T ratio is 1.0. 

Shock Response Spectra 

The response spectra were computed on a 
digital computer by determining the generalized 
response K from the generalized second order 
linear differential equation of a single-degree- 
of-freedom system.   This equation was developed 
by Professor Ayre [6] and is quite useful: 

2 >', R +  R 

The advantages of this generalized form are 
discussed in a previous paper [24].   A table of 
specific excitations and responses is included in 
the appendix of this paper for those who are in- 
terested in the responses of systems to a pulse 
of this shape for other motional parameters as 
well as acceleration.   The specific excitation 
used for this nrQblem is the acceleration time 
function, Ci.   The specific differential equation 
ihen becomes: 

2C 

I 
where 5 is the relative displacement.   Conver- 
sion of the generalized response 10 the specific 
response is as follows:   R = -^„5.   The response 
spectra are shown in Figs. 6 through 12.   The 
ordinates are in the normalized general form: 

2 
I 

where the subscripts m and p refer to the maxi- 
mum and peak values.   The abscissa is the 
normalized product fT where f is the natural 
frequency of the responding system, and T is 
the time length of the excitation function.   Each 
curve represents a different damping ratio £. 

The maximum relative displacement response 
is obtained from the previous relationship: 

These spectra were computed for comparison 
on the basis of equal amplitudes and equal dura- 
tions based on the assumption that it is much 
easier for a test engineer to control the peak 
value and duration of a specified shock motion 
than it is to match the specified shape.   The 
study, therefore, was aimed primarily at show- 
ing the effects of deviation from specified shapes. 

Examination of the ideal saw-tooth spectra 
of Fig. 12 indicates that the addition of damping 
smoothes out the ripples in the spectrum. It is 
also seen that damping has a greater effect in 
reducing negative responses than it does in re- 
ducing positive responses. Finally, the figure 
shows that the undamped negative responses 

Fig.  5  -  Ramp-siriL'   pulses 
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Fig. b  - Half-sine  response spectra for  TR/T =  0.5 

axe between 31 and 54 percent larger than the 
damoed negative responses for ; - 0.1.   This 
amount of damping is rather common for equip- 
ment on isolators or for equipment with damp- 
ing intentionally built into it to control vibration 
responses.   Such an amount of damping may also 
be unintentionally present due to the use of plas- 
tic and elastomeric insulation or other materials 
as well as coulomb damping between parts. 

Figure 10 shows the spectra of a pulse 
which meets the requirements for the nominal 
6-millisccond pulse of MIL-STD-810.   It is seen 
that the undamped negative response at  fT = 4.0 
is somewhat less than that shown in the ideal 
case.   The undamped negative response in the 
ideal case is 23 percent greater.   The ideal 
case is 82 percent greater than the responses 
for C = 0.1.   This frequency is 581 cps.   If we 
extrapolate to 1000 cps, the undamped negative 
spectrum for the ideal case is approximately 
100 percent greater than the undamped negative 
spectrum of the assumed test pulse.   At 1000 
cps the undamped negative response for the ideal 
pulse is approximately 300 percent greater than 
the damped negative response for the condition 

= 0.1 for the assumed test pulse. 

The point of these comparisons of assumed 
test spectra with the unuarupeu negative spectra 
of the ideal terminal peak, saw-tooth is to em- 
phasize the fallacy of testing in only one direc- 
tion along each of the three principal axes of 
the equipment.   In other words, the assumption 
that positive and negative responses for a ter- 
minal peak saw-tooth test are equal is justifi- 
able only under certain highly restricted cir- 
cumstances. 

Response spectra for the ideal half-sine 
case are shown in Fig. 6.   Damped positive and 
negative half-sine spectra were previously pre- 
sented by Shapiro and Hudson [24] and Rubin [6]. 
They were recomputed for comparison purposes 
for this study.   The most important feature of 
these spectra are the low values in the negative 
spectra and the nulls or tendencies to nulls in 
the negative spectra at fT values of 1.5 + n. 
Jacobsen and Ayre [5] have shown these nulls to 
be a characteristic of symmetrical pulses.   It is 
also interesting to note that the addition of damp- 
ing up to some maximum value increases the 
negative responses at these nulls.   Increasing 
damping beyond this value causes a decrease in 
the negative responses until they become zero 
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for critical damping.   Examination of the posi- 
tive spectra of Figs. 7 through 12 Indicates that 
an analogous condition is also present in the 
positive spectra. 

Summary plots for each of the four values 
of damping are presented in Figs. 13 through 16. 
These graphs can be used for interpolation and 
extrapolation of the responses to a ramp-sine 
function of any TR/T ratio.   The first of these fig- 
ures shows the rndamped case.   The following 
points can be deduced from the figure: 

fT is less than 0.25, the responses in both the 
positive and negative spectra are equal, except 
for sign, and the differences due to a change of 
Tr/T are at a minimum. The actual differences 
are proportional to the differences in the areas 
of the excitation functions. 

2. The positive spectrum between fT = 0.25 
and 2.0 is sensitive to changes of TR/T.   This is 
due to the combined effects of changes in shape 
and area of the excitation function. 

3. The region above   fT = 2 is approximately 
unity in the positive spectrum, which indicates 

thai ciiis area is relatively insensitive to the 
ratio of TR "f. 

4.   The negative spectrum is quite sensitive 
to changes in TR/T for values greater than fT = 
0-25 with the single exception of values of fT near 
1.2 where the values tend to be nearly equal and 
nearly unity for all exciting functions.   Since 
TR/T is a measure of the degree of symmetry 
present in the excitation function, it is evident 
that the effects of the degree of symmetry are 
more pronounced in the negative spectrum. 

The same general statements apply to the 
case for a damping ratio of 0.1 shown in Fig. 14 
except that sensitivities to differences of TR/T 
have been somewhat deemphasized by the addi- 
tion of damping. 

When the damping ratio is 0.5, as shown in 
Fig. 15, the negative portion of the spectrum tends 
to become insignificant while the positive portion 
tends to be relatively insensitive to changes of 
TR/T throughout the spectrum. 

The final case considered is for cruicai 
damping.   This case is shown in Fig. 16.   Since 
the definition of critical damping implies a 

Fig. 7  -  Ramp-sinc   rcspon^u  speclra TR  T -  0.5S6 

229 



Ep 

Fig. 8 - Ramp-sine  response  spectra for   T     T= 0.625 

minimum response of zero, there is no negative 
spectrum. The positive portion of the spectrum 
is even more insensitive than the previous case. 

Fourier Spectra 

The Fourier spectra -'ere computed from 
the Fourier integral as follows: 

F(.') f(t)   .■   J"   dt 
•o 

T T 

F( ■ ) f( t )   cos    ,t   rlt   -   j f( t)   sin .t dt 

F( ■) R!F( ..)1    <    jIlFC .01   • 

This equation provides data for the Fourier real 
and imaginary spectra.   They are sometimes 
referred to as the cosine and sine spectra, re- 
spectively. 

An alternative form of the Fourier spectrum 
which is preferred by some engineers is: 

|r(,UJ)l   e      ■    • 

|F(«)1 

■P(--o) 

{R
2
 iF( <■)]   f   I2 [F( .>)]} 

.   IiF(.;-)l 
tan   '   —     . 

RIFf ,.)] 

The latter two equations provide data for the 
Fourier amplitude and phase spectra.   Since 
both methods of presenting the spectra are use- 
ful, the small effort required to present them 
in both ways was considered worthwhile. 

The Fourier amplitude and phase spectra 
are shown in Figs. 17 through 23.   The abscissa 
is normalized for general applicability by mul- 
tiplying the frequency of the Fourier component 
by the pulse duration.   The Ordinate values are 
normali7,pd by dividing by the value of F( .) at 

= 0.   This is merely the area of the forcing 
function.   The values of  iF^aoi for any ramp- 
sine function can be interpolated by knowing 
the peak value o) t'm function (A), the duration 
(T), and the rise time TR.   Values of F(0) AT can 
be interpolated from Table Bl of Appendix B. 
From these,   JF( ■•)'- is obtained by multiplying 
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Fig. 9 - R^mp- 
s in e response 
spectrafor TR T 
= 0.758 

Fig.  10  - Ramp-sine response   spectra for  TR   T = 0.870 
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Fig.  11 - Ramp-     R 
sine    response 
spectrafor TR/T 
= 0.909 

f T 

Fig.   1Z -  Ramp-sine  response   spectra for 1K   T   -   1.000 
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Fig.  13 - Variations in response spectra for   '. = 0 

the ordinate by F(0) AT from the table and the 
known amplitude and duratio- AT.   The frequency 
f is obtained by dividing the abscissa by i. 
Phase ang;les ;(   ) are determined directly from 
the curves.   Examination of the half-sine spectra 
of Fig. 17 indicates that zeroes of the absolute 
value occur at 1.5 + n.   This is to be expected 
since the undamped residual shock spectrum is 
related to the Fourier spectrum by the conrtant 
frequency factor    n, and these zeroes were ob- 
served in the undamped shock spectrum.   It is 
also seen that phase discontinuities exist where- 
ever these zeroes exist.   These can be shown to 
be true discontinuities since the sine of the angle 
is discontinuous at the same point. 

In the other phase spectra, apparent dis- 
continuities are seen.   These, however, are not 
true discontinuities.   They are merely the re- 
sult of plotting the phase as an angle between 
0 and 2    radians.   It can be shown that the tan- 
gent of the phase angle at an apparent disconti- 
nuity is continuous.   Therefore, the phase angles 
must also be continuous at the apparent discon- 
tinuity.   Because the Fourier components exist 
forever, it can be shown that the phases of the 
components can be described by any angle which 
is ditlerent from   (   ) by the angle i2n-. 

A close study of the results obtained in the 
spectra of Figs. 17 through 23 has not been at- 
tempted.   It is, however, obvious that major 
characteristics of the phase spectrum can be 
correlated with major characteristics of the 
amplitude spectrum.   For example, the half- 
sine pulse shows discontinuities in the phase 
spectrum at the same frequencies that zeroes 
occur in the amplitude spectrum.   In Fig. 18, 
the points of maximum curvature and points of 
inflection of the phase spectrum occur at odd 
and even multiples of n 2, respectively, and 
seem to be related to some corresponding point 
(as of now undetermined) in the amplitude spec- 
trum.   This suggests the possibility that the 
phase spectrum may be determined from the 
amplitude spectrum.   Since the Fourier integral 
can be inverted to obtain the time history, this 
in turn implies the possibility of inversion of 
the undamped residual shock spectrum since it 
fully determines the Fourier amplitude spectrum. 
No conclusions will be made on this subject and 
it is reserved for future study. 

A summary plot of the amplitude and phase 
spectra is shown in Fig. 24.   Examination of the 
amplitude spectrum shows the low frequency 
values to be close together below  fT =1.0.   At 
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fT 

Fig.  14 - Variations in response   spectra for   '  -  0.1 

fT = 0, all values converge to unity.   This could 
'nav6 been nrecücteci froin ths shoclc spectra. 

The extreme effect of assymetry, as repre- 
sented by the saw-tooth case TR T = 1.0, is to 
smooth out the spectra, both amplitude and 
phase.   The extreme effect of symmetry, as 
represented by the half-sine case TR T = 0.5 is 
the introduction of discontinuities in both the 
amplitude and phase spectra.   Intermediate cases 
provide a smooth transition from one extreme 
to the other.   The case TR T = 0.556 is particu- 
larly interesting since it shows a rather large 
variation in the phase spectrum as it approaches 
the discontinuous spectrum of the symmetrical 
function TR T = 0.5. 

The normalized real and imaginary spectra 
are plotted in Figs. 25 through 31.   The values 
of the real and imaginary parts can be deter- 
mined by multiplying the ordinate by the value 
of FC0) AT from Table Bl of Appendix B and the 
known values of A and T.   The frequency is de- 
termined by dividing fT by T as before. 

In general, the greater the symmetry, the 
smoother the spectra, both real and imaginary. 
This is most evident at the higher frequencies. 

It is interesting to note that the real part of 
the half-sine case TR T = 0.5 is negative for ail 
values of fT greater than 0.5. 

A summary plot of real and imaginary spec- 
tra is shown in Fig. 32.   At the lower frequencies 
the curves converge to the values of unity and 
zero in the real and imaginary spectra indicat- 
ing that the lower frequencies are less sensitive 
to differences in pulse shape. 

CRITERION  FOR  PROXIMITY 
FAILURES 

There are many types of equipment in which 
the change in distance between two elements due 
to the presence of a dynamic environment is a 
criterion for failure.   A simple model of an 
equipment consisting of two mechanically un- 
coupled linear single-degree-of-frecdom systems 
is shown sci.,matically in Fig. 33.   The proximity 
of the two masses can change in accordance with 
dynamic excitations.   If the distance between the 
masses becomes zero, collision occurs which may 
result in deformation or fracture of mechanical 
systems or direct shorts in electrical systems. 
The clearance between adjacent parts in mechanical 
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systems may be either increased or decreased 
by the effects of an exciting motion.   The re- 
sults may lead to either malfunction or physical 
damage due to interaction of mechanical elements 
attributable to increased or decreased friction 
or interference between moving parts.   In an 
electrical system, a multitude of failure can oc- 
cur due to changes in the proximity of two ele- 
ments.   The direct res'üt is a change of dielec- 
tric strength, magnetic or electrostatic field 
strengths.   These in turn cause breakdowns in 
insulation, changes in capacitance, inductance, 
rmifiidl   4nHiY/>f<an/>£i     ^»^  i-u~   Htö     1ooH4nrr ^  -.«*.' 

number of malfunctions or to permanent damage 
to components of the electricai system. 

If a ground acceleration ü( t) is applied to 
the simple equipment of Fig. 33, it causes a 
displacement of the base u(t) which is trans- 
mitted to the two masses through the rigid 
frame and the springs and dampers of the equip- 
ment.   The absolute motions of the adjacent sur- 
faces of the two masses are  x^t)   and x2(t). 
The relath    displacements of these two masses 
are b^t) and i2(t).   The proximity of the masses 
at any time is the distance D(t), and Dst is the 
static value when the system is at rest. 

D(t)       :     x2(t)    -    Xjd)    +    Dst 

XjCO    -   u(t)  +   8,(1) 

x,(t) u(t)  +   b (t) 

By substituting for x/^and x2(t) in the first 
equation 

D(t)    =    62(t) -,(1)   +  Dst    =   A(t)  +  Dst 

The symbol D is called the "proximity" and A is 
caxxcu wie   proximiiy critsrion. 

While the complete time history of the prox- 
irnity function D( t) might be enlightening, most 
engineers would find the extreme values more 
useful: 

If the equipment is excited in both positive 
and negative directions, the maximum absolute 
value of the proximity function is of most im- 
portance: 

1.6 
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Fig.  15  -  Variations in response   spectra for   ' = Ü.5 
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fT 

Fig.  16 - Variations in response  spectra   for   I =  1.0 

ID., 

Thus     is established as an important criterkn 
for determining the proximity failure potential 
of an exciting motion.   This is somewhat ana- 
logous to the equivalent static acceleration of a 
single degree-of-freedom system which Walsh 
and Blake [26] proposed as a criterion for the 
failure potential of a motion.   The latter is usually 
plotted as a positive function of the frequency of 
an undamped system and called the shock spec- 

This suggests the possibility that "proxim- 
ity spectra" might be determined by plotting 
Amax and \min for the two mass system of Fig. 
33.   Since an additional mass is present, it would 
require a second frequency axis.   Such a scheme 
wrmlH   iT.onorQto twO  RllffUCPS  (^            and      *■ ) \.V-II_^U   j^..^^ cii,t   -v-w   ^.L~I icw _._   \   max      rmtr 

on a three dimensional plot.   The development 
of this idea, however, is beyond the scope of 
this paper. 

An upper bound for the proximity criterion 
" can be obtained from the undamped positive 
shock spectrum by adding the relative displace- 
ments.   \max and   ! '-Imnx would be the positive 
value of this sum and A  .   would be the negative 

value.   This method provides a conservative es- 
timate of the possibility of collision or proximity- 
failures. 

An indication of the possibility of overcon- 
servatism may be obtained by examining the un- 
damped residual spectrum (or the undamped 
negative spectrum).   If the proximity criterion 
has one or more extreme values in the residual 
era, i.e.. after the excitation has ceased, its 
positive and negative values may be much less 
than the se determined from the positive spec- 
trum.   1 his is particularly true if the pulse 
tends toward symmetry.   Since it cannot be de- 
termined whether the extremes of proximity 
occur during the pulse, after the pulse is over, 
or in both eras, when the negative (or residual) 
spectrum is different from the positive spectrum, 
it will be n6C6SSary to compute the time history 
of the proximity criterion if an over-conservative 
estimate is unacceptable. 

The preceding discussion also applies to 
the determination of the proximity criterion for 
the model equipment with damped spring mass 
systems. 

Although the proximity criterion has been 
developed for study of shock excitations, there is 
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Fig. 33 - Model equipment for determining prox- 
imity failure criteria for a given excitation 

no reason to limit it to shock.  It can also be 
useful in the study of the proximity failure po- 
tential of random and multi-sinusoidal vibration 
and other forms of excitation. 

SAW-TOOTH VERSUS 
HALF-SINE 

Another reason will be advanced in this sec- 
tion for preference of the terminal peak saw- 
tooth for a general test.   Two other reasons have 
already been discussed. 

It has already been pointed out that the posi- 
tive spectrum of the half-sine pulse is less con- 
stant than that of the s   v-tooth and there are 
nulls in the negative Spectrum.   In other words, 
the half-sine pulse shows much more frequency 
discrimination than the saw-tooth,   if it could be 
shown that the environment discriminated 
against these frequencies in the same way, one 
could say the half-sine would be an ideal test. 
Unfortunately, this is not so.   The environment 
for a variety of equipments mounted in a variety 
of ways on a variety of structures in a variety 
of vehicles is largely unpredictable.   The result 
is usually a somewhat arbitrary estimate of a 
positive and negative design shock spectrum of 
constant acceleration over a given frequency 

■ •\ gp.   In n^her words, the design spectrum for 
a g.vieral lesu mus-, Le aondiscrimfnatory since 
we cannot predict how nature will iiscriminate 
against certain fiequencies. 

In the past, it has been assurrcd that if one 
were wilJin-'' *'J ovciu 5t at some 'requencies by 
ap itiiii.ii as 76 percent:  the half-F ,ne would pro- 
duce the minimum positive and in gative values 
by testing in both posit; e and negative directions 
along the test axis of th   equipme nt. 

The half-sine pulse.i of military   specifica- 
tions were not based on . hock spectra, but on 
expected acceleration in| ■its fro';i the environ- 
ment with no consideratic a of thi  spectral 
character of the environn ent. 

There are several ways of judging the equiv- 
alence of the half-sine and saw-tooth waves for 
comparison purposes.   The method used here 
was to assume that the pulses were equivalent 
if they were equal in area and duration.   This 
means that the peak amplitude of the saw-tooth 
is 4/77 times the peak amplitude of the half-sine. 
This is partially justified when it is realized 
that an environmental response spectrum based 
on half-sine inputs with various durations would 
be 1.76 times the input amplitude.   The maxi- 
mum response to the equivalent saw-tooth is 
1.61 times the input.   The energy requirements 
for both pulses are equal. 

Proximity criteria (A) for the model equip- 
ment of Fig. 33 were computed on an analog 
computer for an ideal half-sine of unit ampli- 
tude and unit duration and an ideal saw -tooth 
having an amplitude of 4/T and unit duration. 
The frequencies f, and f2 were 1.5 and 1.55, 
respectively.   These frequencies are in cycles 
per unit time.   If the unit of time is 10 milli- 
seconds, the pulses would be 10 milliseconds 
long and the response frequencies would be 150 
and 155 cycles per second.   They were chosen 
so that the residual responses were at or near 
a null in the residual spectrum and were also 
close together.   The first of these conditions 
insures that the residual responses will be at 
or near zero.   The second condition would in- 
sure that the two responses would be very 
nearly in phase with each other during the ex- 
citation, and the proximity criterion in this 
era would also be nearly zero.   This is shown 
to be true by examination of the first computer 
record from the left of Fig. 34,   Positive, nega- 
tive, and absolute values of the proximity cri- 
terion are all very small in co; parison to the 
proximity criteria for the saw-tooth shown in 
the second record.   The third and fourth records 
compare the proximity criteria when a goodly 
amount of damping (' = 0.1) is present.   These 
proximity criteria cannot be compared directly 
to those in the first and second records, because 
the amplitude scale is different.   They are 
actually smaller than those for the undamped 
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Fig.  34 -  Proximity criteria for half-sine and saw-tooth pulses for a case causing a 
near-minimum half-sine proximity criterion 

cases.   It is seen that the addition of damping 
greatly reduces the proximity criterion in the 
residual eras, but has much less effect on those 
during the excitation era.   Nevertheless, ihe 
saw-tooth still produces larger values of posi- 
tive, negative, and absolute proximity criteria. 

The same equipment was also subjected to 
pulses having a relative duration of 0.4333 as 
shown in Fig. 35.   This pulse length was chosen 
to nearly maximize extreme values of the prox- 
imity criteria for the half-sine excitation.   The 
same results would have been obtained if the 
duration had remained at unity and the frequen- 
cies of the two systems had been changed by the 
factor 0.4333 to 0.65 and 0.672.   A change in the 
input is analogous to a change in the environ- 
ment while a change in the response frequencies 
is analogous to a change of an equipment being 
tested.   It is evident that even near frequencies 
of maximum values for the positive, negative, 
and absolute proximity criteria of the half-sine, 
the proximity criteria of the saw-tooth are 96 
percent of those for the half-sine.   It can be 
shown that a saw-tooth pulse which produces 

the same maximum response at the same fre- 
quency as the half-sine and has the same area 
will produce the same extremes of the proxim- 
ity criterion.   This is another pulse which can 
be considered equivalent.   This criterion for 
equivalence was actually used in converting Air 
Force half-sine tests to saw-tooth tests. 

CONCLUSIONS 

1. The ramp-sine function is more closely 
related to the actual test waveform generated 
during a saw-tooth test than previous theoretical 
pulses and is more justifiable by physical reason- 
ing. 

2. Shock spectra and Fourier spectra 
for a variety of deviations from ideal half-sine 
and saw-tooth pulses have been determined. 
These spectra can be used in design work and in 
choosing test waveforms. 

3. The proximity criterion (A) proposed in 
this paper provides insight into the ability of a 
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causing a near-maximum half-sine proximity criterion 

shock excitation to produce proximity or collision 
failures in a simple equipment which cannot be 
obtained from the shock spectrum.   It can also be 
used to study other forms of excitation such as 
random vibration. 

4. On the basis of present knowledge, the 
terminal peak saw-tooth is a considerably better 
waveform than the half-sine for creating prox- 
imity and collision failures in a simple equip- 
ment.   This conclusion applies whether the test 
is applied in only one direction or in opposite 
directions along the test axis.   Since the terminal 
peak saw-tooth and half-sine are representative 
of the effects of asymmetry and symmetry, the 
conclusion can be generalized to show the supe- 
riority of asymmetrical over symmetrical wave- 
forms. 

5. The effects of damping and drop-off in 
the saw-tooth pulse reduce the negative spectrum 

enough to warrant testing in both directions 
along each of the three principal axes.   For 
example, damping and drop-off reduced the 
undamped negative response to an ideal pulse 
by 75 percent for a comparable 1000 cps sys- 
tem with 10 percent damping.   (This does not 
mean that the negative spectrum is unimportant. 
It is quite important when proximity failures 
are considered). 

6.   Negative spectra should be plotted as 
part of any data reduction process which re- 
sults in shock response spectra since this 
spectrum is important in assessing the possi- 
bility of proximity failures. 
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Appendix A 

LIST OF SYMBOLS 

A    peak value of an excitation 

B ordinate of the point of tangency of the 
ramp-sine function as shown in Fig. 
2(b) 

c viscous damping coefficient 

D proximity (derivation in text) 

st status value of D (see text) 

e base of Napierian logarithms (2.7183) 

E generalized excitation 

f general function of a specific variable 

f cyclic frequency 

F complex Fourier spectrum 

I     the imaginary part or component 
(b) of the complex number a t- jb 

i      v^T 

K     stiffness 

M     mass 

MI     subscript meaning "the maximum value 
of" 

n      0, 1, 2, 3 ---etc. 

p      subscript meaning "the peak value of" 

R    generalized response of a linear singie- 
degree-of freedom system 

R    the real part or component 
(a) of the complex number a f j b 

t    instantaneous time 

HnvQfi^vn  r.f or AbCCbAV^ll   I.J.A11C    £UliCkXOil 

T 

TR 

duration of an excitation time function 

time of rise to the peak value of an ex- 
citation 

abscissa of the point of tangency of the 
ramp-sine function as shown in Fig. 
2(b) 

absolute displacement excitation 

absolute displacement response 

relative displacement response 

proximity criterion (derivation in text) 

fraction of critical damping 

phase difference of Fourier amplitude 
components 

angular frequency 

angular natural frequency 

Appendix B 

FORMULAS  AND  TABLES 

POINT OF TANGENCY 
OF THE RAMF-SINE 
FUNCTION 

The point of tangency of the ramp-sine 
function (B.T,) is determined from the con- 
dition that both f/t) and f2(t) are equal at 
the time T, and their slopes are also equal 
atr,. These conditions lead to the follow- 
ing pair of simultaneous equations: 

B 

"(T,     2TR(T) 
B- A   sin   -- —-„—?— 0 

2(1 -TR) 

A 

T.        ?(T-TR) 2(T     TR) 

The solution of this pair is: 

2(T-TR) ..R 
t n n 

(T,     2T„ . T) 
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This is a transcendental equation and an exact 
analytical solution cannot be obtained.   It was 
evaluated by iterative methods on a digital 
computer.   B was then evaluated by substituting 
T!  in the first of the simultaneous pair.   The 
evaluations of B and T, were carried out for 
various ratios of TR/T.   The normalized re- 
sults of these computations are compiled in 
Table B-l.   Values of B and T, for values of 
TR/T not listed may be interpolated,   B and T, 
may be obtained from the table value by multi- 
plying by A and T, respectively. 

When 0, this reduces Lo: 

F(0)    = f(t)  dt 

This is simply the area between the excitation 
function and the time axis. 

For the ramp-sine function: 

F(0) 
On 

t dt  +  A 
TU t 

2(T-TR) dt 

DETERMINATION OF AREA 
RAMP-SINE FUNCTION 

The determination of the value of F(0) for 
normalization of the Fourier spectra is as 
follows: 

the solution of this equation is: 

BT, 
F(0)   = -ji   + 

2A(T-TR) 7T(T- 2TR) 

Y(T~ TR) 

/ ^ 
cos —  

\ 2(T-TR) 
"T 

2(T - T 
] + 

77(T-2TR) 

K'/ 2(1 'R' 

F(a.) ["     f(t)   e',"'t  dt 
TTT 

X   ("^ -   V 2(T-TR) 

TABLE B-l 
Frequenc y and Areaa Data for the Ramp-Sine Function 

TR/T B/A VT F(Ü)/AT 

1.0000 1.0000 1.0000 0.500 
0.9756 0.9999 0.9754 0.503 
0.9524 0.9995 0.9514 0.507 
0.9302 0.9989 0.9281 0.510 
0.9091 0.9980 0.9054 0.513 
0.8889 0.3968 0.8832 0.517 
0.8696 0.9954 0.8615 0.520 
0.8511 0.9937 0.8404 0.523 
0.8333 0.9917 0.8196 0,526 
0.8065 0.9880 0.7873 0.531 
0.7813 0.9835 0.7559 0.536 
0.7576 0.9781 0.7252 0.541 
0.7353 0.9719 0.6952 0.546 
0.7143 0.9647 0.6658 0.551 
0.6897 0.9541 0.6296 0.557 
0.6667 0.9417 0.5938 0.563 
0.6452 0.9270 0.5583 0.569 
0.6250 0.9096 0.5227 0.57S 
0.6061 0.8889 0.4867 0.581 
0.5882 0.3641 0.4500 0.588 
0.5714 0.8336 0.4118 0.595 
0.5556 0.7955 0.3713 0.602 
0.5405 0.7455 0.3272 0.609 
0.5263 0.6756 0.2763 0.617 
0.5128 0.5621 0.2108 0.625 
0.5000 0.0000 0.0000 0.637 

^(O)  is numerically equal to the area of the fnnrtion. 

249 



This equation has been solved for a number of 
TR/T ratios.   The values computed have been nor- 
malized by division by the product AT.  They are 
included in Table B-l. 

ALTERNATE EXCITATIONS 
AND RESPONSES 

Several alternate forms of excitation and re- 
sponses are given in Tables B-2 and B-3.   In 

general, an excitation which is the nth derivative 
or integral of any excitation in the tables results 
in a response which is the nth derivative or inte- 
gral of the corresponding tabular response. 

TABLE  B-2 

Alternate Forms of Excitation and Undamped Response 

Excitation (E) Response (R) 

Force Applied to Mass 
(Ground Immobile) 

F(t) 
K 

Absolute displacement x                  ! 

Ground displacement u(n Absolute displacement X                          i 

Ground acceleration 
-Ci( t) 

2 
Co 

Relative displacement b                    \ 

Ground acceleration G(t) Absolute acceleration X 

Ground velocity U( t) Absolute velocity x 

nth derivative of 
ground displacement 

dnu(t) 

dtn 

nth derivative of 
absolute displacement 

dnx 

dtn 

TABLE  B-3 
Alternate Forms of Excitation and Damped Response 

excitation (E) Response (R) 

Force Applied to Mass        F{ n 
(Ground immobile)              K 

Ground acceleration               2 

' n 

Ground acceleration            ü( t) 

Absolute displacement           x 

Relative displacement 

Relative displacement        - .n
2 o 
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USE OF SHOCK FOR LOW FREQUENCY VIBRATION TESTING 

A. J. Villasenor and   T. G. Butler 
Goddard Space   Flight Center 

Greenbelt,   Maryland 

The primary aim in bringing a  satellite or satellite component to a 
vibration laboratory is to insure that it can withstand the various shocks 
and vibrations  it will encounter during actual flight.   An important set 
of vibrations occurs right at lift-off, but because these vibrations are 
often less than 10 cps, they are quite troublesome to reproduce on the 
shakers.    What we have done in this paper to eliminate this problem is 
design a shock transient whose  spectrum will contain these low fre- 
quencies.    This transient can then be programmed into an electrody- 
namic  shaker for actual use. 

Given a discrete  spectrum of  N sets of resonant frequency and ampli- 
tude components   ai.   and   A.   ( i =  1  to N), we can fit straight lines to the 
curve 

f(t) 

N 

z: (OKI) 

for a duration of T   seconds,   0 i t  <T.     The choice of a particular ar- 
rangement of straight lines  is aided by results obtained from  studies of 
alternating saw-tooth and triangular wave curves.    It was also revealed 
that in order to produce an absolute maximum peak in the  spectrum at 
non-zero frequencies, the time curve must contain both negative and 
positive components. 

The process of obtaining the time  curve  is followed by a process of re- 
formulating it after considering its total  energy relative to the  energy 
of the  given discrete  spectrum.    The aim here is to duplicate the dis- 
crete  spectrum energy as well as possible. 

Lastly we have to  reformulate the curve again to take into account the 
impedance of the particular shaker being used for a test.    This will 
give us our final result,  in the form of the structural response of the 
testing system.    The levels of this result should be very similar to the 
levels of the environment experienced by the satellite or satellite com- 
ponent at very low frequencies. 

Our ultimate aim at the Test and Evaluation Division at Goddard is to 
link digital computers to the present vibration test apparatus in order 
to form the required shock transient on-line, with data, coming from a 
shaker sweep test and then almost immediately using the computer 
formed shock to test the  spacecraft in a type of combined environments 
analysis. 

The primary aim in bringing a satellite or 
satellite component to our vibration labs is to 
insure that it can withstand the various shocks 
and vibrations it will encounter during actual 
flight.   An important set of vibratiuns occurs 
right at lift-off, but because these vibrations 
are often less than 10 cps, they are quite 

troublesome to reproduce on the shakers. What 
we have done in this paper is to eliminate much 
of this trouble by using the shakers in a new 
way.   This new approach uses negative shock 
components, which are made possible by the 
development of electrodynamic shakers.   These 
shakers allow the designing of a shock 
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transient whose spectrum will contain the low 
frequencies. 

In order for all of us to be sure what is 
meant by a transient, we define it here to be a 
sudden, nonperiodic disturbance in an otherwise 
steady state.   A spectrum is a plot of frequency 
versus amplitude, revealing the frequency con- 
tent of a time curve. 

Suppose we are given the discrete spectrum 
shown below: 

shock testing literature, we considered the 
trapezoidal curve shown here: 

T 
2 

+ t 

00 A           A.   ampl It vide 

5.45 5.0 
11.00 1.4 
21.00 1.4 
26.70 1.0 
34.50 1.4 
35.10 1.0 
40.20 1.0 
72  40 1  0 

OJ, f rcquency 

This is a "discrete spectrum" as opposed to a 
"continuous spectrum," such as that shown be- 
low for the half-sine transient: 

defined by the equations 

f(t) 

yt   +   c      for    t    in   [-1/2, t,] 

s for    t    in   [t1,t2] 

ut   +   b      for    t    in   [t2,T/2]  . 

The points  t. are computed from the equations 

t,    =   AT - T/2 

and 

U    =   BT -   T/2 

f rcquency 

We want to obtain this spectrum on the shaker 
in one of two ways, either by feeding in the 
trigonometric polynomial 

f(t) L    A, sin  ( .'. t ) 

or by designing a transient wich a similar spec- 
trum.   Specifically, we wanted to feed some 
time function into the shaker and come out with 
a spectrum which contains the given discrete 
spectrum.   With this in mind, our procedure 
was as follows:   we first wanted to examine the 
characteristics of a typical shock transient, as 
for example, the trapezoidal time function, with 
the intention of discovering how slight modifi- 
cations to this function affected its frequency 
content.   Because of its frequent appearance in 

where the constants A and B were a measure 
of the slopes of the left and right sides of the 
trapezoid.   By varying A and B, we got many 
different types of curves.   For our investiga- 
tions, s  and T were kept fixed at unity and A 
and B were varied.   It was believed that the 
slopes of the sides were related to the frequency 
content of the transient.   A digital computer 
program calculated for a specific A and B, the 
real and imaginary parts of the spectrum, as 
well as the magnitude.   A varied from 0.01 to 
0.99 and for each value of A, B varied from A 
to 0.99. 

Computer results showed that in the fre- 
quency range between 0 and 400 radians per 
second, nu significant change occurred in the 
spectrum as a result of varying either  A or B, 
except when  A or B > 0.95, in which case the 
spectrum had lower amplitude in the 0-10 rad/ 
sec region.   The average amplitude at high 
frequencies was always less than the average 
amplitude at low frequencies.   No matter how 
A and B were varied, this character was still 
maintained.   This was highly undesirable, be- 
cause it indicated that we could not control the 
relative amplitudes of high and low frequencies. 
Obviously, we would want to do this because 
we might be given a steady acceleration plus a 
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low frequency to reproduce and no control, as 
we have here, would make this task impossible 
Hence, this type of time curve would hardly be 
effective in generating a desired spectrum 
which was to have high amplitudes only at high 
frequencies.   Further consideration of the pulse 
reveals that varying the height would have no 
effect on the relative amplitudes of the spec- 
trum and no desired effect, therefore, on the 
character of the frequency content. 

Another way to obtain high amplitudes at 
high frequencies would perhaps be to study 
pulses of unit height in which the only variables 
are the width of the pulse and the number of 
pulses.   Let N be the number of slopes of the 
curve, and   . f be the "fundamental frequency." 
A computer program was written to analyze 
these curves as they varied in wf and in N. 
These curves contained negative as well as 
positive components, inasmuch as completely 
positive shocks were giving unfruitful results. 
The philosophy here was that the negative com- 
ponents might combine with certain positive 
components and cancel amplitudes at low fre- 
quencies, thereby reinforcing amplitudes at 
high frequencies. 

We considered the "alternating saw-tooth" 
curves shown in Fig. 1.   We should point out 
here that we would not actually expect to pro- 
gram these waveforms on the shakers, because 
they are examples just the low frequency 
curves we are hoping to avoid.   They will, how- 
ever, help us to solve the problem by serving 
as mathematical models.   This set of curves 
does produce relatively high amplitudes at high 
frequencies.   Numerical analysis of the data 

revealed several consistent patterns,* sucii as 
the frequency at which an absolute maximum 
peak is desired, its amplitude, and its spread 
or width.   In this figure, we have the results 
obtained by varying N for a fixed   ■ f =  10. 
Figure 2 shows what happens when N gets 
larger.   Figure 3 indicates the result obtained 
by keeping N = 4 and varying   .jf. 

Thus, by using negative components, there 
are several things at our disposa1 to change. 
By varying N and/or   ,>n we can control the 
spread of the peaks, as well as their amplitudes. 
We can obtain a peak at any desired frequency 
and can even control the spectrum amplitudes 
at specific frequencies. 

We now consider the problem of producing 
a desired spectrum with the alternating saw- 
tooth waves.   Suppose we want to produce the 
spectrum: 

■'(a) If N is odd, a relative maximum will be at 
*' 0 and the absolute maximum will be at the 

1 2(N + 1) th peak. If N is even, the spectrum 
will be 0 at ■ - 0, increasing, and the absolute 
maximum will be at the   CN   2)rh peak. 
(b) If <'r is the fundamental frequency, then an 
absolute maximum will occur at the following 
frequencies: 

N       1 
N      2       .-'      5 . 1    ■' f 

(c) The value of the absolute maximum ampli- 
tude   IS   (1   (   ISN) 'SO    ■ f ) • 
(d) The   spread   of   tht;   maximum   peak    is   ap- 

N 4 6.0 
N S 1     fi. 1 
6 N 10 6. 2 

proximately 25( ■N) 

A A 
N 

N    2 

AA 
Fig.    1   -  Alternating saw-tooth curves 

(N  =   1 ,   N   =   ^,   N   "  4) 
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I 
I 

N    5 

Fig.   Z Alternating saw-tooth curves 
(N =  5,  N = 8) 

15.0 
74.0 

1.0 
1.0 

We have enough information about the nature of 
these curves to obtain, on first attempt, the re- 
sult in Fig. 4.   The lower half of Fig. 4 shows 
the actual curve set used to produce this highly 
agreeable spectrum. 

Up to now we have only considered very 
simple waveforms.   Let us recall the discrete 
spectrum shown at the beginning of this talk. 
We form the continuous time curve 

f(t) 2J    A■   s i n   (' i1 > 

the beginning of which is shown in Fig. 5.  This, 
incidently, is a trigonometric polynomial, not 
a Fourier series.   This infinite time curve was 
then truncated and the truncated part treated as 
an isolated shock.   Its duration was approxi- 
mately 0.9 seconds.   Of course, longer duration 
would give a closer correspondence with the 
input data; however, cur aim here is to discover 
what kind of modifications, if any, to the trun- 
cated curve will yield a spectrum reasonably 
similar to the discrete data.   It was expected 

N    4,      ,     10 

V. 
N   a      ,20 

Fig.    3   -  Alternating  saw-tooth   curves 
(N = 4,    .i. =  10;  N = 4,   ...   = ZO) 
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UM 
Jiii 
•^jW 

Fig.   4  - Specification 

that the amplitude of the truncated curve's spec- 
trum would be much smaller than the discrete 
spectrum amplitudes due to the energy differ- 
ence between the two curves (one is infinite, 
while the other lasts for less than 1 second). 

A computer program formed the infinite 
time curve which was immediately examined 
and truncated. Then the computer calculated 
the Fourier integral spectrum of this truncated 
curve, and the result subsequently compared 
with the input data, as shown in Fig. 6. 

Suppose we choose 18 points on the trun- 
cated curve and connect them with straight 
lines.   The Fourier spectrum of this linear fit 
curve is shown in the lower part of Fig. 7. 
This spectrum agrees well with the input data, 

although again, we cannot predict exactly what 
the complete spectrum will look like. 

At this point we would like to summarize 
the results contained in this paper.   Our origi- 
nal goal was to produce a shock pulse that effi- 
ciently contained a discrete spectrum.   The 
results of this study show that this goal is pos- 
sible.   Although the technique is yet to be 
streamlined, the concept of making a straight 
line approximation to the infinite curve is just- 
ified, because the resulting spectrn nerree very 
well within certain tolerances.   Using the knowl- 
edge of the need for negative components 
learned from the saw-tooth curves to help form 
this approximation, we see good prospects for 
nearly complete control for a large set of input 
data such as that considered in the discrete 

Fig.  5 -  Truncated infinite time   curve 
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Fig.  6 -  Comparison of spectrums 
of discrnte and infinite time  curve 

Fig.   7   -   Comparison of spectrums of 
discrete data and  approximated curve 

spectrum.   Our ultimate aim is to develop a 
system in which we first get a set of resonances 
and corresponding amplitudes from a low am- 
plitude shaker sweep test, then feed this data 
into a digital computer which will form our 
trigonometric polynomial, truncate this poly- 
nomial and approximate it, then finally use the 
approximation to test the spacecraft in a type 
of combined environments analysis. 

In this paper only two things were consid- 
ered; the input time function   f(t), and the out- 
put frequency response  F( .).    In actual testing, 
we would instead consider the structural re- 
sponse R('") defined by 

R( ■>) HC    ) • F( ..) 

where   H( ■>) is a transfer ''■inction, which is the 
reciprocal of the sum of the electrical imped- 
ance of the shaker armature and the mechanical 
impedance of the structure.   For mathematical 
ease, we have chosen a unit transfer function 
for this paper. 

This will link computers to the test 'rea in 
a new type of testing procedure, which, although 
not yet in use, promises to rid us of previous 
low frequency problems.   We hope this technique 
will ultimately become generally used by other 
spacecraft testing labs. 
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SPACECRAFT SHOCKS INDUCED BY ELECTRO-EXPLOSIVE DEVICES 

D. A. Heydon and W. W. A- -hroth 
TRW Space Technology Laboratories 

Redondo Beach, California 

Actuation of electro-explosive devices (EED), and the energy they re- 
lease, can induce significant mechanical shocks in spacecraft structure 
and components.    These shocks are caused by such events as nose fair- 
ing separation, spacecraft separation from the booster, and actuation of 
high pressure gas valves.    Effects of this type of induced shock may 
include structural or electronic component failure and premature 
sequencing of relay controlled events. 

Separation and injection of the tandem Nuclear Detection Satellite (NDS) 
system involves 8 separate EED events, employing 24 cartridges and 2 
rocket motors, exclusive of booster operation and nose fairing separa- 
tion.    The nose fairing is  separated by a system involving approxi- 
mately 42 feet of mild detonating fuse, with asscciated initiators. 

A series of tests were performed to determine the effects on the 
spacecraft systems of the shock induced by some of these events.    The 
last four events, rocket firing for injection and heat shield release 
from each of the two spacecraft, were not considered in this  series of 
tests.    Rocket firings were independently evaluated at an earlier time, 
while the heat shield release events involve very small energy levels 
and were therefore excluded as being negligible. 

Events tested for shock effects included: 

• Nuoc fdiihig separation by linear shaped charge, 

• Separation of the tandem spacecraft from the booster by two 
actuators and a V-band clamp, 

• Spinup of the tandem spacecraft pair by a cold gas nitrogen 
system using two cartridge actuated valves, and 

• Separation of each spacecraft in succession from the spin inter- 
stage, using the basic booster V-band clamp and release as- 
sembly. 

Test results indicate that shocks induced by normal spacecraft separa- 
tion and spinup events, with relatively low energy, pose no significant 
design problems. Shock levels associated with higher energy events, 
such as nose fairing separation, require special attention to the loca- 
tion and mounting of sensitive components. Components and assem- 
blies mounted close to any source of shock input, regardless of level, 
should be considered potentially susceptible. 

Testing,  required for development and design verification of electro- 
explosive actuated systems, should include shock level measurement as 
a routine parameter.    Shock inputs  representative of anticipated levels 
should be included in unit qualification and acceptance testing. 

Where  structural and other considerations  permit, maximum use of 
material discontinuities to provide  shock isolation should be employed. 
Structural design techniques  providing high inherent damping, such as 
honeycomb sandwich panels, also provide a useful mechanism for at- 
tenuating  induced shocK effects. 
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INTRODUCTION 

Actuation of electro-explosive devices 
(EED), and the energy they release, can induce 
significant mechanical shocks in spacecraft 
structure and components.   These shocks are 
caused by such events as nose fairing separa- 
tion, spacecraft separation from the booster, 
and actuation of high pressure gas valves.   Ef- 
fects of this type of induced shock may include 
structural or electronic component failure and 
premature sequencing of relay-controlled 
events.  The nature of these shocks has been 
discussed by several previous authors [1-3]. 

Separation and injection of the tandem 
Nuclear Detection Satellite (NDS) system in- 
volves 8 separate EED events, employing 24 
cartridges and 2 rocket motors, exclusive of 
booster operation and nose fairing separation. 
The nose fairing is separated by a system in- 
volving approximately 42 feet of mild detonating 
fuse, with associated initiators. 

missions since the test series have confirmed 
the adequacy of the design. 

SYSTEM  DESCRIPTION 

The tandem NDS spacecraft system is shown 
in Fig. 1.   The overall height above the second 
stage is approximately 10 feet, and the total 
weight at launch is approximately 1000 pounds. 
Figure 2(A) illustrates location of the nose fair- 
ing electro-explosive devices, and Fig. 2(B) 
shows the locations of all spacecraft EED.   The 
characteristics of these devices are given in 
Table 1. 

To provide a more efficient structure, a 
very close interface has been maintained between 
the second stage booster contractor (LMSC) 
and the spacecraft contractor (STL).   As a 
result, the nose fairing support ring is also used 
as the primary lower structural member of the 
spacecraft interstage.   The eight bolts securing 

A series of tests were pe 
mine the effects on the spacecraft systems of 
the shock induced by some of these events.   The 
last four events, rocket firing for injection ajid 
heat shield release from each of the two space- 
craft, were not considered in this series of 
tests.   Rocket firings were independently evalu- 
ated at an earlier time, while the heat shield 
release events involve very small energy levels 
and were therefore excluded as being negligible. 

Events tested for shock effects included: 

1. Nose fairing separation by linear shaped 
charge, 

2. Separation of the tandem spacecraft from 
the booster by two actuators and a V-band 
clamp, 

3. Spinup of the tandem spacecraft pair by 
a cold gas nitrogen system using two cartridge 
actuated valves, and 

4. Separation of each spacecraft in succes- 
sion from the spin interstage, using the basic 
booster V-band clamp and release assembly. 

Test results indicate that, in general, shocks 
induced by normal spacecraft and spinup events 
pose no significant design problems.    Shock 
levels for nose fairing separation appeared mar- 
ginal in some respects, and resulted in minor 
design changes by both the booster and space- 
ci.irt cöi'itivetoi'ö.   Two fully successful flight 

NOTE:    Refers ippear on page 266. 
Fig.   1  -   Taiv;    r,   nuclc-r 
dptection satellite system 
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A    NOSE  FAIRING S   SPACECRAFT 

Fig.   Z -  Locations  of electro-explosive devices 

TABLE  1 
Characteristics of Electro-Explosive Devices 

Location Event Type Quan Charge 

DET 1 Fairing Sep. Initiator 2 170 mg. 
DET 2 Fairing Sep. Initiator 2 100 mg. 
CIRC Fairing Sep. MDF -16' 10 gr/ft 
LONG (initial) Fairing Sep. FLSC -26' 5 gr/ft 
LONG (final) Fairing Sep. MDF -26' 10 gr/ft 
SEP 1 Tandem Sep. Cartridge 4 188 mg. 
SPIN Tandem Spinup Cartridge 2 140 mg. 
SEP 2 Upper S/C Sep. Cartridge 4 188 mg. 
SEP 3 Lower S/C Cartridge 4 188 mg. 
INJ 1 Upper S/C Inj Initiator 2 N/A 
HSR 1 Heat Shield Rel Cartridge 3 30 mg. 
INJ 2 Lower S/C Inj Initiator 2 N/A 
HSR 2 Heat Shield Rel Cartridge 3 30 mg. 
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the interstage to the Agena forward bulkhead 
provide a common load path for all spacecraft 
and nose fairing loads.   The nose fairing skirt 
is fastened to the ring by 192 bolts, so as to 
provide excellent mechanical coupling between 
the fairing and the interstage. 

As inc'icated in Table 1, fairing separation 
charges for early tests consisted of 10-grain/ 
foot mild detonating fuse (MDF) at the base of 
the nose fairing circumference, and 5-grain/ 
foot flexible linear shaped charge (FLSC) along 
the length of the fairing.   Detonator blocks were 
iiiuiiiii.cta uu  tue  ictili-Ug dt  LUC  d^cA. ol  Luc  ^liCuiu- 
ferential and longitudinal charges (+Y and -Y 
axes) and at the upper end of each longitudinal 
shaped charge.   The final flight configuration 
employed 10-grain/loot MDF for all joints. 

Spacecraft separation from the Agena 
interstage and spin interstage is accomplished 
by redundant explosive actuators and V-band 
clamps.   Installation of the actuator and band on 
the Agena interstage is shown in Fig. 3.   This 
particular photograph was taken during a series 

■ 
Fig.  3  - Separation V-band clamp installation 

of band clearance tests, to ensure that the bands 
would not damage the lower detectors. 

Tandem spacecraft spinup is accomplished 
by redundant explosive valves, which release 
nitrogen stored at 4,000 psi.   The relationship 
of the valves, pressure vessel, lines, and nozzle 
booms is illustrated in the spin interstage photo- 
graph. Fig. 4.   The valves are mounted inside 
the "A-Frame" pressure vessel supports.   The 
pressure vessel is filled through the valve body, 
one of which is shown uncapped in Fig   4. 

Fig.  4  -  Spin intorstagf 
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DESCRIPTION OF TESTS 

Nose Fairing Separation 

Nose fairing separation tests were con- 
ducted by Lockheed Missiles and Space Company 
at the Langlcy Research Center under simulated 
altitude conditions, and at Sunnyvale under sea 
level conditions.  These tests were intended to 
demonstrate nose fairing separation perform- 
ance under conditioiiS simulating, as nearly as 
practicable, the physical conditions and opera- 
ting environment. In addition; these tests pro- 
vided an opportunity for STL to investigate the 
effects of nose fairing separation on the tendem 
NDS spacecraft assembly and interstage. 

Three nose fairing separation tests included 
spacecraft shock measurements.  Areas inves- 
tigated included mechanical shock effects, sur- 
face contamination, and fragmentation associated 
with the explosive nose fairing separation.   The 
first two were performed at Langley Research 
Center in the 60-foot vacuum chamber.   The 
nose fairing charge configuration for these tests 
was that shown in Table 1 as "initial."  For the 
final test, under sea level conditions at Sunny- 
vale, the configuration was that shown in Table 1 
as "final." 

The lower spacecraft was a structural test 
model, having structural characteristics virtu- 
ally identical to a flight spacecraft.   The spin 
interstage and upper spacscidli. wfere sheei 
metal mockups.   Selected electronic assemblies, 
considered to be possible shock susceptible, 
were installed on the lower spacecraft and 
interstage.   During the LRC tests, in addition to 
the flight-type spacecraft assemblies, five 
sranple panels were mounted at various locations 
on the lower spacecraft and interstage structure. 
Each of these panels consisted of a small 
aluminum sheet on which were mounted repre- 
sentative electronic components. 

The methods used to determine shock 
susceptibility were based on the mode of failure 
which would compromise spacecraft objectives. 
Generally, the spacecraft subassemblies and 
component parts are not required to operate 
during the instant of nose fairing separation. 
Therefore, with the exception of the Command 
Distribution Unit and the Stage II Relay Pack- 
age, no functional monitoring of the test speci- 
mens was perlormed except for a visual exam- 
ination and performance test before and after 
the nose fairing separation tests.   Since a 
transient malfunction of the Stage II Relay Pack- 
age or the Command Distribution Unit could 
cause premature spacecraft separation, injec- 
tion rocket ignition, or heat shield ejections, 

functional monitoring to detect these malfunc- 
tions was performed during the nose fairing 
separation.   The Command Distribution Unit 
and the Stage II Relay Package were set up to 
monitor relay contact chatter and transfer of 
2 milliseconds duration or greater.   The indi- 
vidual relay contact positions were monitored 
on eight-channel Visicorders. 

Twelve chock measurements were made 
during each of the nose fairing separation tests. 
Measurement locations were chosen to deter- 
mine the shock levels at selected critical com- 
ponents, and at other locations on the lower 
spacecraft and interstage structure to deter- 
mine shock transmissibility.  Accelerometer 
data were recorded on magnetic tape and sub- 
sequently transferred to an oscillograph re- 
cording to provide a visual time history of the 
separation shocks.   These oscillograph record- 
ings were made at a speed of 240 inches per 
second; this speed provided good resolution for 
high frequency components. 

The shock levels experienced during the 
first test generally exceeded the predicted 
values, and were of sufficient amplitude to 
cause saturation in 5 of the 12 accelerometer 
preamplifiers.  In addition, three of the accel- 
erometers were separated from their mount- 
ings by the shock.   Of the 12 measurements, 6 
were invalidated by these discrepancies.   Based 
on the experience from the first test, adjust- 
ments were made to preclude saturation of the 
preamplifiers, and the method of accelerometer 
mounting was improved. 

A full complement of shock data was ob- 
tained from the second test.   The levels for 
areas of primary interest are shown in Table 
2.   Tests of all assemblies following the nose 
fairing separation indicated satisfactory per- 
formance.   No indications of relay contact 
chatter or transfer were obtained during the 
tests for either the Command Distribution Unit 
or Stage II Relay Package.   Examination of the 
five test panels disclosed that some of the diodes 
contained loose particles inside the glass enve- 
lope which could cause possible shorting.  In ad- 
dition, one of the ceramic transformer spindles 
mounted on the upper interstage truss sample 
plate was broken. 

As a result of the high shock levels meas- 
ured during the n~\^\jm~l SSL, anu oecause o. 
certainties regarding the nature of the observed 
component fragility, LMSC undertook further 
development testing.   Variations in charge sizes 
and types, as well as structural isolation modifi- 
cations, were investigated.   The final configura- 
tion was tested with spacecraft instrumentaiion 
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TABLE 2 
Nose Fairing Shock Test Results 

Location Sensitive 
Peak (g) 

Axis LRC #2 Sunnyvale 

CDU Vert 300 150 
Detector Axial 850 60 
Cent Cyl (Upper) Vert 440 375 
Cent Cyl (Lower) TV, ■«*■ 4000 1000 
Sta 247 (+Y) Vert 4000 7000 (Sat.) 
Sta 247 (-Z) Vert 2300 4000 (Sat.) 
Stage n Relay Axial N/A 5000 

similar to that employed for the second test. 
Shock data for this test are also given in Table 2. 

The reduction within the spacecraft due to 
the improved isolation is clearly evident, even 
though the input level (as shown by the Station 
247 readings) was significantly higher, due to 
the required use of 10-grain/foot MDF for the 
entire fairing event.  Assembly tests and relay 
monitoring again indicated no performance 
degradation or transient malfunctions. 

Spacecraft Separation 

The flight proof (prototype) spacecraft and 
spin interstage were used as the primary test 
articles for these separation shock tests.   A 
weighted structural model spacecraft was 
installed in the upper spacecraft position.   The 
configuration of the spacecraft separation sys- 
tem was previously briefly described and is il- 
lustrated in the separation band installation 
shown in Fig. 3. 

Accelerometer instrumentation similar to 
that employed in the nose fairing tests was 
installed on the spacecraft and interstage.   All 
ordnance firing circuits were monitored during 

the band separation tests.  In addition, to pro- 
vide a qualitative measure of spacecraft sus- 
ceptibility, system tests were performed on the 
spacecraft before and after the shock test 
sequence.  These tests were used in a manner 
very similar to the common pre-environmental 
and post-environmental unit tests. 

The data obtained from the Agena interstage 
tests are summarized in Table 3.   All values 
shown represent the average of two runs since 
data repeatability was excellent.  A radially 
oriented accelerometer at the separation 
flange indicated very high input levels, on the 
order of ± 4000 g.   The configuration of the band 
and the high compressive loads imposed on the 
separation flanges readily accounts for this high 
level when the band load is released.   The low 
vertical shock components evident within the 
structure, even adjacent to the separation plane, 
demonstrate the excellent attenuation of this 
particular structure.   Separation of the spin 
interstage band induced lower shock levels in 
the spacecraft, due to the lower strain energy 
and compressive loads associated with the band 
tension for the upper bands.   The results are 
shown in Table 3, and may be compared directly 
with those from the lower band separation. 
Levels adjacent to the timers in the spin 

TABLE  3 
Separation Shock Test Results 

Peak (g) 
Location 

Sensitive 
Axis Agena Sep. Spin Sep. 

CDU Vert 16 10 
Detector Axial 110 10 
Cent Cyl (Upper) Vert 45 200 
Cent Cyl (Lower) Vert t;nn 190 
Spin Int (Timer 1) Vert 40 230 
Spin Int (Timer 2) Vert 40 200 
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i 
interstage are higher, because of the proximity 
to the separation event. 

Spin Valve Actuation 

Spin system configuration has been de- 
scribed earlier and is illustrated in Fig. 4. 
Timers and relays controlling upper and lower 
spacecraft separation from the spin interstage 
are mounted near the "Y" manifolds.  The 
excellent mechanical coupling between the valve 
mounting and the interstage ring provided some 
concern that valve actuation might cause relay 
transfer and premature separation. 

The eight accelerometer locations are indi- 
cated in Fig. 4.  A triaxial unit was mounted as 
close as possible to each timer and a single 
vertical accelerometer was mounted on each 
manifold. 

A functional test was performed on the 
timer assemblies prior to the valve actuation 
shock tests.  In addition to the direct recording 
of the accelerometer outputs, the release 
ordnance ciixuits were monitored on a system 
test console.   The pressure vessel was filled to 
flight pressure of 4000 pbi and the vaives were 
fired.   The shock levels recorded are shown in 
Table 4. 

TABLE 4 
Soin Valve Shock Test Results 

Location Sensitive 
Axis Peak (g) 

Timer 1 
Timer 1 
Timer 1 
Timer 2 
Timer 2 
Timer 2 
+Y Manifold 
-Y Manifold 

Vertical 
Radial 

Tangential 
Vertical 
Radial 

Tangential 
Vertical 
Vertical 

120 
100 
45 

145 
100 
70 

480 
330 

DESIGN EFFECTS 

Nose fairing separation, spacecraft separa- 
tion, and spinup events induce high amplitude, 
high frequency shocks in the interstage and 
spacecraft structure.   These shock levels are of 
short duration and represent very small dis- 
placements.   Experience on similar systems has 
indicated that failure of load carrying structures 
does not usually occur under these conditions. 
No design changes to improve structural strength 
were instituted as a result of the shock tests. 

Shock levels substantially in excess of unit 
environmental test levels were found to occur at 
mounting points of some subassemblies and 
components.  As a result, some design changes 
were incorporated to provide improved isolation 
and attenuation of these high level shocks. 
Primary isolation of the nose fairing separation 
shock was provided by incorporation of tungsten 
pads between the LMSC nose fairing support ring 
and the STL interstage truss fittings, and a full 
tungsten ring between the nose fairing ring and 
the Agena forward bulkhead.   These pads provide 
a shock path discontinuity, both into the inter- 
stage and the Agena. 

Additional isolation was provided for the 
Stage II Relay Package because of its mounting 
location on a lower truRS fitting immediately 
above the nose fairing support ring.   This iso- 
lation consisted of the addition of a 3/32-inch- 
thick epoxy fiberglass pad between the Relay 
Package base and the trass fitting, and epoxy 
fiberglass bushings in the mounting bolt holes. 

The inherent attenuation characteristics of 
the spacecraft structure provide excellent re- 
duction of the high shock levels experienced on 
the interstage.   Discontinuities similar to that 
at the epoxy fiberglass end flange and aluminum 
interstage ring Interface exist throughout the 
spacecraft structure due to the necessary 
utilization of a variety of materials for thermal, 
RF, and other reasons.  Materials such as the 
honeycomb sandwich panel used for the equip- 
ment platform also provide high attenuation. 

It is evident that care should be exercised 
in placement of assemblies which might be 
highly susceptible to transient or permanent 
shock damage.  When system constraints re- 
quire placement of a particular unit in an un- 
deaiiabie location, such as the relay package on 
the interstage truss, isolation and internal atten- 
uation should be adequately considered. 

While the shock levels experiences for sep- 
aration and spinup in this system did not provide 
any design constraint, the problems associated 
with large explosive charge sizes and extensive 
use of shaped charges should be considered in 
the total design.   Explosive charge sizing tests 
are primarily based upon functional perform- 
ance.   If these tests do not account for possible 
induced shock effects in nearby structure or 
electronic assemblies, later design compromises 
may be required. 

CONCLUSIONS 

Test results have indicated that shocks in- 
duced by normal spacecraft separation and 
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spinup events with relatively low energy, pose 
no significant design problems.   Shock levels 
associated with higher energy events, such as 
nose fairing separation, require special atten- 
tion to the location and mounting of sensitive 
components.   Components and as emblies 
mounted close to any source of shock input, 
regardiess of level, should be considered poten- 
tially susceptible. 

Testing, required for development and 
design verification of electro-explosive actuated 

systems, should include shock level measure- 
ment as a routine parameter.   Shock inputs 
representative of anticipated levels should be 
included in unit qualification and acceptance 
testing.  Where structural and other considera- 
tions permit, maximum use of material discon- 
tinuities to provide shock isolation should be 
employed.   Structural design techniques pro- 
viding high inherent damping, such as honey- 
comb sandwich panels, also provide a useful 
mechanism for attenuating induced shock 
effects. 
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I 
SIMULATION OF THE PYROTECHNIC SHOCK ENVIRONMENT 

A. L. Ikola 
Lockheed Missiles  and Space  Company 

Sunnyvale,  California 

The shock environment generated by the detonation of explosive actu- 
ated devices (primacord, jet cord, squib valves,  pin pullers, pin 
pushers,  explosive nuts, and bolts) has been overlooked as  a potentiaUy 
damaging environment in many equipment  specifications.    Failure to 
recognize this potential equipment hazard has,  in many cases, been 
rationalized on the basis of the  short time  history of the event and the 
flexible structure over which the energy must be transmitted to reach 
equipments.    In some specifications, where the environment was known, 
unrealistic test criteria were adopted because  suitable testing facilities 
were not available. 

Flight and ground test shock measurements  made on the Agena vehicles 
have  resulted in a definition of the environment in terms of shock spec- 
trum curves  over a  100 to   10,000 cps frequency range.    Once having 
defined the event, studies  were initiated on two separate test systems. 
These  systems  generate  complex transient vibrations which produce 
shock spectra curves similar to those obtained from actual vehicle 
data. 

The major portion of the  paper will diseu»^  Liic ücvelüpiiicnt of the 
systems   .nd their application to equipment qualification. 

The first system which will be discussed consists of a modified drop 
tester incorporating a specially designed mechanical transfer test 
table.    The transfer table,  installed between the drop table and seismic 
mass, transforms  the impulse  from the drop table into complex vibra- 
tions  on the transfer table. 

The second system discussed is  a more direct approach to the simula- 
tion of explosive shocks generated during vehicle  staging events.    The 
facility consists of a barrel type  structure,  5 feet in diameter and 5 
feet in length.    An explosive separation joint attached to one end of the 
fixture  creates  the desired shock input with environmental control 
being obtained by the selection of the proper explosive  content and 
separation joint material thickness.    Unlike the  rigid type of installa- 
tion used for equipment during testing on the mechanical transfer 
table, equipments tested on the barrel tester have installation frequen- 
cies  similar to those in an actual launch vehicle. 

i 

INTRODUCTION 

The pyrotechnic shock environment has been 
present in military vehicles since the introduc- 
tion of armament.   Recently, explosive devices 
have been used in space vehicles to perform 
such functions as staging, nose fairing ejection, 
valve operation, antenna erection, satellite 
separation, and the like.   Explosives have been 
used in primacord, jet cord, pin pullers, pin 

pushers, and squib operated valves to perform 
these functions.   In general, commercial-type 
shock isolators would be used to obtain pro- 
tection from the explosive environment.   The 
extensive use of isolators in space vehicles, 
however, would be extremely costly in terms 
of installation area and payload capability.   The 
requirement was, therefore, to guarantee that 
the equipment package or component would 
perform satisfactorily, unprotecte'J, in the 
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pyrotechnic shock environment.   Since the nature 
of the environment presently defies qualification 
by analysis, the only practical solution was to 
devise a test to simulate tiic pyrotechnic envi- 
ronment. 

MEASURING PROGRAM 

Before a qualification test environment 
could be specified, it was required that environ- 
mental data be obtained from the flight vehicle 
during the shock event.   A measuring program 
was initiated to obtain shock measurements 
over the entire Agena stru 'ture during a typical 
staging separation.   The two-part program re- 
quired that an extensive data sample be taken 
during a ground test program concurrently with 
specifically duplicated measurements from two 
vehicles in flight.   A correlation study per- 
formed on the ground and flight test data showed 
that the shock environment occuring in near 
vacuum conditions was duplicated at atmospheric 
conditions.   It was, therefore, established that 
the shock environment could be realistically 
simulated at atmospheric conditions.   The 
merits of equipment qualification during the 
simultaneous application of the space environ- 
ments and pyrotechnic shock will eventually 
require an extensive investigation. 

Instrumentation used during the ground test 
program consisted essentially of shock-type 
piezoelectric accelerometers  and an FM mag- 
netic tape recorder.   All shock data were re- 
corded at 60 ips.   The data reduction to oscillo- 
grams was obtained by playing the tape system 
back at 15 ips into a recording oscillogram con- 
taining a 2500-cps galvanometer.   The re- 
corder's paper speed was 100 ips rendering 
vibration data to 10,000 cps.   The total instru- 
mentation system capability was 10,000 cps. 

DATA ANALYSIS 

Having once recorded 'he shock event, it 
was necessary iu cou    rt the transient structure 
response into equipment qualification test cri- 
teria.   The methods of shock spectra analysis 
were used to show the response of hypothetical 
single deg-ee of freedom systems to the shock 
transient.   Figure 1 shows a typical composite 
transient vibration and a shock spectrum of the 
maximum vehicle shock transient. 

ENVIRONMENTAL TEST 
CRITERIA 

Since the environmental data was obtained 
over the 200- to 10,000-cps test spectrum, it 
was required that a standard comparison 
method be established so that data obtained 
during a qualification test could be compared 
to establish the qualification requirements. 
The method selected was similar to the treat- 
ment of the acoustic test data in that octave 
bands were used for the standard bandwidths. 
Unlike the db vs frequency plots obtained with 
acoustic test data, the shock data were in the 
form of acceleration ("g" vs frequency).   The 
data evaluation would then consist of a com- 
parison of the peak g levels over the frequency 
spectrum and a graphical integration of the 
area in each octave band.   An acceptable quali- 
fication test was then considered achieved 
when the three following requirements were 
satisfied. 

1.  The peak accelerations shown at any 
frequency on the shock spectrum curve would 
not be exceeded by more than a factor of 2.5 at 
the same frequency during the qualification 
test (see Fig. 2). 
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Fig.   1   -  Maximum flight cnvi ronmcnl 
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2. The octave band areas obtained during a 
test should exceed the same octave band area 
obtained from the flight data by a factor of 2 
(see Fig. 3). 

3. The complex vibration peak amplitude 
and total duration should be similar in shape to 
the actual vehicle measurements (see Fig. 1). 

The conversion of the shock spectrum into 
shock test criteria was required to establish 
ground rules for the development of the testing 
machines. 

After establishing the ground rules, it was 
then possible to consider methods of generating 
an environment that would fulfill the three prime 
objectives of the test criteria.  It was also felt 
that if the objectives were met, a realistic 

simulation for the pyrotechnic shock environ- 
ment would be available. 

Two independent simulation systems; (1) 
The transfer table, and (2) The barrel tester 
were proposed with the intention that the system 
most closely duplicating the requirements of the 
test criteria be used as the standard tester for 
qualification of equipments to the pyrotechnic 
environment. 

TRANSFER TABLE 

Standard drop testing machines commer- 
cially available were unable to satisfy the re- 
quiremerts; set forth in the test criteria.   The 
test mac ..nes produced excessive over-tests on 
equipment packages in the low frequencies, and 
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Fig.   3  -  Test criteria octave band area 
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the wave shape corisisted of a single pulse as 
opposed to the complex vibrations shown in 
Fig. 1.   A drop test machine of the standard 
type was, however, available, so a program was 
initiated to modify it in 
the shock event. 

m attempt to simulate 

The nature of the complex vibrations from 
which the test criteria was evolved suggested 
that the environment was essentially a local 
transient response with a decay curve lasting 
for approximately 10 milliseconds.   The com- 
plexity of the vibrations alao suggested that the 
excitation did not occur in phase over the entire 
equipment package attachment interface. 

To produce such a complex vibration on a 
drop tester without excessive low frequency 
damage to equipments required a modification 
which inserted a mechanical transfer table 
between the drop table and seismic mass.   The 
table consisted of a flat aluminum plate (3 x 12 
X 16 inches).   Attached along each of the 12-inch 
sides were support legs 2 x 10 x 12 inches.   The 
legs in turn were fastened to the original seis- 
mic mass furnished with the basic drop machine 
(see Fig. 4). 

The design of the transfer table and legs 
evolved from a requirement that 1000- and 
3000-cps frequency components be present in 
the complex transient vibration shape.   The 
frequencies were required to produce the 
desired shock spectrum.   The transfer table 
was constructed entirely of aluminum with 
bolted interfaces between the table legs and 
seismic mass 

The environment at the table was generated 
by the drop test machine table striking the 

transfer table, thereby subjecting it to an im- 
pulsive load. The complex shape of the table 
upon an impulsive type loading then produced a 
complex transient vibration that visually ap- 
peared to be similar in amplitude, frequency 
content, and duration to the vibration specified 
in the test criteria.   After contacting thn trans- 
fer table, the original drop table rebounded and 
was caught, thereby removing it from the 
dynamics of the transfer table system. 

The testing of components was to be ac- 
complished by installing them on. suitable 
brackets to the underside of the transfer table. 
Figure 4 shows the transfer table and its in- 
stallation between the drop table and seismic 
mass. 

Data obtained during the development of 
the transfer table showed the repeatability over 
the shock spectrum profile to be in the order of 
25 percent on a point for point comparison.   The 
repeatability based on the maximum peak amp- 
litude of the transient vibration was approxi- 
mately 10 percent. Figure 5 shows the compari- 
son of the maximum transfer table environment 
to the flight data. 

The measuring techniques and instrumenta- 
tion used to obtain the flight data were dupli- 
cated during the develonment of the transfer 
table.   Although the objectives originally speci- 
fied were reasonably accomplished, there 
existed several additional secondary considera- 
tions which required evaluation before the final 
selection of a testing facility.   They are as 
follows: 

1.   The inability of the transfer table to 
produce an ovt r test of the maximum vehicle 
environment. 

■DROP    TABLE 

rRANISFER    TABLE 

-SUPPORI     LEGS 

1MA+ SEISMIC     MASS 

Fig.  4  -  Transfer table system 

2. The degree of control over the amplitude 
of the shock environment was limited. 

3. The size of the test component was 
restricted to approximately that of a 10-iiich 
cube. 

4. The excitation at the test equipment in- 
terface is dependent on the model shape of the 
table.   Small compo.ienta would, therefore, be 
less ailected than large. 

5. The artificial simulation of a pyrotechnic 
explosive ivent by a drop table. 

BARREL  TESTER 

Although the results obtained from the 
transfer table were encouraging, the limitations 
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present suggested that another approach could 
possibly improve on the environmental simula- 
tion.   The second approach (the barrel tester) 
was an attempt to duplicate the environment by 
similarity.   The similarity existed between the 
diameter and skin thicknesses used on the barrel 
tester and flight vehicle.   The similarity of the 
flexibility between the two structures would pro- 
vide for essentially the same path for the pyro- 
technic shocks to travel to component packages 
while the transfer table structure was a rela- 
tively rigid plate.   Secondly, the mechanism of 
excitation would be similar to that in the vehicle 
system in that both would use explosives and 
fracture a metallic separation joint, while the 
environment at the transfei table resulted from 
the impulsive loading by the drop tester table. 

Experience gained with explosives on pre- 
vious programs had shown that the shock event 
was very repeatable.   The problem was there- 
fore, to devise a test system that could control 
the shock amplitude.   A development program 
was undertaken to investigate three variables 
known to provide for a limited degree of control 
over shock environment.   The three variables 
are: 

1. Distance from shock source 

2. Quantity of explosives used (5, 10, 15, 30 
grain) 

3. Separation joint thickness (0.05, 0.092, 
0.125, 0.190 inches) 

BARREL  DESIGN 

The barrel tester is basically an aluminum 
cylinder 5 feet in diameter and 5 feet in length. 
The substructure consists jf eight symmetri- 
cally located 3 x 1 x 3/8-inch aluminum channel 

longerons which terminate at either end of the 
structure in 3 X 3 x 1/2-inch aluminum angle 
rings.   Equally located between the two angle 
rings are two additional 3 X 3 X 3/8-inch 
aluminum "T" Section rings.   The angle and T- 
ring sections then separate the barrel in the 
longitudinal axis into three symmetrical equip- 
ment mounting bays.   The barrel sub-structure 
is then circumferentially symmetrical in eight 
quadrants and three bays.   By alternately 
installing 0.090-inch welded and bolted panel 
sections in the eight symmetrical quadrants, 
the barrel was divided into four sections con- 
taining removable equipment mounting panels. 
In each equipment bay there are four panels 
available for equipment qualification testing. 
The entire barrel structure is a continuous 
weldment with exception of the 12 bolted panel 
sections.   Since the barrel structure is identical 
in each panel location in that equipment bay, the 
environmental exposure at each panel in each 
bay is similar.   The requirement was, therelore, 
to calibrate the barrel in terms of explosive 
content and separation joint thickness so that 
the shock environment at various vehicle loca- 
tions could be duplicated in a particular equip- 
ment bay on the barrel tester.   Figure 6 shows 
the barrel configuration with a typical component 
installed in the test bay I. 

SHOCK GENERATING JOINT 

The use of an explosive joint as the shock 
generator was the basic requirement for the 
barrel tester approach.   It was also a require- 
ment that the joint structure be useful over a 
long period without degradation of performance. 
The two requirements were successfully 
achieved in the design shown in Fig. 7. 

The joint construction consisted of three 
parts.   The first and moät diiücult part was the 
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LONGEVOUS EXPLOSIVE      JOINT 

LOCATION 

EST      BAY   I 

TYPICAL     COMPONENT 
INSTALLATION 

TEST    BAY II 

TEST     BAY    m 

Fig.  6  -  Barrel test yy^terr 

SEPARATION     PLATE 

EXPLOSIVE 

EXPLOSIVE    CAVITY 
STRUCTURE 

3ASIC     STRUCTURE 

Fig. 7 - Shock generating joint 

explosive cavity.   The explosive cavity was 
constructed from a 3/8 x 1-1/4-inch strip of 
4130 steel that was heat treated to 190,000 psi. 
A 0.125-inch groove was machineu into the steel 
to retain the explosive cord.   The second part of 
the join;, assembly is the separation plate w^icl; 
cnverd the steel insert and explosive cord.   The 
third part of the shock generatiiig joint is the 
basic structure which supports the steel insert 
and the separation plate.   The basic joint struc- 
ture also couples the shock to the barrel struc- 
ture. 

The operation procedure consists of insert- 
ing the explosive cord into the joint cavity and 
securing the separation plate in the basic joint 
structure with 32 5/16-inch machine bolts.   The 
ignition of a detonator at one end of the explo- 
sive cord starts the explosive propagating (at a 
speed of approximately 20,000 fps) in the sep- 
aration joint, around the circumference of the 
barrel.   The detonation then fractures the sep- 
aration plate, thereby producing both an acous- 
Uc shock w.i.'e ruid a bending wave in the barrel 

structure.   The response of the barrel structure 
was then measured with the same type instru- 
iji\~iil.a.t'iL'ii   dk?    wao   LAOLU   uux llig^   Luc   xii^iii.   CLityu 

transfer table tests. 

ENVIRONMENTAL CONTROL 

After obtaining a shock generating joint that 
would function repeatedly without degradation in 
performance and whose action was similar to 
the flight vehicle staging joint, it was necessary 
to evaluate the barrel environment to determine 
if the requirements specified in the test criteria 
could be accomplished.   It was also necessary to 
determine if the barrel cou'd improve on the 
limitations of the transfer table, i.e., the degree 
of control over the shock amplitude and size of 
components •Ahicn could be tested.   The barrel 
had already accomplished the simulation of the 
shock by exploG;"". . 

rts previously mentioned, the control over 
the shock amplitude could be obtained by position 
along the barrel structure and by the combina- 
tion of explosives and separation joint thickness. 
Several tests pcr.jr:   .'d she. ,J ..nat varying uie 
amplitudes did not change the transient vibration 
shapes.   The transient vibrations measured wo' . 
also shown to be similp.r to vehiv)-:  flight data. 
Figure 8 shows a comparison of the flight test 
and barrel test data shock spectrum.   The octave 
band comparison of the barrel environment to 
the flight environment is shown in Fig. 9. 

The control over tho spectrum amplitude 
could be- obtained as shown in Fig. 10 by the 
selection of the following combinations of explo- 
sives and separation joint thickness.   The data 
were obtained in quadrant T of equipment bay I. 
•■ ,•;■ . ilso le shown thü* Ui ; attenuation between 
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the first oquipment bay and the second is ap- 
proximately 2/1. 

Although the barrel tester method of pyro- 
technic shock simulation was an improvement 
over the transfer table, it failed to attain the 
optimum simulation suggested in the test cri- 
teria.   The limitations are as follows: 

1. The peak (g) levels shown in Fig. 8 
exceed the 2.5 test criteria factor from approx- 
imately 1000 to 10,000 cps. 

2. The 200- to 400- and 400- to 800-cps 
octave band areas shown in Fig. 9 were only 1.2 
times the flight level rather than the 2 times 
factor suggested in the test criteria. 

Although limitations presently exist in the 
barrel tester system, the environmental simu- 
lation is considered good; however, future 
development will be directed to improve the 
barrel tester shock spectrum. 

COMPARISON STUDIES 

The environments generated by the barrel 
tester and transfer table were both reasonable 
simulations of the flight event, as initially re- 
quired in the te^t criteria.   The inability to pro- 
duce an over test for the maximum flight shock, 
the limited ampii'-ude control and the artificial 
generation of the explosive shock proved to be 
the primary deciding factors in the selection of 
the barrel tester over the transfer table as a 
standard qualification system for Agena equip- 
ments.  The transfer table, although not a quali- 
fication tool, is presently being used for equip- 
ment development testing and correlation 
studies. 

Future studies will eventually determine if 
qualification of equipments by a simulated flight 
pyrotechnic event is a requirement for reliable 
equipment operation in the pyrotechnic environ- 
ment. 

DISCUSSION 

Mr. Getline (General Dynamics/Convair): 
On what basis did you select your test tactors 
above the flight environment? 

Mr. Ikola:   These are just artificial ground 
rules that were established.  We hav^ no wav 

right now of interpreting shock in terms of fail- 
ure criteria.  We don't know how to take a 
shock transient of 8000 or 5000 g and convert 
it to a stress level in a piece of equipment.  We 
onlv test. 
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TEST TECHNIQUES FOR INCREASING THE ACCELERATION 

AND VELOCITY CAPABILITIES OF AN 

ie-INCH PNEUMATIC ACTUATOR* 

I 
F. H,   Mathews 

Sandia  Corporation 
Albaquerque,   New Mexico 

This  report describes four test methods developed for use with an  18- 
inch pneumatic actuator to obtain shock pulse waveforms beyond the 
normal capability of the machine.    The methods (described below)  re- 
quire no internal modification to the actuator. 

The first method—the two-mass impact method—is used to obtai-  high- 
amplitude,  short-dui ation, impulsive accelerations.   Maxir.ium force 
levels of ? million pounds and clean acceleration-time  pulses with an 
amplitude of 15,000 g h»"0  neeu obtained.    A method is  presented in the 
report to estimate the maximum acceleration.    This technique can be 
applied to most pneumatic shock machines. 

Method number two—the gas spring method—is used CO obtain high- 
amplitude,  short-duration shock pulses and to increase actuator veloc- 
ity chi-age capability.   Clean unfiltered accelerations of 55,000 g and 
500-ft/sec velocity changes have been obtain---:' on    mall test itexns.   An 
analysis is made in the report whi -,h permi-.? calculations of peak accel- 
eration from setup parameter   .    1.. 5 gas spring may be applied to actu- 
ators, air guns, and drop tables. 

Method number three—the for;.- 1"     it- r method—is used to obtain im- 
pulsive acceleration-time pulses tba'. are t.-aoezoidal in sht.pe.   The 
force limiter permits multiple t^sts using tho same spring (honeycomb) 
and a single spring geometry for all tests withii; i-iachine capacity.    Use 
of the method results in small spring crush,  and less unwanted high- 
frequency input superimposed on the  shock pulst.    The force limiter 
may be used on actuators, drop tables, and air gu-is. 

The fourth method—the double force limiter method-—is proposed as a 
means of extending the force limiter, thus permitting control of the en- 
tire acceleratioa-tirre history.    With this technique, nonsvmmetrical 
pulses (such as the initial peak saw-tooth) may be generated. 

/ 

/ 

/ 

/ 

/ 
/ 

INTRODUCTION 

There is an increasing demand for weapon 
components which can withstand high accelera- 
tion levels.   DevFioping these components fre- 
quently requires repeatable shock tests at ac- 
celeration anu velocity levels beyond the 
capability rx existing shock-tpsting machinery. 
Several r.iethods are described in this paper 
which ran be us^'d to ex .end ihe shock-testing 

/ 
capacity of an 18-inch horiz' /.tai actuator; these 
same methods can easily '■-•/, adapted to other 
shock-testing machiner'  / 

/ 
The horizontal ' /'.uator shown in Fig. 1 

operates by relea.c f ^ pressurized air behind 
a piston.   This c-.^ses a thrust column to stroke 
forward, deiive -;'ir,g an impulsive acceleration 
tc a test iternifVarriage assembly.  A nitrogen 

'    .orward pressure chamber of t'.ic cusmon m 

*T,iis work was  supcor1 

in p^rt is r, rmitrc-d   to riny  puj 
United States Atomic  Enerp 

[■■?■'■<>. "f Lhe U. S. Goverrimi 
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actuator decelov.^e - J:e thrust column, thus 
terminating llw .•.-^feration pulse expt;rienced 
by the carriri,i/,c.   ^.ie carriage continuee. its 
motion alon- " n/ck and is arrested by air 
brakes.   Oy/z ra1 'ag in this mannerj the actuator 
can gener.-i   ^000-g acceleration pulses of 14 
milliseco..   duration and 300-ft/'sec "elocity 
changes    ^on a 200-poimd test item. 

THE TWO-MASS IMPACT METH 

M iing the two-mass impact m 
sibi-.; to produce high-amplitude, s 
i-.-puisive accelerations.   In shock 
ills method, acceleration amplituc 
the basic capability of the actuatos 
obtained.   A typical setup requirir 
cation to the actuator is shown in 
portant elements of this two-mast ; 

tern are a 10-pound test assembly 
Ensolite* material, the -'"tiiator t) . 
(which acts as the ram mass), ano 
filled catcher for stopping „as tcs 
has sustained the desired acreler 
the actuaiur is iired, tne inrust c . 
forward, compressing the cushioiL-ii 
As the cusiiion is compressed, it tr; 
force of increasing amplitude to the 
Figure 3 shows the unfiltered acceli 
ords measured on the test item.   Idc 
ups were used to obtain each record 
change was a progressively increas; 
pressure corresponding to increasir 
ation amplitude.   The 15,000-g acce; 
produced an impulsive velocity chang 

Fig.  1  - Eighteen-inch actuator 

^Ensolite is a low-density, flexible- 
vinyl chloride produced in sheet . 
U. S. Rubber Corporation. 

j .1 it is po;> 
•. -duration, 
■ H uning 

. o rimes 
e been 

J ;nodifi- 
. ^.   im - 

act sys- 
: ishiou of 

1 col'imp 
: , .vvdust- 

i alter iv 
;    When 

smits ~ 
j 3t iten». 
Ation rec- 
i .cal set- 

The only 
n actuator 
.iccele.v- 

;■ ation 
:f250fps. 

im   poly- 
m   by (.he 

SAWDUST  FILLED 
CATCHER-- 

TEST ITEM 

Fig.  ,"'  -  Setup for  15,000-g shock on  10-pound assembly 
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Fig.  3 -  Unfir.     -ed records   of test vtem 
r seWp   shown in Fig.  2 

iccele ration 

Acceleration pulses of from 300C 
were obtained on heavier assemblies : 
ing the carriage and test item direct!/ 
twin rails and separating the carriage 
item from an 840~pound ram carriage 
Ensolite cushion (Fig. 4).   In the actu;; 
ram is accelerated forward by the ac . 
thrust column compressing the cushic. 
transferring a high-amplitude, short-- 
force to the test assembly.   Figu1" 5 .■ 
acceleration-time history of ram and ' 
riages during a 5200-g shock of a 330- 
assembly.   The va.m, driven by the acci 
experienced a long-duration, low-ami:''' 
celeration as it moved forward and cc ; 
the cushion.   The test carriage expert 
negligible acceleration until the cushi: 
about 70 percent.   The maximum accf.' 
occurred when ram and test item attas. 
same velocity.   After the acceleratior . 
test item rebounded from the ram anc . 
stopped by a retaining strap wound o\\.- 
carnages. The ram was stopped by a!. 

Kenerate'i on actuate.d by ine i- .pact .. 
in which a carriage (initially launchet 
actuator) impacts against a cushion n 
a massive reaction block.  Thetwo-mu 

; 9000 g gives several advantages over the impact 
mount- method.   First, in the two-mass method, the 

O the test item is initially at rest and is accelerated 
.id test to the desired test velocity by the applied shock. 
y an Hard-wire instrumentation, therefore, experi- 
;est, the ences no motion before the shock.   In contrast, 
tor the impact method requires that signal cables 
md thus rustain approximately 50 feet of high-velocity 
ration motion before the test.   This motion frequently 
)ws the produces cable damage with a resultant loss of 
st car- data.   A second advantage of the two-mass 
mnd method is that it produces cleaner acceleration 
tor, records than the impact method. 
ide ac- 
/ressed The amount of unwanted high-frequency 
;ed noise present in the test records is related to 
deformed the manner in which the cushion is loaded.   It 
ation the surface of a carriage loads the cushion at a 
d the high rate, it initiates strong transient stress 
■ak, the waves which excite unwanted high-frequency 

.  is vibrations in the test item.   This situation pre- 
ihe two vails when the impact method is used, since the 

.   irakes. carriage, when it initially contacts the cushion, 
is moving zi the maximum test velocity.   In the 

■sently two-mass method, however, soft, nonlinear cush- 
.    .od, ions, such as Ensolite. are used to fill all, or 

he rcarly all. of the initial spacing between the ram 
ed on and the tost item carriage.   Thus, as indicated 
ißthod in Fig. 4, the ram is accelerated only across the 
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Fig 4 - Two-mass   impact test setup 

- IQnis 
Trsl   R. 

H.mi Carna^f   Ar trliTaticn ^s Time wwr \jAf\y 

1 lOOu \-  V ,      i30 

Trsl  Item Accclcratiun vs Tim 

J\ /VT      180 ■''   -■' 

Two Sird Impact 

Fig, 5  - Test record from two-mass impact 

small gap between the pads initially on the ram 
and those initially attached to the test item car- 
riage before loading of the cushion is initiated. 
In the two-mass method, the relative velocity 
between ram and carriage is thus very low, or 
perhaps zero^ when loading of the pads is initi- 
ated, and more uniform compression of the 
cushion, with desired absence of transient stress 
waves, may therefore be obtained. 

An analytical method has been developed 
for estimating the peak accelerations which can 
be attained with the two-mass system using En- 
s-.üite No. 266.   The data necessary to begin such 
a calculation are:   (1) the geometry of a proposed 
setup (including the assumed size of the cushion 
and the assumed initial spacing between the ram 
carriage and the test carriage); (2) the velocity- 
displacement performance of the actuator when 
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iuading the ram carriage, (3) dynamic proper- 
ties of the   -TOiite material (such as a restitu- 
tion factc   and stress level winch are functions 
of loading); r-^d (4) the desired level of tes' item 
acceleration and velocity change.   A detailed 
explanation of this computation (also curves of 
material properties) is given in appendix A.   A 
numeric computation for the conditions used to 
product tne record of Fig. 5 is included.   The 
computsci fr&ak acceleration was 5700 g, which 
compare i, favorably with a measured value of 
5200 g. 

THE  GAS SPRING METHOD 

In the fas sr,rin'r method   '-he Ensoiite r""r"'h- 
ion used in the two-mass method if ieplaced by 
a spring of compressed gas.   An    ..unple of such 
a setup is shown in Fig. 6.   The component parts 
include the 18-inch actuator, a cylindrical bar- 
rel open at one end and attached to the actuator 
thrust column to retain the compressed gas, and 
a test item piston.   For the setup siiüwn, pistons 
weighing 0.42 to 0.72 pound were used with gas 
columns (initially at atmospheric pressure) 
which varied in length from 1/2 to 9-3/4 inches. 
Pulses up to 55,000 g and 1/2 millisecond dura- 
tion were obtained with the setup. 

Gas spring operation is illustrated sche- 
matically in Fig. 7(a), and typical accoleration 
histories of the piston and thrust cohnnn are 
shown in Fig. 7(b).   This record indicates that 
the barrel followed a low-amplitude acceleration 

pulse tvpical of normal actuator nperatjorv 
ijunng this puis&, the barrel moved forward 
with increasing ve.U-vity ac the gap between the 
barrel's bottom r-'-face ai-.J. the piston was 
closed.   At the ca.vne cl ne, the piston, which was 
coupled to the barrel only through the trapped 
air, experienced sm^il forces and remained 
near its original position.   Eventually, the gas, 
which was forced to occupy a continually dim- 
inishing volume, rapidly reached a highly com- 
pressed state.   The piston then experienced the 
high-amplitude, short-duration acceleration 
pulse shown in Fig. 7(b).   Maximum accelera- 
tion occurred when piston and barrel attained 
equal velocities.   The piston finally left tha 
barrel at a velocity approximately 80 percent 
greater vhan the barrel vcio.ity a* the instan» 
of maximum piston acceleration. 

The test record of Fig. 7 indicates that a 
barrel velocity ot 239 ft/sec (at maximum piston 
acceleration) produced a 420-ft/sec piston veloc- 
ity.   Maximum piston velocity will be obtained 
for a particular actuator performance when the 
maximum projectile acceleration occurs at the 
instant of maximum barrel velocity, i.e., the 
instant marked 282 ft/sec in Fig. 7(b).   This 
condition has not been achieved in any tests be- 
cause the required barrel length of 2-1/2 to 3 
feet is inconveniently long. 

The unfiltered acceleration records obtained 
with the gas spring (Fig. 8) illustrate the unusually 
clean pulses and very large acceleration ampli- 
tudes which can be attained with this technique. 

Fig. 6 -  Gas-spring   setup on actuator 
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Fig. 7 - Gas-spring   operation and typical 
acceleration  record 

i 

The 55,000-g acceleration pulse required near- 
maximum actuator performance; however, the 
resulting maximum gas pressure (10,000 psi) 
probably does not represent maximum attain- 
able pressure levels.   Presumably, even higher 
gas pressures could be obtained under proper 

conditions.   The 55,000-g pulse was measured 
using an Endevco 2225-M2 accelerometer rated 
at 20,000-g maximum amplitude.   While the in- 
dicated acceleration was considerably beyond 
the linear range of the transaucer, it closely 
approached the value predicted theoretically 
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1 
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H 

Fig. 3 - Un£iltered acceleration   records obtained with gas  spring 
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(51,000 g).   The transducer's sensitivity, indi- 
cated by post-test calibration, remained un- 
changed. 

The peak acceleration value can be esti- 
mated by assuming that the gas undergoes an 
approximately adiabatic process as it is com- 
pressed to maximum pressure.   During this 
process, work delivered to the gas is equal to 
the change in kinetic energy of the projectile. 
The predicted maximum pressure is modified 
by an empirical coefficient which accounts for 
departures from adiabatic theory.   The follow- 
ing equation expresses these conditions: 

w(K- n 
V 

K/(K-1) 

(1) 

where 

M   = 

X   = 

maximum pressure, 
initial pressure of the gas in the 

spring, 
empirical factor* 
-1/2 MX2 (work done on gas during 

compression), 
mass of the projectile (assuming 

that the projectile mass is much 
less than the thrust column and 
gas-spring mass), 

velocity of the gas spring barrel 
when the projectile attains the 
peak value of acceleration, 

initial volume of gas in the spring, 
and 

gclÄ   CUllCLitill.. 

Since both projectile and barrel velocities 
are equal at the instant of peak acceleration, 
either barrel or projectile velocity may be used 
to estimate the kinetic energy of the projectile 
at the instant of maximum pressure.   A numeri- 
cal example of this computation for the condi- 
tions used in obtaining the test record of Fig. 
7 is given in appendix B.   The predicted maxi- 
mum acceleration of 10,000 g is an acceptable 
agreement to the 9800-g test value. 

The maximum-pressure equation can also 
be used to estimate the effect of various changes 
in the setup and machine performance.   It can 
be shown that if all other parameters are held 
constant, the peak acceleration increases as 
the mass of the piston is increased.   Further, 
the performance of the gas spring is quite sen- 
sitive to small variations in the velocity delivered 

!'!The   empirical   factor   for   the   setup  of   Fig.   6 
was 0.30 when   Pmo!i  P,   =100, and 0.25  when   PmJ|    P, 
=  10n0. 

to the gas spring barrel by the actuator; for ex- 
ample, a 5-percent increase in velocity can pro- 
duce a 25-percent increise in peak acceleration. 
Gases with different gas constants can be used 
to replace air, and calctjlations show that the 
peak acceleration is sensitive 10 the type of gas 
used, with a lower gas constant, causing in- 
creased values of acceleration. 

The gas spring can also be adapted for use 
with a free-tall shock machine as shown in Fig. 
9.   Tests were conducted by allowing the drop 
ta.ble to impact against a rubber spring which 
produced the drop table acceleration pulse of 
Fig, 10.   During this impact, a relative vc-locii.y 
was developed between the piston and gas spring 
barrel, thereby compressing th3 air trapped be- 
tween the piston and the barrel.   The resulting 
piston acceleration (Fig. 10) occurred in two 
phases.   First, a positive acceleration was ob- 
tained while forces developed by the compressed 
gas were dominant.   Whe:i this phase was com- 
pleted, a large relative velocity between piston 
and barrel existed, with the piston moving toward 
the open end of the barrel.   The second phase, a 
negative piston acceleration, occurred as the 
friction forces between piston and barrel slowed 
the piston to the existing barrel velocity.   The 
piston remained in the gas spring barrel during 
these tests.   The whole assembly, drop table, 
barrel, and piston were finally arrested by drop 
table brakes.   This setup permits a piston veloc- 
ity change during Phase One which is greater 
than the drop table velocity change, as indicated 
by the following equation: 

■v., ,)(i * ct) xTiTi 

where 

vT   = shock pulse velocity change of the 
test item, 

e     = gas spring restitution factor (0.6 to 
0.8), 

e,   = drop table restitution factor (0.5 to 
0.9), and 

XTRTT  = drop table impact velocity caused by 
gravity-driven free fall. 

Data applying to Figs. 9 and 10 are:   impact ve- 
locity = 25.4 ft/sec; <-, = 0.65;   eg = 0.62; and AVT 
= 68 ft/sec.   Note that the piston velocity change 
obtained from this 10-foot free fall and 4-ioot 
drop table rebound would require a 26-foot free 
fall using the drop table alone.   Another gas 
spring system, designed to permit 60,000-g 
shock testing of an 8-pound, 5-inch-diameter 
assembly, has been fabricated and is currently 
being tested.   Clean 20,000-g accelerations of 
450-ft/sec velocity changes have been obtained. 
The gas spring has also b^en applied to a 5-1/2 
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Fig. 9 - Gas spring   mounted on drop table 

Drop Table 
Acceleration 

Piston 
Acceleration 

r^.r^ 

Fig.   10  - Test record using gas  spring 
mounted on   drop table 

inch air gun in which the gas spring is formed 
by air trapped between a ram piston and a test 
item piston.   The normal 5000-g acceleration 
capability of the air gun was increased to 
20,000 g.   A system in which the gas spring re- 
places the Ensolite cushion for the largest two- 
mass impact system is also being studied.   The 
gas spring is expected to provide more repeat- 
able shock pulses and greater velocity changes. 

THE   FORCE   LIMITER  METHOD 

In a  recent test, a shock pulse was  re- 
quired with a 2-miliisecond rice to 175 g and a 

The required 
velocity change was 120 ft/sec.   The well-known 
method of impacting a carriage into a properly 
shaped honeycomb spring was impractical be- 
cause (1) the launch acceleratioii with the 18- 
inch actuator was more severe than the test 
value, (2) honeycomb permitting the required 
crush of 20 inches was not immediately avail- 
able, and (3) the properties of the honeycomb 
were unknown for loading at the high rates re- 
quired.   Consequently, an alternate setup using 
a honeycomb force limiter was designed (Fig. 
11) and used to complete a program requiring 
30 tests. 

Qualifying tests, for which an acceleration 
record is shown in Fig. 12(a), were conducted 
using a weighted carriage without the force 
limiter.   These tests established the actuator 
firing conditions necessary to produce an ac- 
celeration rising to 175 g in 2 milliseconds.   A 
total velocity change of 125 ft/sec was obtained. 
The test setup was completed by placing honey- 
comb which had a crushing strength equal to the 
force required to produce a 175-g acceleration 
on the carriage between a load plate attached to 
the actuator thrust column and the test car- 
riage.   When the actuator was fired, the honey- 
comb transferred the actuator force during the 
2-millisecond rise to 175 g and then began to 
crush, limiting the acceleration to a constant 
value of 175 g.   After the loading plate and 
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, LOAD PLATE 

Fig. 11  - Force   limiter 

carriage attained the same velocity, the car- 
riage separated from the loading plate (which 
was being decelerated by the actuator), termin- 
ating the acceleration pulse.   This time is la- 
beled "Equal Velocity" in Figs. 12(b) and 12(c). 
Figure 12(c) indicates a typical acceleration ob- 
tained on the test item.   Since the honeycomb 
was crushed only 3 inches during each test 
(compared with the 18 inches required for im- 
pact shaping of the same pulse, indicated in 
Fig. 12(d)), two tests were conducted with a 
single 10-inch-long honeycomb force limiter 
before the available crush distance of 7 inches 
was exhausted. 

The only problem encountered during the 
use of the force limiter was in controlling the 
pulse rise time.   During the 30 tests involved 
in the program, the rise time varied from 1 to 
3 milliseconds.    This time was apparently 
quite sensitive to small gaps between the honey- 
comb and loaded surfaces.   The average accel- 
eration value during the 175-g dwell proved 
highly repeatable.   A variation of ±10 g was ob- 
tained for the 30 shots. 

The use of the force limiter with an actua- 
tor provides a number of advantages.   The ac- 
celeration is impulsive; that is, the test item 
experiences no preliminary motion.   As a re- 
sult, hard-wire instrumentation must survive 
only the small displacements associated with 
the shock.   When using a force limiter, both 

honeycomb and carriage are simultaneously ex- 
periencing positive acceleration.   The honey- 
comb crush rate is therefore much lower than 
that which wonld occur during impact, and strain 
rate effects (variable crush strength and in- 
creased noise associated with high strain rates) 
are suppressed.   The noise frequently produced 
during impact is also avoided, since the honey- 
comb and test item are initially in contact. 
Finally, the honeycomb may be reused, without 
modification, until its full capacity is exhausted. 

The force limiter may also be used on free- 
fall shock machine to produce flat-topped accel- 
eration pulses, while maintaining full velocity 
change capability (impact plus rebound) of the 
table.   Figure 13 shows the setup used in ob- 
taining the acceleration time records of Fig. 14. 
In this case, the honeycomb was attached to the 
drop table and test item with double-faced tape. 
The whole assembly was then dropped as a unit 
and allowed to impact against the drop table 
spring.   Carriage brakes arrested the assembly 
after rebound.   The acceleration record of Fig. 
14 indicates that the test item followed the ris- 
ing portion of the table acceleration until enough 
force was generated to begin crushing the honey- 
f*nTTlb        TVtp   tpt:t   it-Qrv»    q ,"• pol OTQf ion   fVioi-t   T" P m ri i T"! f n 

constant at the level corresponding to the honey- 
comb crush strength until the test item and table 
approached the same velocity.   Because the table 
acceleration was nearly completed when test 
item and table reached the same velocity, the 
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Fig. 12 - Force  limiter test results 
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Fig.  13  - Force limiter mounted on drop table 
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Fig.  14 - Acceleration   record from the 
drop table force limiter 

test item acceleration rapidly fell to zero.   If 
the table acceleration was not completed, the 
test item acceleration would be expected to fall 
to the existing table acceleration value and then 
follow the remainder of the table pulse.  With 
this setup, the carriage weight, impact velocity, 
and drop table spring control the pulse rise 
time (provided the unbuckled honeycomb is stiff 
enough to transmit the rising pulse accurately) 
while the force limiter controls the maximum 
acceleration. 

A similar shock pulse could be obtained 
without the force limiter by impacting into a 
propc-ly shaped honeycomb spring.   With the 
force limiter, however, the full velocity change 
capability of the drop table is used, including 
that caused by the rebound of the table.   The 
32-ft/sec shock pulse of Fig. 14 required a 5- 
foot free-fall machine with force limiter.   An 
equal shock using direct impact on a honey - 
comb programmer would require a 16-foot free- 
fall machine. 

THE DOUBLE  FORCE 
LIMITER METHOD 

The principle of the force iimiter can be 
extended to permit control of the entire accel- 
eration time history.   A proposed setup for a 
double force Iimiter is shown in Fig. 15.   This 
method requires that a test carriage be placed 
between the actuator thrust column and a re- 
sisting mass.   A honeycomb spring mounted on 
the thrust column would load the test item, caus- 
ing the positive portion of the force-time curve 
in Fig. 15.   After completing the rising portion 
of the shock pulse; the test item would contact 
a resisting spring.   The force supplied by the 
resisting spring would be subtrexted from the 
constant force supplied by the thrust column 

/THRUST COLUMN SPRING 

-TEST .RESISTING 
/ ITFM /SPRING 

THRUST COLUMN 

^TEST ITEM 
ACCELERATION 

Fig.  15  -  Double   force Iimiter 
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spring.   The entire acceleration pulse could 
thus be controlled by properly shaping the 
honeycomb springs. 

CONCLUSIONS 

By way of conclusion, it seems prudent to 
summarize briefly the capabilities of the four 
methods described in this report. These methods 
were used to obtain shock pulse waveforms be- 
yond the normal capacities of the 18-inch pneu- 
matic actuator, and they required no modifica- 
tion to the actuator. 

The Two-Mass Impact Method 

This method can be used to obtain high- 
amplitude, short-duration, impulsive acceler- 
ations.   Maximum force levels of 2-million 
pounds and clean acceleration-time pulses with 
an amplitude of 15,000 g have been obtained. 
This technique can be applied to most pneumatic 
shock machines. 

The Gas Spring Method 

This method can be used to obtain high- 
amplitude, short-duration shock pulses and to 

increase actuator velocity change capability. 
Clean, unfiltered accelerations of 55,000-g and 
500-ft/sec velocity changes have been obtained 
by this method on small test items.   The gas 
spring may be applied to actuators, air guns, 
and drop tables. 

The Force Limiter Method 

This method can be used to obtain impul- 
sive acceleration-time pulses that are trape- 
zoidal in shape.   The force limiter method per- 
mits multiple tests using the same spring 
(honeycomb) and a single-spring geometry for 
ail tests within machine capacity.   Use of the 
method results in small spring crush and in 
less unwanted high-frequency input superimposed 
on the shock pulse.   The force limiter may be 
used on actuators, drop tables, and air guns. 

The Double Force Limiter Method 

This method is proposed as a means of ex- 
tending the force limiter, thus permitting con- 
trol of the entire acceleration-time history. 
With this technique, non-symmetrical pulses 
(such as the initial peak saw-tooth) can be gen- 
erated. 

Appendix A 

ESTIMATING THE  PEAK ACCELERATION FOR  TWO-MASS IMPACT 

It is possible to estimate the peak acceler- 
ation of a two-mass impact by using a calcula- 
tion modeled after the simple case of a falling 
weight and attached spring imparting against a 
fixed surface.   For this case, the peak acceler- 
ation can be calculated from knowledge of the 
impact energy of the falling mass and the stress 
energy properties of the cushioning materials. 
The cushion properties are determined by con- 
ducting a series of tests using various cushion 
volumes and cross sections at different impact 
velocities.   First, a curve of maximum cushion 
stress is derived as a function of the impact 
energy of the failing weight.   Once this curve is 
available, the peak acceleration for any test can 
be computed from impact velocity, weight, 
cushion area, and cushion volume. 

The falling weight calculation is extended 
to the case of a ram mass impacting against a 
test item mass by observing that the ram and 
test item motions occur in three segments. 

The first segment, the Impulse phase, involves 
the impulsive acceleration of the ram mass un- 
der the driving force of the actuator.   During 
tins phase, the ram mass develops the energy 
which it will later transfer through the cushion 
into the test carriage.   The ram mass may be 
compressing the cushion during any part or all 
of this phase, but the resulting force on the ram 
is low and offers negligible resistance to ram 
motion.   When the cushion becomes highly com- 
pressed, however, cushion forces become appre- 
ciable and begin to affect the ram and test item 
motions.   This starts the impact phase,   in mis 
phase, the cushion forces dominate, causing the 
ram carriage to decelerate and the test item 
carriage to experience the rising portions of the 
shock pulse.   Eventually, when peak accelera- 
tion is achieved, the ram and test item attain 
the same velocity.   Finally, the rebound phase 
occurs as ram and test item separate, provid- 
ing the decreasing portion of the test item ac- 
celeration. 
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The processes occurring on the test item 
during the impact and rebound phases are simi- 
lar to those occurring on the falling weight dur- 
ing its impact.   The major difference is that the 
ram which replaces the fixed surface is moving 
and has a finite mass allowing its velocity to be 
changed during the impact.   The velocity change 
of the test item at the instant of peak accelera- 
tion is similar to the shock induced velocity 
change of the freely falling mass taken at the 
instant of peak acceleration.   Therefore, the 
peak acceleration for a two-mass impact can 
be estimated using a technique similar to that 
applied to thd falling weight, provided proper 
account is taken of the finite mass of the ram. 

The scheme employed in this computation 
is to assume a particular setup condition in- 
cluding initial spacing between ram and test 
item, volume of Ensoiite cushion, and loaded 
surface.   Since the desired values of maximum 
test item acceleration and total test item veloc- 
ity change are known, the calculation is con- 
tinued by establishing the required ram car- 
riage velocity (and therefore the required actu- 
ator performance) and then predicting the peak 
acceleration resulting from these conditions. 
Finally, the predicted acceleration is compared 
with the desired value and a new setup condition 
assumed.   A new acceleration is then predicted 
and compared with the desired value and the 
calculation is repeated until predicted and as- 
sumed values agree. 

An example of this computation follows. 
The numerical values, including thp assumed 
setup geometry (loaded area, initial spacing, 
and cushion volume) are those actually used in 
obtaining the test results presented in Fig. 5. 
The following illustration, therefore, serves 
the dual purpose of describing the method and 
comparing the predicted value with an experi- 
mental result obtained using the assumed setup. 

The computations below involve a situation 
in which it is necessary to produce a 5200-g 
pulse of 180-ft/sec velocity change upon a 330- 
pound test item.   The initial spacing between 
the test item and the 1100-pound ram (includ- 
ing the weight of the thrust column and ram) is 
assumed to be 23 inches.   This space is com- 
pletely filled with a cushion of Ensoiite No. 266 
having a loaded area 17 inches squax^.   The 
problem is to compute the ram velocity re- 
quired to produce the above shock pulse.   The 
required average stress may be computed from 
the acceleration, loaded area, and test mass: 

where 

MT-X-J :330)(5200)Ae 

Ag (17) (17) 
5950  lb/in.2 

<7  = average stress in the cushion at the 
instant of peak acceleration, 

MT  = mass of test assembly (including car- 
riage), 

x.-   = desired peak acceleration, and 
A„   = gravitational constant 32.2 ft/sec2. 

The required ram carriage velocity at the be- 
ginning of the impulse phase may be computed 
from the equations of impact between two bodies: 

'TMR (! ISO 
(330 * n00)Ag 

1100  (1 + .35)A K 

173  ft/sec, 

where 

vr  = required ram carriage velocity at im- 
pact, 

VT = velocity change of test item, 
"R  = mass of ram, 
MT = mass of test assembly, and 

e  = restitution coefficient. 

A curve of restitution as a function of stress 
for EnEClitc- No. 266 is given in Fig. Al.   This 
data was obtained from a series of two-mass 
impact tests.   The final velocity of the ram is 
expressed by the following impact equation: 

(MR - eM-jO  V r 
'R  =       M

R 
+ «T 

=    119   ft/sec. 

1100 0.35(330)]AK[173] 

[1100 + 300] A„ 

After reaching this stage, the energy load- 
ing of the cushion can be computed by assuming 
that maximum loading occurs when the ram car- 
riage attains its mean velocity, as given by 

+ vt 119 +   173 
146   ft/sec 

and since the test item also has a velocity equal 
to VR at this instant, the total kinetic energy of 
the test assemblv (MT)  is 

KE        iMTVR
2 

Since MT was loaded only by the Ensoiite 
cushion in attaining this velocity, the above 
value is also the potential energy stored in the 
Ensoiite spring at the instant of maximum ac- 
celeration.   Therefore, 
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Fig. Al - Restitution  coefficient as a function of 
a^eracc cushion stress for Ensolite No. 266 

1       - 2 
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where 

1 / 330 \    1462 

1\32.2) 17(17) 
(1728) 

At        -  1\32.2J 17(17)       (23) 

=   27,500   ft lb/ft3 

l = length of cushion, and 
Esp = specific energy. 

The curve of mean stress level as a function of 
specific energy (Fig. A2) is then entered using 
the calculated value of specific energy.  A mean 
stress level is obtained (6500 psi) and the ex- 
pected peak acceleration computed from: 

o-A (6500)(17)(17) 
330 5700  g 

The predicted acceleration of 5700 g is an ac- 
ceptable estimate of the 5200-g test value. 

The data presented in Fig. A2 was obtained 
from a series of tests using the setups of Figs. 
2 and 4.   The test information was obtained 
through hand integration of test records similar 
to Fig. 5.   The scatter of data around the curve 
applying to the setup for Fig. 4 is typical of 
this calculation, which must be considered only 
an estimate of peak acceleration. 

The only remaining unknowns are the initial 
actuator pressures required to perform the 
test.   This idealized calculation, which neglects 
the fact that the ram carriage is under actuator 

impulse during the shock, requires that the ram 
carriage attain a velocity of 146 ft/sec at the 
instant of peak acceleration.  If the same test 
were conducted using an impact in which a ram 
carriage weighing 1100 pounds and moving at 
173 ft/sec (and completely free of any thrust by 
the actuator) impacted into a test item, exactly 
the same velocity—146 ft/sec—would be obtained 
on the ram at the instant of peak acceleration. 
In the two-mass impact, the actuator must de- 
liver exactly the same energy as that required 
in the free impact.   The energy, however, is de- 
veloped both by the impact velocity of the ram 
and the impulse added by the actuator during the 
impact phase of the test.   The ram carriage, 
therefore, never actually attains this velocity, 
but instead reaches a velocity of 160 ft/sec (Fig. 
5).   The actuator energy requirement is known, 
therefore (173 ft/sec, 1100 pounds), and only an 
estimate is required of the position along the ac- 
tuator stroke at which the energy must be devel- 
oped.  High-speed motion pictures taken during 
tests indicate that the cushion typically com- 
presses to 5 percent of its original thickness. 
The test item carriage moves a negligible 
amount (about 1 inch) during the impact phase 
of the shock.   The full impact energy, therefore, 
must be dcvelüped when the ram has been dis- 
placed a distance, approximately equal to the 
initial space between carriages, including the 
space filled by cushion.   With this information, 
and experimental curve describing actuator en- 
ergy as a function of pressure and position is used 
to determine the required actuator setup pressures. 
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Appendix B 

EXAMPLE COMPUTATION FOR GAS SPRING 

The test record of Fig, 7 was obtained us- 
ing the following setup:   a 2.125-inch-diameter 
projectile weighing 0.42 pound was placed 9-3/4 
inches from the bottom of a gas spring contain- 
ing air at 12.3 psia.   The actuator drove the gas 
spring barrel to a velocity of 239 ft/sec at the 
instant of maximum projectile acceleration. 
The ratio of maximum pressure to initial pres- 
sure is estimated to be 100, indicating that the 
factor  • should take the value of 0.30 (see foot- 
note, page 281. 

With these values, and the nomenclature 
defined on page 281, the various terms for use 
in Eq. 1 are: 

With these values, Eq. i (page 2ölJ becomes: 

P - aPT max I 
W(K- 1) 

PjV 
K 

K- 1 

= 1180 psi . 

0200) 
1.4 

1.4- 1 

and 

:;        PmaxA        ( 1180) (0 . 785 )( 2 . 125 ) 2 

X = 
(0.42) 10,000 g 

w  = -^-MX2      : "T l2^2"('239)2        "372  ft/lb 

and 

V     : 0.785d2' 0.785(2 125)2(9.75)   _00200 

1728                                  ft3. 

The calculated value of 10,000 g is m good 
agreement with the measured value of 9800 g 
shown in Fig. 7.   The predicted acceleration for 
the 55,000-g pulse of Fig. 8 was 51,000 g, which 
is also an acceptable agreement. 
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DISCUSSION 

Mr. Arnold (ACE):   I noticed in the film that 
the instrumentation cables, evidently from the 
attached accelerometers, were whipping quite 
rapidly along the course of the travel.   Did you 
have any difficulties in instrumentation record- 
ings? 

Mr. Mathews:  Of course, this is the "oint 
The test item of the impulsive acceleration, 

carriage in all these cases was initially at rest. 
The other carriages, particularly in the case of 
the two mass impact^ required some motion. 
We didn't have difficulties in this case because 
the velocities were relatively low, but this is 
the point of producing the impulsive accelera- 
tions on the test item. 

Mr. Getline (General Dynamics Convair): 
On what basis did you select those sections of 
honeycomb? 

Mr. Mathews:   The desired motion of the 
middle carriage was known.   The desired accel- 
eration pulse, the impact velocities, the energy 
levels of the ram carriage, and the amount of 
resisting mass could be calculated.   Then nu- 
merically you calculate the displacement time 
histories of all of the carriages.  In addition you 
calculate the force time histories and cut the 
honeycomb to the proper shape.   This was done 
by hand for this case.   A computer program is 
in process. 
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FIVE-MILLION POUND SHOCK TESTING FACILITY 

R   M. Phelan 
Cornell University 

and 
Lawrence  Radiation Laboratory 

Livermüre, California 

This paper describes one approach for upgrading a shock testing facil- 
ity from 250,000 to 5,000,000 lb when acceleration pulses are desired 
with levels up to 10,000 g and rise times measured in tenths of a mil- 
lisecond.   The system uses the transfer of momentum between a car- 
riage and a reaction device, or pulse shaper, to provide a degree of 
control over the shape of the shock signature.   Basic design philosophy 
and practical limitations are presented.   Modifications in operating 
theory and procedure that have resulted from experience with the sys- 
tem at levels up to 3.300,100 lb and 8300 g are discussed. 

INTRODUCTION 

For some time it has been evident that fu- 
ture programs would place greater emphasis on 
shock testing components and assemblies, par- 
ticularly with respect to high-level short-dura- 
tion pulses.   Although programmatical require- 
ments could not be specified with any degree of 
exactitude, there was general agreement that the 
peak accelerations should be several thousand 
g with objects weighing se\  ral hur Jred pounds 
and the rise times should be measured in tenths 
of a millisecond. 

The facility on hand that appeared to be best 
suited for use in meeting the new requirements 
was an 18-in. Hyge actuator and track complex, 
shown schematically in Fig. 1.   It was immedi- 
ately apparent, however, that the Hyge could not 
be used as a direct push device in this applica- 
tion, because the thrust force of the 18-in. Hyge 
under dynamic conditions is limited to about 
250,000 lb, and the acceleration signature is 
characterized by rise times and durations ex- 
ceeding 5 and 20 milliseconds, respectively. 

The first method considered for, and used 
in, extending the capabilities of the 18-in. Hyge 
was to combine impact and direct push by leav- 
ing an initial gap between the thrust foot of the 
Hyge and the contact surface of tlle specimen. 
As with all schemes involving impact, it was 
necessary to insert a crushable pad between the 
impacting surfaces to control the rate at which 
the acceleration increases during the rise-time 

part of pulse.   This phase of the development 
was carried out by Mr. K, W. Volkman of UCLRL 
at Liver more.   The thrust column of the Hyge 
was replaced with a stronger one and antimonial 
lead (95 percent Pb and 5 percent Sb) pads with 
triangijiar-shaped grooves were used.   The max- 
imum force capacity was increased to 1.5x10° 
lb and the rise-times were decreased to the de- 
sired tenths of milliseconds. 

A number of tests were run using the initial 
gap scheme and useful information was obtained. 
At the time, the following limitations became 
apparent; 

1. The capacity could not readily be increased 
beyond 1.5X10° lb and the need for greater force 
capability was at hand. 

2. The crushing of the impact pad controlled 
only the rise-time part of the pulse and the de- 
cay was almost instantaneous.   This resulted in 
an acceleration-time curve that was approxi- 
mately saw-tooth in shape, as desired, but it was 
just backwards in comparison with the desired 
rapid rise and relatively slow decay. 

3. Air brakes on the carriage were the only 
means of stopping the carriage, and thus the 
specimen, after impact.   The brake operation had 
been found to be notably inconsistent and there 
was no way to predict accurately where the car- 
riage would stop.   In fact, if the carriage were 
damaged during impact or if the air pressure 
were lost by any means, such as a failure of a 
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THRUST  FOOT 

Fig. 1  - Original system with braking carriage 

quick-disconnect coupling, the carriage would 
run off the end of the track and come to rest in 
the adjacent field. 

4.   The impact (acceleration) force was 
concentrated near the center of the carriage and 
the elastic action of the system was such that 
the carriage would vibrate as a free-free beam. 
This resulted in an oscillating variation in the 
acceleration-time curve and in successive im- 
pacts as a gap opened and closed between the 
Hyge pusher foot and the carriage.   The second- 
ary impacts were particularly serious because 
each new impact occurs on a pad that is already 
crushed apd ^hPT'ofriT'ö rvivi^H sti^fe-** than for the 
previous impact. 

Although some of the limitations and oper- 
ational problems could be alleviated by redesign 
of the carriage and braking system, the gain in 
performance would not be sufficient to meet the 
new requirements. 

SYSTEM DESIGN CONCEPTS 

Since impact is primarily a problem in 
momentum exchange between two bodies, it is 
obvious tuat, when only one body can have an 
initial velocity, the maximum effect will be ob- 
tained if the second body is held fixed in place. 
This observation led to considering use of the 
energy-releasing, rather than the acceleration- 
producing, characteristics of the Hyge in con- 
verting the system into the horizontal equivalent 
of a drop tower.   Further consideration of this 
scheme pointed out several definite advantages 
over the conventional drop tower and led to its 

adoption as a basis for design.   The advantages 

1. The Hyge can deliver about 200,000 ft-lb 
of energy in a distance of about 30 in.   This is 
the equivalent of a drop tower 1000 ft high when 
the specimen and carriage weigh 200 lb, and 400 
ft high when the weight is 500 lb. 

2. The travel of the carriage must exceed 
the total stroke of the Hyge pusher, about 4 ft, 
but otherwise it can be as short as one wishes. 
This greatly simplified the overall operation, 
particularly with respect to instrumenting the 

3. The horizontal direction of travel and 
the accurate guidance of the carriage on the 
fixed rail system would make it relatively simple 
to achieve better control over the acceleration- 
time characteristics by introducing some shock- 
absorbing device that would eliminate rebound 
and provide more control during the decay-time 
period of the pulse than is possible with crush- 
able materials only. 

At the time the design was begun, a force 
capability of 3xl06 lb was considered to be 
adequate, but this was quickly changed to 5xl06 

lb when preliminary calculations showed that 
the greater capacity was feasible within the 
space limitation imposed by the existing track 
width of about 30 in. 

The major components that had to be de- 
signed and built are:   (1) the device that con- 
trols the acceleration-time characteristics of 
the shock, hereafter called the "pulse shaper," 
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and (2) the carriage.   Thetse will be considered 
in turn. 

Pulse Shaper 

The acceleration signature requirements 
were relatively loose at first in that almost any 
decay curve would be acceptable as long as the 
rise time could be as short as 0.5 ms.   In the 
interest of providing flexibility in operation, it 
was decided to try to provide an acceleration- 
time curve that would be made up of three sec- 
tions.   As shown in Fig. 2, the accelerations are 
negative and the sections are (1) rise, (2) con- 
stant acceleration, and (3) decay.   Mechanisms 
for providing each of the sections were then con- 
sidered. 

The only method that seemed at all feasible 
for controlling the rise period : , that using 
crushable materials.   A number of materials 

Fig.  2 - Idealized   shock signature 

could be used, but the requirements of a material 
that (a) could be readily formed, (b) would have 
a high crushing strength, and (c) would be in- 
elastic indicated that lead or a lead alloy would 
probably be most satisfactory. 

The simplest form of impact pad is one 
with circular rings that have a saw-tooth cross 
section.   Previous tests have shown that the pad 
crushes, as shown in Fig. 3(a), and that the 
force-displacement curve is almost a straight 
line, as shown in Fig. 3(b).   Since this force- 
distance characteristic is exactly the same as 
that of a linear spring, the acceleration-time 
curve for a mass crushing the pad against a 
fixed base will be a quarter-sine curve, as 
shown in Fig. 4.   Therefore, the cross section 
of the pads would have to be made up of curved, 
rather than straight lines, if the rise period is 
to consist of a straight line acceleration-time 

SPH h» 

CRUSH DISTANCE, Sp 

(b) 

Fig. 3 - Antimonial lead impact pad: 
(a) crushing configuration; (b) varia- 
tion of force with crush distance 

curve.   Although this requires a different pro- 
file for each set of test parameters, the problem 
was not felt to be too serious, and subsequent 
design calculations were based on the straight- 
line acceleration-time curve during the rise 

The constant acceleration can again be pro- 
vided most readily by inelastic deformation, but 
the part should have a constant cross section 
area.   The best possibilities appeared to be the 
crushing of a cellular material, such as Hexcel, 
the elastic-plastic deformation of tension mem- 
bers, or shearing of metal by use of cutting 
tools.   It soon became evident that it would be 
extremely difficult to achieve the Sxio^-lb 
capacity in the space available with all except 
the stretching of tension members, or bolts. 

The necessity for adding the force from the 
bolts at the right time to give a smooth transition 
from the rise to the constant acceleration part of 

TIME 
t| 

I 
1 

I 
I 

\ 

Fig. 4 - Acceleration-time curve 
for inelastic impact against a fixed 
pad having a linear force-crush 
distance cur.ve 
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(b) I 
(a) 

Fig. 5 - Tension member energy absorber: (a) schematic 
drawing; (b) theoretical contribution to the acceleration- 
time characteristics of the shock 

the curve was apparent.   The general scheme is 
illustrated in Fig. 5(a) where the gap sai is the 
distance the anvil travels during the time inter- 
val 0 to t,, while the pad is being crushed before 
the bolts begin to stretch.   The contribution of 
the bolts is shown in Fig. 5(b) where the effect 
of the elastic deformation is exaggerated rela- 
tive to the plastic deformation.  It should be 
noted that the anvil (actually includes all parts 
that move with the anvil) and the carriage will 
be moving at the same velocity at time t, when 
the pad crushing is completed.  Thus, the bolt 
force must be greater than the pad crush force 

because it must decelerate both the carriage 
and the anvil. 

The decay part of the acceleration-time 
curve requires a force that decreases as time 
and distance increase or as velocity decreases. 
The latter corresponds to the action of a liquid 
being forced through an orifice.   The scheme 
adopted is illustrated in Fig, fi(a) where h is the 
initial air space necessary to permit piston 
travel without appreciable fluid forces during 
the time interval to 0 to  12 while the pad is 
crushing and the bolts are breaking.   Some 

PISTON/ \ ORIFICES 

(a) 

Fig. 6 - Fluid energy absorber:   (a)  schematic drawing; (b) theoretical 
contribution to the acceleration-time  characteristics of the  shock 
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II 

control of the magnitude of the fluid force as a 
function of travel could be gained by locating the 
orifices In such a manner that the orifice area 
decreases as the piston moves 

The remaining major area, as far as gen- 
eral concepts were concerned, was arriving at 
a method for supporting all of the parts that 
would maintain alignment under repeated shock 
loads of several million pounds.   Previous ex- 
perience had shown that it would be difficult, if 
not impossible, to accomplish this by using a 
typical mass of concrete sunk into the earth.   It 
was decided to not even try to hold the parts 
fixed relative to the earth but to attach them to 
a large mass that can slide en tracks in the di- 
rection of the force.   Since conservation of 
momentum would apply, the final velocity will 
be small if the ratio of the masses is large. The 
kinetic energy of the total mass moving at the 
final velocity will be dissipated in friction be- 
tween the shoes and the rail.   The only force, 
other than dead weight, transmitted to the rails 
will be that due to friction between the shoes and 
the rails.   This force will be the coefficient of 

friction times the weight and, thus, a very sir.-ili 
fraction of the several million pounds that would 
otherwise have to be handled. 

The concept of using a large difference in 
mass to effect a favorable exchange of momentum 
was also applied to the Hyge mounting itself.   The 
Hyge had been mounted on a large concrete mass 
in the ground in a more or less conventional man- 
ner.   However, after a relatively few shots it was 
observed that the axis of the Hyge had shifted in 
relation to that of the track and that small chunks 
of concrete were breaking off at a joint.   The shock, 
particularly when stopping the Hyge thrust column, 
was so severe that it broke a 1-in, diameter steel 
reinforcing rod. 

There appeared to be no way to correct the 
situation without breaking out the original mas- 
sive foundation and replacing it except to apply 
the sliding reaction block scheme as devised for 
the pulse shaper.   The features of a relatively 
simple installation and potentially trouble-free 
operation outweighed the disadvantages, and an- 
other sliding reaction block (described below) was 
ordered and installed, as shown in Fig. 7(a), with 

BLOCK 
POSITIONING 
CYLINDER 

PULSE ANVIL 

SHAPER  ) IMPACT   PAD 

Fig. 7  -  Five-million pound shock testing facility:   (a) schematic drawing; (b) pulse shaper 
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the Hyge mounted on one end and an air cylinder 
pushing against the other end=   The cylinder is 
always energized at a pressure just high enough 
to overcome the friction between the shoes and 
the rails and automatically repositions the unit 
after each shot. 

during impact and the difference is available 
for automatic repositioning the unit after each 
test. Under extreme operating conditions with 
zero air pressure, the maximum travel should 
not exceed 4 in., and the air cylinder stroke is 
10 in. 

Rated Capacities, Design Limitations 

The ma.ior limitation on force magnitudes 
was that imposed by the necessity of fitting the 
system within the 30-in. width and 18-in. depth 
of the existing rail system.   The system, as 
designed and constructed, is shown in Fig. 7(a), 
and a section through the pulse shaper is shown 
in Fig. 7(b). 

The reaction blocks are steel ingots 29 in. 
wide, 32 in. deep, and 16-1/2 ft long and weigh 
about 52,000 lb.   The total impact reaction mass 
becomes about 59,000 lb.  If friction between the 
shoes and the rails is ignored during the shock 
period, from conservation of momentum we can 
write 

v.v„ (W   +Wr)  V, 

from which 

where 

v    -  ^—. v 
f      w   + w,   0 

(1) 

(2) 

wc = weight of the carriage, including speci- 
men, 

v0  = velocity of carriage at instant of im- 
pact, 

wr   = weight of total reaction mass, and 

V f  = final velocity with carriage and reac - 
tion mass moving as one unit. 

If, for example, the carriage weighs 1000 lb, 
Vf =V/60. 

The distance the block slides before coming 
to rest is a function of Vf and the coefficient of 
friction between the cast-iron shoes and the 
steel rails.   Even though the overhead cranes 
can be used to reposition the reaction block 
after each test, or after a series of tests, it 
was decided that, as for the Hyge reaction block, 
this could be done more conveniently by an air 
cylinder that is pressurized at all times.   The 
pressure is again adjusted so that the air cyl- 
inder force just exceeds the friction force. 
Thus, the two forces add in opposing motion 

The number, diameter, and material selec- 
tion and treatment of the bolts would have to be 
specified for each tests   As designed, the maxi- 
mum force of 6x 10" lb is to be achieved by us- 
ing 16 bolts with reduced section diameters of 
1.432 in. when the dynamic mechanical proper- 
ties of the bolt material corresponds tc SAE 
4340 steel, oil-quenched from 1550CF, and 
tempered for 1 hour at 850° F [1]. 

The most serious force limitation is that 
for the fluid.   Both space and strength limita- 
tions are critical and the most reasonable com- 
promise resulted in a maximum fluid force of 
3.5x 106 lb, which requires a fluid pressure of 
over 26,000 psi on tiie 13-in. diameter piston. 

The bolt-and-fluid force limitations of 
6.0X106 and 3.5 xlO6 lb, respectively, are seri- 
ous with respect to the S.OxlO^-lb capacity of 
the anvil itself—assuming that a material can be 
found with properties necessary to provide this 
loice in a diameter of 20 in.   For example, if 
we let 

wc  = weight of carriage + specimen + pad 
(if attached to the carriage), 

Wa  = weight of anvil + piston + pad (if at- 
tached to anvil), and 

w, 

the maximum accelerations during the several 
time intervals are (a) from 0 to t, 

ioe iof 

(b) from tj to   t. 

in' 

^w. 

6 ; 106 

W.d + M) 

and (c) for t > t2 

A  . 3. 5  ■   ID'' 

VUl + M) 

(3) 

(4) 

(5) 

In all cases, it is apparent that the lightest pos- 
sible anvil is best.   It also appears that a low 
value of ,' is desirable, but such is not the case. 

NOTE:    Reference appears on page   310. 
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The crushing of the pad is completed at 
t = t,, from which time on the carriage and an- 
vil are decelerated as a unit.  Since the change 
in velocity during the time intervals will equal 
the area under the acceleration-time curve, it is 
evident that for a curve such as in Fig. 2 the de- 
crease in velocity of the carriage in the time 
interval ft-om 0 to t, 
to the velocity at 
momentum 

should be small relative 
From conservation of 

Thus, 

w„ 
w. + w„ 1 + (6) 

v  - v   - -L- v (?) V0 Vl 1 + /i       0 

light.   In discussions with program people, it 
also became evident that the decay period was 
going to be more important than the constant 
acceleration period and that test requirements 
could generally be met without using the bolts. 
Under these conditions operation would be 
greatly simplified because it would not be neces- 
sary to disassemble the front end to replace the 
bolts for each test.   When used without the bolts, 
the flange, and thus several hundred pounds of 
anvil, would be superfluous.   Additional parts 
were designed and made for this case and the 
weight of the anvil was reduced from 975 to 600 
lb.  The system with the lighter anvil, shown in 
Fig. 8, is called the lightweight model.  It is the 
version with which all tests have been made to 
date and all subsequent discussion will refer to 
it. 

(8) 
Carriage 

From the disuus&ion above and Eq. (8), it can be 
seen that ß should be as large as possible. 
Therefore, for a given specimen and carriage, 
the maximum acceleration and longest decay 
period will be given when Wa is a minimum. 

Since the Ilange and piston must withstand 
forces of 6xl06 and 3.5x 106 lb, it was obvious 
that these parts were not going to be particularly 

The major requirements for the carriage are 
that it must (1) support the specimen, (2) trans- 
mit the accelerating (push) and decelerating (im- 
pact) forces to thü specimen with a minimum of 
ringing, (3) accommodate specimens with a wide 
range of size, shape, and weight, and (4) have a 
reasonable service life.   The major constraint 
was that the carriage must fit the existing rail 
system. 

VALVE    S 

Fig. 8 -  Lightweight model pulse  shaper 

297 



\GUIDE SHOE IMPACT   PLATE/ 

Fig. 9 - 10,000-g  carriae 

Since the carriage must withstand and trans- 
mit to the specimen large forces in both direc- 
tions, it became obvious that the simplest and 
most convenient scheme would be to contain the 
specimen completely within the carriage body. 
A hollow cylinder was chosen and the complete 
carriage is shown in Fig. 9. 

Since the carriage mass must be deceler- 
ated by the pulse shaper, weight was a critical 
factor and 6061-T6 aluminum was chosen as the 
material to give reasonable balance between 
cost and weight.   As shown, the specimen can 
be mounted directly behind the impact plate. 
Originally it was planned to use an impact plate 
with sufficient strength to distribute the load 
during contact with the impact pad in such a 
manner that the carriage load during decelera- 
tion would be due solely to its own mass.   Dur- 
ing acceleration (push by the Hyge) the force 
acting on the carriage is due to the mass of the 
impact plate and specimen as well as the car- 
riage.   Considering a weight of carriage plus 
specimen, and all, of 500 lb as a reasonable 
value for operation at maximum deceleration, 
we find that the 5 xlO^-lb decelerating force 
capability would give an acceleration of 10,000 
g.   The carriage was designed for this level and 
has a total weight with aluminum guide shoes 
(not including the impact plate) of 150 lb. 

The guide shoes must move to accommo- 
date minor variations in track width.   Previous 
carriages had to be inserted at the end of the 
track system.   This was no longer satisfactory 
because it would require raising the 59,000-lb 
reaction block and pulse shaper each time a 
carriage was to be installed or removed.   The 
new design permits the shoes to be withdrawn 

so that the carriage can be installed and re- 
moved vertically at any point along the track. 
During a test, the guide shoes on one side of 
the carriage are located by retaining rings, 
and the shoes on the other side are forced out- 
ward by air pressure.   The primary functions 
of the air pressure are to provide sufficient 
lateral force to support the weight on the 45° 
angle of the rails and to keep the guide shoes 
in contact with the rails as the width changes. 
Braking action is incidental, in fact undesir- 
able because it dissipates energy, thereby de- 
grading the capability of the system. 

DEVELOPMENT 

Setup Calculations 

Since reliable data were not available in 
many areas of importance, a number of assump- 
tions and rough estimates were required in mak- 
ing the original design calculations.   In many re- 
spects, the design could be considered a feasi- 
bility study or an order of magnitude design with 
the exact operating procedures and performance 
capability being determined by actual use of the 
system.   The major areas of insufficient infor- 
mation were (1) the behavior of crushable ma- 
terials under test conditions, (2) the magnitude 
of pressure developed when a fluid is forced 
through a noncircular orifice at flow rates up to 
1500 ft/sec, (3) the effect of elasticity of parts 
on ringing, and (4) how to set up the Hyge to give 
the desired velocity and energy to the carriage. 

For simplicity, calculations for determin- 
ing test parameters have been made assuming 
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that the acceleration during the rise-time inter- 
val is a linear function of time.   A typical shock 
signature is shown in Fig. 10 and, as shown, it 
is completely characterized by only two param- 
eters, the rise time t,, sec, ai.i maximum 
acceleration Au g, which occurs at time t,. 
Relatively early in. the design stage, it became 
apparent that the slight control possible by se- 
lectively plugging orifices was not worth the 
effort involved and a valve sleeve, as shown in 
Figs. 7(b) and 8, was added.   The valve sleeve 
can be rotated through 44 fixed increments and 
all 45 orifices are open to the same degree. 
Thus, only the magnitude at t j on the acceiera- 
tion-time curve during decay interval is actually 
controlled.   Within the above limitations the cal- 
culations required for setting up the system 
were determined to be as follows: 

Impact Pad 

The impact pad crushes as the carriage is 
decelerated and the anvil is accelerated to bring 
the parts to the same speed.   As discussed 
above, the force exerted by a saw-toothed im- 
pact pad made from antimonial lead varies al- 
most linearly with crushed distance.   Thus, the 
required crush distance S  is 

area will be related to the circumlerence of 
the triangular rings.   Thus 

where 

cp  = total circumference required, and 

sb  = crushing strength of pad material. 

(10) 

^H 

128.8  (lt..)   A. (9) 

Fig.  11  - Impact  pad 

As a matter of convenience, fuli-diameter 
pads are kept in stock as cast and the rings not 
required are machined off. 

where A, is in g and t . in sec.   To avoid "bot- 
toming," and the resulting rapid uncontrolled 
increase in acceleration level, a pad, such as 
shown in Fig. 11, must be chosen with h    : 2S 

Fluid Forces 

The fluid forces were not to become effec- 
tive until the pad crushing was completed.  Thus, 
air space must be left in the cylinder so that the 
piston could travel while coming up to velocity 
v, at t, .   This distance is 

Fip.   10  - Idealized  shock signature 
for   calculation   of test   parameters 

The resisting force of the impact pad is a 
function of the total area in contact at a given 
time and the dynamic crushing strength of the 
pad material.   For a pad, such as in Fig. 11, the 

64.4 uA, i. .   in. (U) 

and the air space required can be read from a 
graph. 

The fluid force was calculated by using 
simple orifice theory, which results in the force 
being proportional to the square of the velocity. 
For the maximum fluid force to provide the ac- 
celeration A, at t   tj», the flow area required is 

3140 

\(1 + ^) wa 

(12) 

and the valve sleeve position giving a total ori- 
fice area closest to this can be read from another 
graph.   A problem can arise at this point because 
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the combination of wa and ;. and the desired ac- 
celeration Aj may require a force greater than 
the 3.5x10°-lb design capacity of the system. 
To limit the fluid force to 3.5X 106lb requires 
that 

A0   i   1.672 ßAlt1 ,  in.2 (IS) 

Therefore, the greater value from Eq. (12) or 
(13) must be used in selecting the valve sleeve 
position. 

Hyge Settings 

The combination of fire, set, and cushion 
pressures required to give the carriage the 
kinetic energy required for the carriage to have 
the correct value of velocity v0 at the instant of 
impact depends upon the friction losses in the 
system, the mass of the carriage, the mass of 
the moving parts of the Hyge (the ram), as well 
as M, Aj, and t,.   The velocity at impact should 
be 

=    16. 1  (1 + M) ft/sec. (14) 

The kinetic energy that must be delivered by the 
fire pressure air will be 

where 
26 

+  E, 
2g    R 

(15) 

Figure 12 shows unfiltered and filtered os- 
cilloscope records, reproduced from tape, for 
the second test run of the system.   Endevco 
Model 2225 accelerometers were used and the 
test parameters were calculated to give a rise- 
time of 0.67 ms and a peak acceleration of 
1300 g.   The obvious comments aboi'* the records 
in Fig. 12 are that the unfiltered signal contains 
pronounced high-frequency noise and the 5-kc 
filtered signal contains a pronounced vibration 
or ringing at about 2000 cps.   The low-frequency 
vibration was traced to the natural frequency of 
the impact plate which was being impacted in the 
center area only.   Sines the tape recorder atten- 
uates frequencies above 20 kc, the "unfiltered" 
signal in Fig. 12(a) is not truly representative of 
the actual signal recorded.   Visual examination 
of directly recorded accelerations indicate that 
the high frequency is between 25 and 30 kc.   At 
this point, there was no obvious answer for the 
high frequency except to blame it on impacts re- 
sulting from vibrating parts separated by small 
clearances. 

The first thought was to minimize the vibra- 
tion of the impact plate by distributing the pad 
rings over the surface in such a manner as to 
eliminate diaphragming when the impact is con- 
centrated near the center of the plate.   Doing 
this, however, eliminates the only good feature 
of the heavy impact plate, which was that the 
diameter of the pad could be simply decreased 
to give the required circumference of the rings 

Ef   = energy dissipated in friction as the 
carriage travels between the Hyge and 
the pulse shaper, primarily due to 
friction between the paide shoes and 
the rails, 

WR   = weight of the ram and connected parts 
of the Hyge, and 

VR   = maximum velocity of the ram during 
the push stroke. 

In view of this, the logical step appeared to 
be to use the thinnest possible plate and distribute 
the pad so that, in effect, the carriage and the 
specimen would be stopped separately with a 
minimum of crosstalk when either or both has 
a residual vibration.   The plate must be strong 
enough to accelerate the specimen and thick 
enough to permit counterbored holes for socket 
head cap screws to fasten the plate to the car- 
riage.   The lightweight plate is 3/4-in. thick and 
is made out of 6061-T6 aluminum. 

First Tests 

The first tests were made using a 2-1/4-in. 
thick heat-treated steel impact plate on the car- 
riage.   It was hoped that the impact plate would 
be sufficiently rigid and strong so that the cor- 
rect circumference of impact pad could be ob- 
tained by using a band saw to remove the outer 
unwanted rings.   The specimen used in the first 
tests could not be bolted directly to the back of 
the impact plate as shown in Fig. 9, and a spe- 
cial Z-ring was used to clamp the specimen 
against the plate. 

Figure 13 shows the unfiltered and filtered 
acceleration records for a test using the same 
specimen and Z-ring as above.   The desired peak 
acceleration was again 1300 g, but the desired 
rise time had been increased to 1.0 ins.   It 
should be observed that the unfiltered record is 
cleaner, with some fairly high frequency vibra- 
tions in the early part of the pulse and a pro- 
nounced burst of high-level, high-frequency sig- 
nal later on.   The 5-kc filtered signal is relatively 
clean, but an additional peak of acceleration can 
now be seen to occur about 1.6 ms after the first. 
The second pulse was both unexpected and un- 
wanted.   Although its rise time was slower than 
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(n) (b) 

(c) 

Fig.   1 id - Acceleration records from tape playback.   Calibration:    500 g/vertical divi- 
sion and   0.5 ms/horizontal division,    (a) unfiltered;   (b)  10-kc   filter;   (c)  5-kc   filter. 

anticipated, the peak level and the veiucity change 
(the area under the acceleration-time curve) 
were close to the values that would be expected 
from the fluid forces.   Additional evidence to 
support the belief that the second pulse was the 
dash-pot effect can be obtained by noting that 
the burst of high-frequency acceleration occurs 
at the same time as the second peak.   In fact, 
the latter leads to the conclusion that the high- 
level, high-frequency signals are largely acous- 
tic, or in other words plumbing noise generated 
by the high velocity flow through the orifices. 
The low-level, high-frequency noise noted at the 
beginning of the pulse is attributed to the use of 
the Z-ring to hold the specimen in place against 
the back of the impact plate. 

The obvious reasons for a delay in the ap- 
pearance of the fluid force were (1) an incorrect 
setting of the fluid level in the cylinder, (2) com- 
pressibility effects due to entrapped air in the 
fluid, and (3) compressibility of the fluid itself. 

Only few measurements were required to 
eliminate the possibility of an error in setting 
the fluid level being responsible for the delay in 
the fluid action.   Entrapped air such as bubbles, 
and so forth, was also quickly ruled out when a 
calculation showed that about 25 cubic inches of 
air would be required, and this seemed un- 
reasonably large.   Thus, compressibility of the 
fluid itself was the remaining factor to be con- 
sidered. 

Figure 14 is similar to Fig. 13, except that 
the shock level was about 5600 g instead of 900 
g and the specimen was bolted directly to the 
impact plate.   It should be noted that eliminating 
the Z-ring has resulted in a cleaner initial pulse 
and that high-frequency noise is again most 
severe in the region of the secondary pulse. 

Although the lack of information about the 
bulk modulus of the hydraulic oil being used and 
its variation with pressure, as well as lack of 
data relative to the actual pressures involved, 
precluded precise calculations, a rough calcu- 
lation indicated that under static conditions the 
displacement due to the compressibility of the 
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Fig. 13 - Acceleration records from tape playback.  Calibration;   50G g/vercicai division 
and 0.5 ms/horizontal division,    (a) unfiltered; (b)  10-kc filter; (c)  5-kc filter. 

oil under the pressure required to give the re- 
corded acceleration would be in the same order 
of magnitude as the distance corresponding to 
the apparent time lag.   Consequently, an investi- 
gation of methods for minimizing the effect of 
compressibility was undertaken. 

In the meantime the need for the facility 
was so pressing that, as a matter of expediency, 
the secondary pulse was reduced to a negligible 
level by positioning the valve sleeve to give a 
much greater area for flow.   The extra travel 
resulting from the greater time for stopping at 
the decreased level of acceleration resulted in 
the volume of oil displaced by the piston being 
greater than the space provided for it.   This 
gave rise to some unexpected events, such as 
blowing out sight glasses, blowing a loosely in- 
stalled 4-in. pipe plug through the roof, and a 
continuous need for adding fluid to replace that 
forced out through the shaft seal.   All such prob- 
lems ceased when a stand pipe was attached to 
the outer cylinder to accommodate the overflow. 

To date, there has been no opportunity for 
testing the system at its rated capacity of 

5xl06 lb and/or 10,000 g, but it has performed 
satisfactorily at levels up to 3.3X106 lb and 
8300 g. 

Equipment Modification 

For a given force, the travel of the piston 
resulting from compressibility is a function of 
the bulk modulus of the fluid and the volume of 
fluid under compression.   A check in handbooks 
indicated that water and glycerine were the two 
best choices to replace the hydraulic fluid.   The 
bulk moduli of water and glycerine are about one 
and one-half and three timeö, respectively, of 
that of the oil.   Water was selected for use first 
because it had a lower viscosity and would be 
simpler to use. 

In the original design, the cylinder length 
had been made much longer than absolutely 
necessary to provide space for possible over- 
shooting and to avoid placing undesirable re- 
strictions on future uses of the puJse shapcr. 
Calculations had indicated that a piston travel 
of 0.5 in. would be more than adequate for 
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foreseeable operating conditions.   Since the dis- 
tance through which the piston would have to 
move before cutting off the orifices was greater 
üian 1.5 iii. -"^•.IH   y^f*   SG10 ■or*   ?T} filling up 
the space beyond the orifices with solid blocks 
of steel.   This was done and the volume of fluid 
under compression was reduced to 36.2 percent 
of the original volume. 

Switching to water and reducing the volume 
should decrease the piston travel resulting from 
compressibility to less than 25 percent of that 
for the original system.  Since this was now 
about the distance the piston travels while the 
anvil comes up to its maximum velocity, it 
seemed probable that if the cylinder were ini- 
tially full of water, the fluid force would reach 
its maximum value about the same time as the 
impact pad was crushed to its maximum value. 

Programmatical needs made it impossible 
to find time for a thorough experimental inves- 
tigation at this point, but two runs, under less 
than ideal conditions, did show that the second- 
ary pulse would disappear when the reduced 

cylinder volume was full of water at the beginning 
of the test.   Since this mode of operation would 
be drastically different from that originally 
planned and since the equipment was not going 
to be available for extensive experimental in- 
vestigations, an analytical study was undertaken. 

The problem appeared to involve, simul- 
taneously, inelastic impact and the transient 
flow of a compressible fluid through orifices. 
The differential equations of the dynamics of 
such a system are highly nonlinear and numeri- 
cal methods were required to get answers. 

In the process of setting up models for the 
mathematical solution, study of the acceleration 
pulses in Figs. 13 and 14 brought to light the 
previously ignored fact that as far as the speci- 
men was concerned, the crushing of the pad was 
not a completely inelastic phenomenon.   For ex- 
ample, if we assume negligible fluid forces at 
this time and if the impact had been completely 
inelastic, the slope of the curve at 1,+ (immedi- 
ately after the ris 
have been infinite.   Actually, this was not really 

- .  .   ... .^1 i-*4- S\f^ 1    iiTrtm«! ^4 wV/Xil.^r AV; I.''- U/     VV \SUJkU 
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Fig. 14 - Acceleration records from tape playback. Calibration: 
2000 g/vertical division and O.b ms/horizontal division, (a) un- 
filtered;  (b)  10-kc  filter; (c)  5-kc filter. 
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something new, the carriage, anviL and the like 
were known to be elastic and were expected to 
deform under the loads being applied, but the 
magnitude of the effect had been underestimated. 

Including the elasticity of the impact and 
the compressibility of the fluid, the pulse period 
requires one model, Fig. 15(a), for the interval 
in which the pad is crushing and another model. 
Fig. 15(b), for the remainder of the pulse.   ci 
represents the inelastic crushing of the pad, k i 
the impact elasticity, k f the compressibility of 
the fluid, and c f the damping force from the 
fluid flow through the orifices.  It should be noted 
that c; and c, are definitely nonlinear and that 
kj and kf can exert forces only when compressed. 
The impact spring k; was assumed to be linear 

in Fig. 16(b).   Similarly, Figs. 17(a) and (b) 
show the velocities of the carriages and anvils, 
respectively. 

Two observations are particularly worth 
noting.   (1) Although the conditions are quite dif- 
ferent, the curve for the delayed fluid force in 
Fig. 16(a) is quite similar to Figs. 13(c) and 
14(c), and (2) although much lower for the case 
with the cylinder full of fluid, both cases show 
a secondary peak of acceleration. 

The first observation is important because 
it indicates that the model chosen is at least 
qualitatively correct.   Thus, an understanding of 
the behavior of the model can be applied to the 
real system. 

ANVIL 

Cf 

—WV-j II 
CYLINDER 

CARRIAGE 

CYLINDER 

CARRIAGE 

(a) (b) 

Fig.  15 - Models for numerical solution:    (a) during crushing of impact pad; 
(b) after crushing of  impact pad is completed 

and calculations, based upon the energy associ- 
ated with the velocity change given by the fall- 
off portion of the impact pulse for a typical situ- 
ation, gave a spring rate of 65x10^ lb/in. 

Using the equations ba.sed on the early theory 
of operation, Eqs. (9) - (15), dimensions, veloci- 
ties, energies, and valve position were calcu- 
lated for two hypothetical cases in which a 3000- 
g peak acceleration was to be reached in 0.80 
ms when the mass ratio ;i was 0.667.   In case 1, 
the cylinder was full of fluid so that the fluid 
force would begin to act the instant the piston 
started moving.   In case 2, the level of the fluid 
in the cylinder was set such that no significant 
force would be developed until the piston had 
traveled a distance corresponding to the time at 
which the fall-off part of the initial pulse would 
reach zero g. 

The calculated accelerations of the carriages 
for both cases are shown in Fig. 16(a) and the 
calculated accelerations of both anvils are shown 

The second observation points oat that fluid 
compressibility cannot be the sole reason for the 
presence of the secondary peak.   Comparison of 
Fig. 17(b) with Fig. 17(a) shows that in both cases 
the anvil velocity becomes greater than that of 
the carriage.   In fact, as snown by the carriage 
acceleration going to zero in Fig. 16(a), the an- 
vil breaks contact with the carriage and the 
secondary peak occurs when contact is made 
again after sufficient time has elapsed for the 
carriage to catch up with the anvil, which is 
being decelerated by the fluid force.   If the 
analysis were to be continued further, additional 
peaks, each lower than the previous one. would 
be found.   This type of separation is associated 
with impact with a nonzero coefficient of resti- 
tution and, therefore, the elasticity of the sys- 
tem is now the major reason for the secondary 
peaks. 

Plasticity was undoubtedly a factor in caus- 
ing the secondary peaks in earlier tests with the 
larger volume of oil in the cylinder; but 
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I 
compressibility was also significant because 
filling the cylinder with oil only slightly reduced 
the relative level of the secondary peak, while 
it materially decreased the interval of time be- 
tween peaks. 

The beneficial effects of filling the cylinder 
are twofold. 

1. The fluid force increases with the square 
of the anvil velocity.   This results in an increased 
rate of crushing of the pad and increases the 
level of the force available for decelerating the 
carriage, thereby increasing the peak accelera- 
tion.  As shown in Fig. 16(a), the acceleration 
becomes slightly higher instead of lower than 
the desired value. 

2. The fluid force acts to dissipate addi- 
tional kinetic energy while the pad is crushing. 
This gives a carriage velocity at separation of 
less than one-fifth of that when there is no fluid 
force acting as the pad crushes, and results in 
negligible levels of acceleration at the second- 
ary and subsequent impacts. 

Several experiments were run to provide a 
check on the quantitative value of the numerical 
solution and to determine better values for co- 
efficients in the equations for calcul?.ting param- 
eters for setting up the pulse shaper and Hyge. 
u.Jortunately, time was still a critical factor 
and when the Hyge came available, it was not 
possible to duplicate the exact conditions of ^ = 
Q.667, A, = 3000 g and t! = 0 SO ms used in the 
numerical solution.   The values used were n = 
0.484, A, = 3140 g, ano t, = 0.85 ms; the oscil- 
loscope traxes are shown in Fig. 18.   It should 
be noted that it is no 'longer necessary to filter 
below 10 kc. 

As can be seen, the peak acceleration is 
about 3200 g, the rise time is about 0.63 ms, 
and it is impossible to locate a secondary peak 
in the residual vibration.   Thus, the agreement 
between observed and desired results is rea- 
sonably good.   In fact, so good that, in view of 
the possible variations in pad properties and 
Hyge operation, one is tempted to say that it is 
due to chance or coincidence.   Five more tests 
were run that same day with the same specifi- 
cations of M, A,, and t j, but with different com- 
binations of valve- sleeve position and fluid level. 
There was also a considerable variation in the 
hardness of the antimonial lead impact pads. 
The accelerations observed varied between 3000 
and 3500 g and the rise times ranged between 
0.53 and 0.63 ms.   The main effect of increasing 
or decreasing the valve-sleeve position by the 
amount to change the flow area by 25 percent 
was to introduce a small, but perceptible, second- 
ary peak. 

Probably the most surprising observation 
was that the results were almost identical when 
using a pad with a hardness of about 16 as when 
using a pad so soft it gave no reading when 
measured by use of a Barcol GYZJ 934-1 Im- 
pressor.   Whether this is due to the presence of 
fluid forces from the instant of impact or to some 
other factor is not known at this time. 

Therefore, if frequencies appreciably higher 
than 10,000 cps (the plumbing noise) can be ne- 
glected, it can be concluded that the system will 
operate most satisfactorily if the cylinder is full 
and that the test parameters can be obtained with 
reasonable accuracy by use of the equations de- 
rived on the basis of the original assumptions, 
even though the actual mechanism of operation 
is quite different than was envisioned. 

a 

I 

(a) (b) 

Fig. 18 - Acceleration records from tape playback: (a) unfiltered. Calibration: 2500 
g/vertical division and 0.5 ms/horizontal division; (b) 10-kc filter. Calibration: 1000 
g/vertical division and 0.5 ms/horizontal division. 
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FUTURE DEVELOPMENTS 

The major limitation of the present design 
of pulse shaper is that the mass of the anvil is 
so gveat that most of the change of velocity of 
the carriage takes place while the anvii is being 
accelerated to a velocity equal to that of the 
carriage.   Ar discussed above, this results in a 
decay period that is shorter than the rise time, 
which is just opposite to the type of pulse de- 
sired in some programs. 

The main reason lor the large mass is that 
the system was originally designed to support 
tension members (bolts) that can absorb energy 
and provide essentially constant accelerations 
as they stretch plastically.   Since it now appears 
that most tests can be performed better without 
the bolts, the extra volume and extra strength 
required can be eliminated.   At the same time, 
it appears that a rating of 4xlOb lb will be ade- 
quate for most foreseeable tests.   Thus a con- 
siderably smaller and lighter pulse shaper is 
possible,   in lact, two qiutc uiiiercut niouCiS are 
currently being designed. 

The first model is quite similar in principle 
to the existing lightweight version, i.e., no bolts, 
but it will have a rated capacity of 4xl06 lb for 
decelerating the carriage and 7.1x10° lb for de- 
celerating the carriage and the anvil. Although 
the new anvil will weigh only two-thirds as much 
as the original one, it will be considerably 

shorter and stiffer.   The decreased weight will 
increase values of M by 50 percent and the 
greater values of ^ in combination with the 
increased fluid force capacity should provide 
a better shaped pulse (longer decay periods) 
with heavier specimens at higher accelerations. 

The second model being designed is called 
the zero mass pulse shaper because it has no 
anvil and uses no impact pad.   As shown 
schematically in Fig. 19(a), the carriage be- 
comes a piston and the cylinder is extended 
to become the track.   The carriage will move 
only a few inches beyond the maximum travel 
of the Hyge pusher foot before the leading edge 
of the carriage passes the air exit port and 
traps some air and the liquid in the orifice 
region of the cylinder.   The compressibility of 
the trapped air and liquid will prevent an in- 
stantaneous build-up of fluid force on the car- 
riage, but the rise will be extremely rapid.   As 
a matter of interest, the compressibility of the 
liquid limited the rate at which the fluid force 

149 xlO9 lb/sec for the case where the fluid 
began to act at the instant the pad crushing 
was completed. 

Since only the fluid acts to remove energy, 
the decay period will be much, much greater than 
the rise time and the resulting pulse will look 
something like that in Fig. i9(b).   The force 
capacity of this unit is to be 5Xl0fa lb. 

HYGE 

TIME 

CARRIAGE 

REACTION BLOC 

(a) 

Fig.  19  -  Zero-mass pulse  shaper:    (a) Schematic drawing; 
(b) idealized acceleration-time curve for shock 
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SHOCK TESTING WITH EXPLOSIVE GASES 
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i 

I 
The mechanical shock pulse resulting from a blast pressure loading 
often consists of a fractional millisecond rise to an acceleration peak 
of several hundred to  several thousand g followed by 31 exponential de- 
cay of several milliseconds duration.    These pulses are difficult to 
simulate by conventional  rnechanical shock test procedures.    Therefore, 
a number of experiments have been performed to investigate gas deto- 
nation and to develop practical shock test methods using explosive 
gases. 

Preliminary investigations  revealed three characteristics of gas deto- 
nations to be of particular interest with regard to  shock testing.    First, 
the detonation pressure is a known function of initial mixture pressure, 
providing a convenient and rcpcatable means of control of peak pres- 
sures and accelerations.    Second, the detonation generates a high ve- 
locity shock wave, and impingement of this wave on a test item results 
in a pressure (and acceleration) pulse of very short rise time.    Third, 
the pressure pulse decay rate  can be  controlled by the volume of the 
detonaLlon chamber and features such as wave traps and frangible dia- 
phragms . 

Hydrogen and oxygen mixtures have been used exclusively.    The mix- 
tures are controlled by flowmeters, and detonations are initiated by an 
electric  spark or match.    The hydrogen-oxygen detonation produces a 
static pressure approximately 20 times the initial mixture pressure, 
with a detonation wave velocity of about  10,000 feet per second. 

Tests have been performed with four different facilities:    (1) a 7-inch- 
diameter tube, which may be used as a projectile launching gun, a deto- 
nation drive  shock tube,  or a closed explosion test chamber; (2) a   14- 
inch-diameter vertical projectile la-imcher; (^) a  1 (S-inrh-diamete r tube 
designed to operate without recoil; and (4) the  Sandia Corporation 26- 
inch air gun facility modified for explosive gas use. 

Test results have been generally encouraging and have tended to con- 
firm predictions.    Shock pressure pulses of the desired shape have 
been obtained with amplitudes ranging from  JUU to 8UUÜ psi.    A contin- 
uing program is underway to  improve present procedures and to de- 
velop new methods of shock testing with explosive  gases. 

INTRODUCTION 

Interest in the use of explosive gases as a 
means of producing mechanical shock pulses 
has arisen from recent test requests for simu- 
lation of blast load conditions.   The mechanical 
shock pulse resulting from a blast pressure 
loading usually consists of a fractional milli- 
second rise to an acceleration peak of several 
hundred to several thousand g followed by an 
exponential decay of several milliseconds 

duration.   These pulses are difficult to achieve 
by conventional shock test procedures, particu- 
larly in cases where a uniform external pres- 
sure on the test item must be maintained during 
the acceleration pulse. 

Preliminary investigations revealed that 
detonations of explosive gas mixtures exhibited 
certain characteristics which might fulfill the 
desired acceleration and loading conditions. 
Therefore, a number of experiments have been 
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performed to investigate gas detonations and to 
develop practical shock test methods using ex- 
plosive gases.   The experimental work, more- 
over, has not been limited to reproduction of 
blast load conditions, but rather has been con- 
ducted with the object of developing procedures 
and equipment applicable to other types of me- 
chanical shock testing as well. 

GAS DETONATION THEORY 

The theory of gas detonation has received 
a great deal of attention in the literature of re- 
cent years [l-6].  Therefore, no detailed ac- 
count of theory will be included here; instead, 
the discussion will be limited to a general de- 
scription of the characteristics of gas detona- 
tions, with emphasis given to those character- 
istics which will be shown later to be of 
particular importance in mechanical shock 
testing applications. 

Ignitioü of an unconfined combustible gas 
miyturp nrri.H'.irü" ~ flams front whi^h nroca- 
gates through the mixture at a relatively low 
velocity.   Flame propagation velocities rarely 
exceed 40 feet per second and may be as low 
as 1 or 2 feet per second.   If, however, the gas 
mixture is confined in a long tube, and if the 
composition falls within certain limits, the 
flame front will quickly accelerate to a very 
high velocity, and the accompanying release of 

xplo- energy will ue*-Oiiie extremely lüpiu anu 
sive in nature.   This phenomenon is known as 
detonation, and the high velocity reaction front 
has been given the name "detonation wave." 
For the more common explosive gas mixtures, 
the detonation wave velocity is of the order of 
10,000 feet per second. 

The detonation wave is generally consid- 
ered to consist of two parts:   (1) a high intensity 
shock front, very closely followed by (2) a com- 
bustion zone.   The shock front heats the unburned 
gas mixture to a temperature above the sponta- 
neous igrition temperature, and the resulting 
combustion supplies energy which maintains the 
shock front.   A detonation, once established, is 
a stable, self-sustaining condition, and the deto- 
nation wave propagates at a velocity which re- 
mains constant regardless of the length of the 
tube. 

The detonation wave velocity is determined 
by the nature of the gases present and the per- 
centage composition of the mixture, and Is vir- 
tually independent of such factors as initial 

NOTE:    References appear on page  327. 

temperature and pressure, method of ignition, 
conditions to the rear of the wave, and tube 
dimensions (except for very small tubes).   The 
velocity at which a detonation propagates may 
therefore be considered a physical constant of 
a particular gas mixture.   Once the composition 
of an explosive gas mixture is known the deto- 
nation velocity may be determined within fairly 
close limits, regardless of the values of any 
other variables. 

A detonation is also characterized by a 
large, practically instantaneous pressure 
change across the wave front, with the pressure 
in the burned gases immediately behind the 
front being some 15 to 20 times higher than the 
unburned gas pressure.   For most practical 
purposes the ratio of detonation pressure to 
initial pressure may also be considered a phys- 
ical constant of a particular gas mixture, de- 
termined by the types and relative amounts of 
gases present, and independent of initial tem- 
perature and pressure, method of ignition, 
conditions to the rear of the wave, and tube 
dimensions«   inerciore, just as in tne case oi 
the detonation velocity, the detonation pressure 
ratio may be determined within fairly close 
limits once the composition of an explosive gas 
mixture is known. 

The most widely accepted theory of gas 
detonation was developed independently by D. L. 
Chapman in 1899 and E, Jouguet in 1905, and 
hence is known as the Chapman-Jouguet (C-J) 
theory of detonation.   A brief derivation of the 
theory is given in appendix A.   Equations are 
developed which permit calculation of the deto- 
nation velocity, pressure, temperature, and 
density, given the initial gas conditions and the 
composition and specific heats at constant 
pressure and volume of the detonation products. 

At first glance, C-J equations appear 
rather simple, but their actual use is often 
tedious.   The main difficulty is in the fact that 
real gas specific heats are not constants, but 
are functions of temperature.   Therefore, the 
usual approach is a trial and error solution in 
which a temperature of the detonation products 
is assumed, and the specific heats for that torn 
perature are found from gas tables or other 
data.   The C-J equations are then solved for 
detonation temperature using these values of 
specific heat.   In general, the calculated tem- 
perature will not agree with the assumed tem- 
perature, and the procedure must be repeated 
with other assumed temperatures until agree- 
ment is obtained.   With the values of tempera- 
ture and specific heats thus determined, the 
other detonation conditions may be calculated. 
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A number of researchers have compared 
computed values of detonation velocity, pres- 
sure, and. temperature with values observed 
experimentally for most gas mixtures of inter- 
est.   The agreement has been excellent in 
nearly every case.   The small discrepancies 
which have occurred can be at least partially 
explained as the results of inadequate knowledge 
of gas specific heats at elevated temperatures 
or of limitations in test instrumentation.   The 
close agreement between theoretical and exper- 
imental results is considered by many as ade- 
quate proof of the validity of the C-J equations. 

Assuming that a detonation wave consists 
of a shock wave closely followed by a reaction 
zone, it is possible to make several deductions 
concerning the pressure distribution in the 
wave.   It is well known from shock wave theory 
that a pure shock wave (one not accompanied by 
a detonation or combustion), traveling at the 
same velocity as a detonation wave in the same 
gas mixture, would produce considerably 
greater increases in pressure and density than 
those predictea by the C-J equations for the 
ii&rrmof ir\r» me cuiiciusiuii mat 
a narrow region of high pressure and density 
must exist at the front of the detonation wave. 
This region is usually referred to as the "von 
Neumann spike."   Expansion of the gases in the 
combustion zone immediately following the 
spike then produces the lower pressure and 
density values given by the C-J equations [4]. 

Until very recently, the existence of the 
von Neumann spike was difficult to confirm ex- 
perimentally because of frequency response 
limitations of available pressure transducers. 

In 1959, however, Edwards, Williams, and 
Breeze [7] published the results of an extensive 
series of detonation pressure measurements 
made with a transducer capable of microsecond 
response.   Their results clearly show the von 
Neumann spike.   A typical pressure record is 
reproduced in Fig. 1, along with the calculated 
C-J pressure for comparison purposes.   While 
the observed peak pressure is about 50 percent 
higher than the average or C-J pressure, the 
spike duration is only about 5 microseconds. 
Because of its relatively short duration the 
pressure spike normally contributes less than 
1 percent to the total impulse from the detona- 
tion; therefore, its effect upon most test results 
will be negligible [6]. 

The detonation pressure has been defined 
as the pressure change across the wave front. 
This would be the pressure measured by a 
transducer mounted with its sensitive axis nor- 
mal to the direction of propagation of the wave, 
such as in the sidewall of the tube, and is also 
known as the static pressure or overpressure. 
Another pressure of considerable interest is 
that produced by the reflection of a detonation 
wave from a rigid, normal surface.   This, for 
example, would be the pressure recorded by a 
transducer facing directly into an oncoming 
detonation wave, and is known as the reflected 
pressure or total pressure. 

As might be expected, the reflected pres- 
sure is higher than the static pressure.   In 
order to satisfy the boundary condition of zero 
particle velocity at the reflection surface the 
burned gases flowing behind the detonation front 
must undergo a change in momentum which 
produces a pressure on the surface in addition 
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Fig.    1     -    Static    detonation   pressure 
(from  Edwards. Williams, and Breeze) 
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to the static pressure.   For most detonations 
the reflected pressure will be about 2.5 times 
greater than the static pressure, or over 40 
times higher than the initial pressure [8].   The 
reflection pressures may be computed from 
theory, but the process is considerably more 
cnmnlir»atpH ■ SEj u.1 c   \*\JL L^iiii, 

tions and will not be discussed here. The work 
of Edwards, et al [7], includes a comparison of 
computed reflection pressures to experimental 
results, and the agreement is reasonably good. 

A von Neumann spike is expected in the 
initial portion of the reflected pressure-time 
history just as in the static pressure-time 
history.   Reliable experimental data indicate, 
however, that there is not one but two sharp, 
high amplitude spikes in the reflected pressure. 
The second spike is approximately the same 
amplitude and duration as the von Neumann 
spike, and occurs about 10 to 2Ü microseconds 
later [7].   This is illustrated in Fig. 2.   One 
explanation given for the two spikes is that the 
second spike may be the von Neumann spike 
re-reflected from the combustion zone.  As in 
the case of the static pressure, the high ampli- 
tude spikes may usually be ignored because the 
durations are so short that the contribution to 
the total impulse is negligible. 

The gases immediately behind a detonation 
Iront are flowing with a relatively high velocity 
:.n the direction of the detonation front, or away 
irom the ignition end of the tube. This flow can- 
not continue, for to do so would eventually pro- 
duce a void at the ignition end. There is there- 
fore a rarefaction wave behind the detonation 

wave, and the pressure distribution shows a 
smooth, exponential decay from just behind the 
detonation wave back to the ignition point.   It is 
known as a "centered" rarefaction wave because 
the pressures at the ends (ignition point and 
detonation wave) remain the same, regardless 
of how far the detonation wave has traveled. 
The slope of the pressure decay curve must 
then become more gradual as the detonation 
wave travels farther down the tube.   This im- 
mediately suggests that the duration of the 
pressure at a given point may be extended by 
increasing the length of the detonation tube. 

A typical detonation tube pressure profile, 
from Doering and Burkhardt [9], is shown in 
Fig. 3.   This is a plot of pressure versus dis- 
tance along the detonation tube, but since deto- 
nation wave velocity is a constant, a change of 
scale in the abscissa would convert the same 
curve to one of pressure versus time at a given 
observation point.   The rate of pressure decay 
with distance or time is apparently a function 
of a number of variables and is difficult to 
calculate.   Very little has appeared in the lit- 
erature on this aspect of detonation.   The curve 
of Fig. 3, based upon an assumption of ideal- 
ized, lossless conditions, states that pressure 
decays to 35 percent of its peak value at a point 
midway between the ignition point and the deto- 
nation front.   While this appears to be a reason- 
able value, it should at best be considered only 
as an estimate until experimental evidence is 
available. 

One additional characteristic of interest 
concerns the transition of a flame front into a 

MIXTURE: 2ri2 * O2 

 C-J 
  OBSERVED 

150 

Fi^.   2  - Reflected detonation pressure 
(from Edwards, Williams, and Breeze) 
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detonation front.   Generally it is assumed that 
the flame front, confined in a tube, behaves 
somewhat like an accelerating piston, causing a 
weak shock wave to travel ahead of it in the gas. 
The shock compresses and heats the gas, and 
as the flame progresses through the heated 
gases its velocity increases.   This further 
strengthens the shock and finally the point is 
reached where the temperature is high enough 
to cause spontaneous ignition and the establish- 
ment of sts.ble detonation conditions. 

The distance over which the flame burns 
until detonation occurs is known as the "run-up" 
distance.   Run-up distance is influenced by many 
factors, including tube dimensions, tube wall 
roughness, ignition method, initial temperature 
and pressure, and gas mixture composition. 
Initial pressure and mixture composition appear 
to be the most important factors.   Because of the 
many variables involved, any calculation of 
run-up distance is virtual^ impossible.   Its 
value, if required, must be determined experi- 
mentally for each detonation test setup.   Fortu- 
nately in most cases the run-up distance will be 
negligible.   Only in tests at low pressures or 
with borderline combustible mixtures will run-up 
become a primary design consideration. 

Run-up distance may be eliminated entirely 
by use of shock initiation.   As the name suggests, 
shock initiation is the initiation of a detonation 
by means of a strong shock wave introduced from 
an external source, such as an explosive detona- 
tor or a shock tube.   Since the shock wave has 
already been supplied to the gas mixture it does 
not have to form from a flame front, and run-up 
is eliminated.   Shock initiation is therefore 

sometimes desirable for this reason.   Shock 
HoHrm however  mav -iS^ ^r^duc0 rkn /""fer— 

driven detonation, i.e., a detonation in which 
the velocity and/or pressure are higher than 
predicted by the C-J theory, and this might 
sometimes be undesirable. 

SHOCK TESTING- APPLICATIONS 
OF GAS DETONATION 

As mentioned in the Introduction our pri- 
mary reason for investigation of gas detonations 
is the development of a simple, reliable method 
of laboratory reproduction of blast load con- 
ditions.    Figure 4 is a typical idealized 
acceleration-time pulse produced by a blast 
loading.   Actual values of amplitude and dura- 
tion will vary with different loading situations, 
but the general pulse shape will remain the 
same. 

It was proposed that gas detonations be 
used to produce the desired acceleration pulses. 
The test setup would consist of a detnnatinp 
tube in which the test item would be mounted in 
a manner leaving it free to accelerate down the 
tube.   The tube would be filled with an explosive 
gas mixture, and the mixture would be ignited 
so as to produce a detonation wave traveling 
toward the test item.   The high velociij detona- 
tion wave would subject the test item to a pres- 
sure, and therefore an acceleration, of short 
rise time.   The pressure (and acceleration) 
peak would then be followed by a relatively long 
exponential decay determined by the type of ex- 
pansion or flow permitted in the tube. 
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Three types of test setups have been con- 
sidered.   The first type is a gun in which the 
test item is mounted in a piston or projectile 
Dlfi/HnfT  itl   □   fnKa ""*l-   rt«-~   ^«J   ^l^—-J   /i—~~~i-\ 

and the other end open (muzzle).   The breech 
volume is filled with the explosive gas mixture. 
The pressure pulse resulting from detonation 
accelerates the test item and piston down the 
tube and out of the muzzle end.   Pressure decay 
as a function of piston displacement may be 
determined from the well-known gas equations 
relating pressure and volume.   Adiabatic ex- 
pansion appears to be a reasonable assumption 
for the short time periods involved.   The pulse 
duration thus depends upon the physical move- 
ment of a piston; therefore this type of test 
setup performs best for longer pulse durations, 
i.e., 10 milliseconds or more. 

The second type of setup considered is 
similar to a shock tube in form.   A detonation 
tube like that for the gun setup is used, but the 
test item, instead of being mounted in a piston, 
is loosely suspended in the tube and breaks 
free when loaded by the detonation wave.   There 
is space between the test item and tube walls to 
permit gas flow past the test item after passage 
of the detonation wave.   With this type of setup 
the pulse duration and rate of decay is a func- 
tion of tube length as described earlier in the 
discussion of detonation theory.   Therefore, 
this setup is best suited for short pulse dura- 
tions, impulse loadings, and tests where the 
restricting or reinforcing effects of a mounting 
piston are undesirable. 

Finally, a type of setup was considered in 
which the test item is rigidly mounted on the 
tube wall or end and is not free to move at all. 

This is useful in tests where only the shock 
pressure effects are to be studied and acceler- 
ations are either unnecessary or undesired. 
This setup eliminates tlie need for a means of 
test item recovery after a test, and permits 
better protection of transducers and instrumen- 
tation cables.   In fact, thic type of setup appears 
ideal for studies of transducer response to 
shock pressures. 

It is evident that for any type of setup the 
most important characteristics of gas detona- 
tions with regard to shock test applications are 
detonation pressure and detonation wave veloc- 
ity.   The force or acceleration experienced by 
the test item is directly proportional to the im- 
posed detonaüon pressure.   As discussed pre- 
viously, the ratio of detonation pressure to 
initial mixture pressure is essentially a con- 
stant for a given gas mixture.   This is most 
fortunate, for it provides a simple, convenient, 
and repeatable means of varying test pressures 
to meet specified load or acceleration condi- 
tions.   Once the required pressure is known 
and a suitable explosive gas mixture has been 
chosen, the initial pressure is given by the 
pressure ratio constant for the gas mixture. 

Detonation wave velocity determines the 
test item pulse rise time.   Since the rise time 
will be the time required for the pressure 
change to envelop the affected area of the test 
item, it will be determined by test item dimen- 
sions and detonation wave velocity.   The size 
and shape of the test item may possibly alter 
the detonation velocity slightly, but a close 
approximation of rise time may be computed by 
measuring the length of the test item alonp; the 
direction of detonation propagation and dividing 
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by the velocity.   For example, a flat plate fac- 
ing directly into the detonation wave will expe- 
rience a pressure pulse rise time of about a 
microsecond; for a test item several feet long 
the rise time will be of the order of hundreds 
of microseconds. 

EXPERD1ENTAL PROCEDURES 
AND EQUIPMENT 

In order to study the behavior of gas deto- 
nations experimentally, and to develop practical 
shock test methods and facilities using gas 
detonations, a number of tests have been per- 
formed.   The procedures common to ail tests 
will be discussed first, followed by descriptions 
of each test setup. 

It was decided early in the test series to 
use only hydrogen-oxygen mixtures for the ini- 
tial experiments.   Hydrogen-oxygen detonatfons 
produce the highest pressures of any explosive 
gas except acetylene-oxygen.  Acetylene, how- 
ever, becomes unstable at pressures much 
higher than 15 psig and also produces free car- 
bon as a detonation product.   Hydrogen--oxygen 
mixtures remain stable over initial pressure 
ranges of several thousand psi, and produce 
only pure water as a detonation product.   In 
addition, hydrogen and oxygen are nontoxic, 
readily available, relatively low in cost, and 
require no special handling procedures other 
than those required for any flammable gas. 

The detonation characteristics of several 
hydrogen-oxygen mixtures are given in Table 1. 
The important fact to note from Table 1 is that 
wide variations in mixture composition have 
little effect upon detonation pressures.   Mix- 
tures containing 50- to 80-percent hydrogen 
produce static detonation pressures about 18 
times the initial pressure and reflected pres- 
sures about 43 times the initial pressures. 
Therefore, the use of elaborate equipment and 
procedures to maintain an exact mixture com- 
position is seen to be unnecessary from the 
pressure standpoint.   This, of course, does not 
hold true if detonation velocity is the prime 
concern, since Table 1 indicates that velocity 
is highly dependent upon mixture composition. 

The stoichiometric hydrogen-oxygen mix- 
ture, consisting of two-thirds hydrogen and 
one-third oxygen by volume, has been used in 
most of our tests.   Detonation characteristics 
of the stoichiometric mixture are listed again 
in Table 2, along with values observed experi- 
mentally.   Good agreement between theoretical 
and observed values is seen, especially for the 
static pressure. 

TABLE  1 
Detonation Characteristics of Selected 

Hydrogen-Oxygen Mixtures1 

Mix- 
ture 

Compo- 
sition 

C-J 
Static 
Pres- 
sure 
Ratio 

C-J 
Re- 

flected 
Pres- 
sure 
Ratio 

Detona- 
tion Wave 
Velocity 

(fps) 

4H2+02 

3H2 + 02 

2H2 + 02 

H2+02 

H2 + 202 

17.78 

18.44 

18=59 

17.63 

15.79 

42.22 

43.79 

44.18 

41.83 

37.29 

11,240 

10,490 

9JOU 

7650 

6370 

aFrom Edwards, Williams, and Breeze. 

The hydrogen and oxygen gases used in our 
tests were drawn from commercial cylinders. 
A simplified schematic of the gas metering ar- 
rangement is shown in Fig. 5,   The usual method 
of obtaining the desired mixture was to adjust 
the volume flow rates to the desired proportions 
using a pair of flowmeters.   The flowing gases 
were mixed at a tee connection and fed into the 
test fixture.   The upstream or metering pres- 
sures were held to at least twice the desired 
initial pressure in the test fixture so that the 
flow rates would not change as the test fixture 
filled. 

Any air initially present in the test fixture 
must be removed prior to testing; otherwise its 
presence may degrade the detonation pressures 
r-ad velocity.   The air may be evacuated by a 
vacuum pump, displaced by a moving piston, or 
flushed out by repeated filling and emptying with 
the explosive gas mixture.   All these methods 
have been employed at various times, with the 
choice determined by which is most convenient 
for the particular test setup. 

Detonations were initiated by either an 
electric spark or an electric match.   Spark ig- 
nition was accomplished by triggering a charged 
capacitor to send a 7000-volt, 7.5-ioule pulse 
to a pair of electrodes spaced about 1/16 inch 
apart in the test fixture.   The electric matches 
consisted of 40 milligrams of ammonium 
per chlorate-LMNR ignited by a resistance wire 
bridge.   Both ignition methods work equally 
well.   The electric matches, being low voltage 
devices, are preferred in tests where the high 
voltage spark discharge would create instru- 
mentation noise problems. 
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TABLE  2 
Detonation Characteristics of the Stoichiometric Hydrogen-Oxygen Mixture^ 

Composition:   2H2 + O2 by volume 

Combustion Equation:    2H2 + 02  — 2H zO 

C-J Theoretical Observed        1 

Static Pressure Ratio                                      18.59 IS.'o 

Reflected Pressure Ratio                                 44.18 62.5 peak         1 
33.8 average3 

Detonation Wave Velocity (fps)                  9360 9100                     ! 

aFrom Edwards, Williams, and Breeze 
^For first  100 microseconds of pulsa. 

Tests have been performed with four difle r- 
ent facilities:   (1) a 7-inch-diameter tube, 
adaptable for use as a projectile launching gun, 
a detonation driven shock tube, or a closed ex- 
plosion test chamber; (2) a 14-inch-diameter 
projectile launcher; (3) a 16-inch-diameter tube 
designed as a recoilless projectile launcher or 
shock tube; and (4) the Sandia Corporation 
26-inch-diameter air gun facility converted to 
explosive gas operation. 

The 7-inch-diameter tube was the first 
facility constructed for gas detonation tests.   It 
consists of a 10-foot length of stock seamless 
mild steel tube, having an inside diameter of 
7-inches and a wail thickness of 0.5 inch. 
Flanges are welded to each end of the tube to 

accept closure plates or diaphragms.   The clo- 
sure plate on one end contains the gas inlet 
fitting and feed-through electrodes for the 

shes.   Several drilled SDarii yvti-» OI    C.^i_.>-iit- 

and tapped holes along the tube length provide 
transducer mounting ports.   Figure 6 shows the 
7-inch tube mounted in a surplus rocket test 
stand. 

To date, nearly 100 test shots have been 
fired in the 7-inch tube.   Approximately half 
have been gun-type, or projectile-launching, 
tests.   The firing sequence for a gun-type test 
is shown in Fig. 7.   The projectile containing 
the test item is inserted into the muzzle and is 
held in position in the tube by a small plastic 
shear pin.   A hydrogen-oxygen mixture is 

^0 m^ -^ 

H2 

2 tS] ^ VENT 

MIXING 
TEE 

^ 

i 
—C3<J— S. -tJj- TO TEST 

FIXTURE 

cSj J 

GAS   BOTTLES FLOWMETERS 
WITH   REGULATORS 

Fig.  5 - Schematic of explosive  gas metering equipment 
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Fig. 6 - Seven-inch-diamster gas detonation tube 

introducsd into ths brsGCli voiums 3.X1Ö. ignited. 
When the resulting detonation wave strikes the 
projectile the shear pin breaks, allowing the 
projectile to accelerate down and out of the tube. 

Most other tests in the 7-inch tube have 
been closed chamber shots for instrumentation 
research.   For these tests both ends of the tube 
are closed by solid plates.   Ports are drilled 
and tapped in the end plate for mounting items 
to be subjected to reflected pressures. 

The need for a means cf testing Idiger and 
heavier items than could be accommodated in 
the 7-inch tube led to the design and construc- 
tion of a second explosive gas facility, known 
as the 14-inch vertical projectile launcher, 
shown in Fig. 3.   The upper portion of the 
launcher is a 4-foot length cf stock steel pipe, 
having an inside diameter of 14 inches and 
1.0-inch-thick wall, with mounting flanges 
welded to each end.   The lower portion is an 
aluminum casting in the shape of a hollow cone 

.SPARK GAP 
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Fig. 7  -  Firing sequence for a projectile launching test 
in the 7-inch   gas detonation tube 
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Fig. 8 - Fourteen- 
inch vertical pro- 
jectile   launchc 

about 3 feet long.   Spark gap electrodes are 
located in the apex of the cone, and ports along 
the side provide transducer mounting locations. 

The 14-inch launcher is mounted vertically 
with the open end pointing upward.   The vertical 
orientation permits use of a relatively simple 
mounting stand to absorb the heavy recoil 
forces.   The firing sequence is the same as for 
a gun type test in the 7-inch tube, with the test 
item neld in position initially by a plastic shear 
ring.   After launch the test item continues in a 
free flight trajectory to impact in the earth. 
Parachute recovery has been considered to 
protect more delicate items from impact, but it 
has not been used on any tests to date. 

Early test records from 14-inch launcher 
shots contained multiple pressure peaks as the 
result of the shock wave reflecting back and 
forth between the end of the tube and the test 
item.   To eliminate these peaks a wave trap 
plate, shown in Fig. 9, was inserted between 
the two sections of the tube.   The wave trap de- 
sign was based on the fact that a pressure wave 
reflects from a closed end as an increase in 
pressure and from an open end as an expansion 

or decrease in pressure.   With a surface that 
is partly closed and partly open the reflected 
expansion from the open areas will tend to can- 
cel the reflected pressure increase from the 
closed areas.   It has been determined that a 
surface with one-third of its area open will 
bring about complete cancellation of the two 
effects and will eliminate reflections entirely 
[10].   Therefore, the wave trap plate In Fig. 9 
has approximately one-third of Its surface area 
removed. 

Fig.   9   -  Wave   trap  plate   used   in 
14-inch vertical projectile launcher 

A third explosive gas facility, the 16-inch 
recoilless tube shown in Fig. 10, was constructed 
to perform tests requiring preasüres In the 
5000- to 10,000-psi range, well beyond the ca- 
pabilities of either the 7-inch or 14-inch tubes. 
This facility is actually the simplest of any now 
in use; it consists only of a 14-foot length of 
heavy steel pipe having an inside diameter of 
16 inches and a wall thickness of 2 inches.   A 
plate containing the gas inlet fitting and elec- 
trodes for the ignition device fits into one end 
of the pipe, and a piston containing the test item 
and instrumentation fits into the other end. 
Both plate and piston are held in place initially 
by plastic shear rods.   The detonation pressure 
ejects both plate and piston from the tube, leav- 
ing the tube with both ends open a few millisec- 
onds after firing.   Therefore, no recoil force 
exists, and no mounting fixture is required for 
the tube. 
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Fig.   10 - Sixteen-inch recoilless gas detonation tube 

Explosive gas tests have also been per- 
formed in the Sandia Corporation 26-inch air 
gun facility.   The air gun was originally de- 
signed to shock test large items (up to 26 inches 
in diameter and 2000 pounds in weight), by use 
of compressed air to supply the accelerating 
force.   Since the minimum pulse rise time is 
about 3 milliseconds in conventional air gun 
shots, it was necessary to convert the gun to 
explosive gas operation in order to obtain the 
shorter rise times required for blast load sim- 
ulation.   Figure 11 is a sketch of the breech 
portion of the gun, showing a setup for an ex- - 
plosive gas test.   The breech plug has been 
fitted with a gas inlet and igniter electrodes. 
A volume control plug closes off the unneeded 
breech air volume.   The conical shape of the 
volume control plug matches the shape of the 
test item so as to surround the test item with a 
uniform thickness layer of explosive gas. 
Friction brake shoes on the test item piston 
bring the piston Lu a stop within the gun barrel 
length after a test firing. 

EXPERIMENTAL RESULTS 

Figure 12 is an actual static pressure rec- 
ord from a typical projectile launch shot in the 
7-inch tube.   The record shows a very fast 
pressure rise time as the detonation wave 
passes the transducer, followed by a long, ex- 
ponential decay as the piston moves down the 
tube.   The decay corresponds very closely to 
an adiabatic expansion for the time period 
shown.   The numerous peaks and dips in the 
initial portion of the pulse are caused by re- 
flections of the shock wave.   These normally 
damp out in about 5 milliseconds. 

In addition to subjecting test items to blast 
pressures (and accelerations), the 7-inch gun 
has been used as a velocity generating device 
for impact testing.  Velocities obtained have 
ranged from 180 feet per second with a 40 pound 
projectile to 925 feet per second with an 8 pound 
projectile, all with press 
the one shown in Fig. 12. 

VOLUME    CONTROL     ^-GUN   BARREL 

FRICTION  BRAKE   SHOES 

Fig.   11   - Sketch of explosive  gas test setup 
in  the   Sandia Corporation   26-inch   air   gun 
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Fig.   12 - Static detonation pressure record from 
projectile launching shot   in 7-inch tube 

A comparison of values of static and re- 
flected pressures in a given test shot in the 
7-inch tube may be made from Fig. 13.   The 
reflected pressure is seen to be nearly three 
times the static pressure on this particular 
test.   The expanded time scale in this record 
further illustrates the extremely fast pressure 
rise in the detonation wave.   The reflected 
pressure (Fig. 13(b)) was measured with a 
Hopkinson pressure bar transducer, constructed 
according to principles set forth by Ripperger 
[ll].   The pressure bar transducer has the ca- 
pability of measuring pulse rise times much 
shorter than is normally practical with the 
usual disphragm type transducers.   The static 
pressure record (Fig. 13(a)) was obtained with 
a commercially available, fast-response, 
quartz transducer.   Static pressure measure- 
ment imposes somewhat less stringent require- 
ments upon the transducer than does reflected 
pressure measurement, and commercial 

transducers have been found to be adequate for 
most static measurements. 

Static pressures obtained in the 14-inch 
vertical launcher are indicated in Figs. 14 and 
15.   Early tests with the 14-inch facility were 
plagued by quite severe multiple shock wave 
reflections, such as are shown in Fig. 14. 
When the wave trap plate (see Fig. 9) was in- 
serted in the tube, however, the reflections 
were almost completely eliminated.   Figure 15 
is a record from a shot made under the very 
same conditions as the shot of Fig. 14 except 
with the wave trap plate in place.   The impulse, 
or a,rea under the prsssure-time curve, is 
approximately the same in both shots, but the 
pulse of Fig. 15 more nearly produces the de- 
sired loading on the test item. 

The 16-inch recoilless tube was designed 
for high pressure tests, and Fig. 16 is the 
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Sta.tic   and   reflected  detonation 
pressure records from a typical closed- 
end test in the 7-inch tube(ZH2 + 02 mix- 
ture at 60 ps,a initial pressure) 
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Fig. '4 - Typical static detonation 
pressure record from a test in the 
14-inch vertical projectile launcher 
without wave trap plate 

MIXTURE: 2H2+ Og 
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Fig. 15 - Typical static detonation 
pressure record from a test in the 
14-inch vertical projectile launcher 
with wave trap plate 
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Fig. 16 - Typical reflected detonation 
pressure record from a test in the 
16-inch recoilless tube 

record of one such test.   A reflected pressure 
of nearly 8000 psi was imposed on the test item. 
The recoilless design is so effective that no 
noticeable movement of the tube occurs during 
a shot, even though the tube is completely un- 
restrained in its mounting. 

Finally, a static pressure record from an 
explosive gas test in the 26-inch air gun is 
shown in Fig. 17.   The record is not appreciably 
different from those of tests in the other facili- 
ties, but it is included to illustrate how gas 
detonations have been successfully applied to 
tests of relatively large, heavy structures. 

CONCLUSIONS 

The results of the gas detonation tests have 
been generally encouraging and have tended to 
confirm predictions.   Shock pressure pulses of 
the desired shape have been obtained for a wide 
range of amplitudes and durations.   The meth- 
ods appear to be useful not only for laboratory 
reproduction of blast conditions but also for 
other types of shock tests where short acceler- 
ation rise times are required.   Velocity gener- 
ation for flight or impact studies is another 
area in which gas explosions have proved to be 
useful.   The gas gun will perform much the 
same as a conventional air gun, without requir- 
ing expensive and bulky enrnpressors. storage 
tanks, and high pressure valves. 
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Fig. 17 - Typical static pressure record from 
an explosive gas test in the Sandia Corporation 
Z6-inch air gun 

Test programs are continuing to improve 
present procedures and equipment and to devel- 
op new test methods.   Present plans call for 
investigations of multi-stage detonation tubes, 
impulse or short duration loadings, pulse 

shaping with attenuator materials, and shock 
initiation of detonations.   The use of explosive 
gases has great potential in the field of shock 
testing, and an increasing number of applica- 
tions is anticipated in the future. 

CHAPMAN-JOUGUET DETONATION EQUATIONS 

Derivation of Chapman-Jouguet 
Detonation Equations 

P =  Pressure 

v = Specific volume 

T = Temperature 

n = Number of moles per unit mass 

R =  Universal gas constant 

E = Internal energy 

S =  Entropy 

Q =  Heat energy 

cv = Specific heat at constant volume 

Cp =  Specific heat at constant pressure 

U = Mass flow velocity 

D = Detonation wave velocity 

C = Velocity of sound. 

Subscripts 1 and 2 refer to before and after 
detonation, respectively. 

The equation of state of a perfect gas is 

PV       tiRT , 

which in differential form becomes 

P tlV   +   VdP nR (IT 

(1) 

(2) 

or 

.IV 
nR    ell 

V      dV 

The First Law uf Thermodynamics, requiring 
conservation of energy in any process, may be 
mathematically stated as 

dQ dE *  P dV (3) 

that is, the heat energy absorbed or emitted by 
a process must equal the sum of the change in 
internal energy and the external work done. 

From the definition of entropy, it may be 
shown that for a reversible process 

dQ T dS (4) 
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By combining (3) and (4), 

T <iS    =    dE  +  P  dV 

for a reversible process. 

(5) 

By following different lines of reasoning. 
Chapman and Jouguet both came to essentially 
the same conclusion: a detonation wave may be 
considered as an isentropic (reversible adia- 
batic) compression. An isentropic process is 
one in which the entropy change, ds, is zero; 
therefore, 

T dS =  0  =   (dE)s +  P(dV)s  = l^A    (dTU 

+ (^r\   (ciV)c + P(dV)s.    (6) 

For a perfect gas 

/ dE \         0       and      f^      Cv (7) 

where  Cv is the mean specific heat in the tem- 
perature range of interest. 

By combining (6) and (7), 

0    = "c;,(rfT)s t   P((iV)s (8) 

or 

dT 
dV/s 

When (8) is substituted into (2), 

'(1P\ iiR /-? \      P ? fnR 
dV v c:   v ^   J 

(3) 

From specific heat relationships it can be 
shown that 

Cp        "R  + Cv   =    Cv > , (10) 

(11) 

where 

CP 

The substitution of (10) and (11) into (9) gives 

(12) 
/dP\ 

dV 
) f1 

V 

The laws of conservation of mass, momentum, 
and energy must apply to the gases before and 
after passage of the detonation wave. For the 
conservation of mass. 

For conservation of momentum. 

"> 
+ P, 

v2 

For conservation of energy, 

E,  + +  P,V, E,  +^- 2 2 
+ P,V. 

(13) 

(14) 

(15) 

It is convenient to define the coordinate system 
as being stationary relative to the detonation 
wave, i.e., the coordinate system moves with a 
velocity D relative to a stationary observer. 
Therefore, for a gas initially at rest to a sta- 
tionary observer. 

Uj = D . 

By combining (13), (14), and (16), 

(16) 

D =   U,   ^   V, (17) 

For an isentropic process, (17) may be ex- 
pressed as 

D = v, U dp. 

]rvdv2 

By substituting (12) into (18), 

(18) 

—//2P2V2 
2 

(19) 

By solving (13), (14), and (15) simultaneously 
and simplifying, 

E,  -   E, -(P, (20) 

The temuernture change of the gases is a func- 
tion of the change in internal energy due to 
compression and the energy released in com- 
bustion, 
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Cdj-T.) (F.,-?,.)   i   AE. (21) 

where   NEC is the chemical energy released by 
combustion. 

(22) 

When (20) and (21) are combined 

CJT.-T,)   - AEC {(P, .r^HV.-V,) 

By substituting (1) into (22) and simplifying, 

C^Tj-T^-AEc-   2^-   lj^J2.nIT1—y     0. 

From (17) and (19) it may be shown that 

v 2 

(24) 

Similarly, 

7 P  V, (25) 

Substituting (1), (24), and (25) into (14) and si 
plifying, 

V2 n2T2/2 
2 

V, 
(26) 

The pressure ratio may be obtained from (1) as 

(27) 

Since density is probably a more familiar quan- 
tity than specific volume, the equations may be 
rewritten with 

and the ratio 

v. 

(28) 

(29) 

Therefore, the pertinent detonation equations 
may be summarized as follows:   from (19), 

'2*2 (30) 

from (23), 

C^Tj-T,)  - AEC " f (/'- l)(n2T2 < nj,;,)      0 ; 

(31) 

from (26), 

"Ji / 1 \ 
212/2 \ '3   / 

and from (27), 

pi        "J, 
P2    '    Mn2T2 

(32) 

(33) 

As a matter of further interest, it may be re- 
called that the velocity of sound in a gas is 
criygTi V)v 

C2   - -^ . (34) 

Therefore, by substituting (34) into (30), 

D   =  MC (35) 

the detonation velocity is seen to be equal to 
the velocity of sound in the burned gases multi- 
plied by the ratio of densities of burned and 
unburned gases. 

The velocity of the burned gas flow relative 
to a stationary observer is known as the particle 
velocity, and is given by 

w - u, -u3 = V72P-.V- hr- 1)   c2(i- ~ n' (36) 
\ V 2 / 

D       W +  C, (37) 

i.e., the detonation velocity is equal to the sum 
of the particle and sound velocities in the 
burned gases. 
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HAND-HELD SHOCK TESTER WOX-6A 

V. F, DeVost, J. E.  Messner, and G. Stathopoulos 
U.S. Naval Ordnance Laboratory 

White Oak, Silver  Spring, Maryland 

A 5-lb shock tester the  size of a hand tool is described.    For items the 
weight of piezoelectric accelerometers, the tester produces shock- 
pulses ranging from 400 to 1000 g peak with durations of 1 millisecond 
and velocity changes up to  15 fps.   The principal use of the tester has 
been the checking of the output of piezoelectric accelerometers through 
their associated circuitry immediately prior to field trials; the tester 
has also found wide use in the laboratory.   Future modifications will 
extend its use to checking a wider variety of gages. 

INTRODUCTION 

The original objective in developing the 
Hand-Held Shock Tester WOX-6A, Fig. 1, was 
to devise a simple method for dynamically test- 
ing shock transducers in field operations where 
conventional shock testers were either unavail- 
able or their use was impractical.   The new 
tester not only met this objective, but proved 
versatile enough to be used extensively in the 
laboratory as well.   In addition, the device 
possesses enough new and novel features to be 
patentable [1]. 

The new tester is not as large as the famil- 
iar 18-ounce soft-drink bottle; however it is 
slightly heavier.   It may be held in one hand and 
operated with the other, or it may be operated 
from a convenient bench or shelf.   Both modes 
of operation result in the same shock pulse.   Two 
constant-force spring motors propel a 75-gram 
vehicle (test carriage and payload) into a resilient 
pad to produce shock pulses whose peak can be 
varied in four steps from 400 to 1000 g. 

Because of the expense in making field re- 
cordings of shock and the small number of ve- 
hicles or trials allocated for this purposej it is 
important that one take every precaution to as- 
sure himself that the instrumentation is in A-l 
condition.   This is complicated by the complexity 
of the shock recording instrumentation.   Because 
there are many links in the chain of instrumen- 
tation, the failure of any one can be very costly 
from both the monetary standpoint and the delays 

that it can cause a program.   One of the most 
important links in the instrumentation chain 
is the accelerometer.   Too often the defects of 
the accelerometer cannot be detected by con- 
ventional means.   The most meaningful way to 
check the accelerometers prior to using them 

NOTE:    References appear on page 334. 
Fig. 1   - Hand-held Shock 

lester   WOX-6A 
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I 
in a field trial is to subject them to a well 
defined shock pulse ot high enough intensity 
to screen them for shock induced effects. 
The Hand-Held Shock Tester WOX-6A is a 
modest attempt to provide a device for doing 
this. 

While the WOX-6A is designed primarily 
for field use to test piezoelectric gages, it has 
the capability for testing larger and heavier 
shock transducers such as the unbonded strain 
gage types.   Larger payloads have been tested 
with the device (up to 125 grams) without sacri- 
fice in the quality and repeatability of the shock 
produced.   The shock range for 125 grams can 
be varied from 200 to 500 g.   Among other ap- 
plications, the accelerometer outputs while 
undergoing shock with this tester have been re- 
corded to back up step voltage calibrations on 
tape. Personnel of the Naval Ordnance Labora- 
tory have successfully used this device during 
several field projects and in many laboratory 
applications.   The present model has an experi- 
mental designation since it is expected to under- 
go several changes before it acquires an official 
title.   Current changes under consideration are 
(1)  the addition of a telescoping test carriage 
to provide more mounting space for larger 
transducers, and (2)   a small liquid chamber to 
develop pressure pulses generated as a result 
of shock.   Thus pressure transducers could be 
tested with the same or a similar device.   The 
current WOX-6A is an operational design, and 
complete drawings on the device are available 
for reference or information [2], 

PRINCIPLE OF OPERATION 

The overall sequence of operation for the 
WOX-6A is illustrated in Fig. 2.   After the test 
carriage is released, it is propelled toward the 
shock pad at approximately 5,2 g, or slightly 
over 0.5 percent of the principal pulse peak. 
The principal pulse occurs when the carriage 
strikes the shock pad.   For maximum release 
height, the shock pulse is slightly over 1000 g. 
When the carriage rebounds, it is resisted with 
considerable inertia by the backlash in the sys- 
tem.   This produces a negative acceleration of 
about 50 g for the maximum release conditions, 
or approximately 5 percent of the principal 
pulse.   The carriage rebounds several times 
until the energy is expended. 

Control of payload is essential in maintain- 
ing reproducibility.   The tester has a small 
energy output, a carriage mass to reaction mass 
ratio slightly over one-tenth, and a shock pad 
whose resisting load varies with impact load. 
These three factors combine to make a slight 
chan&6 in pavload result in significant change 
(about 1/2 percent per gram) in the peak of the 
shock produced.   For optimum accuracy, pay- 
loads should be as close to calibration loads as 
practicable. 

DESCRIPTION 

General 

The Hand-Held Shock Tester WOX-6A con- 
sists of three basic units (see Fig. 3):   the base 

M 
RELEASE REBOUND 

o ! 

5 2 0    SPRING    FORCE, 

-A 

20 g   TO   50g 

35 TO 70 ms 

400g   TO   lOOOq 

Fig.  Z  - Overall shock motion 
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BAKRtL 

RtLEASE 

MOUNTING    PLATE 

Fig. 3  - WOX-6A   components 

or handgrip, the barrel, ana the shock vehicle 
assembly.  The handgrip serves as a reaction 
mass, houses the spring motors and supports 
all other assemblies.   The barrel unit guides 
the test carriage and holds the release mechan- 
ism.   The shock vehicle assembly includes the 
moving parts, the test carriage and motors, and 
the shock pad and trigger.   All three units can 
be disassembled in a matter of seconds. 

is slotted on two sides to permit fingergrips on 
the test carriage to protrude through.   Thus the 
carriage may be lifted in the barrel to a point 
where it engages the release mechanism.   The 
release mechanism is shown inserted at the top 
of the barrel (Fig. 1).   Four holes 1 inch apart 
are tapped in one side of the barrel to receive 
the release.   Thus the carriage may be pro- 
pelled for calibrated distances of from 1 inch 
to 4 inches to vary impact velocity. 

nanagnp 

The bulk of the tester weight (over 80 per- 
cent) is concentrated in the base.   The brass 
handgrip provides an impact reaction mass 
over 10 times the weight of the test carriage 
plus a test item of 25 grams.   The grip is flared 
at its base to improve its stability when it is 
used on a bench.   The outer surface of the base 
is knurled to provide a better grip. 

Barrel 

A lightweight aluminum barrel accurately 
guides the carriage toward the shock pad and 
protects delicate parts from damage.   The barrel 

Shock Vehicle Assembly 

This ctooeiuux^   \öcc  i ig. 
the shock tester.   For ease of assembly and 
maintenance all components are mounted to a 
common plate.   Actually, this unit can be oper- 
ated independently to perform most of the me- 
chanical functions of the fully assembled tester. 

AS shown in Fig. 4, the motors iasten to the 
bottom of the mount, the shock pad and trigger 
fasten to the top, and the motor tow cables 
fasten to each side of the test carriage to form 
a complete assembly.   The motors, "Neg'ators" 
[3] are commercial components.   Their rated 
load is 6 ounces each.   Each motor has a durable 
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Fig. 4 - Shock vehicle 

Energy output , . 3.8 in-lb 
Motor endurance limit   . . , 3000 cycles 
Maximum shock output 

(25-gram payload) 1000 g 
Minimum shock output 

(25-gram payload) 400 g 
Pulse duration (1000g) . . ,1.0 ms 
Pulse duration (400g) ... ,1.2 ms 
Maximum impact velocity 

change  .15 fps 
Average acceleration 

(percent of peak) 57% 
Reproducibility from drop 

to drop (same tester). . .0.5% 
Reproducibility from tester 

to tester 2% 
Shock variation due to 

temperature (0° F to 
100oF) 6% 

CALIBRATION 

nylon plastic tow cable stretchable to 3 feet. 
The cable length for the WOX-6A is reduced to 
10 inches to minimize the effects of cable pile- 
up.   The shock pad consists of a small nylon 
plastic leaf spring on top of which is cemented 
a 0.070-inch-thick rubber wafer.   The test car- 
riage is made of Teflon providing natural lub- 
rication and relatively good damping from a 
shock standpoint.   Fingergrips are attached to 
each side of the carriage. 

SPECIFICATIONS 

The mechanical and performance specifica- 
tions for the tester are listed below. 

Mechanical 

Total weight 
(without payload).... . 5.1 lb 

Test carriage 
tare weight  . 52.5 gm 

Overall height  . 10.5 in 
Maximum diameter   . . . . 2.25 in. 
Barrel inside diameter , . 1.25 in. 
Total motor spring 

force  . 12.4 oz. 

Performance 

Maximum allowable 
payloand 125 gm 

Calibrated payload 25 gm 

device where accuracy is essential is the selec- 
tion of a standard gage to measure the shock. 
Reliance on commercial ratings for gage sensi- 
tivity and calibration is seldom a good prac- 
tice.   Before calibrating the WOX-6A tester, 
a careful check was made of the several gages 
used. 

The procedure recommended and adopted 
at NOL is to check out an unbonded strain gage 
accelerometer on a suitable centrifuge, then 
compare several (3 or 4) piezoelectric pickups 
against this instrument on a calibrated drop 
tester.  Generally, the calibration pulses se- 
lected for these tests are long enough in dura- 
tion to be within the frequency range of the ac- 
celerometers in question.   When the accuracy 
of the accelerometer has been verified, the 
tester is calibrated for shock and the trans- 
ducer is set aside as a standard for periodic 
check on the device.   For field units the gage 
becomes part of the tester equipment. 

Figure 5 illustrates the character of the 
principal shock pulses produced by the shock 
tester.   The instrumentation system used to 
calibrate the tester consisted of the following; 

1. An undamped, unfiltered, piezoelectric 
transducer with a rated natural frequency of 
100 kcps. 

2. A charge amplifier with a frequency 
response flat to 35 kcps. 

3. An oscilloscope with a frequency re- 
sponse flat to 100 megacycles. 
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TEST PROCEDURES 

To mount transducers or other test items, 
raise the carriage until it engages the release; 
the release should be in the top insert.   The test 
items should be finger tight only; it is not neces- 
sary to use wrenches.   Connect the instrumenta- 
tion cable to the pickup and lower the carriage. 
The instrumentation cable should ts secured in 
the cable clip (see Fig. 1) with enough slack al- 
lowed so that the cable does not interfere with 
the carriage travel.   The instrumentation cable 
should be lightweight and flexible in order to 
keep extraneous forces to a minimum.   The 
fingergrips protrude past the outside diameter 
of the barrel; therefore, care should be taken 
to assure their flight path is not obstructed. The 
oscilloscope trigger contact adjustment screw 
should be adjusted so that sufficiently long base 
line is recorded; however, the screw should not 
extend out too far or it may result in damage to 
the contacts or shock pulse distortion.  When 
using a continuous recorder instead of an oscil- 
loscope, it is recommended that the screw be 
backed off so that it clears the contacts. 

In order to produce repeatable shock pulses 
it is necessary that the tester be held firmly, 
within 5 degrees of vertical, and that the pay- 
load weight remain constant (within ±1 gram) 
from drop to droo.   Adapters are used to mount 
the accelerometers to the carriage and they 
also serve as mass compensators to maintain 
the calibration weight (25 grams).   In cases 
where the accelerometer weighs more than 25 
grams, calibration at a suitable lower level is 
used (200 to 500 g). 

Before using the tester it is a good proce- 
dure to operate the carriage several times to 
assure that it is sliding in the barrel freely.  If 
the tester does not produce the specified cali- 
brated pulse, the following steps for trouble 
shooting are suggested: 

1. Check tester with the calibration stand- 
ard to determine if the accelerometer being 
used is measuring accurately. 

2. Check or change instrument cables and 
recording instruments. 

3. Disassemble the tester and inspect the 
shock vehicle, motors, tow cables, shock pad, 
and trigger assembly for looseness or damage. 

NOVEL  FEATURES 

Aside from the novelty of having a handy light- 
weight tester for field use and for simplifying 

DROP 
HEIGHT 

(in) 

4    — 

3   - 

PEAK 

(g) 

— i040 

— 880 

— 68 0 

— 420 

[••— I m sec —e\ 

Fig. 5 - Principal pulses 

the job of checking transducers in the laboratory, 
the WOX-6A has several novel components which 
may find application iß other shock test devices: 

1. The hybrid nylon plastic and rubber shock 
pad has proved significantly more resilient than 
most shock pads similarly used. 

2. The spring motors are designed to keep 
accelerating forces to a minimum while provid- 
irg enough force to get reasonably high velocity. 

3. The Teflon used in the test carriage was 
found to have internal damping four to five times 
tnat of aluminum, nylon plastic, phenolic, and 
even mildly hard wüOus. 

4. The built-in trigger mechanism has proved 
a great time saver and its micrometer adjustment 
provides microsecond control for oscilloscope 
triggering. 

5. Combining all critical parts in. one as- 
sembly (Fig. 4) minimizes manufacturing time 
and makes maintenance relatively easy. 

SUMMARY 

A portable, lightweight shock tester has been 
developed which has been used effectively in both 
the field and the laboratory to check the output 
of accelerometers.   Shock pulses are produced 
which can be varied from 400 to 1000 g v/ith du- 
rations of approximately 1 millisecond.   Future 
developments will be concerned with increasing 
tester capacity to check a wide variety of gages 
and lightweight components. 

In the short time the shock tester has been 
in use, it has run up a high score for screening 
instrumentation systems for malfunctions and 
for equipment defects.   The following are some 
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of the more common difficulties discovered 
directly or indirectly as a result of using the 
device: 

1. Change in transducer sensitivity 

2. Intermittent breaks in transducer output 

3. Loss of preset in transducer (no nega- 
tive response/ 

4. Tape recorder out of balance 

5. Oscilloscope out of calibration 

6. Charge amplifier or cathode follower 
out of calibration 

7. Open transducer cables 

8.   Intermittent break at the transducer 
connectors 

tems 
9.   High noise level in instrumentation sys- 

10.   Attenuation of shock signal through sys- 
tem. 

The WOX-6A performs a function not easily 
duplicated by other means.   After the complex 
job of preparing a vehicle for test has been com- 
pleted, instrumentation cables have been laid out 
and recording equipment has been readied, final 
check through the entire system can be made 
quickly and with the assurance that input condi- 
tions are accurate and not sub]ect to electrical 
interference. 
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DES'GN AND DEVELOPMENT OF A HYDRAULIC 
SHOCK TEST MACHINE PROGRAMMER* 

J. R.   Russell 
American Machine li Foundry Company 

Santa Barbara,   California 

The design, development, and test results of a drop-type  shock testing 
machine programmer that can be adjusted to produce half  sine, ver- 
sing, triangle, and trapezoidal pulses in the range of 8 to  100 g at  18 
to 240 millisecond durations, are discussed. 

Deceleration forces are produced by hydraulic pressure.    Hydraulic 
fluid is emitted through orifices in the wall of a hydraulic cylinder at a 
rate sufficient to generate a programmed pressure within the cylinder. 
Programmer versatility is derived from the capability of opening or 
closing the orifices in the cylinder wall to achieve a required shock 
pulse.    The  cylinder stroke can be adjusted to control deceleration dis- 
placements  ranging from 4 inches to 5 feet.    A computer program was 
developed to compute the open-close status of the orifices for any pulse 
within the operational limitations of the programmer.    Orifice  control 
is adequate to produce a ±  5 percent pulse accuracy. 

Design considerations are discussed and the  related technical approach 
is outlined.    Design formulae are derived to support the technical dis- 
cussion.    An expression for orifice distribution as a function of cylinder 
stroke is derived by equating cylinder pressure to the deceleration 
pulse equation.    Curves  representing the expressions for various wave- 
forms are given.    The feasibility of a reasonable number of program- 
mer orifices is demonstrated in the characteristic negative  slope  of the 
orifice area versus stroke curves. 

Fluid inertia, encountered at the onset of the programmed pulse, posed 
the problem of eliminating the resultant deceleration spike.    The prob- 
lem is  reduced to the  solution of a linear first order differential equa- 
tion by inserting a  spring between the programmer and drop table.   A 
latch mechanism locks the compressed spring.    Fluid compressibility 
introduced the problem of stored energy in the  second half of the pro- 
grammed wave forms.    The problem is analytically accounted for by 
assuming an apparent spring rate for the fluid column and adjusting the 
orifice distribution expression accordingly.    Design considerations are 
summarized in a general discussion of the computer program developed 
to direct the orifice control function. 

A development test program was  successfully conducted.    The  results 
of the test are correlated with the design discussion.    Photographs of 
the test setup and test pulse traces are given.    The test data demon- 
strated that the programmer can produce  predictable, accurate and re- 
peatable half sine,  versine, triangle, a.nd trapezoidal wave forms. 

?his paper was not presented at the Symposium. 
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INTRODUCTION DESIGN CONCEPT 

Drop type shock testing machines develop 
specified shock pulses by arresting a free fall- 
ing specimen in accordance with a programmed 
deceleration-time function.   The arresting de- 
vice is generally called the programmer and 
assumes various configurations.   For example, 
impact yielding a honeycomb aluminum block 
will develop a square or trapezoidal shock 
pulse; a lead extrusion may serve the same 
shock requirement or in the case of the half 
sine wave, a coil spring will simply do the job. 
In all cases, however, existing programmers 
arc limited to an inflexibly narrow operating 
range.   One programmer, in general, can only 
produce one wave form, i.e., half sine, triangle, 
versine, or trapezoid.   Further, the energy ab- 
sorption capability of available programmers is 
limited by the physical size of the specific pro- 
grammer; and the braking systems employed to 
prevent rebound are sometimes elaborate and 
not necessarily reliable. 

Clearly, if an extensive range of a laboratory 
shock testing is to be performed, the need for a 
more versatile programmer design exists.  It is 
the purpose of this paper to present the design 
analysis and development test results for a 
shock programmer capable of producing all the 
standard shock wave forms in the range of 8 to 
100 g and 18 to 240 milliseconds duration.   The 
programmer was developed in response to a 
customer requirement for testing equipment 
weighing up to 200 pounds.   Purchasing a multi- 
tude of single pulse programmers was not ac- 
ceptable for the prospective test program from 
the standpoint of cost, space, and inconveniently 
long set-up times. 

The problem was to design a programmer 
that, with simple adjustment, will produce half 
siiie, versine, trapezoidal, and triangular shock 
wave pulses, ranging in amplitude from 8 to 100 
g at durations extending from 18 to 240 milli- 
seconds.   Wave forms must be programmable 
for any wave shape, "g" amplitude, and duration 
within the limits of the programmer.   Rebound 
would be eliminated if possible. 

Previous experience with hydraulic buffers 
suggested that the buffer concept could be util- 
ized to design an effective programmer.   The 
frequent engineering task of decelerating a mov- 
ing mass within tolerable "g" limits and without 
rebound, is readily solved by employing a suitable 
hydraulic buffer cylinder.   Analogous to the buf- 
fer cylinder, a shock programmer also serves 
as a linear decelerator with the added sophisti- 
cation of generating a precise shock wave shape. 
In either case, predictable deceleration of a 

matically shows a conventional, orifice-in-the- 
wall type buffer cylinder modified to achieve the 
wave shape generation control adjustment re- 
quired of a programmer.   The modification 
comprises the addition of valves to the conven- 
tional buffer. 

To use the hydraulic buffer concept, two 
parallel design considerations were examined. 
First, that the allowable programmer cylinder 
stresses must be capable of handling the pres- 
sures associated with the maximum amplitude 
shock pulse; and secondly, the orifice control 
valves must be capable of adjusting the pro- 
grammer to produce the various wave forms 

VALVE 
TYP. OPEN-, 

VALVE / 
TYP. CLOSED—7 

FLUID 

LEVEL 

PISTON 

y. 

RESERVOIR 

Fig.  1   -  Wave  shape generator, principle 
of operation 
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required.   It will be assumed for the purpose of 
this paper that the mechanical strength of the 
programmer is designed co handle adequately 
the loads and accompanying stresses associated 
with the various shock pulses expected from the 
programmer.   Design discussion shall be focused 
on the control valve requirement, wherein the 
fluid dynamic theory of the hydraulic buffer is 
applied to the design of the programmer valves. 

The fluid dynamic theory applicable to the 
buffer is briefly described to relate how the 
buffer concept is applied to the programmer re- 
quirements.   The hydraulic buffer is governed 
by Bernolli's flow equation, i.e., fluid flow 
through an orifice is proportional to the square 
root of the pressure drop across the orifice. 
An impacted buffer piston will, therefore, incur 
a reactive pressure from the fluid within the 
buffer cylinder proportional to the fluid exit 
velocity through the buffsr control orifice.  Exit 
velocity, and subsequently pressure, is controlled 
by the orifice area not covered by the moving 
piston at any instant of time.  Control of orifice 
area as a function of piston travel is a basic 
buffer design consideration.   The product of 
cylinder pressure times piston area will deter- 
mine the decelerating force produced by the 
buffer cylinder. 

Orifice area control in the programmer is 
accomplished by opening cr closing orifices in 
the wall of the programmer cylinder in accord- 
ance with a computed area versus stroke re- 
lationship (see Fig. 1).   The orifice in-the-wall 
approach was selected for its simplicity and 
adaptability to the programming requirement. 
Figures 2 and 3 show the orifice valve hardware 
developed for the concept test model.   The sleeve 
shown in the photographs is installed concentric 
with the programmer cylinder to retain the 
valves and to serve as the reservoir indicated 
in Fig. 1. 

PROOP 4.MMING 

Opening the correct orifices to produce a 
particular shock wave requires that the functional 
relationship between orifice area and cylinder 
stroke be known.   Arbitrarily selecting the half 
sine wave shape as an example, the derivation 
of orifice area (Ao) as a function of cylinder 
stroke will demonstrate the orifice control 
computation.   Newton's second law is used to 
equate the buffer reactive force to the desired 
shock wave deceleration-time function which 
will be the half sine expression.   Therefore, 

Bernolli's flow equation introduces A   into the 
analysis. 

P   = 
pQ2 

By combining the force and pressure relation- 
ships, an expression of Ao as a function of time 
results: 

where 

A0(t)   =   k- 

k    = 

( CO s   cot + 1) 

pAr 

2Cri
2 m 

Examination of the A0(t) expression reveals a 
problem unique to the buffer hardware concept. 
At t = o   there would be no cylinder wall since 
A    can beconie quite iarge.   To circumvent this 
problem, a tolerable initial pressure is selec- 
ted.   In the case of a required five percent 
maximum deviation from the programmed pulse, 
the starting point for the shock pulse will be 
five percent of the peak "g" level programmed 
for a particular shock test; i.e., a 10,000-psi 
peak pressure programmed to produce a 100-g 
shock pulse would begin from a threshold 
pressure of 500 psi.   Building the wave form up 
to the initial pressure will be subsequently 

PA, m ( a v      n g) 

Fig. 2 - Programmer  cylinder with valve 
retaining sleeve removed 
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Fig. 3 - Top view of programmer  cylinder with valve 
retaining sleeve installed 

discussed as the onset problem.   Ao(x)  is de- 
rived in parametric form from the two functions 
Ao( t) and x( t), where x( t) is obtained by two 
integrations of the acceleration function, a(t). 
For convenience x(t) is expressed as a dimen- 
sionless term x(t) = x(t)/xf, where xf is the 
total stroke.   Ao(x) represents the amount of 
orifice area remaining open at any position x. 
Figure 4 shows a graphical representation of 
Ao(x)  for the hall sine, triaiigie, and irapezoid 
wave forms.   The initial orifice area is estab- 
lished by the required program accuracy which 
dictates the starting pressure.   Significantly, all 
of the curves demonstrate a negative slope 
showing that the required orifice density de- 
creases along the length of the cylinder.   To 
capitalize on the decreasing orifice requirement, 
all of the programmed shock pulses are started 
from the top of the programmer cylinder.   This 
reduces the total number of orifice holes needed 
to produce the desired programmer versatility 
and actually determines the feasibility of the 
buffer hardware concept. 

Orifice area is translated into open-close 
orifice valve instructions by differentiating the 
Ao(x) relationship.   dAC)(x)/dx  represents the 
amount of orifice area to be programmed open 
in an elemental length of stroke dx at position x. 

The half sine orifice expression is given below: 

dx 

V  ^ f       K ■£■ ^"^ ^'L } 

(sin  ojt)" 
at      0  1 Cot  < TT 

/ /    \ \     I / / 

// 

\ \ -PULSE 2 

/ 

PULSE 2 

DISPLACEMENT, 

Fig. 4 -  Corresponding func- 
tions of  same  shock pulse 
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The expression theoretically becomes infinite 
as x approaches xf (i.e., .t approaches rr): how- 
ever, since A0(x) also approaches zero simul- 
taneous to x approaching xf, the relatively small 
orifice area requirement near the end of the 
stroke comprises the infinite area rate of 
change at that point.   Subsequently, the orifice 
programming is cut-off prior to a required area 
increase due to the dAo(x) dx relationship.   The 
programmer.cylinder is segregated into control 
stations, x wide, having a discrete number of 
holes available at each station.   Valve status at 
each station is determined from the orifice area 
requirement at a particular station. 

Valve changing is not as extensive as might 
be surmized to achieve various shock pulses. 
The A0(t) relationship derived earlier includes 
the ratio of [g] to the programmed "g" level as 
an additive term.   Thus, for a large am,  Ao is 
primarily a function of time and total stroke; 
and, an immediate programming advantage is the 
capability to achieve various peak "g" and pulse 
durations for a given wave shape by changing only 
the programmed drop height.   Following one ot 
the constant stroke lines given in Fig. 5 shows 
the peak "g" and pulse durations that can be 

achieved for the half sine pulse using a single 
valve program.   The curves shown in Fig. 5 
are a plot of the physical relationships of the 
equations of motion for a half sine deceleration 
pulse without rebound.   The curves are not 
solely characteristic of the hydraulic program- 
mer.   They do, however, conveniently serve to 
epxress the operational range of the program- 
mer.   The shaded area of the curve represents 
the operational range of the programmer de- 
veloped for a particular customer requirement 
that necessitated the development of the 
hydraulic programmer. 

ONSET 

To overcome the overly large orifice area 
problem at the start of a shock pulse, an initial 
pressure was calculated from the wave shape 
accuracy requirement.   There is still however, 
the problem of overcoming the inertia of the 
piston and fluid without perturbing the shock 
wave.   Namely, the programmer piston and 
fluid must be instantaneously accelerated from 
rest to a speed synchronous to that of the free 
failing drop table. 

IMPACT VELCCtTY, V0FT/SEC 

Fig. 5 -  Physical relationships for 1/Z sine 
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Although the mass of the table is large com- 
pared to the mass of programmer piston and fluid, 
an abrupt velocity step can develop an intoler- 
able pressure spike.   In fact, testing indicated 
that the entire shock pulse was annihilated by 
direct impact between the drop table and pro- 
grammer piston. 

Design considerations relative to the initial 
pressure and hardware inertia problems occupy 
opposite ends of a specially controlled pressure 
region that precedes the programmed shocK 
wave form.   This region is referred to as the 
onset regiori.  Onset control provides a ramp 
pressure rise from zero pressure to the initial 
pressure within the onset region of the cylinder. 
To achieve the desired pressure control, a 
spring is inserted between the drop table striker 
and cylinder piston (Fig. 6).  In conjunction with 
the spring, the piston is positioned some distance 
above the first control orifice to allow full spring 
compression prior to the piston entering the 
programmed stroke region of the cylinder.  A 
spring latch prevents spring unloading prior to 
the completion of the shock wave.  Spring rate, 
spring compression, and piston lead above the 
control orifices are computed from the solution 
of a second order differential equation defining 
the iorces acting on the spnng-masfi system.   A 
single body problem is approximated by assum- 
ing that the striker mass is much greater than 
the combined masses of piston and cylinder 
fluid.   The differential equation of motion for the 
combined fluid and piston mass, m, is: 

term cy is used in place of the more exact ve- 
locity squared expression.  vo is the impact ve- 
locity of the striker and is assumed constant 
during the entire onset phase.   Time, t, is 
measured from the moment of impact,  k and c 
are spring and damping constants. 

A solution of the differentüü equation must 
simultaneously satisfy the conditions   y - 0  at 
t = 0, and y = 0 at  y = Vo.   By further requiring 
y to be zero at y - 0, the relationshiß between 
the parameters required a critically damped 
system.   This would require a spring constant 
and deflection adjustment for each program.   The 
critically damped relationship c = 2 v'km pro- 
vides a basic design criterion for determining 
the onset spring rate.   From the solution of the 
differential equation, programmed spring de- 
flections are expressed by the equation: 

2V„ fir 

Testing showed that the onset spring require- 
ments for the restraint system shock testing 
program could be handled with four springs.   The 
test indicated that the programmer was not as 
sensitive to spring adjustment as might be in- 
ferred from analysis.   The test however, did 
demonstrate that the onset analysis was a good 
approximation and provided the empirical data 
needed to predict the spring requirement for any 
shock wave within the capability of the programmer. 

- my  -   cy +  ^ kv   t 

where yo and y define the respective initial and 
instantaneous positions of the piston measured 
above the first controj oriüce.   In order to main- 
tain a linear solution, tne approximate damping 

DISCHARGE COEFFICIENT 

Precision hydraulic pressure control across 
an orifice infers adherence to predicted flow 
through the orifice; wherein. 

LEAD STROKE 

CONTROL STROK 

CONTROL PISTON 

ONSET CONTROL IMPACT MASS 

"SPRING" 

Fig.  6 -  ON-SET control 
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A_ C '/T- 
Orifice area, Ao) is calculated to achieve a de- 
sired flow and pressure relationship based on 
the discharge coefficient, Cri.   Cd prominently 
influences the predictability of the relationship 
between pressure and flow.   It reflects the ef- 
fects of ambient temperature variations and the 
geometry of the orifice.   It further measures 
the flow efficiency of an orifice and, subsequently, 
determines the required orifice density in the 
programmer.   Based on the preceding consider- 
ations, cd is ideally a maximized value to re- 
duce tne required number of orifices, and will 
demonstrate a reluctance to variations caused 
by temperature changes.   The geometry of the 
orifice governs the desired optimization of Cd. 

The programmer orifices, because of the 
heavy wall cylinder used, are more accurately 
described as short flow tubes.   Cd expresses the 
net velocity head losses through the orifice by 
summing entra.nce- oioe, and exit loss coefficients. 

c'] = V 7~TT~~TT~ 1 i n out pip 

The exit loss, eout, approaches unity since the 
orifice exhausts fluid directly into the reservoir 
surrounding the programmer cylinder.   Entrance 
loss, €in, varies between 0.05 and 0.50 depend- 
ing on the degree of rounding possible at the 
trajisition between orifice and cylinder wail. 
Because of a relatively high orifice density at 
the top of the programmer cylinder, the entrance 
radii are limited to half the distance between 
orifice walls, or approximately 0.05 inches using 
1/4-inch-diameter orifices.   Test showed e.in 
was 0.2 for the 1/4-inch-diameter orifice used 
in the concept test program. 

epipe, introduces an environmental consid- 
eration into the problem.   The pipe friction fac- 
tor used to calculate t   .   e is dependent on the 
Reynolds number.   Since the Reynolds number is 
a function of fluid viscosity and consequently 
temperature, the effect of a Reynolds number 
change is considered.   With an ambient temper- 
ature range of 65 to 85°F assumed, analysis of 
the fluid viscosity changes shows that the pipe 
friction factor will vary less than 10 percent. 
Applying this variation to a nominal ' pipe value 
of 0.174, the net effect of the assumed temper- 
ature range produces a Cd variation of less than 
1.0 percent.   The test results corroborated the 
Cd analysis and showed that Cd can be assumed 
constant over a moderate ambient temperature 
range. 

COMPRESSIBILITY 

Although hydraulic fluid is normally con- 
sidered incompressible, Mil 5606 will compress 
approximately 3.5 percent at 16,000 psi—the 
peak operating pressure of the programmer. 
Because all programming is started at the top 
of the cylinder to take advantage of the maxi- 
mum hole density in that region, a 100-g, 18- 
millisecond pulse will use only the top 4 inches 
of the cylinder.   Since the orifice region must 
be at least 5 feet long to accommodate the low 
g, long duration shock pulses; the unstroked 
portion of the cylinder will perform as a fluid 
spring.   To circumvent the problem of comput- 
ing the effects of a fluid spring in series with 
the programmer, solid aluminum plugs are 
lowered into the unstroked portion of the pro- 
grammer cylinder. 

The fluid stroked by the piston cannot be ig- 
nored.   To analyze the compressibility of the 
column of fluid stroked by the piston, an apparent 
spring rate is assumed for the stroked fluid 
column; and, the spring rate is further assumed 
to be linearly proportional to the fluid pressure. 
A0(t) is then rewritten as a function of time and 
spring rate.   Since the rate of fluid exited from 
the cylinder is diminished by the volume of 
fluid compressed, the compressibility analysis 
showe^ IJllC     llCJt^Vt     3.\-fi a harder urifice program 
(less number of orifices programmed open) 
than would be computed from the simple as- 
sumption that the fluid is incompressible. 

TEST RESULTS 

A concept feasibility test was conducted with 
a scale model to verify the design analysis and 
to obtain the empirical data necessary for full 
scale hardware design.   The hydraulic program- 
mer concept was successfully demonstrated by 
the test.   This conclusion is drawn from the fact 
that predictable, accurate, and repeatable wave 
forms were achieved for the half-sine, versine, 
triangle, and trapezoidal shock pulses. 

The test, programmer was sized to demon- 
strate shock pulses in thi range of 8 to 100 g 
acting on a 200-pound free-falling body.   Fig- 
ures 2 and 3 show the lest programmer hard- 
ware and Fig. 7 shows the 22-foot drop tower 
installation used for the test program.   A 2.6- 
inch cylinder bore and peak operating pressure 
of 5000 psi were selected to produce a 100-g pulse. 
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Fig. 7 - Thirty-foot drop tower installation 
for demonstrating the feasibility of the hy- 
draulic programmer 

A 21.0 inch maximum cylinder stroke was chosen 
to demonstrate the effects of onset on relatively 
long fluid columns.   Combining the available 
stroke with the "g" range capability of the test 
hardware, the capacity of the test programmer 
extended continuously between 100-g at 18 milli- 
seconds and 8-g at 145 milliseconds for the half 
sine wave.   Versine and triangular pulses fall 
within a few percent of the half sine limitations. 
Trapezoid waves are limited to a maximum 
10,000 g/second rate of force application. 

The number and size of control orifices 
was selected on the basis of planned program- 
ming accuracy and hardware economics.   A 1/4 
inch diameter hole was selected for the orifice 
size to achieve ± 5 percent programming accu- 
racy.   One hundred and thirty seven oi the holes 
were drilled to serve the requirements of the 
test. 

Thirty shock pulses randomly selected from 
within the operational capability of the test 
hardware were run to demonstrate the feasibility 
of the hydraulic programmer.   Figures 8-10 
show typical traces recorded during the test. 

The traces were recorded by an instrumentation 
system sensitive to 250 cycles per second. 
Theoretical wave shapes are superimposed on 
the test traces to assist evaluating the test re- 
sults. 

The test did verify the accuracy of the de- 
sign analysis.  All of the test points were either 
achieved within the expected ± 5 percent accuracy 
or reasonably close to it.  Where deviations from 
the programmed pulse did occur, the cause of the 
deviation was analytically identified.   For example, 
test traces showed that the number and size of 
orifices chosen for the test cylinder did not allow 
sufficient orifice area control in some cases. 
Because the available orifice area distribution 
required averaging the computed orifice areas 
over an insensitively large region of the cylinder, 
the break points in the trapezoid and triangle 
waves could not be accurately programmed.   The 
trapezoid trace (Fig. 10) demonstrates this 
problem by the rounded trailing slope in the 
test trace. 

The test traces did confirm the accuracy 
of the onset analysis.   Onset control is clearly 
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Fig.  9  - Half-sine wave shape (amplitude:    25 g) 

shown in Fig. 8 by the ramp "g" rise preceding 
the programmed pulse. 

PROGRAMMING 

The problem of computing the open-close 
status of the orifice valves was programmed in- 
to a 704 computer. Computer readout gives the 
status of each orifice for any particular shock 
wave. A sequential numbering system identifies 
the spiral oriented orifices.   Orifice coordin- 
ates are stored in the computer so that the 

computer will identify the individual orifices by 
their respective numbers. 

Input information consists of a wave form 
code, peak "g," and drop height.   In the case of 
the trapezoid, the rate of onset is also fed into 
the computer.   Although drop weight is adjusted 
to be a constant parameter for the restraint 
system test program, weight may be programmed 
as a variable. However, no structural limitations 
were programmed so that weighL variations must 
be analyzed to determine whether the maximum 
allowable cylinder pressure would be exceeded. 
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Appendix A 

LIST OF SYMBOLS 

A    - Cross sectional area of cylinder, in2 

Ao - Crüss sectional area of orifice, in 2 

m = Mass 

Am = Maximum programmed deceleration 
expressed in g's 

g = Gravitational constant 

P = Fluid mass density 

c = Damping coefficient 

k = Spring rate 

Q = Fluid flow rate 

cd = Orifice discharge coefficient 
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SHAPING SHOCK ACCELERATION WAVEFORMS FOR OPTIMUM 

ELECTRODYNÄMIC SHAKER PERFORMANCE* 

W.  R. Miller 
LTV   Ling Electronics Division 

Anaheim,   California 

The purpose of this paper is to develop a method by which the KVA re- 
quirements of an electrodynamic shaker used to produce a shock pulse 
can be found.   By use of this method it will be shown that by carefully 
shaping the prepulse waveform, the KVA requirements can be minim- 
ized while the main pulse shape remains virtually unchanged. 

Shock testing on electrodynamic shakers has become increasingly more 
popular.    Many specifications which require both shock and vibration 
testing of a specimen can be executed in less time, with the same fix- 
tures, and with a smaller capital outlay by using a shaker for both parts 
of the test.    Several different approaches have been used for shaker shock 
testing, but the method selected for treatment in this paper depends on 
the direct shaping of the shock pulse acceleration waveshape. 

By carefully shaping the overall shock acceleration waveshape, opti- 
mum performance of an existing electrodynamic  shaker/amplifier sys- 
tem can be obtained.    Conversely, given a specific main pulse wave- 
shape, the  shaker/amplifier system required to produce that pulse can 
be minimized in size. 

Typical shock acceleration waveshapes are the half sine  pulse, the  square 
pulse, the triangular pulse,  and the terminal peak saw-tooth pulse.    MIL- 
STD-810. Method 516,  specifies half sine and terminal peak saw-tooth 
pulses.    Several conditions must be met before a specific shock test can 
be  performed with an electrodynamic  shaker/amplifier system.    These 
conditions are  as  follows: 

1. The velocity of the  shaker table must be zero at the end of the 
shock pulse. 

2. The total displacement imparted by the shock pulse must be 
within the limitation of the particular shaker used (usually  1.0 inch). 

3. The  peak acceleration must not exceed the acceleration limit of 
the  shaker used. 

In order to meet condition (1) it is necessary to have an accelera- 
tion pulse opposite in direction to the main pulse either before or after 
the main pulse.    The total pulse then must meet the condition: 

a dt 

To meet condition (2) it may sometimes be necessary to provide some 
mechanical biasing  system for the shaker table  so the  full displacement 
capability can b äed.    Another method to achieve this end is  Lo use a 
very long acceleration pulse of low magnitude before the 
"mechanically bias" the table. 

*This  paper was not presented at the Symposium. 
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The mobility analog circuit of the electrical and mechanical systems of 
the electrodynamic shaker is given.    By first defining the monitoriug 
point for the acceleration pulse one can solve the analog circuit graphi- 
cally for any pulse  shape.    By changing the shape and duration of the 
prepuise the kva requirements  can be altered for a given main pulse 
shape.    For example, having the velocity negative ait the positive peak 
of the main acceleration pulse reduces the overall voltage requirement 
for that pulse.    This can be accomplished by shaping the acceleration 
prepuise. 

The  solution is accomplished by using graphical integration starting 
with the acceleration pulse  shape.    By use of this method and the defi- 
nitions presented in the mobility analog, the magnitudes and phases of 
the various currentiB and voltages can be plotted directly and summed 
graphically (algebraically) to obtain the kva requirements.    Careful ad- 
herence to basic criteria set forth in the body of the paper will allow 
optimization for the electrodynamic  shaker/amplifier system perform- 
ance. 

INTRODUCTION 

Shock testing on an electrodynamic shaker 
offers some very distinct advantages.   First, 
vibration and shock testing may be accomplished 
on the same shaker system with the same fix- 
tures.   There is a very real savings indicated 
here in both time and capital expenditure.   Sec- 
ond, shock pulses of different shapes, magni- 
tudes, and durations may be preprogrammed on 
tape and fed to the shaker system in rapid suc- 
cession, without changing the setup or making 
mechamcai changes of the shock machine. 

This method of shock testing is being used 
by many test laboratories throughout the coun- 
try [1-3].   Several different approaches to this 
type of testing have been employed; however, 
this paper will deal only with the method by 
which the shock acceleration waveshape is syn- 
thesized directly.   By making use of the shock 
acceleration waveshape, some basic vibration 
theory, and the mobility analog circuit of the 

of determining the input voltage and current re- 
quirements of the shaker will be derived.   The 
shock pulse shape can be altered to yield maxi- 
mum shaker/amplifier performance by use of 
this method.   Limitations of the method as a 
function of the type of load and frequency range 
are cited. 

BASIC CRITERIA 

Certain basic, conditions must be met when 
shock testing is to be perforrned on an electro- 
dynamic shaker.   These conditions do, in fact, 
impose real limitations to the shock pulses 

NOTE:    References appear on page  354. 

which may be reproduced on the shaker.   The 
limitations are all due to mechanical design 
features of the shaker itself, and are as follows: 

1. The peak shock acceleration must not 
exceed the acceleration limit of the shaker, as 
specified by the manufacturer. 

2. The velocity of the shaker armature 
must be zero at the end of the pulse. 

3. The total displacement imparted by the 
shock pulse must be within the displacement 
capability of the shaker (usually 1.0 inch for 
electrodynamic shakers). 

The first condition is basically a stress 
limitation of the armature structure due to dif- 
ferential accelerations throughout the armature 
structure.   Adherence to this limitation insures 
a satisfactory life span for the armature.   The 
second limitation is due to the fact that there is 
a definite displacement limitation of the shaker 
arrr.at-r?.   Sinsie displacement is the integral 
of velocity with respect to time (area under the 
velocity versus time curve) the velocity must 
return to zero to yield a definite value of dis- 
placement for the shock pulse under consider- 
ation.   From basic physics it is found that the 
velocity is the integral with respect to time of 
the acceleration wave (area under the acceler- 
ation versus time curve).   This presents a new 
problem, namely that the total area under the 
acceleration curve must now be zero for the 
complete shock pulse.   To accomplish this end, 
it is necessary to add to the main acceleration 
waveshape an acceleration pulse ooposite in 
sign and have the area under its profile equal to 
that of the main pulse.   It is usually desirable to 
have the magnitude of the "prepuise" be small 
relative to the main pulse.   MIL-STD-810, 
Method 516 specifies that the prepuise shall 
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have a maximum magnitude of 20 percent of that 
of the main puise.   The third limitation is 
strictly a mechanical one, in that it depends only 
on the design of the shaker.   A 1-inch displace- 
ment is usually the maximum stroke for elec- 
trodynamic shakers of 1000 pounds force 01 
greater.   To use the full displacement capability, 
since the displacement imparted by the shock 
pulse is in one direction only, it is necessary 
to "bias" the shaker armature, either mechani- 
cally or electrically.   Generally, shock testing 
with large loads is run at relatively low levels 
and the armature does not have to be "biased." 

There are basic limitations imposed on the 
performance of the shaker by the power ampli- 
fier driving it.   The basic limitations are as 
follows: 

1. The armature velocity is limited by the 
output voltage capability of the driving amplifier. 

2. The force capability (and therefore ac- 
celeration level) of the shaker is limited by the 
current capability of the amplifier. 

3. The frequency response of the amplifier 
determines the shaker system capability to re- 
produce complex input acceleration waveshapes. 

4. The design of the high voltage power 
supply in the amplifier determines maximum 
time duration available for a shock pulse (a 
stiff supply yields a long time duration capabil- 
ity). 

It is not within the scope of this paper to 
discuss the above mentioned limitations to any 
length, rather, given the system limitations, a 
method will be determined to optimize a shaker/ 
aiiipliiier system. 

Some basic relationships to be utilized in 
the development of this paper are as follows: 

1.   Given an acceleration waveshape the 
corresponding velocity waveshape can be found 
from the relationship, 

V dt (2) 

r 
A   (It   , 

or the velocity at any time, t, is equal to the 
area under the acceleration versus time curve 
from t0 to t. 

2. Given a velocity waveshape the corre- 
sponding displacement waveshape can be found 
from the relationship, 

or the displacement at any time, t, is equal to 
the area under the velocity-versus-time curve 
from t0 to t. 

3.   In order to combine the mechanical and 
electrical systems of the shaker and load, the 
mobility analog shall be used.   In this analogy 
the relationships given below hold true: 

(a) Spring stiffness is inversely propor- 
tional to electrical inductance. The exact rela- 
tionship is as follows: 

L(henrys) 0   113  /x2 

K (3) 

where K is the spring constant in pounds per 
inch and ^ is the force/current ratio in peak 
pounds per peak ampere. 

(b) Damping is inversely proportional to 
clcctricaJ resistance. The exact relationship is 
as toixOws: 

K(ohms) 
0. 113 

(4) 

where D is the damping constant in peak pounds 
per peak, inch per second. 

(c)   Mass is directly proportional to 
electrical capacitance.   The exact relationship 
is as follows: 

C(farads) 2.29 « icr2w (5) 

where W is the weight in pounds. 

The various interrelationships in the mo- 
bility analog system are given in Table 1. 

MECHANICAL SYSTEM 

Two basic conditions will be dealt with in this 
paper.   The first condition is the shaker bare 
table or with a dead mass load at frequencies 
low enough to be unaffected by resonances in 
the ariiiatur* i'he second condition 
is the shaker at frequencies unaffected by the 
armatur'-- resonances with a resonant load at- 
tached or the shaker bare table or with a dead 
mass load at frequencies up to the first arma- 
ture axial resonance.   The conditions shall be 
referred to as Cases (1) and (2), respectively, 
throughout the remainder of the paper (see 
Figs. 1 and 2). 
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TABLE   1 

Mobility  Analog  Interrelationships 

Characteristics 
Spring-Inductance Dashpot-Resi stance Mass-Capacitance 

I V I V I V 

d   (peak   in. )   = 
8.85LI 1.41V 1.41RI 1.41V 

ßf 

.2241 

Mcf2 

1.41V 

v  (peak  in./sec)  = 
55.S5LIf 8.85V 8. 85RI 8.85V 1.411 8.85V 

/■' M M M »ci M 

a   (peak   in./sec2")   = 
349LIf2 55.55Vf S5.S5RIf 55.55Vf 8.851 

LUC 

55.55Vf 

U ß ß M u 

e = sis (peak g) = 
.904LIf2 .144Vf .144RIf 

h1 

.144Vf 2.29 x lO'2! .144Vf 
M ^c 

Flexures 
Fig.   1 - Mechanical   sys- 

stem for  Condition  1 

\\\\\\\V 

 \ 
Mass of \ 
Upper Frame j 
and Load 

C (■* Armature Fraaie Stiffness 

Flexures 
Mass of 
Lower   Frame i 
and Coil 

i 

\ \ \ \ \ \ vx 
Fig. 2 - Mechanical system for 

Condition 2 

For tii6 S&ks of simDÜcitv 1st it hr* sssumsci 
that the body of the shaker is tied to ground; that 
is, the isolation system is locked out.   This as- 
sumption allows greater shock acceleration lev- 
els with large loads, as the relative displacement 
of the armature and body is reduced by the ad- 
dition of an infinite mass to the body. 

MOBILITY ANALOG 

To complete the electrical analog circuit of 
the shaker the electrical parameters of the 
shaker must be known.  A valid simplification 
of the electrical circuit of a shaker reduces to 
the midband ac resistance of the shaker in 
series with its total leakage inductance.  Using 
this information the analog circuits for the two 
conditions were developed and are shown in 
Figs. 3 and 4.  In Fig. 4 the analog of the flex- 
ures was left off because displacement at high 
freauencies is ne^li^ible.   For very low fre- 
quency with the resonant load the equivalent 
flexure inductance should be added. 

In Figs. 3 and 4, the various symbols are 
as follows: 

ca = Capacitance analogous to total effec- 
tive weight of armature (farads) 

Cc = Capacitance analogous to effective 
weight of driver coil and lower part 
of armature frame (farads) 

Cp = Capacitance analogous to weight of 
mass load (farads) 
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Fig. 3  - Analog circuit   for Condition 1 
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^ 

/ 

vJUUULr- 

\ 

v 

Fig. 4 - Analog circuit   for Condition Z 

ct = Capacitance analogous to weight of 
table and upper part of armature 
frame (farads) 

I, - Shaker input current (peak amperes) 

12 = Current analogous to acceleration 
(force) applied to load (peak amperes) 

La = Inductance analogous to armature 
frame compliance (henrys) 

Lf = Inductance analogous to flexure com- 
pliance (henrys) 

Lo = Total leakage inductance of shaker 
(henrys) 

R = Midband ac resistance of the shaker 
/r»Krv-»o \ 

Vin = Shaker input voltage (volts) 

SHOCK ACCELERATION 
WAVESHAPES 

Shock acceleration waveshapes vary in 
shape, magnitude, and duration.   The main 
pulse shapes are generally half-sine, terminal 

peak saw-tooth, triangular, or square pulses 
while the prepulses are usually basically sinu- 
soidal.   MIL-STD-810, Method 516, requires the 
main pulse to be either half-sine or terminal 
peak saw-tooth.   Magnitudes and durations are 
a function of the particular test requirements. 
Figure 5 shows the limit of accelerations as a 
function of pulse duration for the various pulse 
shapes. 

The prepulse, so designated because it is 
placed before the main pulse (there is good rea- 
son why it should not follow the main pulse or 
be distributed before and after it), must now be 
added to the main nulse. 

DERIVATTON OF VOLTAGE AND 
CURRENT REQUIREMENTS 

A step by step derivation is given for the 
shaker voltage and current requirements.   By 
following this procedure it is felt that the re- 
quirenisnts can be determiried with a minimum 
of effort. 

1.   Given the main siiock acceleration pulse 
shape, magnitude, and duration, check to see if 
it is within the capability of the shaker and sys- 
tem (i.e., acceleration limit and approximate 
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i 
mm 

BODY TIED TO INFINITE MASS 
SQUARE PREPULSE ASSUMED 
LIMITED  BY 0.5 INCH STROKE 

PULSE   DURATION       (Ms) 

Fig. 5 - Maximum acceleration versus pulse duration 

duration limit from Fig. 5).   Add the prepulse 
to the main pulse, while keeping in mind that the 
area under the prepulse (velocity) must be equal 
to the area under the main pulse to obtain zero 
velocity at the termination of the pulse,   A pre- 
pulse of short duration will yield a lower dis- 
placement than one of longer duration for the 
same magnitude.   Keep the magnitude of the 
prepuise within the limits of the specification. 
The duration of the prepulse should he carefully 
determined to avoid undesirable fundamental 
frequencies (e.g., 60 cps).   Plot the complete 
waveshape as a function of time, as shown in 
Fig. 6. 

So- 

t, 
LME 

2.   Plot the velocity waveshape as a function 
of time by graphically integrating the accelera- 
tion versus time curve.   The velocity at the end 
of the complete pulse should be zero, if not the 
prepulse must be redesigned to comply with this 
requirement (repeat step 1).   Refer to Fig. 7. 

Fig.   7 -  Velocity 
versus time 

\ / 

TIME 
!-2 

3.   Similarly, plot the displacement wave- 
shape as a function of time by graphically inte- 
grating the velocity curve, Fig. 8.   Make sure 
that the displacement falls within the capability 
of the shaker. 

Fig. 6 - Acceleration  versus 4,   Calculate the equivalent electrical values 
for all mechanical circuit elements, such as Lr, 
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s 

3° Fig. 8 - Displace- 
ment versus time 

ti 
TIME 

tz 

Fig. 10 - Voltage        u 
v2 versus   time H 

o 

I 
i 

Ci 
TIKE 

La, Cc, c;, and c!,, using the relationships given 
in Eqs. (3) and (5). 

5.  Using the force/current ratio given for 
the shaker and Newton's second law determine 
and plot the current versus time curve for the 
capacitance analogous to the armature and load 
(i.e., C'a or cj).   Note here that the acceleration 
is being monitored on the top of the load or table 
in both cases.  Using the two relationships men- 
tioned above the exDression for current is as 
follows: 

Wa 

386 ß 
ampe res (6) 

7.   (For Case 2 only, see Fig. 4).  Caicuiaie 
and plot the voltage drop across La.  Since the 
current i2 passes through both La and C't the 
voltage drop, vLa, can be determined from the 
following expression: 

dt 
volts  , (8) 

or the voltage drop is simply La times the slope 
of the curve of 12 versus time.   The shape of 
the curve in Fig. 11 is identical to the shape of 
the jerk versus time curve. 

where w is the weight in pounds, a is accelera- 
tion in inches per second, and ß is the force/ 
current ratio in peak pounds per peak ampere. 
The current 12 is now plotted, and it should be 
the same shape as the acceleration curve (see 
Fig. 9). 

Fig. 9   -   Current 

t, 
TIME 

6.   Calculate and plot the voltage drop 
across the capacitor (ca or Cj) by using the re- 
lationship: 

rj !„ dt  volts (7) 

or the voltage is simply i/C times the area 
under the curve of l2 versus time. Fig. 10. 
This curve should be identical in shape to the 
velocity versus time curve shown in Fig. 7. 

o o < H 
o 

Fig. 11 - Voltage 

t, 
TIME 

Ci 

For Case 2 add the vLa and v2 curves to obtain 
the curve of Vc versus time (see Fig. 12), the 
voltage drop across the capacitor cc (the analog 
of the lower part of the armature frame and the 
driver coil). 

Fig.  12 - Voltage        o 
V, versus time H 

TIME 
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8.   (For Case 1 only, see Fig. 3).   Calculate 
and plot the current through Lf, i^ i2. c'a and 
Lf are in parallel so the voltage across each 
element is the same.   The current is then: 

1.-1 = T7.P V,  dt   amperes (8) 

or the current is equal to the area under the 
curve of Va versus time (Fig. 10) multiplied by 
l/Lf.   This curve, Fig. 13, should have the same 
shape as the displacement versus time curve. 
Fig. 8. 

H Fig. 13 - Current 
S0- — ■—^^ IJ-I2 versus time 

O 

(Case 1) 

^O t, 
TIME 

tg 

8.   (For Case 2 only, see Fig. 4).   Calculate 
and plot the current through c , 1,-1,.   The 
voltage drop across 
is shown in Fig. 12. 
as follows: 

Cc, vc, was determined and 
The current is determined 

dv. 
= c. 

dt 
amperes (10) 

or the current is equal to the slope of the curve 
of vc versus time (shown in Fig. 12) multiplied 
by 1 

i 
I 

f 
A Fig , 15 - Current 

11  versus time 

c, 
TIME 

Fig. 16 - Current      ^ 
I,  versus time      n 
(Case 2) M

1 

t, 
TIME 

From this point on only Case 1 shall be consid- 
ered, because the procedures are the same for 
both cases. 

11.  Calculate and plot the voltage drop across 
the midband resistance, R.   This is done by mul- 
tiplying the curve of Ij versus time by R, that is: 

v. (11) 

The curve should have the same shape as Fig. 
15, l, versus time (see Fig. 17). 

Fig. 14 - Current -1 

(Case 2) z 

A. 

t, 
TIME 

—r- 

H 

 r 
t, 

TIME 

'.   1? 
v e r 

—r- 

ti 

10.   The next procedure is to obtain the 
curve of 11 versus time.   This can be accom- 
plished for both cases by adding the curve of 12 
versus time, Fig. 9, to the respective curve of 
I,-!^ Fig. 13 or 14.   (See Figs. 15 and 16.) 

12.   Calculate auid plot the voltage drop 
across the total leakage inductance, L0.   This 
is accomplished by using the relationship: 

dl. 
0    dt 

— volts (12) 



that is VLo is equal to slope of the curve of I, 
versus time multiplied by Lo, as in Fig. 18. 

Fig. 18 - Voltage 

u 

t, 
TIME 

t. 

For this reason the displacement limitation 
must be set at one-half of the shakers displace- 
ment limit or about 0.5 inch, if no bias tech- 
nique is employed.   A prepulse sequence could, 
of course, be synthesized to displace the arma- 
ture so that the full displacement capability of 
the shaker could be utilized.   Such a pulse could 
conceivably look like the pulse shown in Fig. 20. 
Obvious from the figure, the pulse is quite cora- 
piicatsd anu 'wouiu involv@ very sopnisticaLcu 
electronic equipment to synthesize.  Since the 
magnitudes of the prepulses are limited and the 
zero final velocity condition must still be ad- 
hered to, the total pulse length could get out of 

13.   Calculate and plot the input voltage, 
By keeping in mind that from Fig. 3 the 

is the vector sum of VR, V, input voltage, V; r 
and V2 the curves of the three above mentioned 
voltages versus time can be algebraically sum- 
med to yield Vin, as shown in Fig. 19. 

Vin    "    VR  +  VLo   ^   V2   (algebraic   sum).      (13) 

A 

TIME 

—i— 

t, 

Fig. 20 - Accel- 
eration versus 
time (pulse de- 
signed to allow 
full shake r stroke 

Fig.  19 - Voltage 
V.       versus   time 

t, 
TIME 

The current requirement, ill and the volt- 
age requirement of the shaker, Vin, are now de- 
termined. 

hand.   A pulse such ae shown in Fig. 20 could be 
handled in the same manner as the pulse given in 
Fig. 6.   It may be possible to terminate the pulse 
with some net velocity and rely on the accelera- 
tion due to the flexure (spring) force to bring the 
velocity to zero.   The spring force will, in all 
cases, bring the armature displacement back to 
the zero position at the natural frequency of the 
armature and load on the flexures.   The method 
mentioned above could, if incorrectly calculated, 
allow the armature to hit the overtravel switch 
and cause the clamper circuit to fire across the 
armature.   The acceleration pulse caused by the 
clamper may be very undesirable.   In some cases, 
although not recommended  the armature may be 
allowed to actuate the clamper uy uesign. 

DISCUSSION 

Notice first that the velocity v 
opposite in polarity to the main acceleration 
pulse and therefore reduces the input voltage 
requirement, Vin.   If the prepulse had been 
placed after the main pulse the velocity voltage 
would have added to the IK drop thereby increas- 
ing the voltage requirement of the main pulse. 
For this reason it is desirable to place the pre- 
pulse before the main pulse.   The prepulse does 
not, nor is it designed to, displace the armature 
in a direction opposite to the displacement im- 
parted by the main shock acceleration pulse. 

The shape of the prepulse is determined by 
the specific requirements of the test program. 
For a given peak prepulse magnitude the dura- 
tion of the prepulse varies with the shape.   A 
rectangular pulse gives the shortest duration 
for a given acceleration magnitude and velocity 
requirement, while a triangular pulse gives the 
longest duration.   A half sine pulse gives a dura- 
tion in between the two mentioned above for the 
same conditions.   It necessarily follows that the 
square prepulse will yield the lowest displace- 
ment at the end of the complete pulse due to the 
fact that the area under its velocity-versus- 
time curve is a minimum.   This feature makes 
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I 
the rectangular prepulse desirable, but other 
disadvantage B, such as its steep leading and 
trailing edges, which cause ringing and its dif- 
ficult reproduction by large power amplifiers, 
outweigh this advantage.  The lesson to be 
learned here is to keep the prepulse ae much 
like a rectangle as possible for minimum table 
excursion.  Reducing the displacement will 
change the input current and voltage require- 
ments as *; - 12 will be reduced for the low fre- 
quency case, Fig. 3.   This reduction in I j - 12 
tends to increase 11 which will in turn increase 
the IjR drop.   This may increase or decrease 
the vin depending on the particular situation. 
Keep in mind that the overall voltage peaks 
should be kept to a minimum. 

The valid frequency range for the circuit of 
Case 1 is up to about one quarter of the first 
axial resonance of the shaker in point.   For 
most large shakers this is at least 500 cps. 
Above this frequency the circuit given in Fig. 4 
should be used.  Should a live load be used in 
the higher frequency region, an extension of the 
circuit for Case 2 could be developed.   This 
would make the analysis somewhat more com- 
plicated, but still readily accomplished graphi- 
cally. 

By again referring to the analog circuit of 
Fig. 4, where the mechanical system is assumed 
to be the low frequency analog of the shaker 
with a resonant load attached, it should be noted 
that the location of acceleration monitoring 
point is very important in the circuit analysis. 
This paper assumed that the monitor was on the 
top mass, that is the current through c^ was used 
as the starting point of the analysis.  Had the 
shaker table been arbitrarily picked as the mon- 
itoring point, the current through cc would have 
been used for the analysis (refer to step 5 under 
Derivation oi voltage and Current Requirements). 

By use of the information and procedure 
given in this paper it is now possible; due to a 
better basic understanding of the mechanisms 
involved, to shape the prepulse of a shock accel- 
eration waveform to produce optimum shaker/ 
amplifier performance for a given shock test 
requirement.   Also, given a test requirement, 
the amplifier power requirements can be easily 
derived using; the method set forth herein. 

SUMMARY 

This paper has presented a basic outline of 
the uses of electrodynamic shakers in shock 
testing applications. The various advantages and 
limitations of this procedure have been given. 
Basic criteria, such as acceleration, velocity, 
and displacement limitations, were discussed at 
length.   Some limitations of the power amplifier 
were brought out. 

A quick review of basic relationships of 
simple harmonic motion was given as an intro- 
duction and review of the mobility analog system. 
A table of the various interrelationships in this 
system was presented. 

The mechanical shaker and load system was 
presented for two basic conditions:   (1) Shaker 
at low frequency bare table or wit'l a simple mass 
load, and (2) Shaker at high frequency bare table 
or at low frequency with a resonant load.   Follow- 
ing the presentation of the mechamcal systems 
the electrical analog circuits, including the elec- 
trical parameters of the shaker, were given for 
the two cases.   A discussion of the concept of 
the prepulse was presented. 

A step by step method for graphically de- 
termining the power requirement, starting with 
the acceleration waveshape, constituted the body 
öl the paper.  A discussion of pertinent aspects 
of the prepulse concepts followed in addition to 
the aspect of optimizing performance of the 
shaker system. 

This paper has presented basic insight into 
the field of shock testing on electrodynamic 
shakers.  It has presented the concept of pre- 
pulsing and has given a method of determining 
the voltage and current requirements of the 
shaker for a given shock acceleration wave- 
shape.   Srom this information a clear picture 
of the methods in which the shaker performance 
can be optimized was presented. 
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SHOCK TEST8NG WiTH VIBRATION SYSTEMS* 

F.   W. Young 
Radiation  Incorporated 

Melbourne,  Florida 

S 

Shock tests may be performed on vibration systems by two basic meth- 
ods.    In the first method the desired shock is obtained initially and a 
gradual force is applied to bring the test item, back to rest.    In the  sec- 
ond method the test item is gradually accelerated to the required ve- 
locity and is  suddenly brought to rect to produce the desired shock. 

It can be shown mathematically that for a given saw-tooth shock, the 
peak velocity required is the  same for both methods.    It is significant, 
however, that with the first method peak velocity is required at the 
same instant that peak acceleration is obtained, whereas peak velocity 
occurs at zero acceleravtion with the second methcd.   Kcnce, a less 
powerful amplifier is  required with the second method. 

Mathematics also show that the distance traveled luring a saw-tooth 
shock of the first method is one-half that of the second method.    This 
difference between the two methods, however, is  significant only for 
long duration shocks. 

The main limiting factors of performing shock tes 
terns are the structural integrity of the shaker, th 
the power amplifier, the velocity limit of the vibr: 
displacement limit of the shaker. Although there 
factors, a wide range of shock tests have been pel 
system by use of a shock pulse generator that pro 
displace the shaker armature to almost one limit, 
ture to the required velocity in the opposite direc 
the desired shock as the armature is brought to r 
ered to hp a very practical and economical way of 
shock tests. 

ts on vibration sys- 
e output capability of 
Ltion system and the 
a.re several limiting 
i'ormed on a vibration 
vides a signal to (1) 
(?.) drive the arma- 
ion, and (3) produce 

f st.    This is consid- 
performing many 

INTRODUCTION 

This paper will delve iiilo the many meth- 
ods of performing shock tests on vibration sys- 
tems, discuss some of the limitations imposed 
by vibration systems, discuss a shock pulse 
generator, and discuss the wave shapes of some 
shock tests performed on a vibration system. 

METHODS 

Shock tests are presently performed by one 
of two basic methods (or a combination of the 

two) with present shock machines.   The Hyge 
shock machine utilizes Method 1 — the desired 
shock is obtained initially and a gradual force 
is applied to bring the test item back to rest as 
shown, in Fig. 1.   The impact-type shock ma- 
chine utilizes Method 2 — the test item is grad- 
ually accelerated to the required velocity and 
is suddenly brought to rest to produce the de- 
sired shock as shown in Fig. 2.   Both of these 
methods can be used to perform shock tests on 
vibration systems.   In Method 1, the shock 
pulse is applied to the vibration system while 
the armature is at rest; in Method 2, the shock 
pulse is applied while the armature is in motion. 

■"This paper was not presented at the Symposium. 
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ACCELERATION 

Fig.   1   - "Hyge" type  shock 

Eq. (2).   The constant of irtegration C; may be 
found if we let the velocity equal zero at the end 
of the shock pulse.   Therefore, 

ACCELERATION 

VELOCITY INCREASf    f 
I 

where  Tj is the shock duration.   Therefore, 

K.T, (6) 

Since displacement is the integral of veloc- 
ity we have: 

Fig.   2  - Impact type  shock 

Shock Portion or Cycle (Figs. 1 and 2) 

For saw-tooth shocks the equation for ac- 
celeration is 

A  =   K.t. (1) 

Since velocity is equal to the integral of accel- 
eration we may write 

V   = J K, ^t2 

t   dt     =  r—i   C,   • (2) 

Since velocity is equal to zero at t = o for 
Method 1, Cj = o and velocity may be written 
as 

K,t: 

dt 
K.f K.T.t 

+  C 3' 

If we let D2 = o at t = o, then c   = o and 
we may write: 

D, 
K1t3 (8) 

By comparing Eq. (3) with Eq. (6), we see 
that in both cases the maximum velocity re- 
quired for a given shock is 

(9) 

where  Tj is the duration of the shock. 

K^ 

Since displacement is the integral of ve- 
locity we may write: 

(3) It is significant that the velocity must be a 
maximum at the end of the shock pulse (maxi- 
mum acceleration) with Method 1, whereas the 
velocity is zero at the end of the shock pulse 
(maximum acceleration) with Method 2. 

Kt3 

dt   =-^.  c2 

Since the displacement is zero at t = o , 
c2 = 0  and we may write 

(4) It is apparent from Eqs. (5) and (8) that 
with both methods, maximum travel (during 
shock pulse) will be obtained at the end oi me 
shock (t = T,).   Under this condition, Eq. (8) 
may be rewritten as follows: 

K,t-' (5) K   T 
i     i K, T. 

3 3 
K. T.   - 3K, T, 

The acceleration equation for Method 2 is 
the same as for Method 1 and is given by Eq. 
(1).   The velocity for Method 2 is given by 

K    T (10) 
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Dividing Eq. (10) by Eq. (5), where   t = T,, 
get: 

The velocity at the start of the velocity 
increase period of Method 2 is zero.   There- 
fore  C4 of Eq. (13) Is zero and Eq. (13) reduces 
to: 

(11) V2   =  -K2t (17) 

We see that travel during the shock pulse 
of Method 2 is exactly twice that of Method 1. 
We also see from Eqs. (6) and (10) that the vs- 
locity and displacement for Method 2 is opposite 
to the direction of acceleration. 

Velocity Portion (Figs. 1 and 2) 

In order to obtain maximum velocity change 
with minimum acceleration and displacement: 

(12) 

By integrating; Eq. (12), we see that the 
velocity is given by: 

v   =   I  - K   "-it   =   _ K  t + r 
J     "2" -2'      ~4 (13^ 

By integrating Eq. (17), we see that the 
displacement is: 

D2    =J-K; t dt 
K.,,t: 

If we set  D2 = o at t - o, then 

2 2 

for Method 2. 

(18) 

Since the velocity at the end of the velocity 
period is zero for Method 2, we can set Eq. (14) 
equal to zero when t = T2.   This gives 

K.T, 
K2T2   =  0 

Therefore, 

For Method 1, the velocity at the start of 
the velocity deca]^ period (t = o) is found from 
Eq. (3) to be; 2K, 

(19) 

Therefore, 

2 

From Eq. (6), we see that the velocity is 
equal to 

KjT. (20) 

and 

K,^ 
at the end of the velocity period for Method 2. 
Therefore, we can set Eq. (17) equal to Eq. (20) 
when  t - T2.   This gives: 

V,    =        . K„t (14) 

By integrating Eq. (14), we see that the 
displacement is: 

K2T2 

KiT, 

Solving for T2 gives 

■■=1 - K,t 
K, T. t       K.t2 

dt   =  —t—^ 2- + C, . 
2 2 5 

(15) 

If we set üi      0 at t - o, then  C5 = 0, 
and we will have: 

K, r, t     K0f 
(16) 

for Method 1. 

2K. 

which is the same as Eq. (19).   This means that 
the velocity duration would be the same for 
either method.   If we substitute the velocity 
duration (T2) for t in Eq. (16) we have: 

Kl Tl   T2 K2T, 
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Substituting Eq. (19) for T    gives 

2   / 2 \ / 3 
^T,   fK.T, \     KJK.T. 

D
I   "        2     \  2K2   /'   2  \ 2K2 

2 4 2 4 
K1   T, K,   T1 

4K, 

Ki   Ti     (21) 
8K, 

for Method 2.   This shows that the displacement 
for both methods has the same magnitude but 
that the displacement for Method 1 is opposite 
to the direction of applied force. 

Tables 1 and 2 give the important equations 
developed.  Table 3 shows actual values for 
some typical shocks. 

for Method 1. 

By substituting the velocity duration (T2) 
into Eq. (18) we have 

K2T2 

2 \   2K, 

Ki   Ti     (22) 
8K„ 

LIMITATIONS 

Vibration systems provide limitations to 
shock testing due to their displacement, veloc- 
ity, and output force capabilities.   The ampli- 
tude of all shocks are limited by the output 
force of the vibration system.  In many vibration 
systems the output force is limited by the power 

TABLE   1 
Equations   for  Saw-Tooth Shocks 

Method   1 Method  2 

Acceleration A,   =   Kjt         (1) A2   =   Kjt                              (1) 

Velocity 
V2 K.t2   K^; 

V,   -       2          (3) V2   -       ,,                2             (6) 

Displacement 
Kit3 

D            ^^          KlTl2t        -^ D1   -       6          (S) »2   -       6                 2            (8) 

Where Tj is the shock duration and Kj is a constant that depends on the accel- 

eration slope. 

TABLE 2 
Equations for Velocity Portion or Cycle 

Method  1 Method 2 

Acceleration A.   =  -K.                          (12) A, =  -Kj            (12) 

Veiocity 
KiTi2 

V,  =  2 K2t         (14) V2 = -K2t           (17) 

Displacement D   -KlTl2t      M2    MH 
K2t^ 

D^         2                2        (16) D2 "   -      2          (18-' 

Displacement 

2     4 

D'   "    SK2                        (21) 

Duration T        KiT.2 

T2=-2-K—                     (19) 

2 

,r            K1T. 
r2 -   2K2        (iy' 

Where T. and K, are the sane as in Table 1. where T, is the duration of the ve- 

ng the velocity portion. 
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amplifier rather than the shaker itself.   During 
shock tests, shakers are limited by their struc- 
tural integrity rather than by a maximum tem- 
perature rise.   The structural integrity of most 
shakers is such that they can provide up to 
three times their vibration rating. 

Limitations due to displacement and veloc- 
ity depends upon the characteristics of the 
shock.   Table 3 shows that the velocity can be 
a major limiting factor for shock pulses with 
durations from 3 to about 11 milliseconds.   Ta- 
ble 3 also shows that displacement limitations 
cause the acceleration during the velocity pe- 
riod to be too high for many shocks with dura- 
tions greater than about 6 milliseconds.  As 
mentioned earlier, Method 1 introduces other 
limitations on shocks performed with vibration 
systems.   Many vibration systems are not ca- 
pable of providing maximum output force at the 
same instant the velocity is a maximum.   For 
this reason, it is recommended that Method 2 
be used for most shock tests on vibration sys- 
tems. 

SHOCK PULSE GENERATOR 

where  D is the displacement of the armature 
from its neutral axis and W is the weight of the 
moving mass. 

From this equation, we see that: 

K,Wt       KAD 

K, K , 

rxorn iiiCj. (8), W6 S66 irictt 

where 

K.t3 

K.T. 

K, 6K, 

by grouping we have 

In order to determine the required charac- 
teristics of a shock signal, it is necessary to 
determine the characteristics of a vibration 
system. 

A vibration system may be represented by 
the equivalent circuit shown in Fig. 3. 

(K^-K.K^t      K4K1t
; 

•5"  _ "4"i ' (24) 
K, 6K, 

From Fig. 3, it can be seen that 

e      =   K V +   K   4^   , (25) 
a 6 7    dt 

>-\*»i  -s 

<? 
i—CD—"w 3 

j 

where v is the velocity of the armature coil. 

From Eq. (2), we see that 

K, t • 
+ c, 

Fig.  3  - Equivalent   circuit 
of shaker system 

By differentiating Eq. (24) with respect to 
time, we get: 

From the enuivalent circuit  we can see 
that: 

or 

e, - e„ 

R 

iR  t   e, (23) 

For a saw-tooth shock, the equation for 
acceleration is 

K,i   t K„D 
K,t 

!ii     -      K1W-    K4K5    _   K4K
1
t: 

dt   " K, 2K, 
^26) 

Xjy     OU-UOLlCUI-lll^    X^qO.    \tdf    CLLL\A    \t.W/    UlCW    l-i»^. 

(25), we get: 

K^K.t2 K,W-  K4K5      K^.K,^ 
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2K, 
t^ +  K,C, + K,- 

K.W   ■  K4K5 

(27) 



By substituting Eqs. (24) and (27) into Eq. 
(23), we have: 

K, 

K6K1       KJK^KJ 

6K. 

2K., 

K,W - K,Kr 

(28) 

For a given set of conditions we can re- 
place a. group of constants with a new constant. 
This givps 

K8t
3 +  K9t

2 4- Kl0t  + Ku 
/new 

for saw-tooth shocks. 

Equation (29) is only for the shock portion 
of the shock cycle.   It can ue shown that 

K12t
2  +  K13t  +  K14 (30) 

1. Displaces the shaker armature to almost 
one limit of displacement In order that the full 
peak-to-peak displacement of the shaker be 
utilized during the velocity and shock portions 
of the cycle; 

2. Drives the armature to the required 
velocity; and 

3. Produces a shock signal that results in 
a saw-tooth output force. 

The polarity of the shock generator signal 
can be reversed in order to perform shocks in 
both directions without remounting the test 
item. 

Figure 5 shows the front panel and controls 
of a shock pulse generator.   It can be seen that 
the displacement signal, velocity signal, shock 
signal, decay signal, and output level can all be 
varied for varying shock characteristics,   The 
velocity, shock, and decay signals can be varied 
in duration as well as in amplitude. 

for the velocity portion of the cycle shown in 
Fig. 2.   It can also be shown that the input sig- 
nal should be 

(31) 

for the displacement portion of the cycle. 

Figure 4 shows the block diagram of a 
shock pulse generator that performs the follow- 
ing functions: 

SHOCKS PRODUCED BY A 
VIBRATION SYSTEM 

Figures 6 through 16 show shock pulses 
produced on a vibration system and input sig- 
nals.   These shock pulse traces were all pro- 
duced with about a 3-pound load on the shaker 
armature consisting of a flat magnesium plate. 
The instrumentation circuit consisted of an 
accelerometer, an accelerumeter amplifier, 
and a broadband dc oscilloscope.   There were 
no filters in the instrumentation circuit. 

DISPLACEMENT 

TIMING AND 
CONTROLLING 

SUMMING AND 
SHAPING 

AMPLIFIER 
^.ND INVERTtR 

VELOCITY 
TIMING AND 

CONTROLLING 

POLARITY 

StLfCTO«     i 

ACCELERATION 
TIMING, 

SHAPiNG AND 
CONTROLLING 

OUTPUT 
AivlPLIRCR 

DECAY TIMING 
AND 

CONTROLLING 

AND 
CONTROLLING 

->  TO SHAKER 

Fig.   4  - Block diagram of pulse generatoi 
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SHOCK.   PULSE   GENERATOR 

Fig.  5  - Shock pulse generator 

Fig. 6 - Saw-tooth 
shocks (3   ms) 

II 

POSITIVE 

10 g/cm VERT 
0.5 ms/cm HOR 

NEGATIVE 

POSITIVE 

50g/cm VERT 
0.5ms/fcmH0R 

NEGATIVE 

Fig. 7 - Saw-tooth 
shocks (3   ms) 

Fig. 8 - Saw-tooth 
shocks (3   ms) 

POSITIVE 

50g/cm  VERT 
0.5 ms/c,T) HOR 

NEGATIVE 

10 g/cm   VERT 
I ms/cm HOR 

Fig. 9  - Saw-tooth  shocks (6 ms) 

20g/cm VERT 
I ms/cm HOR 

Fig.   10  - Saw-tooth   shock 
and input signal (3  ms)  :—*~ 

-. - •■     ■' i ■"       ^   " 

ACCELERATION 
20 g/cm VERT 
0.5 ms/cm  HOR 

INPUT SIGNAL 
0.5 VOLT/cm VERT 
0.5 ms/cm HOR 
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(3ms  SHOCK) 

ACCELERATION 
20g/om  VERT 
5.0ms/cii   HOR 

INPUT   SIGNAL 
0,5 VOLT/cm HOR 
5 0 ms/cm HOR 

Fig.  1 1  - Acceleration and input signal during displacement, 
velocity, and   shock portions of shock cycle 

50g/cm  VERT 
0.5 ms/cm HOR 

10 g/cm VERT 
2ms/cmH0R 

Fig. 12 - Triangle shock Fig,   13 - Square- 
wave fihock 

i! ig.   14  - Displacement,   velocity, 
and   shock portion   of  shock cycle I 

ACCELERATION 
•50 g/cm VERT 
5.0 ms/cm HOR 

INPUT SIGNAL 
0.5 VOLT/cm VERT 
5.0 ms/cm HOR 

ACCELERATION 
20 g/cm VERT 
0.5 ms/cm HOP 

INPUT SIGNAL 
0.2 VOLT/cm VERT 
0,5 ms/cm HOR 

Fip.   15   - Square-wave 
shock and   input signal 

Slight variations were made to the shock 
pulse generator in order to produce the shock 
pulses shown by Figs. 12 through 16.   It can be 
seen that an acceptable triangle shock pulse 
can be generated.   The figures also indicate 
that a square wave shock pulse can be generated 

with slight modifications to the input signal to 
reduce the rise time of the shock pulse.   It is 
conceivable that half-sine shock pulses could 
also be produced on a vibration system.   No 
attempt has been made to produce them with 
this shock pulse generator thus far. 
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ACCELERATION 
20g/cm VERT 
5.0ms/cm HOR 

INPUT  SIGNAL 
0.2 VOLT/cm VERT 
5.0 ms/cm HOR 

Fig.  16 - Displacement,   velocity, 
and   shock portion   of   shock cycle 

SUMMARY 

We have studied two methods of perform- 
ing shock tests with vibration systems, seen the 
limitations vibration systems impose on shock 
tests, investigated the characteristics of input 

signals for saw-tooth shocks, discussed a shock 
pulse generator, and reviewed some shock 
pulses produced on a vibration system.   It is 
concluded that many shock tests can be per- 
formed on vibration systems. 
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CUI/-\#-U'    CA/"IIITi' imrRv^ v CIVILNIO 

R. M.  Stuart 
Kughes Aircraft Company 

Tucson, Arizona 

This paper describes improvements made in a Hyge shock facility to 
provide additional testing capabilities, to decrease the time per test, 
and to make the entire operation more economical and reliable. 

The first of these improvements is the incorporation of timing circuits 
to control the  start of the shock pulse and the  recording equipment and 
to stop the recording equipment.    These timing circuits are also used 
to program the initiation of shock at the proper time during an opera- 
tional test of a missile or subsystem; a capability which is valuable 
when testing items that have very short operating times or when shock 
must occur at a critical time during an operational sequence. 

TK^ 
= = ----  ili^is .'emer remote control of the nitrogen bottles 

used to pressurize the shock actuator.   This eliminated a manual task 
and made the operation faster, less troublesome and more economical. 

THE PROBLEM 

Several problems are encountered when 
using conventional Hyge shock machines. Some 
of these problems are: 

1. Coordinating high speed oscillograph re- 
cording equipment.   Because there is separate 
manual control of both the shock tower and the 
recording equipment, as much as 20 feet of 
paper is run unnecessarily in order to be as- 
sured of obtaining data, 

2, During operational shock tests on mis- 
siles or subsystciT ippiy 
the shock at the critical time during the oper- 
ating sequence of the test specimen.   The shock 
must be applied within a few milliseconds of a 
critical point during the operational sequence of 
the test specimen, and it is impossible to ac- 
complish this by manually actuating the shock 
machine, 

3,   "One-shot" items with operating times 
of less than 1 second are occasionally operated 
without getting data because shock is initiated 
too soon or too late. 

pressurizing the shock machine for a test is 
very troublesome and time cortsuming, particu- 
larly when several nitrogen bottles must be used. 

The improvements described in this paper 
have been incorporated on a standard 6-inch 
Hyge shock facility.   These improvements have 
eliminated the problems mentioned. 

CONSTRUCTION AND 
OPERATION 

The first three problems mentioned were 
eliminated by incorporating the control system 
shown in Fig. 1.   The operation is started by 
either the manual pushbutton switch or a remote 
switch in some piece of test equipment or pro- 
grammer.   This closes relay Kl which starts 
the recording equipment and energizes the first 
time delay circuit which closes relay K2 at a 
fixed time later.   This time delay is determined 
by the position of switch. Si.   Relay K2 pro- 
vides power to the solenoid valve, VI, which ac- 
tuates the Hyge shock.   Relay K2 also initiates 
the second time delay to open relay Kl and stop 
the recording equipment. 

4.   The task of individually opening and 
closing each nitrogen bottle manually while 

*This paper was not presented at the Symposium. 

The fourth problem was eliminated by in- 
stalling the Nitrogen Bottle Control System 
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shown in Fig. 2. This system allows each bottle 
to be selected individually by the operator. After 
the test, the high press'irs nitrogen remaining in 
the Hyge shock machine may be partially returned 
to the lower pressure bottles. It is necessary 
to use check valves as shown to prevent leakage 
back through the solenoid valves. 

ADVANTAGES 

Many advantages have been derived from 
these improvements.   The time delay circuits 
may be selected for a wide range of times de- 
pending on the test being conducted.   The repeat- 
ability errors of the time delay circuits are ex- 
tremely small.   These timing circuits may be 
initiated manually or by other test equipment, 
as they are during present operational tests of 
TOW missiles.   This allows batteries, gyros, 
electronics, and other equipment to be operating 
the precise amount of time that they would be 
operating before an actual launch.   This 

operation could not be duplicated by manual con- 
trols.   The control of recorders by these timing 
circuits ensures that the recorders are running 
only during the time that data must be obtained. 
As little as 2 feet of paper is used during a 
test in which data is desired only during the 
shock and -vhile running the recorder at 100 
inches per second. 

"One shot" items with short operating 
times such as batteries and squib-actuated 
devices can now be programmed to operate 
during shock since the application of shock can 
be controlled within a few milliseconds. 

The remote control of the nitrogen bottles 
has made the task of pressurizing the shock 
machine less troublesome and faster.   By re- 
filling the lower pressure bottles after the 
shock with the gas remaining in the Hyge's 
bottom chamber, the bottles can be used for 
many more shocks.   Before installing the sole- 
noid valves, refilling the bottles from the Hyge 
was found to be too troublesome to accomplish. 

r—i 

Ht   I      N, 

LJ L 

Fig. 2   - Gas supply control system 
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CONCLUSION 

The improvements incorporated in the Hyge 
shock facility have greatly increased its capa- 

bilities and reliability.   The operation is more 
economical since less recorder paper and ni- 
trogen are used and because of the reduction in 
preparation time. 
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Dept. of Agriculture, Madison 

Att:    Robert Stern (UNCLASSIFIED) 1 

Frankford Arsenal,  Philadelphia 
Att;    Library Branch, CC 0270/40 1 
Att:    Mr. David Askin, CC  1730/230 1 
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Harry Diamond Laboratories, DC 
Att 
Att 
Att 

Chief, Lab. 700 
Cmef,  Branch 850 
Technical Information Officer 

Inspector of Naval Material, San E'rancisco 

Library of Congress, DC  (UNCLASSIFIED) 

Long Beach Naval Shipyard, Calif. 
Att:    fcode 240 1 

Los Angeles Air Procurement District, Calif. 
Att;   Quality Control Division 1 

LOE Angeles Ordnance District, Pasadena 
Att:    OPvDEV 1 

Mare Island Naval Shipyard, Vallejo 
Att:    Library 1 

Marine Corps  Equipment Board, Quantico 1 

Marine Corps Headquarters, DC 
Att:    Research & Development Section 1 
Att:    Code A04E 1 

Maxwell AFB, Air Command & Staff School 
Att:    Air University Library J 

NASA, Ames Research Center, Moffett Field 
Att:    Director 1 

NASA,  Flight Research Center,  Edwards 
Att:    Library 1 

NASA, Goddard Space Flight Center, Greenbelt 
Att:    Code  320, Mr. J. C. New ] 
Att:    Code 62^.3,  Mr. G. Hinshelwood ] 
Att:    Code  321.2,  Mr. K. M. Carr ] 
Att:    Code  321.2, Mr. F. Lindner 2 
Att:    Dr. Elias Klein ] 

NASA, Langley Research Center, Hampton 
Att:    Library < 
Att:    Mr. S. A. Clevenson 

NASA, Lewis Research Center, Cleveland 
Att:    Library i 

NASA,  Manned Spacecraft  Center, Houston 
Att:    Mr. G. A. Watts 
Att:    Technical Library 

NASA, Marshall Space Flight Center, Huntsville 
Att:    Mr. J. H. Farrow, M-PfcVE-ST 1 
Att;    Mr. R. M. Hunt, M-P&VE-S 1 
Att:    AMSMI-RBLD 1 

NASA, Scientific  &  Technical Info. Facility, 
Bethesda 

Att:    NASA Representative 1 

National Bureau of Standards, DC 
Att:    Mr.  B. L. Wilson 1 
Att:    Mr. S. Edelman, Mech. Div. 1 

National Security Agency,  DC 
Att:    Engineering 1 

Naval Air Development Center, Johnsville 
Att:    Mr. L. R. Mullen 
Att:    Aeronautical Instrument Lab. 
Att:    NADC Library 

Naval Air Engineering Centc 
Att:    Library 

TtU -' 1 ., J - 

Naval Air Test Center, Patuxent Rive] 
Att 
Att 
Att 

Electronics Test Div 
VTOL/STOL Branch' 
Instrumentation Br. 

Flight Test Division 

Naval Ammunition uepot. Crane 
Att:    Code 3540 
Att:    Code 3400 

Naval Ammunition Depot, Portsmouth 
Att:    Mr. Jerome Smith, Code QALE 

Naval Ammunition Depot, Red Bank 
Att:    Chief Engineer 

Naval Ammunition Depot (Oahu) 
Att:    Weapons Technical Library 

Naval Applied Science Laboratory, Brooklyn 
Att:    Library 

Naval Attache, Navy No. 100, NV 
Att:    LogiaLics Division 

Naval Avionics Facility, Indianapolis 
Att:    MAL-Library 

Naval Civil Engineering Lab., Pt.Hueneme 
Att;    Library 

Naval Construction Bati ilion Center 
Pt. Hueneme 

Att:    Civil Engineer Corps Officers 

Naval Medical Field Research Lab., 
Camp Lejeune 

Naval Mine Engineering Facility, Yorktown 
Att:    Library 

Naval Missile  Center,  Pt. Mugu 
Att:    Library, N-03022 
Att:    Env. Div., N314 

Naval Operations, Office of Chief, DC 
Att:    Op 31 
Att:    Op 34 
Att:    Op 75 
Att:    Op 07T6,  Mr. T. Soo-Hoo 
Att:    Op 725 

Naval Ordnance  Laboratory,  Corona 
Att:    Code 234, Technical Library 
ALt:    Code  56, Sys . Eval. Division 

Naval Ordnance  Laboratory, Silver Spring 
Att:    Technical Director 
Att:    Library 
Att:    Environmental Simulation Div. 
Att:    MrrGeorge Stathopoulos 
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Naval Ordnance Test Station,  China Lake 
Att Technical Librar 
Att Code 3023 
Att Code 3073 
Att Code 4062 
Att Code 4066 
Att Code 5516 

Naval Ordnance Tt ■; Station, Pasadena 
Att:    P8087 3 
Att:    P8092 1 
Att.    r-80 73 1 
Att-:   FS0962 1 

Naval Postgraduate School, Monterey 
Att:    Library 1 

Naval Propellant Plant, Indian Head 
Att:   Library 1 

Naval Radiological Defense Lab., San Francisco 
Att:    Library 3 

Navy  'Tuder-wat-f- r.ouna Laboratory, 
New London 

Att:    Technical Directoi 
Att:    Mr. J. G. Powell, 

Engrg. &  Eval. Liv. 

Navy Underwater Sound Reference Lab., 
Orlando 

Att:    Mr. J. M. Taylor,  Code  120 

Norfolk Naval Shipyard, Portsmouth 
Att:    Design Superintendent 

Norton AFB, Off. of Inspector General 
Att:   AFIMS-2-A 

Office Director of E)efense R&E, DC 
Att:    Technical Library 
Att:    Mr. Melvin Bell 
Att:   Mr. W. M. Carlson 

Office of Naval Material, DC 

Naval Research Laboratory, DC 
Att 
Att 
Att 
Att 
Att 

Code 6250 
Code 6260 
Code 6201 
Code 4021 
Code 2027 

Office of Naval Research, DC 
Att:    Code 439 
Att:    Code 104 

Office of Naval Research Branch Offic 
Boston 

Naval Security Engineering Facility, DC 
Att:    R&D Branch 

Office of Naval Research Branch Office, 
Pasadena 

Naval Supply R&D Facility,  Bayonne 
Att:    Library 

Office of Naval Research Branch Office, 
San Francisco 

Naval Torpedo Station, Keyport 
Att:   QEL, Technical Library 

Naval Training Device  Center, Pt. Washington 
Att:    Library Branch 
Af.:   Code 4211 

Ogden Air Materiel Area, Hill AFB 
Att:    Service Engineering Dept., 

OONEOO 1 

Oklahoma City Air Materiel Area, Tinker AFB 
Att:    Engineering Division 1 

Naval underwater Ordnance Station, Newport 
Att:    Technical Documents Library 

Pearl Harbor Naval Shipyard, FPO 
Att:    Code 264 

Naval Underwater Weapons Systems 
Engrg. Center, Newport 

Att:    Library 

Naval Weapons Evaluation Faci'ity, 
Albuque rque 

Att:    Library, Code 42 

Naval Weapons Laboratory, Dahlgren 
Att:    Technical Library 

Navy Electronics Laboratory, San Diego 
Att:    Library 

Navy Marine Engineering Lah.-ratory, 
Annapolis 

Att:    Library 

Navy Mine  Defense Laboratory , P mama City 
Att:    Library 

Navy  ROTC and Administrative  Ui-'t, 
Cambridge 

Philadelphia Naval Shipyard, Pa. 
Att:    Ship Design Section 
Att:    Naval  Boiler &  Turbine Lab. 

Picatinny Arsenal, Dover 
Att:   Library SMUPA-VA6 
Att;    SMUPA-VP7, R. G. Leonardi 
Att:    SMUFA-T,  R. J. Klem 
Att:    SM'JPA-D, E. Newstead 
Att:    SMUPA-VP3, A. H. Landrock 

Portsmouth Naval Shipyard, NH 
Att: Co; v. 246 
Att: Mi E. C. Taylo 
Att: Mr. J. E„ Smith 

Pugct Sound Naval Shipyard,  Bremerton 
Att 
Att 
Att 
Att 

Code 27 5 
Material Laboratories 
Code  242,   Mr. K. G. Johnson 
Code 281 
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