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Section 1 

MATHEMATICAL ANALYSIS 

PREDICTION OF LAUNCH VEHICLE TRANSONIC 
BUFFETING FROM WIND TUNNEL DATA 

R. E. Bieber 
Lockheed Missiles and Space Company 

Huntsville,  Alabama 

A problem which has  attracted widespread attention in recent years is 
prediction of the  dynamic response of a vertical-rising ballistic mis- 
sile or  spacecraft to random pressure  fields which occur during tran- 
sonic flight.    Because  of the practical importance  of this problem ex- 
tensive wind tunnel measurements have been made on rigid scale 
models  of various vehicle  configurations.    Time histories   of the un- 
steady pressures have been obtained by means  of closely-spaced pres- 
sure transducers located at the model surface.    The  present paper 
develops a method for applying empirical wind tunnel data ol  this type 
to the prediction of the beam bending response  of a full-scale vehicle. 

The wind tunnel measurements  are used to formulate a model of the 
inflight random pressure field.    This  requires application of best avail- 
able  scaling laws to the wind tunnel data.    A statistical  model which 
synthesizes the  random pressure field as a process  nonstalionary in 
space but stationary in time  is employed. 

From the mode shapes of the dynamic system and unsteady  pressure 
field empirical model, the  statistics of the  generalized  forces  are 
solved for.    The  problem then  reduces to one of spectral  analysis  ol  a 
multi-dimensional linear system.    Finally, the metUodo developed havp 
been applied to the  calculation  of the transonic  buffet bending moment 
response for a particular  launch vehicle. 

INTRODUCTION 

Wind tunnel and flight test measurement 
programs reveal that conventional launch vehi- 
cles develop boundary layer turbulence during 
transonic flight.   This excitation and resulting 
vibration is generally referred to as transonic 
buffeting.   Here "transonic" is used loosely 
since this buffet phenomenon can occur over a 
wide range of Mach numbers depending on the 
body shape.   A comprehensive review of launch 
vehicle buffeting is given by Rainey [lj.   The 
present paper develops an analytical method 
for predicting the vibration response of the full- 
scale vehicle from fluctuating pressure data 
collected in wind tunnel tests of rigid scale 

NOTE:    References  appear on page 8. 

models.   Among those who have applied such 
methods to actual vehicles are Goldberg [2]and 
Bieber [3j. 

The turbulent aerodynamic boundary layer 
can excite both local panel vibrations and gross 
elastic body motions of the vehicle.   In the 
present paper the vehicle will be synthesized 
as a beam and the bending response studied; 
however, similar techniques can be applied to 
the panel vibration problem. 

The following assumptions will be used in 
solving for the statistics of the beam bending 
moment response. 

1.   The pressure fluctuations in the turbu- 
lent boundary layer can be represented as a 
normal random process, nonstationary in space, 
but stationary in time. 



2.   The unsteady pressures as raeaGured 
at the surface of the body are unaffected by 
lateral motions of the body.   Thus "rigid" model 
pressure measurements can be employed. 

X     i V< V-   t V.4H t 1 1 1 w      [J L    ^ tw 
« ^     rint-r*     r* nv\    i-tl~,     Qf llflH 

4.   Linear equations of motion are valid. 

In regard to the first assumption, for actual 
flight through the transonic region the random 
pressure field is nonstationary in both time and 
space.   Theretore, the mean-square buffet re- 
sponse at some location on the vehicle will start 
at some low level of intensity, build up to some 
maximum intensity, and then decay to some low 
level again.  In order to simulate this nonsta- 
tionary effect the transient response to a sta- 
tionary random pressure field suddenly im- 
pressed on the system will be investigated. 

WIND TUNNEL DATA 

Wind tunnel tests performed over the past 
few years on launch vehicle scale models have 
provided a valuable source of experimental data 
for flight dynamic analyses.   In Refs. 4-7 a large 
volume of unsteady pressure data collected from 
wind-tunnel tests of rigid scale models is pre- 
sented.   The tests were conducted in the Ames 
Research Center's 14-foot transonic wind tunnel 
with a nominal Mach number range of 0.60 to 
1.20.   The longitudinal distribution of fluctuating 
pressure was measured by means of closely 
spaced pressure transducers mounted along the 
top center-line of each of the models for various 
positive and negative ajigles of attack.   A large 
number of model configurations ranging from 
simple cone-cylinder shapes [7] to complicated 
"hammerhead" shapes [6j were tested.   Also, 
in Ref. 8 unsteady pressure data collected on 
1.6 and 8 percent scale models of a large manned 
space vehicle mounted in the Langley Research 
Laboratory 16-foot transonic tunnel are presented. 

,t model for the random pressure field.   Con- 
sider any pair of fluctuating pressure meas- 
urements p(x.fi.t)  and p( ■:, u,t), where (x,   ) 
and  ( ;.ü) are locations on the surface of the 
model and o < t  •   T.   The pressures of inter- 
est v/ill always he mpnsured frnm thp Rtntip nr 
steady pressure level so that time averages 
are zero: 

E[P(x,f/,t)]    =    E[p(f,u,t)] o (1) 

Since the pressure process is assumed normal 
or Gaussian, the construction of an empirical 
model reduces to finding a suitable correlation 
function, i.e.. 

PpCx.^.fc.i r) 
E[p(x,0,t)  pCf.u.t +7)1 

') (2) 

where a- is the measured rms pressure and a 
function of the spatial coordinates (nonstation- 
ary) and p is the correlation function but as- 
sumed to be only a function of the difference in 
time (stationary). 

Unfortunately the average products 
E[p(x,;!,t) p(f,u,t + T)]   required in Eq. (2) are 
usually not obtained in the reduction of the wind 
tunnel data; consequently certain assumptions 
must be made about the form of the correlation 
function. 

Perhaps the simplest model is one which is 
separable into spatial and temporal correlation 
functions, 

p(X,i-:,e.V,T)     =       f(|x-<|)    g(|/?-   ul)    h(T)   ,       (3) 

where   f(   ), g(   ), and h(   )   each have the 
properties 

f(\)   =   f(-\) 

If (Ml   <   1 (4) 

For both the Ames and Langley tests a sta- 
tistical description of the random pressures in 
the form of AC- (rms) versus model station is 
given.   Spectral density analyses were per- 
formed on a limited number of measurements. 
Since the data were intended primarily for low 
frequency aeroelastic response studies the fre- 
quency range of the model data is limited to 
approximately 500 cps. 

MODEL  OF  RANDOM   PRESSURE  FIELD 

The spectral density corresponding to Eq. (3) 
also has a simple form, 

*  (oi;x,<S,0. u)    -   a  (x.i')  o   (i. u) 

where 

(l)(u.) 

f(|x-<fh B(!''- "!)*('") ■   (5) 

cos cci   h( 7 ) fir (6) 

For the type of wind tunnel data discussed 
in the previous section it is desired to construct 

The spectral density function Eq. (5) is in gen- 
eral complex; however, in this particular rase 



the imaginary part (quadbpectrum) vanishes. 
Also the real part (cospectrum) differs from 
any primary spectrum only by a scale factor; 
the primary spectrum being defined as, 

<1V( v;x,^) (x.--)   1(0)   g(0)   'l>(..) 

■p2 (*,•')  'K-) • (7) 

The most commonly assumed form ol the 
correlation function incorporates a convecting 
field velocity, v. 

f( :\ -V 7) gd.'.'-.h l.(v) . (8) 

The question of the nondimensional fre- 
quency to be used in scaling the spectral den- 
sity function is more difficult.   Most investi- 
gators propose some form of the "Ktrouhal 
number," i.e., 

T (10) 

where 

.< = frequency, 

i  = characteristic length, and 

V  = velocity. 

This model has been used successfully in de- 
scribing the behavior of the turbulent boundary 
layer along solid walls.   For the three- 
dimensional bodies of interest there are indi- 
cations [1] that the convecting pressure field 
feature is present but not as predominant as in 
the solid wall experiments. 

In the following sections, the beam vibration 
response due to a random pressure field with 
separable correlation function Eq. (3) will be 
derived.   Whether the separable model, the 
convecting model, or some other model is the 
most realistic one, however, will require con- 
siderably more wind tunnel data reduced to the 
form of correlation functions or alternately 
spectral density functions. 

SCALING LAWS 

Scaling laws applicable to the model fluc- 
tuating pressure data are the object of con- 
tinuing research.   Wind tunnel test programs 
are in progress for establishing empirical 
scaling laws from tests of different percent 
scale models.   In the present paper, very sim- 
ple scaling laws are proposed.   These have 
been partially substantiated by experiment. 

The rms or standard deviation of the fluc- 
tuating pressure will be scaled by the dynamic 
pressure, i.e., 

q 
0) 

where 

p.   = model fluctuating pressure, 

p2  = corresponding full-scale pressure, 
and 

q  = dynamic pressure. 

In the notation of Refs. 4-8 the full-scale AC 
(rms) is identical to that of the model. 

The characteristic length will be taken as the 
main body diameter (the turbulent boundary 
layer thickness is almost universally accepted 
for boundary layer noise along solid walls). 
For velocity the free stream velocity will be 
used.   The frequency scaling then becomes 

1 

(11) 

which together with Eq. (9) determines the 
scaling of the spectral density function. 

%("2) 
q,\    V      D„ 

—-    _ (h      ( ,■   \ 
V0    D,       Pi       l> 

(12) 

In Ref. 8 the proposed scaling laws resulted 
in fair agreement between results obtained on 
the 1.6 and 8 percent models. 

EQUATIONS OF  MOTION 

In predicting the response of a dynamic 
system to random excitation, except in a few 
special cases, one is limited to linear systems. 
F Dr the beam vibration problem under consid- 
eration modal analysis techniques will be ap- 
plied.   Thus, second order linear differential 
equations in the generalized coordinates will 
be solved. 

For a vehicle with control elements these 
equations are usually coupled, i.e.. 

L   (AiiV1)  +   BiÄ 
i =i 

ljqj(t))   -   QjCt),   (13) 

I = 1.2. .. .n, 

where  q(t) is the generalized displacement and 
0(t) is the generalized force.   In a dynamic 
loads analysis, however, uncoupled equations 
will usually suffice.   In the present analysis, 
the following simplified equations will be used. 



Vt)  +  Bjq.Cl)  +  cü.2q.(t) 

i = 1,2 

OiCt) 
(14) 

where  B;  is the   Lth mode damping coefficient, 
u.  the elastic beam natural frequency, and Gj 
the generalized inertia.   The damping coeffi- 
cient B.  is assumed to be of the form 

a.   +   b.   +   c. (15) 

where  a., bj, and  c.  represent structural, 
control system, and aerodynamic damping, 
respectively. 

For a practical vehicle structure the nat- 
ural frequencies can usually be computed with 
reasonable accuracy.   The structural, control 
system, and aerodynamic damping are, how- 
ever, extremely difficult to predict and con- 
servative estimates or experimental data are 
often needed. 

In the present study the bending moment 
will be considered as the significant structural 
response.  In terms of the modal displacements, 

M(x,t)   =    J2  Mj.Cx)  q.(t) . (16) 
i« i 

The unit moment Mi;(x) is computed by 

MIi(x)    =    ,.;    f    d       f       mCx,)   ^(x,)  dx1 .     (17) 
•'o        2 Jo 

where  m(x) is the beam mass distribution and 
/((x)  the mode shape. 

MEAN-SQUARE RESPONSE 

Under the assumption of normal random 
pressure field and linear equations of motion 
the bending moment response is also normally 
distributed.   The statistics of the bending 
moment at a particular station are sought. 
Since the time average of the unsteady pressure 
was taken as zero, the average bending moment 
is also zero.   Therefore, the problem reduces 
to solving for the variance which is also the 
mean-square response in this case. 

From the bending moment as given by Eq. 
(16), the mean-square can be written 

E[M
2
(X, t)] M2(x)        £  Mu(x) q2 

i 

+   2    L    MJJCX)   MjjCx) qTq- 
(18) 

The variances   q^ and cross-variances q~c^ 
are, however, not easily obtainable.  In fact, it 
is first necessary to solve for the statistics of 
the generalized forces.   Subsequently  q/*, qTcf:, 
and M2(x)  will be found by introducing an 
"equivalent white noise" spectral density for 
the generalized forces and then applying multi- 
dimensional spectral analysis. 

From the definition of generalized force, 

Qjft)   =   N(x, t)  0;(x)  dx (19)' 

the cross-correlation can be written. 

ElQjCnOjCt+T)]: 
I. 

r N(x,t)0i(x) dx 
•'o 

<  f   NGf.t + r^COdc 
•'o 

L L 

f *i(x)ax f  ^(f) 

x   E[N(x, t) N(,f,t + 7 )] d- .   (20) 

In terms of the random pressure field the nor- 
mal force, N(x, t),  is 

p(x,CM ) 

2- 

N(x,t)    =    R(x) p(x,:,t)   sin    ■  d (21) 
•'o 

and 

E[N(x, t ) N(c, t + T)]    -   R(x)   R(j) sin  .'■  d," 
■'o 

x   f       sin uE[p(x,fl, t) p(f ,u,t + T)]du.    (22) 

By substituting for  E[p(x,ö,t) p(^,u,t+T)] 
from Eq. (3), 



,-" 
F.[N(x, t ) N(.-;, t + 7 )]    =   R(x)R(.-;)        o-p(x,0) sin 0 du 

•'o 
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x   j      CTpCf.u) sin uf(|x-f|) g(|0-u|)h(T)du . 
■'o 

(23) 

In order to simplify the solution of Eq. (23) 
the standaH deviation of the pressure at a par- 
ticular station will be assumed constant in the 
circumferential direction, 

c (-x.O) ,(x) ; 

then 

E[N(x,t)N(<f, t + r)]=  K2R(x) R(,-) 

with 

(24) 

<Tp(x)"p('>) f(lx-^l) h(T)      (25) 

and  qTTf.  can be solved for.   For instance, if 
QjO)   is "white noise,"  o      "■-■', with spec- 
trum intensity  O;2"!1, then an exact solution for 
the steady-state displacement variance is 

,0.2<l> 

2B., 
(29) 

Furtljermore, it is well known that for a lightly 
damped system and a relatively smooth spec- 
trum a good approximalion to the displacement 
variance is 

"Of'l'i 

2B. w.2 C 
(30) 

where «hj   is the amplitude of the actual spec- 
trum at the natural frequency   .;.   In the present 
analysis the following "equivalent multi- 
dimensional white noise" spectral density model 
will be used: 
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K2   =    j        sin 6* do   j        sin u g(|e-uj ) du .     (26) 
•'o •'o 

It can be shown that K is bounded by  o < K < 4. 
This result is obtained by solving Eq. (25) for 
the two limiting cases, 

(i)  p(U'-ui) = sdö-ui) 

(2)     p(\0-u\)   =    1(1 9-ul),     0  <  (!   < r, 

=    - U\e-ü\), TT < 0 <  2n . 

By substituting Eq. (25) into Eq. (20), the 
cross-correlation function for the generalized 
forces is finally obtained, 

L 

E[Q;(t)Qj(t + T)]   =   K2h(T)   j"    R(x)ap(x)f/.i(x)dx 
•'o 

t, 

x j"    R(f) ap(f ) r/;j (.-:) f( I x-f I ) d,f 
•'o 

=   ÖTQJKT) ,     i.j = 1 n.    (27) 

From Eq. (27) it can be seen that the general- 
ized forces are also stationary, with spectral 
density functions 

W. N. 
QiO, /* i(,), i,j = i,...,,,.    (3!) 

where <f>{a>) is given by Eq. (6). 

(28) 

Knowing the spectral density functions Eq. 
(28), the variances and cross-variances q.2 

By following the methods of Ref. 9, the re- 
sponses cjj2   and qTcTj  can be solved for.  In 
Ref. 9 the variance matrix of the response vec- 
tor of a second order linear differential system 
acted on by "white noise" forcing functions is 
determined using the algorithm of the Fokker- 
Planck equation.   A digital computer program 
was written for carrying out the numerical 
computations. 

Letting  r       and   r. .   denote the variances 
cjj    and q^j   due to unit spectral densities 

the mean-square bending moment is given by 

M2(x)  -   £   MJ.(X)  'Ö''t'ir.ii 

+   2 L Mu(x)Mlj(x) QiQ.^lK  vAF] (33) 

The question arises as to how this mean- 
square response builds up with time.    This 
nonstationary part of the solution can also be 
obtained by the methods of Ref.  9.    For the 
lightly damped system under consideration, 
however, a good approximation to the tran- 
sient mean-square bending moment is given 
by 



-2 v   2       , r    -n-'] 
M fx, f) =    /     M    (x) c\      11 - c I I,      '       . ,__, 1 i ^      '     I,        Li J 

>2L Mj^x) M, .(x) qjq. 1- o V     2    ^   J- 

(34) 

APPLICATION TO LAUNCH VEHICLE 

The methods developed will be applied to 
the prediction ox transonic buffet loads for a 
full-scale launch vehicle.   The vehicle configu- 
ration is shown in Fig. 1.   The results obtained 
are presented in greater detail in Ref. 2. 

Scale model wind tunnel tests were per- 
formed in the Ames Research Laboratory's 
14-foot transonic tunnel.   The critical distribu- 
tion of rms fluctuating pressure during these 

ACp (rms) distribution 
■ '  (x), required in the 

tests occurred at a Mach number of 0.80 and 
angle-oi-atlack of 4 degrees.   In Fig. 1,  \C 
(rms) as measured along the top centerline of 
the model (windward side for   . = -4 degrees) 
is shown.   Results for •   = +4 degrees could 
also have been used since there was little dif- 
ference between the windward and leeward side 
rms pressures.   The 
provides the function 
mean-square response computation. 

The first three bending mode shapes lor 
the vehicle are plotted in Fig. 2 along with a 
listing of the first three natural frequencies and 
generalized inertias.   The lowest natural fre- 
quency is 2.54 cps. 

A very important system parameter in this 
type of analysis is the damping.   The structural 
damping was conservatively estimated at 1/2 
percent critical for the first mode and 1 per- 
cent for the higher modes.   The control system 
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and aerodynamic contributions were obtained 
by analysis. The total in percent critical for 
the first three modes is tabulated below. 

Mode B.  (Percent Critical) 

4. f(!x-   :l)   -    f(,V)   -   e"-'2" 
1-diam correlation, and 

5. f(,V)  .   e-A/13 

1/2-diam correlation. (37) 

1.575 
1.255 
1.465 

Since no spectral density analyses were 
performed on this model data, a spectral den- 
sity shape obtained lor the vehicle of Rel. 2 was 
used in determining the values  <i>i for the "equiv- 
alent multi-dimensional white noise" spectral 
density, i.e., 

\Q.(")   =   ^iQj v^  x/*!   1(") (35) 

After applying the scaling laws Eq. (11) and Eq. 
(12) the following spectral density heights were 
obtained: 

and 

"'! =    0.012: 

"'2 0.007 ; 

*, =    n.007 . 

Cases 1 and 2 are the limiting cases of "inde- 
pendent observations" and "perfect correlation." 
Cases 3-5 refer to f(k) decaying to 1 percent 
of its maximum value in two-main body diam- 
eters, one-main body diameter, and one-half - 
main body diameters, respectively. 

For the zero correlation case the compu- 
tation of Q.Q.  from Eq. (36) reduces to solving 

L 

0LQ,   =  K R'(x)ai;(x)c/J.(x)0j(x)dx 
■'o 

and for unit correlation. 

(38) 

Q.Q, I      R(x)   "p(x)  0.(x)   dx 
* n 

r  i. 

x j   (      RC")  crp(x)  ^..(X)   c!> (39) 

The cross-variances  Q.Q. were computed ac- 
cording to Eq. (27), 

For cases 3-5 a matrix solution was used. 

0,0, 
L 

K2  ("     R(x)  ^(x)  ^iCx) dx 

1 RC:)ap(-) ,(c)f( ; i ) <K (36) 

Since no circumferential correlation data was 
available for estimating, p(\ß- v\), the value 
of K from Eq. (26) could not be computed.   An 
intermediate value (o < K < 4) of K ~  2 was 
»eiecteu. 

The longitudinal correlation,   f(! x ~ f j), 
occurring in Eq. (36) has an extremely impor- 
tant effect on the final results; consequently 
several parametric cases were considered 
(again in the absence of data reduced to corre- 
lation or cross-spectral density form). 

1.   f(|x- ,-i ) =  f(\) =  h(k) , 
zero correlation. 

2. f(A)    =     1(A) 
unit correlation, 

3. t(\)  =   e-'''5 

2-diani correlation. 
(37) 

(Cont.) 

0,0, jy.][R(x)ap(x)] 

[f: J LR(X)< ,(*)]Tb (40) 

The ith  row of the  /   matrix is the  ith  mode 
shape evaluated at equal intei vals x] x, . 
The matrix R(X)CTP(X)   is a  kxk  diagonal matrix. 
The correlation matrix   f(lx-.f|)  is a kxk 
symmetric matrix with unit diagonal elements 
and equal elements equal distances away from 
the diagonal. 

The variances   r. . and cross-variances 
r; i   due to unit white noise spectral density Eq. 
(32), were computed by the methods of Ref. 9. 
The mean-square bending moment (using the 
first three bending modes) was computed from 
Eq. (33).   The first bending mode contributed 
greater than 95 percent of the total. 

The 3    extreme value bending moments 
versus vehicle station for each of the five 
cases of longitudinal correlation are plotted in 
Fig. 3.   One can observe that the extreme 
values for the unit correlation case are approx- 
imately ten times those for the zero correlation 
case.   Although final judgment must be reserved 
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until actual correlation data is available, both 
of the limiting cases are considered unreason- 
able.   The one-diam correlation results were 
used as transonic buffeting design limit loads 
for this particular vehicle. 

Figure 4 shows the buildup of the transient 
mean-square response versus time.   Assuming 
that the transonic fluctuating pressure field 
exists over a Mach number range correspond- 
ing to a flight time of 10 seconds, then the tran- 
sient mean-square will achieve approximately 
99 percent of its steady-state value. 

Finally it should be pointed out that the 
above results are those due to the transonic 
random pressure field.   These must be com- 
bined in a rational way with the wind or other 
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Fig. 4  - Advent mean-square 
bending   moment versus time 

steady loading occurring during transonic flight in 
obtaining the total flight loads for this condition. 
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SPACECRAFT ADAPTER RESPONSE TO FLUCTUATING PRESSURE 

George  A.   Walts 
NASA   Manned Spacecraft Center 

Houston, Texas 

The bhiffness of manned spacecraft launch 
configurations causes the transonic aerodynamic 
regime to begin at low subsonic Mach numbers. 
The sharp corners cause separated flow with 
oscillating shocks at the points of reattachment; 
and protrusions and bracings cause thick bound- 
ary layers of turbulence.   These in turn, pro- 
duce an intense, randomly-fluctuating pressure 
field over the surface of the spacecraft, its 
adapter, and the booster forebody (Fig. 1). 

individual vibration modes.   For shells of con- 
ventional manufacture these modes are lightly 
damped and consist of combinations of numbers 
of circumferential waves and axial hall-waves 
(Fig. 2).   The natural frequencies and detailed 
shapes depend on the mass and stiffness distri- 
butions of the walls.   Each mode has a general- 
ized (or effective) mass (Mn) which is found by 
summing up the masses of all elements of the 
shell after each has been weighted by the square 
of its modal displacement. 

i. k A n 

Fig. ! - Typical space vehicle con- 
figuration showing transonic aero- 
dynamic s 

Adapters generally are cylindrical shell- 
like structures reinforced by a few shallow 
rings and longitudinal stiffeners.   They are not 
normally pressure stabilized, as are the booster 
tanks, nor are they attached to strong pressur- 
ized cabins, as are the spacecraft walls    This 
makes them uniquely vulnerable to the fluctuat- 
ing pressure environment. 

The response of the adapter may be as- 
sumed to be the sum of the responses of its 

A) TWO AXIAt 
HALF WAVES 

Fit 

B) SIX CIRCUMFERtNTIAl 
WAVtS 

ncal  shell mode shapes 

NOTE:    References  appear on page If 

The response of each mode depends on its 
damping, natural frequency, generalized mass, 
and the generalized force produced by the ran- 
dom pressure field on that mode.   The general- 
ized force is the sum of the forces (pressure- 
tirnes-area) acting on elements of area weighted 
by modal displacement.   Since the pressure on 
each element of area is a function of time, the 
generalized force is a function of time also.   In 
the present case this force is a stationary ran- 
dom function of time and may be characterized 
by a power spectrum  f ( ,), that is, 

{force)2 

radi an  per   second 

which is a function of frequency. 

The mean squared response of the nth mode, 
treated as a single degree of freedom [l], is then 

11 



77 rA     n ' 

n        n 

where 

w   = displacement of nth  mode at its 
nondimensionalizing point, 

7n = damping of the nth   mode, c/ccr, 

M   = generalized mass ot the nth mode, 

6Jn = natural frequency of the nth mode, 
rad/sec, and 

fn( Jn) = generalized force power spectral 
value at the natural frequency of 
the nth  mode. 

•tj  = pressure power spectral density 
at point 1. 

It is, therefore, a straightforward problem 
to calculate the rms response of each mode 
and, from knowledge of the mode shape, deter- 
mine the rms displacement or acceleration at 
any point of the shell.  It is also possible to 
factor each element of mass of the shell by its 
acceleration and thus determine the structural 
loading in the mode.   From this loading the dis- 
tribution of stresses throughout the shell in this 
mode can be analyzed. 

The stress in a single mode is a random 
sine function of time with the number of peaks, 
per unit increase in amplitude per 100, rapidly 
decreasing with increasing amplitude in what is 
known as a Rayleigh [3] distribution. 

The generalized force depends on two char- 
acteristics of the pressure field; the pressure 
power spectrum <t>(w), that is 

(psi)2 

radian per second 

as a function of frequency, and its distribution 
over the shell surface, and the nondimension- 
alized pressure cross-correlation power spec- 
trum cpij(a)) between pairs (ij) of areal ele- 
ments which make up the shell.   The power 
spectrum ^ij(^) is the average value of the 
cosine of the phase difference of the pressures 
at the points i  and j at the frequency w.   The 
generalized force power spectrum is readily 
calculated in the following way: [2] 

. n_2 nn 1/2     1/2 

n      n 1/2      1/2 

+ (w;s2)
2<t2f2w2

nw3
nsis3?230;/20;/2+ 

+, (W,   S,)    a-,  +   ... 

where 

«n,w = normalized displacements of the 
nth mode at the points 1, 2, . . . 
on the surface of the shell 

s1,s2 = elements of shell surface area 
associated with each point 

cp12 = normalized pressure cross- 
correlation power spectrum be- 
tween points 1 and 2 

The rms stress for all modes at a point in 
the structure is obtained by summing the 
squares of the rms stress of each of the modes 
at that point and taking the square root.  The 
distribution of peaks is then between a Rayleigh 
distribution and a normal, or Gaussian, dis- 
tribution depending on the number of modes and 
the contributions by each mode. 

To obtain the complete stress picture at 
the point in the shell, the static stresses due to 
overall body loads and static pressure differ- 
ences must be added to the dynamic stresses. 
From this point forward, the assessment of 
structural adequacy becomes a matter of phi- 
losophy, none of which is very sound.   One line 
of reasoning supposes that "nature opposes 
infinities" and limits dynamic stresses to an 
upper bound.   This upper bound is often taken 
as three times the rms value (or 3 sigma). The 
3 sigma value plus static stress is then treated 
as a limit stress at which the structure will not 
yield.  If, for example, an ultimate factor of 1.5 
is applied to the limit, the structure will not 
fail at that stress. 

Another line of reasoning establishes a 
small allowable failure rate, and then checks 
to see that statistically this rate is net ex- 
ceeded.   Obviously, assigning any allowable 
failure rate to a man-carrying vehicle is an 
odious undertaking. 

The mode shapes and frequencies may be 
determined either by analysis or experimenta- 
tion, but the structural damping can only be 
found by experiment.   The distribution of 
stresses can usually be readily calculated for 
each mode but it can also be found experimen- 
tally.   The pressure-power spectrum distribu- 
tion over the shell surface can be found 
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cxpcrimcntaiiy in wind tunnels, or by flight test. 
The cross-correlation spectra between pairs of 
points over the surface alone have defied prac- 
tical determination by any means.   Experimental 
methods do exist for measuring the cross spec- 
tra, but they demand painstaking effort and pre- 
cision apparatus.   This is partly the result of 
the wind tunnel model data being i/scale higher 
than full scale in frequency.   The problem is 
compounded by the need for a much greater 
amount of cross-con elation data than power 
spectrum data.   In fact, if the shell is broken 
up into n  elements, the number of spectral plots 
required are n power spectrum and 

|(n-l) 

cross-spectrum.   For example, 100 elements 
become 100 power spectral plots but close to 
5000 cross-correlation spectral plots.  In prac- 
tice, this number can usually be reduced some- 
what by ignoring the small values which occur 
between points great distances apart, but the 
requirement still hobbles a practical solution. 

The lack of cross-correlation data com- 
pletely frustrates the ability to calculate di- 
rectly the response of the modes.  In searching 
for a way to circumvent this lack, it was noticed 
that the first few flights in a series leading to 
the eventual flights of lightweight production 
structures employed boilerplate structures of 
the same external aerodynamic configuration. 
It was further noticed that, although the boiler- 
plate structure was much heavier and stiffer, it 
was broken up into panels of approximately the 
same size as those on the production structure. 
It appeared that the modes and frequencies of 
the boilerplate structure would be similar to 
those of the production structure and should, 
therefore, in flying along the same trajectory, 
be excited by similar forcing functions.   Fur- 
thermore, the strength of the boilerplates 
would not be in question since the mass of the 
boilerplates is several times larger than that 
of the production structures and, therefore, 
would allow only small deflections. 

It was, therefore, decided to determine the 
modes, frequencies, damping, and generalized 
masses of the boilerplate vehicles before flight, 
and then to measure the mean squared response 
of each of the modes by using accelerometers 
during the flight test.   From these measure- 
ments the forcing, functions could be deduced 
from the first equation.   Then, even though the 
actual correl?tion was not known, the effects of 
the correlation on the modes would be known, 
and the forcing functions could be applied di- 
rectly to a calculation of the response of the 

lightweight pruducüon structure.   It was, in ef- 
fect, as if the entire boilerplate structure had 
been calibrated as a microphone and was being 
used to measure the fluctuating pressures. 

The cylindrical boilerplate adapter shell 
was as shown in Fig. 3.   The lowest frequency 
mode. Fig. 4, had two circumferential waves 
and a frequency of 47 cps.   The mode shape is 
shown as contours of equal acceleration on the 
developed surface of the shell; the solid lines 
showing convex areas, and the dashed lines, the 
concave.   Figures 5-7 show other modes and 
frequencies up to 267 cps.   From these mode 
shapes and a knowledge of the surface-mass 
distribution, generalized masses were calcu- 
lated.   The damping ratio of each mode was 
found by two methods:   first, by letting the vi- 
brations decay freely and measuring the loga- 
rithmic decrement, and secondly, by measuring 
the frequency span between the half-power 
points of the resonant response curve.   The two 
methotis agreed well, and the damping ratios 
are shown by the circles in Fig. 8.   For 

Fig. 3 - Boilerplate adapter 
construction. Adapter con- 
sists of an aluminum shell 
reinforced by thin rings 
and stringers attached by 
rivets. 
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Fig. 4  -  Contour map of   constant acceleration 
for boilerplate adapter —(g's  peak)   47  cps 
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Fig.  5 -  Contour map of   constant acceleration 
for boilerplate adapter--(g's  peak)   90 cps 

interest's sake, the damping values for a slightly 
tapered adapter. 10 feet in diameter and 5 feet 
long, made of magnesium skin spot-welded to 
magnesium stringers are also sho :a.   Damping 
values for a 16-inch diameter, 16 inches long, 
electrodeposited copper shell of very thin walls 
axe also shown [4]. 

Although no consistent trend of damping 
ratio with either frequency or wave number 
could be found, it was generally noted that the 
damping was very low, with the bulk of the data 
less than 1 percent of critical. 

Figure 9 shows a harmonic analysis of the 
accelerations measured at a point in the adapter 
at the maximum excitation level (that is, M =0.9, 

q = 550 psf).   Figure 9 also shows responses at 
iXOUllVJ    LCOLO. GoyopQi r\f t^g -'n'~*^cs defin 

for example, at 141,199, and 267 cps.   Rather 
large responses are seen at significantly higher 
frequencies, but these result in only small de- 
flections and correspondingly small stresses, 
as shown in the harmonic analysis of stresses 
at a point in the shell in Fig. 9. 

At the present point in the program, eval- 
uation of the forcing functions of the various 
modes excited in flight is taking place.   Soon 
the modes, frequencies, and damping of the pro- 
duction structure will be experimentally meas- 
ured; the response will be deduced; and a year 
or so hence, the verification of the answer in a 
production flight test will take place. 

14 



BAY A 

Fig.  6  -  Contour map of   constant acceleration 
for boilerplate adapter —(g's peak)  141 cps 
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Fig. 7  - Contour map of  constant acceleration 
for boilerplate  adapter —(g's pesk) 267 cps 
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Fig. 9 - Adapter radial acceleration. Power 
spectrum — (M =0.9), and adapter strain power 
spectrum —(m  =0.9). 

Generally speaking, it would be desirable 
tc find a way to deduce the response of light- 
weight production adapters without first having 
to fly a boilerplate version.  An attempt has 
been made to do this by applying wind-tunnel 
measured-power spectra and experimental vi- 
bration data.   Without correlation data on the 
specific configuration it would be advantageous 
to know if there were any physical upper and 
lower bounds to the response of a mode; that is, 
if forms of the correlation existed which would 
produce values of the response which could not 
be exceeded and undershot. 

distributed according to the sign of the mode 
shape.   The magnitude of the pressure at each 
point would be the spectrum value determined 
from wind tunnel test. 

The minimum response wruld occur when 
the cp-     were all zero.   This would still yield a 
response because full correlation would exist 
across each element of area; however, as ele- 
ments of area are reduced in size (but in- 
creased in number), the response would reduce 
so that in the limit with zero (or random) cor- 
relation the response is zero. 

It is clear from the second equation that 
the maximum response occurs when  cpjj   is al- 
ways unity and has the same sign as the product 
W.nW.n.   This is the sameas saying that the pres- 
sure must be directed inward, wherever the 
mode is dished in, and directed outward, wher- 
ever the mode is dished out, or that the pres- 
sures are no longer spatially random but are 

Evaluation of these limits helps the solu- 
tion of the problem very little because the 
actual response is generally much less than the 
maximum.   Ratios of the actual rms response 
of spacecraft adapters to the maximum (or cor- 
relation factors Cn) have been evaluated from 
recent flight test data and are generally less 
than 0.1. 
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The values of Cn  are a function only of air 
flow geometry, the frequency considered, and 
the shell mode shape.   They are not a function 
of the intensity of fluctuating pressure, its spec- 
tral distribution, or the generalized mass or 
damping of the mode. 

It is hoped that values of Cn can be eval- 
uated for different spacecraft external configu- 
rations and adapter modal patterns and frequen- 
cies, and that a systematic variation can be 
fuond so that boilerplate testing in the future 
will not be necessary.   With this set of data it 
will then only be necessary to determine the 
fluctuating pressure intensity and spectral dis- 
tribution.   It is, therefore, important to know if 
tests on small scale models in wind tunnels will 
supply this data. 

Figure 10 shows the distribution of rms 
pressure over a spacecraft and its adapter at 
Mach number = 0.9 and zero angle of attack as 
observed in flight, and compares it with several 
values measured in a wind tunnel under the 
same conditions.  It should be noticed that they 
differ in an inconsistent manner by about 50 
percent.   At each of the two stations, X = 138 
inches and X = 270 inches, pressure power 
spectra were measured.   They are shown in 
Fig. 11 and are compared with wind tunnel plots 
corrected to full scale frequency.   The distribu- 
tions are quite similar with peaks occurring at 
approximately the same frequencies.   The squar- 
ing of the pressures tends to accentuate the dif- 
ferences.   The ragged appearance of the flight 
data is caused by the narrow band filter. 

Answers deduced from present day wind- 
tunnel data could easily be in error by a factor 
of two, even if the correct c   were known. 

RMS      u"r 
PRESSURE, 

PS1 FLIGH1   DATA 
WIND TUNNEL 

DATA 

0 50     100    150  200    250   300   350 
AXIAL DISTANCE, X     INCHES 

Fig.   10  -  Fluctuating presoare 
distribution (m   = 0.9) 

CONCLUSIONS 

1. Efficient methods to measure pressure 
cross-correlation power spectra at closely 
spaced intervals over adapters would greatly 
aid the prediction of shell mode response. 

2. Evaluation of the values of C    on full n 
scale and model adapters and classifying them 
according to air flow geometry (vehicle con- 
figuration), frequency, and adapter-mode shape 
should eventually lead to a solution of the re- 
sponse problem without recourse to cross- 
correlation data. 

3.   Wind-tunnel techniques and electronic- 
measuring and data-analysis equipment should 
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Fig.   11  -  Power spectrum of   fluctuating pressure 
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be improved so that better agreement with 
fun scale data can be attained. 

4.   Studies of structural and aerodynamic 
damping should be pursued to better the under- 
standing of damping at high frequencies. 

5.   Great improvement is needed in the 
ability both to predict analytically and to 
verify experimentally the high frequency mode 
shapes and frequencies of shell-like structures. 
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SUBHARMONIC BEHAVIOR OF THIN-WALLED ELASTIC BEAM 

Wai Keung Tso 
Norair Division 

Northrop Corporation 
Hawthorne,   California 

During a resonant testing of thin-walled beams of monosymmetric open 
section for co.ipled torsional and bending vibrations,  certain nonlinear 
behavior of th;,' beam was  observed.    By considering the beam as  sys- 
tem, the  shaking table excitation the input to the system,  and the re- 
sponse of the beam the output of the  system, the phenomenon can be 
described as  being a high order subharmonic oscillation of the system 
under special conditions.    When the  shaking table  frequency was  at a 
multiple or near multiple of the fundamental frequency of the  system 
and the  system had one of its higher natural frequencies at the table 
frequency, the response of the  system was made up of both harmonic 
and subharmonic oscillations, with the  subharmonic oscillations having 
a frequency close to the fundamental frequency of the  system. 

Alternatively, the phenomenon can be described in terms of the vibra- 
tional modes of the beam.    When a higher mode was excited externally, 
the fundamental mode was also excited under special conditions, result- 
ing in a high order subharmonic oscillation of the  system.    This phe- 
nomenon was very critical of the exciting frequency.    The range of ex- 
citing frequencies over which such subharmonic behavior was possible 
depended on the amplitude of the  external excitation.    Also, the transi- 
tion from harmonic to  subharmonic oscillation depended on the path of 
approach to the critical region.    Over a narrow range of exciting fre- 
quencies, the  system could be shock excited into subharmonic oscilla- 
tions  or could be  returned to harmonic oscillations through external 
means.    In other words, there existed two stable  steady states within 
this narrow range of table frequency.    The system displayed the "jump" 
phenomenon as commonly known in nonlinear mechanics. 

Such behavior cannot be predicted from the  linearized theory of cou- 
pled torsional and bending vibrations of thin-walled beams.    It is be- 
lieved that such subharmonic behavior was  caused by the nonlinear 
couplings of the different modes of the system. 

INTRODUCTION 

Generally when a thin-walled beam of uni- 
form asymmetrical section is subjected to 
dynamic excitation, both bending and torsional 
vibrations will result.   Due to the low torsional 
rigidity of thin-walled beams of open section, 
the problem of coupled bending and torsional 
vibrations is of particular interest.   The exist- 
ing theories for the coupled vibrations of thin- 
walled beams of open section are due to Vlasov 
[l] ana Gere [2].   A more refined theory is 
proposed by Tso [3] which includes the effect of 

NOTE:    References  appear on page 25. 

shear strain due to bending and warping of the 
beam.   From the theories, it is shown that the 
motions of the beam can best be described by 
three generalized coordinates I, Vy and e.   i 
and r) are displacement coordinates of a sec- 
tion of the beam about the shear center in the 
directions of the two principal axes of the sec- 
tion, and 9 denotes the rotation of the section 
about the shear center.  When the section is 
asymmetrical, all three generalized coordinates 
are dynamically coupled.  Therefore, even if the 
external excitation is along a principal direc- 
tion, all three coordinates will be excited, re- 
sulting in coupled torsional and bending vibra- 
tion.   If the section of the beam has one axis of 
symmetry, say 17 is directed along the axis of 
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symmetry, the theories show that the coordinates 
'  and      arc dynamically coupled, but the coor- 
dinate      is not coupled with the rest of the coor- 
dinates.   Thus, if the external excitations are in 
the ■,  direction, only the coordinate   i is excited, 
resulting in uncoupled bending vibrations only. 
When the excitation is along the  '   direction, 
both :   and ;   will be excited, leading to coupled 
torsional and bending vibrations; however,   •, 
will not be excited in this case. 

The resonant test was carried out on thin- 
walled sections with one axis of symmetry and 
the excitation was applied in the direction per- 
pendicular to the axis of symmetry so that cou- 
pled torsional and bending vibrations would be 
excited. 

All three theories are linearized theories; 
the assumption is that the rotation of the sec- 
tion is so small that it is justified to use the 
approximations  sin ':: = S, and ens d =  1.   It 
was shown experimentally [3j that the theories 
give good results under most circumstances 
when the beam is long.   Because of the lineari- 
zation process, however, the theories can pre- 
dict only harmonic response of the beam under 
external excitation.   The observed nonlinear 
behavior of the beam during the test necessi- 
tates a reexamination of the linearized theories 
under special conditions. 

The phenomenon can be described in terms 
of the vibrational modes of the beam.   Under 
the condition that a higher mode of the beam 
had a resonant frequency at a multiple or near 
multiple of the fundamental frequency, there 
was a tciiuericy for the fundamental mode to be 
excited also when the external excitation was 
at or near the resonant frequency of the higher 
mode, resulting in a high order subharmonic 
oscillation.   The following is a detail account of 
the experiment and observations. 

EXPERIMENTAL SETUP 

The sectional shape of the thin-walled beam 
used for the test was that of a circular split 
ring.   Such a shape was specified by three pa- 
rameters, the radius a, the thickness c, and 
the central angle subtended by the two radii 
joining the edges of the section to the center 
211', as shown in Fig. 1.   Such specimens were 
realized by splitting thin-walled circular alu- 
minum tubes along their lengths with the proper 
central angle.   The actual aluminum tubes used 
had an outer diameter of 2 inches and a thick- 
ness of 1/16 inch.   Two specimens were pre- 
pared, one subtending a central angle of 180 
degrees (half ring), and the other an angle of 

270 degrees.   The specimens were examined 
to insure that any pretwist resulting from the 
release of internal stresses during the cutting 
process was negligibly small.   One end of the 
specimen was cast into a block of "Cerobase," 
a low melting high density alloy, to form a 
built-in end.   The other end was left free so 
that the system constituted a cantilever.   The 
specimen was cast in such a way that the axis 
of symmetry of the section would be perpendic- 
ular to the direction of the excitation.   With the 
specimen mounted in this way, there would be 
little or no excitation in the direction parallel 
to the axis of symmetry and hence the uncou- 
pled bending vibration in that direction would 
not be excited.   The block was mounted rigidly 
onto the shaking table as shown in Fig. 1. 

A Ling shaker was used with a B&K oscil- 
lator control to supply the input to the beam. 

Fig.   1   -   Split  ring section oi 
semi-central angle 0 

Fig.  Z  -  Mounting of test 
soecimen   on shaker 
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The frequency of the shaker was measured by 
a counter.   By using a 1-second gate time, the 
frequency of the shaker could be determined to 
within ± 1 cps.   The response of the beam was 
measured by optical means.   The Optron Dis- 
placement Follower was used.   By attaching a 
special target on the beam, the displacement at 
that particular point of the beam could be meas- 
ured by the Optron.   A signal proportional to 
the displacement of the target was sent out 
from the Optron and was fed into an oscillo- 
scope.   The experiment was performed with the 
shaking table acceleration being kept constant. 

OBSERVATION AND RESULTS 

The nonlinear behavior v/as first observed 
on the response of the specimen with the sec- 
tion shape of a half-ring (i.e., o = 90 degrees) 
at a beam length of 35 inches.   For a small 
ran^e of the excitin0" freouenc" near the reso- 
nant frequency of the sixth mode * (a bending 
predominant mode with one node), the response 
of the beam was not harmonic but consisted of 
a superposition of two sinusoidal waves.   The 
frequencies of the two waves were identified by 
means of a wave analyzer in connection with a 
Berkeley Counter.  In this case, one component 
of the signal had the shaker's frequency of 490 
cps and the other component had a frequency of 
35 cps.   Visual inspection of the mode shape of 
the beam indicated that the beam was essentially 
vibrating at the first mode, and 35 cps was very 
close to the fundamental frequency of the sys- 
tem.   The frequency ratio showed that the sys- 
tem was executing a 14th subharmonic oscil 
lation. 

The range of table frequencies over which 
sucn subharmonic behavior was possible de- 
pended on the amplitude of excitation of the 
table.   The larger the excitation, the wider was 
the critical range.  In the case cited, the range 
was from 489-493 cps for an excitation of 2g 
constant acceleration of the shaking table.   Thr- 
corresponding ranges for 4g and 6g constant 
acceleration were 486-493 cps and 484-493 cps, 
respectively. 

The transition from harmonic to subhar- 
monic oscillation also depended on the path of 
approach to the critical region.  When the criti- 
cal region was approached from above by de- 
creasing the table frequencies slowly, the tran- 
sition was comparatively insensitive to external 
disturbance.   When the critical region was ap- 
proached from below, the transition was sudden 

*The modes are numbered in an ascending order 
of the magnitude of their respective frequencies. 

and highly sensitive to external disturbance. 
Over a narrow range of exciting frequencies, 
the system could be shock excited into subhar- 
monic oscillations or could return to harmonic 
oscillations through external means.   In other 
words, there existed two stable steady-states 
within this narrow range of table frequency.  In 
the case cited, this multi-stage range was 489- 
490 cps for the 2-g constant acceleration exci- 
tation.   The corresponding figures for the 4-g 
and 6-g constant acceleration were 486-488 and 
484-486 cps, respectively.   Plots of the re- 
sponse against table frequency are shown in 
Fig. 3, corresponding to an excitation of 2-g 
and 4-g constant acceleration.   The response 
plotted was the rms value of the displacement 
at the midpoint of the beam normalized to the 
value of the displacement at a frequency of 480 
cps.  It should be pointed out that the frequency 
plotted is the table frequency and not the fre- 
quency of the specimen.   The plot shows at least 
qualitatively the response of the beam as the 
critical region was approached from both direc- 
tions.  It also illustrates the existence of the 
"jump" region.  At 493-cps frequency, it was 
at the borderline stage of entering the critical 
region and the amplitude of the response be- 
came very critical to slight variations of the 
table frequency. 

An effort was made to detect the existence 
of any other subharmonics, using the wave ana- 
lyzer to scan the whole frequency range. Also, 
the table frequency was changed to integral 
multiples of the resonant frequency of the first 
mode. Both efforts failed to detect any further 
subharmonics. 

As the beam was shortened, this phenom- 
enon was observed again at beam lengths of 32, 
29, 26, and 23 inches.  In every instance the 
driving mode (the mode which was performing 
harmonic oscillation) was bending predominant 
with one node, and the companion mode (the 
mode which executed subharmonic oscillation) 
was the fundamental mode which was torsional 
predominant with no nodes.   For the second test 
specimen with a section of semi-central angle 
* = 135 degrees, similar behavior occurred at 
beam lengths of 39 and 34 inches.   The resonant 
frequencies of the driving mode and the com- 
panion mode in various cases are shown in 
Table 1.   It can be seen in each case that the 
higher mode resonant frequency was a multiple 
or near multiple of the first mode resonant 
frequency. 

In order to eliminate the possibility that 
such behavior could be caused by the shaker 
due to unbalanced moments from the specimen, 
a double cantilever system was cast.    The 
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Fig. 3  -   Mid-beam  response  at critical range 

section used was * = 90 degrees and it was ar- 
ranged in such a way that the system was sym- 
metric in bending and antisymmetric in torsion 
relative to the shaking table.   Such a system 
could not exert moments on the shaker.   Similar 
subharmonic vibrations were observed for this 
specimen at a beam length of 38-1/8 inches. 
The responses at the midpoint of one cantilever 
in this system as seen on the oscilloscope are 

shown by a series of photographs as the table 
frequency varies.   The shaker was set at a con- 
stant acceleration of 4 g.   At each frequency in 
Figs. 4 and 5, the upper trace represents the 
response of the beam measured by the Optron. 
The lower trace is the acceleration of the 
shaker measured by an accelerometer on the 
table top.   The acceleration trace essentially 
gives a frequency scale to the response trace. 
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TABLE   1 
Resonant Frequencies of Driving Mode and Companion Mode 

under Subharmonic Vibration Conditions 

Cross Beam Frequency of Frequency of 
Section Length Driving Mode Companion Mode 'D  'c 

(degrees) (inch) fD (cps) fc (cps) 

* = 90 35 490 35 14.0 
* = 90 32 576 38-39 15.0 
<!> = 90 29 694 43 16.1 
* = 90 26 853 50 17.0 
O = 90 23 1050 62 17.0 
.1. = 135 39 572 26 22.0 
O = 135 34 736 31 23.8 

Fig. 4   -   Subharmonic    responses   at 
405, 406, 407,   and   40V cps 

At a table frequency of 405 cps, the response 
shows the beam is vibrating at the same fre- 
quency as the shaker and there is no subhar- 
monic oscillations.   At 406 cps, subharmonic 
oscillations begin to set in.   The responses at 
407 cps and 409 cps show the superposition of 
the harmonic and subharmonic vibrations. Also, 
they show the rapid increase in amplitude of the 
subharmonic oscillations.   At 410 cps, it is seen 
that the amplitude of the harmonic oscillations 
begins to grow; because the table frequency is 
near the resonant frequency of the driving mode. 

The response at 412 cps shows the increase in 
amplitudes of both the harmonic and subhar- 
monic oscillations.   At 413 cps, the maximum 
response of the beam is shown.   The subhar- 
monic response at 414 cps shows the disap- 
pearance of the subharmonic oscillations re- 
sulting in a pure harmonic vibration of large 
amplitude, corresponding to the resonant con- 
dition of the driving mode.   Further increase in 
the table frequency results in a decrease in am- 
plitude of the harmonic response, since the 
resonance of the driving mode has passed. 
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Fig.  5  - Subharmomc   responses at 
410, 412, 413, and 414 cps 

The subharmonic frequency in this case 
was close to 32 cps, the frequency of the first 
mode.   Again, visual inspection of the mode 
shape indicated that the companion mode was 
the first mode.   The frequencies 414 cps and 
32 cps give a ratio of 12.9, or 13.   Thus, the 
system was executing a 13th order subhar- 
monic oscillation.   This ratio can also be ob- 
tained by counting the number of cycles of the 
high frequency oscillations in one cycle of sub- 
harmonic oscillations in the pictures shown. 

It should be noted that the response shown 
on the photographs is the displacement of a 
point at the middle of the beam.   If the dis- 
placement at the tip of the beam were taken for 
illustration, the difference in amplitudes due to 
subharmonic oscillations would even be greater. 
The subharmonic behavior of the system is 
much more violent than the resonant motion of 
the driving mode. 

Another point to be noted is the narrow 
range of external exciting frequencies over 
which such subharmonic vibration is possible. 
In all cases observed, the width of such range 
is no more than 1 or 2 percent of the frequency 
of the external excitation.   It is perhaps due to 
this fact that, as far as the author knows, such 
behavior has not been reported before. 

DISCUSSION 

In order to analyze such behavior, the 
linearizing assumption of  sin 0 - B, cos 6 -  1 
in the theories cannot be used.   This leads the 
governing equations for  ',   i, and      to a set of 
coupled nonlinear partial differential equations 
of extreme complexity [3j.   Simplification of 
the equations leads to the consideration of a 
simplified model to represent the system.  In 
the simplified model, two modes, the driving 
mode and the companion mode, of the system 
are considered.   The two modes are coupled 
together nonlinearly.   The response of the driv- 
ing mode subjected to external excitation is 
taken to be harmonic.   The analysis then reduces 
to the parametric excitation of the companion 
mode through its coupling with the driving mode. 
A detail analysis by Tso and Caughey [4] shows 
that provided the amplitude and the frequency 
of the parametric excitation satisfied certain 
relationships, the companion mode can be ex- 
cited to perform periodic motion with a period 
which is a multiple integral values of the period 
of the driving mode. 

CONCLUSION 

TL. purpose of thin pnppr is to report the 
existence of certain dynamic behavior of 
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thin-walled elastic beams of monosymmetric 
open section which is not predictable from the 
existing linearized theories.   It is believed that 
such behavior can be attributed to the nonlinear 
coupling of modes of the coupled torsional and 
bending vibrations under special circumstances. 

Experimental observations suggest that a 
necessary condition for the subharmonic behav- 
ior is that the resonant frequency of the driving 
mode be a multiple or near multiple of the fre- 
quency of the companion mode. 

The subharmonic oscillation causes the 
beam to vibrate with a much larger amplitude 
than the ordinary harmonic response.   Such 
violent motion can lead to failure if it is not 

foreseen and allowed for in design.   Such behav- 
ior has been generated in the laboratory, and it 
is conceivable that it can happen in structures 
where such beams are used and coupled tor- 
sional and bending vibration of such member is 
possible.   Therefore, it is believed that the re- 
ported phenomenon is interesting both from the 
theoretical and practical point of view. 
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DISCUSSION 

Dr. Morrow (Aerospace Corp.):   I wonder 
if you would venture an opinion as to whether 
these subharmonics could be induced by a ran- 
dom excitation at the higher frequencies? 

Mr. Tsc:   The excitation from our shaker 
is sinusoidal.  I am not sure whether the sub- 
harmonics would be excited by the random.   I 
do hesitate to say that it is the main cause al- 
though there is bound to be sufficient random 
noise in the system to excite the fundamental 
mode to some extent.   Due to the nonlinear 
coupling mechanism this excitation will be am- 
plified somewhat, particularly since the mate- 
rial damping is small. 

Dr. Morrow:   My question really had to do 
with whether it might be excited by random vi- 
bration out in flight as opposed to having been 
excited in the test. 

Mr. O'Hearne (Martin Co.):   At the point at 
which you had two stable solutions, were they 
both subharmonics? 

Mr. Tso:   No.   The lower branch is har- 
monic . 

Mr. O'Hearne:   Pure harmonic ? 

Mr. Tso:   It is pure harmonic.   Any jumps, 
then, is a superposition of harmonic motion and 
subharmonic motion due to the action of two 
modes, the driving mode and the companion 
mode.   The photographs show one spot which is 
tne superposition of two modes. 

Mr. O'Hearne:   Do superharmonies appear 
in your experiment at ail? 

Mr. Tso:   They are not observed at all. 
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PREDICTION AND MEASUREMENT OF VIBRATION RESPONSE 
OF THE PEGASUS MICROMETEOROID MEASURING SATELLITE 

C. E.   Lifer and   R.  G.  Mills 
Propulsion and Vehicle Engineering  Laboratory- 

Marshall  Space  Flight Center 
Huntsville,  Alabama 

All too often in structural design programs, dynamic loads  are not con- 
sidered at all or at best are  given only courtesy consideration.    The 
Vibration and Acoustics Branch at Marshal! Space Flight Center con- 
tends that,  from conception through final design,  a knowledge of the 
structural response  characteristics is necessary information.    This 
paper presents a case example in support of this philosophy. 

The National Aeronautics and Space Administration, in late   1962, ini- 
tiated a competitive  RFQ to design, fabricate,  and deliver a spacecraft 
with evaluation of the hazards presented by meteoroids in the ZOO- to 
700-mile altitude range as its primary mission.    The  satellite was to 
be the payload for two vehicles  already scheduled as  a part of the Saturn 
I development program.    Therefore, the  spacecraft development pro- 
gram was not governed alone by its own unique mission requirements, 
but in addition by the restrictions placed on it by the Saturn I vehicle 
configuration and environments. 

The  Pegasus  satellite consists  of two wings deployed about a rectangu- 
lar center  section.    Each wing is  composed of seven hinged sections 
initially  stacked within the boilerplate Apollo service module.    The 
overall undeployed package is  197 inches long,  85 inches  wide,  and  19 
inches deep. 

The  schedule  was  almost prohibitively short,  thus greatly accentuating 
all of the development problems encountered.    This paper deals with 
only one of many, specifically, the dynamic pnvi ronment response loads. 

The dynamic environment generated by mechanical,  acoustic,  and aero- 
dynamic excitation is described in a set of specifications for each MSEC 
vehicle.    The  vehicle is  divided into zones of similar  structure, with 
each zone  defined by a statistical compilation of vibration data obtained 
from both static and flight tests.    This information has been developed 
through both analytical techniques  and statistical studies developed for 
this purpose,  and proven adequate for design and test purposes. 

A vibration analysis was  performed to determine the  longitudinal re- 
sponse  loads  for use in a stress analysis of the  Pegasus  support  struc- 
ture.    The analysis was based on a simple rigid body model because 
details of the capsule design were not available.    This analysis indicated 
failure  loads. 

With this development, a concentrated effort on dynamic analysis with 
more refined models was begun by MSEC and the Fairchild Stratos 
Corporation.    The  loads obtained from these  analyses dictated struc- 
tural modifications  to the basic design.    Successive analyses which 
incorporated these  changes were performed. 

Because of the short schedule and the high dynamic response indicated 
by analysis, a structural dynamic test model was built and tested to the 
predicted vibration environment.    Its purpose was the verification of 

27 



response  characteristics  and tu provide a test bed for possible modifi- 
cations to the  structure  before qualification testing of the prototype 
model.    It also proved valuable as a functional mockup in solving many 
small problems that would otherwise have plagued the prototype  and 
flight models. 

The iterative  design-analysis procedure employed early in this  program 
lead to a successful DTM vibration test program,  thusly avoiding costly 
schedule  slippages in order to incorporate design modifications. 

TNTRODUCTION 

In February 1963, the National Aeronautics 
and Space Administration (NASA) awarded to 
the Fairchild Stratos Corporation (FSC) a con- 
tract to develop and manufacture a satellite for 
the primary purpose of evaluating the hazards 
presented by meteoroids in the 200- to 700- 
mile altitude range.   The vehicle selected for 
this satellite was the eighth Saturn I, and flight 
schedules at that time required that the first 
flight assembly be delivered in June 1964; this 
allowed only little more than a year for devel- 
opment, testing, and manufacture. 

The configuration proposed by FSC and 
chosen by NASA is shown in Fig. 1.   The space- 
craft consists of two wings, each wing composed 
of seven hinged sections.   During boost into 
orbit the wings are folded into a package 197 
inches long, 85 inches wide, and 19 inches deep. 

and placed inside the boilerplate Apollo serv- 
ice module as shown in Fig. 1. 

The deployed wings will provide a detection 
surface area of 2000 square feet, with a wing 
span of 96 feet.   A total system weight of under 
4000 pounds was permissible, with approxi- 
mately 3400 pounds allocated to the satellite. 

The function of the satellite is to record 
impacts of meteoroids and to transmit to earth 
by means of radio telemetry information on the 
frequency of occurrence and size of the impact- 
ing meteoroids.   The detector panels are ca- 
pacitors whose electrical properties will be 
altered by penetrations upon impact.   Use of 
several different capacitor plate thicknesses 
and laboratory calibration of the electrical dis- 
charge pulse will permit metcoroid size deter- 
mination. 

PEGASUS 

METEOROID MEASUREMENT CAPSULE 

DEPLOYMENT  SEQUENCE 

CBPSUU IN 
SATELLITE 

Ji^^r>   .'" DETECTOR PAKE 
^- i      METEOROIDrTP^.,.,■,..,. 

J CAPSULE nTOH^"™ 

EARTIAUY EXTENDED 

EXTENDED 

Jjifl SERVICE MODDIE 
—""I ADAPTER 

i 

S1V STAGE 

CONTRACTU-FAIieHHD STRATOS 

Fig.   1   -   Pegasus configuration 
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The strict weight limitations and the unique 
structural configuration imposed severe design 
and test problems.   These problems were com- 
pounded by the dynamic environments imposed 
by the Saturn I booster, and because of the short 
schedule they required unusually extensive and 
thorough design analyses. 

The intent of this paper is to illustrate the 
manner in which dynamic analysis was used to 
improve the system design, and how laboratory 
test results correlated with analytical assump- 
tions and calculations. 

ENVIRONMENT SOURCES 

The vibration, acoustic, and shock environ- 
ment specifications which were used in the de- 
sign analysis and testing of the Pegasus equip- 
ment and structure were derived from meas- 
urements made on Saturn I, Block I, vehicles 
and from theoretical studies of the Apollo 
adapter structure and the spacecraft configu- 
ration.   Figure 2 shows the Saturn I vehicle 
with a, Jupiter nosecone from which flight data 

were used in establishing environments.   Sig- 
nificant portions of the launch which provided 
data were the ignition and lift-off phase, in 
which the payload is subjected to mechanical 
excitation and acoustical energy reflected from 
the launch pad, and the transonic and maximum 
aerodynamic pressure periods of flight during 
which the adapter shroud is buffeted by aero- 
dynamic pressure fluctuations.   The adapter 
and its relation to the Pegasus assembly is 
shown in Fig. 3.   Theoretical techniques of pre- 
dicting adapter structure environments from 
acoustic pressures were used in conjunction 
with the measurements to derive the environ- 
ment specifications.   The mass and elastic 
properties of the Pegasus were considered in 
this study, since the impedance of the payload 
greatly affects the shell vibration amplitudes. 
These techniques are described [l]. 

The vibration environments predicted for 
the interface between the Pegasus and the 
adapter at the six support points are shown in 

NOTE:    Reference appears on page 35. 

INSTRUMENT 
i.;MiT 

■ w »M- ^ 
Fig. 2 -  Salarn I vehicle with Jupiter nosecone 
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Fig.  3  -  Saturn I  vehicle  showing Pegasus  locatiüi: 

Fig. 4. A comparison of the predicted environ- 
ments and environmental measurements on the 
sixth Saturn instrument unit structure is shown 
in Fig. 5. 

ANALYSIS 

The first vibration analysis work was per- 
formed by the Analysis Section at MSFC in 
support of preliminary design of the satellite 
supporting structure.   At this timp no stiffness 
information or design details were available, 
and the satellite was represented as a rigid 
body.   The analysis model is shown in Fig. 6. 

The satellite is represented by M2  and a portion 
of the adapter section structure is represented 
by Mj.   The spring elements (K)   represent the 
stiffnesses of the shell structure and the space- 
craft support structure.   The purpose of this 
analysis was to provide designers with appxox- 
imate loads on the supports resulting from vi- 
bration response in flight. 

The response motions of the system de- 
scribed above were studied with an analog com- 
puter.   Since the motion of M,   represents the 
predicted environments, the relative motion of 
M2  to Mj was used directly to calculate response 
loads.   The support structure loads were found 

5 M 4 7 70 7 000 

FREQUENCY  - CPS 

Fig. 4 -  Pegasus  predicted vibration environments 
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Fig. 5 - Saturn I instrument unit flight measurements 
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Fig.   6   -   First 
analysis model 

M,   PEGASUS 

to be excessive due to response in the lateral 
direction.   This was primarily the result of 
having the supports placed far below the center 
of gravity of the satellite so that large moments 
had to be reacted by the supports. 

The increased weight of Liie support struc- 
ture required to withstand the response loads 
was not practical, and the loads were not con- 
sidered accurate enough for design criteria.   A 
more detailed analysis was required and dy- 
namics personnel of FSC were requested to 
provide vibration analysis of the satellite, and 
to provide MSFC with an accurate spring-mass 
model of the system.   The models derived from 
the FSC study are shown in Fig. 7, and include 
mass and stiffness representations of the de- 
tector panels, panel mounts, wing frames, cen- 
ter section, and support structure. 

Analyses of these models were performed 
with numerical techniques of matrix iteratiun 

on digital computers.   Response loads in each 
spring element and response displacements of 
some mass elements were calculated from the 
mode shapes, frequencies, and predicted envi- 
ronment levels, and with analog computer solu- 
tion of differential equations of motion. 

In the longitudinal analysis, the equation 

[\]     =    WM2 W" ' [MJ  LYM] 

was solved for the eigenroots and eigenvectors 
of the system using the Stodola matrix iteration 
method.  An analog computer solution of the 
Lagrangian equations of motion was used to 
calculate the system response to an excitation 
of M..   Since the motion of M, was defined as 
the environment, the relative motion of Mj to 
M2  was used to calculate the force in K2.   This 
force was distributed equally to the six space- 
craft support points. 

The matrix iteration method described 
above was employed to find the coupled natural 
frequencies and mode shapes of the lateral 
model.   The system response to an input at the 
adapter section was determined using a normal 
mode approach in which only the first four 
modes were considered. 

After the equations of motion were decou- 
pled and the first four modes were isolated, an 
analog computer solution was used to determine 
the generalized coordinate accelerations.   The 
response loads were calculated in terms of a 
moment and lateral force at the lower support 
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CANISTER   ISOLATION 

Fig.  7  -   Design   modifications 

and a lateral force at the top support from 
the equation: 

[A] [J] W [,] , 

where 

ML = moment at lower support, 

SL = lateral force at lower support, 

ST = lateral force at top support. 

J = generalized mass, 

o = eigenvector of frequency, 

q = generalized coordinate accelerations, 
and 

A - niatrix defining the moments and 
shears at each support due to a unit 
load at each lumped mass of the 
system. 

Parallel analyses were conducted by FSC 
in which the structure was idealized into a 
lumped parameter system.   The matrices which 
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define the structural characteristics wore de- 
rived in two ways:   (1) by equivalent springs 
based on assumed load paths with simplified 
bending and axial members; and (2) by deflec- 
tion influence coefficients based on an energy 
solution for unit loads applied to the actual 
redundant structure. 

The inertia matrices consisted of concen- 
trated masses acting at a point assumed to be 
the center of gravity of locally distributed 
weight.   The differential equations of motion 
for forced vibration were solved to obtain a 
transmissibility equation in matrix notation: 

where 

i = (-1)1/2 

T = transmissibility, 

W = frequency, 

S = flexibility influence coefficients, deflec- 
tion at m due to load at n, 

M = mass, and 

g = nondimensional damping coefficient. 

The transmissibility equation was solved 
on an IBM 7090 computer for a range of W's, 

including all structural resonances, to obtain a 
plot of response versus frequency for each sta- 
tion of the model.   The internal loads were then 
obtained directly from the response calculations 
by using the unit solution matrix which defines 
the flexibility matrix. 

A subsequent strength analysis indicated 
that these loads would cause failure.   The pri- 
mary contributor to the high response loads was 
the cantilevered condition of the spacecraft basic 
structure.   Since the forward lateral restraint 
proposed by dynamics engineers of MSFC and 
FSC had been rejected, it was necessary to de- 
monstrate the necessity of having it incorporated 
into the design. 

The vibration analysis was extended to in- 
clude design modifications in an attempt to re- 
duce the response loads as much as possible, 
and to provide a structure which would withstand 
the loads.   This approach produced the modifi- 
cations shown in Fig. 8 and described below. 

1.   The wing frame member sizes were 
made proportional to the expected loads and the 
detector panels were "detuned" from coupling. 
The detector panel "detuning" was accomplished 
by providing an arbitrary difference in the sup- 
port mount spring rate, and reducing the dy- 
namic magnification across the support through 
use of a high damping elastomer.   Since the 

DETECTOR   PANELS 

H^ 
WING    FRAMES 

5 
CENTER  FRAMES 

AND     HINGES 
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CENTER    SiCTION 
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MIDDLE     1/3   CENTER     SECTION 

6 
LOWED   1/3    CENTER SECTION 

5 
ADAPTER 
SECTION 

I 
ELECTRONIC 
CANISTER 

CENTER WING DETECTOR 

SECTION    FRAMES PANELS 

LONGITUDINAL LATERAL 

Fig.  8 -  Refined analysis models 
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panels make up about 1/3 of the total spacecraft 
mass this reduced the loads significantly. 

2. A tongue-and-groove connection was 
added between each wing frame to transfer the 
shear from frame to frame directly to the cen- 
ter section in order to reduce amplitude of vi- 
bration during longitudinal excitation. 

3. The single strap binding the wing 
frames together was replaced by a double strap, 
and by adding outriggers between each stack to 
transfer lateral loads directly to the center 
section.   This modification reduces the lateral 
bending response of the wing frames. 

Although these modifications showed sig- 
nificant reductions, the response loads were 
still excessive and the lateral natural fre- 
quency of the spacecraft was within the range 
of the Saturn bending mode frequencies. When 
the results of the analysis program was pre- 
sented, the decision was made to provide a for- 
ward lateral restraint.   This raised the frequen- 
cies and lowered the response loads to accept- 
able values. 

TESTING 

The original Pegasus test program did not 
provide for vibration development testing of the 
spacecraft assembly prior to final qualification 
testing of a prototype model.   This qualification 
test was scheduled just before delivery of the 
first flight model.   It was apparent from the vi- 
bration analyses that early development testing 
would be extremely beneficial to the program, 
A dynamic test model (DTM) was built and 
tested to qualification levels. 

The DTM was a full scale model, structur- 
ally, mechanically, and dynamically similar to 
the prototype.   It was intended as a tool for 
evaluating the structural response characteris- 
tics and defining any necessary modifications 
to reduce excessive responses. 

The lateral axis test arrangement is shown 
in Fig. 9.   The lower support structure flexi- 
bility was simulated in the specimen-to-fixture 
adapters, and the forward support flexibility was 
provided by the tower structure.   The longitudi- 
nal axis test was accomplished by rotating the 
shakers to the vertical position as shown in 
Fig. 10. 

Two MB Electronics C-210 shakers were 
used to subject the specimen to the predicted 
Saturn vibration environment.   The test proce- 
dure consisted of a 10-minute sinusoidal sweep 

(Y^N 

Fig.  9 -   Lateral DTM test setup 

Fig.  10  -   Longitudinal DTM 
test setuo 

from 5 to 2000 cps and a 5-minute resonant 
dwell at the major resonant frequencies.   This 
test procedure applied to the three orthogonal 
axes.   Low level survey sweeps were conducted 
in each axis prior to the high level sweeps. The 
maximum input level was 3.6 g ,. as shown in 
Fig. 4. 

'peak 

Instrumentation consisted of 22 channels 
of continuous accelerometer recordings, 12 
channels of continuous strain gage bridge 
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Circuit recordings, and 24 channels of single 
(dynamic) strain gage recordings. 

Three low level sweeps were conducted in 
each axis prior to the high level test.   Twenty- 
two different accelerometers and 36 different 
strain gages were monitored during each sweep. 
From this data the locations of highest response 
were selected for continuous recording during 
the high level test.   The strain gages were 
recorded on oscillograph and the accelerometers 
were recorded on magnetic tape, played back 
through an X-Y plotter and presented as plots 
of acceleration vs frequency. 

The strain measurements were used to 
calculate the stress (and thus the load) in struc- 
tural members throughout the spacecraft.   The 
accelerometer data was used in determining 
frequency, mode shapes, and distribution of dy- 
namic magnification throughout the spacecraft. 

The test demonstrated the overall struc- 
tural integrity of the spacecraft in that no fail- 
ures occurred.   The frequencies and modes of 
vibration and the dynamic load distributions 
obtained during testing agreed with those pre- 
dicted by analysis. 

The dynamic loads measured by the strain 
gages were lower than those predicted by anal- 
ysis.   Peak longitudinal load measured in the 
lower support structure was 13,940 pounds and 
the predicted load was 16,250 pounds.   The 
loads measured in the lateral direction was 
4550 pounds compared with a 6550 pound pre- 
dicted load.   The error was approximately 15 
percent in the longitudinal direction and 30 per- 
cent in the lateral direction.   The difference is 
probably due to the conservative estimate of 
clamping used in the analysis.   An investigation 
is planned in an effort to simulate the DTM test 
results by adjusting the analysis parameters, 
thereby defining a more accurate analytical 
model. 

CONTRIBUTIONS TO DESIGN BY 
VIBRATION ANALYSIS 

The results of vibration analysis had sig- 
nificant effects on the final design of the Pegasus 
satellite.   The most outstanding of these effects 
was tlie incorporation of a forward lateral support. 

The forward support had been considered 
in the conceptual design phase, but had not been 
justified by static considerations.  It was left 
then for the dynamics analyst to develop the 
supporting evidence and to demonstrate the need 
lor the support.   This need was adequately de- 
monstrated by both MSFC and FSC analyses. 

In addition to demonstrating the necessity 
for a lateral forward restraint the analysis 
program uncovered design modifications that 
greatly increased the overall structural in- 
tegrity of the system. 

The initial design of the wing frame struc- 
ture called for similar structural member 
sizes throughout for simplicity in design and 
fabrication, and for identical detector panel in- 
stallation hardware for each panel.   Vibration 
analyses performed by FSC showed these design 
approaches would result in high dynamic re- 
sponse loads.   As a result, more efficient de- 
signs were developed in which the frame mem- 
bers were made proportional to the load and 
detector panel responses were "detuned" by 
using isolators as mounts. 

Excessive response amplitudes of the wing 
stack as a result of longitudinal excitation was 
reduced by a tongue-and-groove arrangement 
which transferred shear directly to the center 
section and thus reduced the load on the hinges. 
The lateral bending response of the wing stack 
was reduced by changing the method of binding 
it together and adding outriggers to transfer 
load directly to the center section. 

The high response amplitudes of the elec- 
tronic canister predicted by analysis were con- 
firmed during DTM tests.   A more detailed 
analysis of the canister was performed in which 
a stiffener system and an isolation mounting 
system were developed that would reduce the 
high frequency response amplitudes. 

The purpose of this paper has been to point 
out that structural vibration response should be 
a design consideration in todays space vehicles 
where engine noise and aerodynamically gener- 
ated sound pressure levels exceed 160 db. Vi- 
bration analysis techniques should be employed 
during the design phase so that problems are 
uncovered prior to testing and design modifica- 
tions are easily incorporated. 
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SPECTRA OF NONSTATIONARY RANDOM PROCESSES 

G.  P.   Thrall 
Measurement Analysis   Corporation 

Los Angeles, California 

INTRODUCTION 

The concept of a power spectrum associ- 
ated with a stationary landom process has been   ' 
developed and applied to the analysis of physi- 
cal problems for many years.   It is a fact, how- 
ever, that many random phenomena have non- 
stationary characteristics which cannot be neg- 
lected.   For example, the vibration which a 
missile undergoes during the boost phase has a 
mean square value which fluctuates quite rap- 
idly and thus causes the spectrum to vary with 
time. 

The purpose of this paper is to develop sev- 
eral approaches to defining a useful spectral 
density function for nonstationary random proc- 
esses.  A spectral decomposition which is the 
double Fourier transform of the nonstationary 
covariance function is derived in a later section 
entitled "Double Frequency Spectra."  The re- 
sult is a spectral density function involving two 
frequency variables.  A second approach, which 
is based upon narrow band filtering and ensem- 
ble averaging gives a time dependent power 
spectrum and this is developed in the section 
entitled "Time Varying Power Spectra."  Fi- 
nally, a third spectral decomposition is arrived 
at by taking a time average of the time depend- 
ent spectrum.  It is pointed out that the aver- 
aged spectrum has the advantage of being a di- 
rectly measurable quantity.   Finally a detailed 
comparison is made of the three spectral de- 
compositions and recommendations for further 
research is presented in the section entitled 
"Spectrum of a Periodic Nonstationary Process.' 

SPECTRAL REPRESENTATION 

Let x(t) be a zero mean, nonstationary 
random process.   Since x(t) has zero mean 
for all t, its covariance function is given sim- 
ply by 

ytj.tj)   =  E^ct,) x(t2)| , (1) 

and depends explicitly on the times  t1  and t   , 
rather than on the time difference   (tj-tj) as 
is the case for stationary random processes. 
Because of the two dimensional nature of the 
covariance function, it will be seen that the 
various spectral decompositions are also two 
dimensional. 

Double Frequency Spectra 

A spectral decomposition involving two 
frequency variables may be obtained by intro- 
ducing a new random process X(t) which is 
defined as the Fourier transform of the origi- 
nal nonstationary process x(t).   Thus, 

X(t) 

where 

;t) 

277 f 

dt (?) 

(3) 

The right side of Eq. (2) may not exist in terms 
of ordinary integration theory and X( f)  must be 
interpreted as a symbolic function [l], in the 
same way that the Dirac delta function,  5( • )> is 
a symbolic function.  In fact, if x(t) is set equal 
to one for all t, it follows from the properties 
of the Dirac delta function that 

X(f) dt S(f) 

Certain properties of X(f) are immediately 
apparent from the definition.   Since x(t) has 
zero mean, the expected value of  X(t) is zero: 

[x(f)] = r E[x(t)] (4) 

NOTE:    References  appear on page 45. 
X( f) will in general be a complex random proc- 
ess and can be written as 
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X(f)    -    X,(f)  +   iX2(f) (5) 

where X^f)   and X2(f) are real random proc- 
esses. 

The covariance function of X(f)  will be 
denoted by  sx(f, • ■ 2)  for reasons which will be 
explained shortly, and is defined by 

This result shows that   Sx(f1, f )  is the double 
Fourier transform of the covariance function 
of  x( t) and is called the generalized power 
spectral density function. 

In the stationary case, Eq. (8) reduces to 
the standard Wiener-Khintchine relation.   This 
will now be shown.   If the change of variable 

5Wfi.f2)    =    E^f,)   X'(f2)] (6) 

where (*) denotes the complex conjugate oper- 
ation.   Equation (6) is the standard definition of 
the covariance function of a (possibly complex) 
random process [2].   It should be noted that 
Sx(f1, f2)   must be interpreted as a symbolic 
function since it is the expected value of two 
random symbolic functions.   By expanding Eq. 
(6) in terms of x^f)   and x2(f) 

Sx(fi.f2) = E{[X1(fI) + i^f,)] [X^) - iX2(f2)]} 

= E^fj) X^f,,)] + E^f,) X2(f2)] 

- iJE^Cf,) X2(f2)] - E[xi(f2) X^fj)]} 

= Sn(f1,f2) + S22(f1,f2) 

where 

Sjk(fKf2)     =     ^Vf.)    Xk(f2)J    •      J-k   =     1.2. 

The real part of  Sx( f j, f 2)   is the sum of 
the individual cnvarianccs of Xjv'f)   and  X2('f), 
while the imaginary part is the difference of 
the covariance between X^f)   and X2( f      Along 
the line fj =   f2 =   f, Sx(f,f)   is real and gives 
the mean square content of  X( f) at the fre- 
quency  f. 

Returning to Eq. (6), another expression 
for  Sx( fj, f2)  may be obtained by using Eq. (2): 

= E x(t1)e       '   'dt, x(t-) e    2   2dt: 

L-'-ai ^-'" 

a1 

=  |J   £["(*!) X(t2)] 
■i(o,,t.-a,.t.) 

dt1dt2 

/I Rx(t1,t2) P        '   '    2  ^    dtldt2. (8) 

f, +  f2 

f2   "    >'■ 

0) 

is made, then Eq. (8) becomes, in the stationary 
case, 

Sx(f.g) 11*. -i2n(fT*gt) 
(T)   e dtdr 

=    S(g)   j      Rs(r)   P-
i2",V  dv  .       (10) 

In terms of the original frequency varia- 
bles, the above relationship is 

sx(fI.f2) = S(f2-f .>r Rx(r)e :
i2"^-T^(ii) ch 

which means that  Sx( f,. f2)  is zero every- 
where except along the line   f, =   f, =   f where 
the two dimensional density is infinite. Clearly, 
this indicates that "i.e spectral density has been 
reduced to a one dimensional density.   By in- 
tegrating out the delta function, Eq. (10) becomes 

c  ,- r- (12) 

which is the Wiener-Khintchine relation. 

The one-dimensional nature of Sx( f,, f 2) 
in the stationary case implies that, if   f1 +   f2, 
the X(fI)  and X(f2)  are always uncorrelated 
and, in particular, are independent if x(t) is 
Gaussian.   For a nonstationary process, the 
fact that s

s( f,. f2)  has a two-dimensional 
structure means that there is correlation be- 
tween the content of the process at   f, and that 
at f,. 
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Through the transformation in variables of 
Eq. (9), the parameters may be expressed as 

and 

t,   -   t 

t2   =   t + j , 

f.   =    f - f • 

f
2   =    f +  2 

(13) 

In terms of t and r, the nonstationary autocor- 
relation function Rx(t1.t2)   becomes   Rx(t,T) 
where 

R^t^tj)   =    E [x(t1)x(tJ)] 

(-i)X(-i) 
Rx(t,T) (14) 

Note that  Rx(t,T)  is an even function of /, that 
is. 

^(^"^    =    ^xCt'7) (15) 

In terms of f and g, the generalized nonsta- 
tionary power spectral density function Sx(f.,f2) 
becomes   .*x(f,R) where 

SxCf,.^)   =   EJ^CVX'Cf,)] 

(-|)X*(-|) 

These relations are discussed further in a re- 
port by Bendat, et al. [3]. 

A major limitation to the usefulness of 
Sx(f,,f?)   or  .!x(f.g)   in engineering applica- 
tions where date is a nonstationary random 
process [4j is that it is not subject to direct 
measurement.   Rather, Sx(f1,f2)   must be 
found by performing the double Fourier trans- 
formation on the covariance function   Rx( t j, 12). 
The problem lies in the fact that there is no 
way to observe X(f)  experimentally.   A differ- 
ent nonstationary spectral decomposition which 
does not have this measurement problem will 
be presented in the next section. 

Time Varying Power Spectra 

Let xi(t) be a single record of a zero 
mean, nonstationary process  x(t) which is op- 
erated upon as shown below. 

V't)- 
narrow band 

filter 
_ square record 

JOMmmmmmMm 
I V,      VY I.A.A.   t4.LJt~ 

, r-   ♦!,,-.+   i-U~    fJli-^-—J^- 
l-»H_     ii,l.vV,A      1.0    ftii    ICtULLX    ICC 

tanguiar filter with a transfer function given by 

H(v) =  l 

=   0 

< f + 

el sowhere (20) 

where B is the filter bandwidth and f is the 
center frequency.   Although the filter is not 
physically realizable, it is a good approxima- 
tion to many narrow band filters. 

The corresponding weighting function is 
simply the Fourier transform of H(J )  so that 

=   *x(f,g). (16) 

Note that   ■2x(f .g)  is an even function of g, 
namely 

*x(f,-g)   =   ^(f.6) ■ (17) 

In place of Eq. (8), there results 

h(t) H(i/)   e Hv 

sin  (TrBt) 

77t 

sin   (at) 

cos   (2iift) 

COS    (''<t) (21) 

*x(f,g)- jjRx(t,r)e-i2,'(fT+Et)dtdr.        (18) 

The inverse double Fourier transform gives 

CD 

Rx(t^) = |J*,(f.S)ei2,r(fTtgt)  cigdf-        (19) 

where the last equality of Eq. (21) is obtained 
by letting 

and 

a    -    77B 

Ul    r     2vf . 

(22) 

39 



The filter output is given by i["1(t-p)-^2(t-q)]     ,f      ,f      ,       . 
x   e d t    d f    dp dq 

x.(t,f,B)   "    J      h(p)  x.(t-p) dp (23) 

and is the instantaneous value of that part of 
x.(t)  which lies within the bandwidth B cen- 
tered at the frequency f.   The output of the 
squaring device is obtained by squaring both 
sides of Eq. f23) so that 

x.2(t,f,B)  =   M      h(p)xi(t - p) dpj 

JKl h(p) Ip h(q)e dq 

S(f.,f2)  e 2      df.  df, 

|j  HCfj) H*(l2)  SCf^fj) 

i(u'i--2)t 
df,   df2 (28) 

=   IT h(p)h(q) xi(t-p)xi(t-q)dpdq . 

(24) 

It should be noted that the right side of Eq. (24) 
is always positive since it represents the 
square of a real function of time. 

By recording   x.2(t,f,B)   as a function of 
time, repeating the filter-square-record oper- 
ation N times, and ensemble averaging, an 
estimate of the average value of  x2(t,f,B) is 
obtained.   Letting N become arbitrarily large 
will cause the estimate to converge to the true 
average value.   Thus, 

N 

E[x2(t,f,E)]    -     Um   i  21   xi2(t,f.B)       (25) 

To compute E x2(t,f,B)     mathematically, 
one must take the expected value of Eq. (24). 
This yields 

QD 

E[x2(t,f,B)]   = JJ   h(p)h(q)K(t-p,  t-q) dpdq , 
-to 

(26) 

where Ret,, t2)  is the covariance function of 
x(t).   Equation (26) may be expressed in terms 
of the double frequency spectrum by using the 
relation 

RCtj.tj) = JJ S(f1,f2)c dfIdf2.  (27) 

Substitution of Eq. (27) into Eq. (26) gives 

CD m 

E[x2(t.f,B)]   = JJ  h(p)  h(q) jj    S(f1,f2) (28) 
-» -»■ (Cont.) 

This result states that E x2(t, f,B)     is the 
Fourier transform of a weighted version of the 
double frequency spectrum of x(t).   The form 
of Eq. (28) is simila- to tho^iitiGSEkip bct-,vccn 
the input and output spectra of a linear filter 
when the input is stationary, namely, 

SoUt(
f)     =     H(f)   H*^    Sin(^ (29) 

One may now define the time varying spec- 
tral density as follows: 

s(t,f)   =     Jim   i F.[x2(t,f,B)]   . (30) 
B -> oi   K 

From Eq. (28), s(t, f)  may be written as 

CO 

s(t.f)    =     Urn  | ("j"  »(f,)  H*(f2)  S(f1,f2) 

x   o d f, d f „ (31) 

Unfortunately, the limiting operation and the 
integration may not be interchanged because 
l/B does not approach a finite limit as B ap- 
proaches zero.   Thus, it is not possible to sim- 
plify Eq. (31) by performing the limiting opera- 

Using Eq. (26), the time varying spectrum 
may be expressed as 

CD 

s(t,f)  =    um   I jj h(p)h(q) R(t-p, t_-q)dpdq 
- CD 

(32) 

It should be noted that the filter bandwidth is 
contained implicitly in the product   [h(p) h(q)] . 
As before, the limiting operation and integra- 
tion cannot be interchanged so that the integra- 
tion must be performed first. 
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To measure s( t, f) experimentally, one 
would need a large collection of records so that 
an ensemble averaging could be performed. An 
alternative approach, when only one or a few 
records are available, is to use some form of 
curve fitting on x2( t, f ,B)/B to estimate the 
functional form of s( t, f).  A major limitation 
to the usefulness of   s( t, f) is that it must be 
determined for each frequency of interest. 
Thus, the entire sequence of filtering, squaring, 
recording, and averaging must be performed at 
some initial frequency  fj, and then repeated at 
all other frequencies of interest.   The result of 
this processing is to generate a family of one- 
dimensional functions,   5(1,5^,  i=l,...,N, 
which approximates the two-dimensional func- 
tion s(t, f). 

Time Averaged Spectrum 

A function related to the time varying spec- 
trum, and which may have important applications 
in the characterization of nonstationary proc- 
esses, is the time average of s( t, f).   This aver- 
age spectrum is defined by 

S(f) U s(t,f) dt (33) 

where T is the time interval of interest.   The 
value of T could be the entire duration of the 
nonstationary process, in which case a limiting 
operation may be involved, or some smaller 
interval, such as a tape loop length, in which 
the spectral structure of the process is of par- 
ticular interest. 

Problems which are of concern here deal 
with questions of the length of T required to 
give an accurate estimate of S( f), and the 
sampling variability of these estimates for dif- 
ferent nonstationary processes.   These matters 
are not easy to solve analytically, and may re- 
quire considerable experimental testing for 
various cases of interest.   The time averaged 
spectrum S(f) for a nonstationary process, 
however, is easy to measure and can result in 
significant savings in processing requirements 
over other means of describing the process. 
Finding an appropriate short averaging lime to 
use for different nonstationary processes can 
lead to a meaningful interpretation of how non- 
stationary power spectra change with time. 

From Eq. (32), it follows that 

S(f) = UB-JJ h(p) h(q) K(t - p, t - q) dpdqdt 

=    1 
B 

CO 

-. 0  •'•'„ 
h(p)h(q) -  j R(t-p,t-q)dt dp dq . 

(34) 

hi the second equality, the order of integration 
has been interchanged.   This operation is jus- 
tified by the fact that the "t" integration is in- 
dependent of the limiting operation and assuming 
all integrals exist.  Let  R(p-q) be defined by 

R(p-q)   = H R( t - p,  t- q) dt 

Then, 

S(f) 

CD 

imoIJh( p) h(q) R(p- q) dp dq 

(35) 

(36) 
B-> 0 

The function  R(p - q)  is seen to be the average 
covariance function of the random process when 
time trends have been smo^Uied over.   It is 
easily shown that R  is strictly a function of the 
difference (p- q)  and is thus the covariance 
function of a stationary process.   We are jus- 
tified, therefore, in employing all the results 
available for stationary processes in studying 
the time averaged spectrum. 

The meaning cf Eq. (36) is that  S( f) is the 
mean square value of the frequency f of a sta- 
tionary process with covariance function, 
R(p - q).   Another expression for S( f)   may be 
obtained by noting that, in the stationary case, 
the spectrum and covariance function are 
Fourier transform pairs; thus. 

S(f)   = R(r) (37) 

SPECTRUM OF A  PERIODIC 
NONSTATIONARY PROCESS 

In this section the double frequency and 
time averaged spectra will be calculated for a 
particular type of nonstationary process to il- 
lustrate the results of the preceding section. 
The time dependent spectrum will not be cal- 
culated because of analytical difficulties. 

Let x(t) be a random process composed 
of the product of a zero mean, stationary proc- 
ess, y(t), and the periodic function,  cos (w0t): 

X(t) cos   (oi.t)   y(t) (38) 

ITTe covariance function of  x(t) may be com- 
puted as follows: 

R^tj.tj) = E^ctj) x(t2)] 

=  cos^t^cosCc^t^EJyCtj)  y(t2)] 

=  cosC^t^cos^t^RyC^-tj).   (39) 

If the change of variable. 
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(40) 

is made in Eq. (30), it is seen that 

Rx(t,r)  =   2   [cos(a;0T) + cos(2a.0t)]   Ry(r) .       (41) 

Note that 

Rx(t,0)  =  4 [l +  cos 2o;0t  Ry(0)]   > 0    for  all    t. 

(42) 

In general, however,   H (t,T)  may be positive 
or negative. 

Substitution of Eq. (35) into Eq. (18) shows 
that 

^(f.g) --  \ 5(g)  [Sy(f- f0) +  Sy(f+f0)] 

where S(g) is the Dirac delta fvinction defined 
by 

5(g) 
j   27Tgt 

dt . (44) 

Equation (44) shows that the function  iy(f ,g) 
exists only along tae lines E= 0  and g = + 2f0 

in the (g, f)   plane. 

The time averaged power spectrum may 
be obtained by integrating Eq. (39) with respect 
to t after making the substitutions  tj = t-p, 
t, = t - q .   Upon performing these operations, 
it is found that 

Kv(p-q) =  - rc,s ["'ofp-q^ Ry(p-q)-     (45) 

From Eq. (37), the time averaged spectrum is 

Sx(f)   =2 ros ("" ^ cos (a''oT) Ry(T) d7 

i[Sy(f-f0) + Sy(f+f0)]   . (46) 

Thus, for a periodic nonstationary process, the 
effect is to shift the spectrum by ± f0   and to 
divide the peak spectrum amplitude by four.  In 
particular, a single peaked spectrum for  Sy(f) 

centered at f = o is changed into a double peaked 
spectrum for Sx(f) centered at   f -- ± f0.   One 
must be careful to interpret such a result cor- 
rectly when dealing with nonstationary data. 

To illustrate Eq. (46), consider the case 
where a stationary random process y(t) has a 
Gaussian spectrum given by 

Sy(f)   =   e 
nf J 

(47) 

Substitution into Eq. (46) yields 

Sx(f)     = 

l[e.a(f.f0)' + e-a(f+fo^] 

1     -«(f^fo2) cosh  (2af   f) . (48) 

Note that Sx( f)  is nonnegative for all values of 
f, in agreement with physical requirements. 

EXPERIMENTAL RESULTS 

In order to verify some of the analytical 
results derived previously, a brief experimen- 
tal program was carried out.   Because of the 
fact that analog equipment was used, only the 
time averaged power spectrum was studied 
since the other two spectral decompositions re- 
quire ensemble averaging. 

The nonstationary random signal used for 
the experiments was of the form 

x(t)    =    c-os  (a)0t)   y(t) , 

where y( t)  was a band-limited stationary ran- 
dom signal.   The signal y(t)  was created by 
feeding the output of a random noise generator 
through a narrow bandpass filter.   The narrow 
band noise signal y( t)  was then fed into one 
channel of a multiplier while a sine wave sig- 
nal from an oscillator was fed into the other 
channel.   The resulting nonstationary signal out 
of the multiplier was analyzed using a single 
filter continuous scan type power spectral den- 
sity analyzer. 

Two specific nonstationary signals were 
analyzed as follows: 

1. the product of a 25-cps sine wave and a 
20-cps bandwidth noise signal with a 100-cps 
center frequency (Fig. 1), and 

2. the product of a 35 cps sine wave and a 
50-cps bandwidth noise signal with a 100-cps 
center frequency (Fig, 2). 
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Fig.  1  - Spectrum of sine wave   modulated noise:    random signal with 
bandwidth of  20 cps and center frequency of 100 cps 
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The power spectral density analysis was 
performed using an analyzer filter bandwidth 
that was about 1/4 the spectral width of the 
noise signal.   Specifically, for case (a), B = 5.3 
cps and for case (b), B = 14 cps.   The RC aver- 
aging time constant K for the output was suf- 
ficient to produce a BT product of 400 and 
hence, a normalized standard deviation for the 
resulting power spectral density measurement 
of e = 0.05.   Specifically, for case (a), K = 40 
seconds, and for case (b), K = 14 seconds.   The 
scan rate RC was selected to allow about 3 RC 
time constants per analyzer filter bandwidth. 
Specifically, for case (a), Rs = 0.05 cps/second, 
and for case (b), Rs = 0.3 cps/second.   Since 
the signal being analyzed was continuous with- 
out limit (there was no recirculation of signal 
data), the sample record length Tr was effec- 
tively unlimited. 

The plots shown in Figs. 1 and 2 clearly 
indicate the sum and difference shifting of the 
stationary spectrum caused by the sine wave 
modulation. 

CONCLUSIONS AND 
RECOMMENDATIONS 

In the previous sections three approaches 
to the spectral decomposition of nonstationary 
random processes have been derived and illus- 
trated.  As was stated in the introduction, the 
purpose of this study is to develop a useful 
spectral density function for these types of 
processes.   This goal, however, can be taken 
in two contexts:   firs.., to provide an adequate 
analytical description of the frequency struc- 
ture of the process, and secondly, to provide a 
quantity which can be easily measured exper- 
imentally. 

It was shown in the second section that the 
double frequency spectrum and time varying 
spectrum both give an analytical description of 
the frequency structure.   Each approach con- 
tains essentially the same information, but in 
different formats.  In the case of the double 
frequency spectrum, the correlation between 
frequencies is given, while the time varying 

spectrum indicates relations between frequency 
and time.   The choice of which one to apply to a 
particular nonstationary process would depend 
upon the nature of the overall problem and the 
type of information desired about the process. 

The one major diawback to these two spec- 
tral decompositions is the two-dimensional 
nature of the functions.   In one case, the spec- 
trum is specified in terms of two frequency 
variables, and in the other case as a function 
of time and frequency.   This leads to a signifi- 
cant measurement problem since ma'ny records 
must be collected, processed, and averaged in 
order that a good estimate be obtained.   For 
many practical situations, it is not feasible to 
obtain the requisite number of records because 
of the high cost of experimentation.   This would 
be the case in estimating the spectrum of mis- 
sile launch vibration, for example.   Finally, it 
should be noted that the amount of data process- 
ing required to generate an estimate of a two- 
dimensional spectrum will be quite large com- 
pared to the estimation of the spectrum of a 
stationary process. 

Essentially the reverse of the statements 
presented above apply to the time averaged 
spectrum.   While it is relatively easy to esti- 
mate from one or a few records, the time 
structure of the spectrum is lost due to the 
averaging operation.  In situations where the 
power density changes appreciably with time, 
this information could be quite important but 
would not be available.  It is true, however, that 
the time average spectrum may be used to esti- 
mate the time varying spectrum at selected time 
points.   This could be accomplished by taking a 
short time average aboul the point of interest. 

This paper has covered some of the math- 
ematical aspects of spectral decompositions of 
nonstationary processes; however, much still 
remains to be done.   In particular, practical 
methods to estimate the time varying, time 
average, and short time average spectrum need 
to be developed and an error analysis per- 
formed to determine the relationships between 
record length, sample size, averaging time, 
and bandwidth. 
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DISCUSSION 

Dr. Morrow (Aerospace Corp.):   I'd like to 
add a couple of comments to this.   The second 
of the two methods, the time dependent spec- 
trum, is essentially a rigorous definition of the 
concept in terms of an operation that is difficult 
to carry out in practice because one must ac- 
quire an ensemble of records to work with. 
What we do in practice is to make a compro- 
mise.  Instead of averaging over an ensemble 
we average over a brief interval of time which, 
hopefully, is not longer than the interval in 
which the vibration can be considered station- 
ary.   That, of course, brings up a couple of 
problems one has to look at.   The first con- 
cerns just how stationary it is in the interval. 
At least one has to make an intuitive peace 
with this problem.   Secondly, there are some 
uncertainties that arise out of the length of the 

sample used.   In any event if one compares this 
approach of a time dependent spectrum with one 
which is averaged over the entire record I think 
there is something additional that should be 
pointed out.   When you consider one of these in- 
tervals by itself you can make a good case for 
considering the vibration to be Gaussian.   At 
least you can make a good case for saying that 
if there were some deviations from the Gaussian 
it would make very little change in what happens 
at the failure point.   So now if you choose to 
average over the entire record ox a nonstation- 
ary process then the associated distribution is 
not necessarily Gaussian.   In other words if you 
mix two signals of unequal strength the distribu- 
tion can remain Gaussian.  If, however, you apply 
two signals of unequal strength in sequence the 
overall distribution is undoubtedly uot Gaussian. 
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RESPONSE OF MULTI-DEGREE-OF-FREEDOM SYSTEM 

TO RANDOM EXCITATION 

R.  C. Binder 
University of   Southern California 

A method of analysis is presented which is convenient and direct for 
systems up to seven degrees of freedom. Considering lightly damped 
systems, the roots of the frequency or characteristic equation are ob- 
tained by an approximation procedure; this procedure provides a good 
approximation which can be improved if necessary. The mean-square 
response is found using available integrals. The method is illustrated 
by a numerical example. 

INTRODUCTION 

In many applications it would help consid- 
erably to have available a convenient, relatively 
simple method of analyzing a multi-degree-of- 
freedom system for random excitation.   Vari- 
ous proposals have been presented [1,2].   A 
particular method may have certain advantages 
and certain limitations.   For example, the use 
of a particular method may depend on the type 
of computer available.   This paper presents a 
method which is convenient in certain cases and 
might be regarded as an alternate or extension 
of the method presented by McCalley [3]. 

OUTLINE OF GENERAL METHOD 
OF APPROACH 

Considering lightly damped systems, the 
roots of the frequency or characteristic equa- 
tion are OuLained uy an approximation metnOu 
explained by Myklestad [4].   This provides a 
good first approximation which can be improved, 
if necessary, by various established numerical 
methods.   The mean-square-response is found 
by using integrals presented by Crandall and 
Yildiz [5] and Solodovnikov [6].   The procedure 
will be illustrated by a numerical example. 

EXAMPLE-FREQUENCY 
EQUATION STUDY 

Consider the lightly damped system shown 
in Fig. 1, with two masses M    and M  , two 

springs with spring rates Kj   and K2, and two 
dampers with viscous coefficients  C, and C2. 
The displacement of mass MI  is x,, the dis- 
placement of mass  M2 is x2, and the externally 
applied shaker forces are F.   and F2.   Let t 
represent time.   Application of the dynamic 
equation to each mass gives the relations 

d^x. 

dt2 

dxj dx2 

+   [Kl+K2]x1-K2x2   =    F, (1) 
and 

d2x. c!x r!x 

"T " c2 "iT + ^ "77 -K2xi + K
2
x2 ^ Fr    (2) 

For the transient solution, with no external 
excitation, a start is made with a relation of the 
form 

NOTE'    References appear on page 50. 

Fig. 1 - Example of lightly damped 
system with two degrees of freedom, 
Mass: M, = 5.0 lb, M: = 2.0 lb; Spring: 
Kj - 818 lb/in, K2 = 1000 lb/in; Damper: 
Cj = 0.78 ft-lb/sec 
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x =  Ae (3) 

where A is displacement amplitude, and r is a 
coefficient.   Let   Al represent the displacement 
amplitude for mass M,, and  A2 is the displace- 
ment amplitude for mass M2.   Then Eqs. (1) and 
(2) become 

[MjF2 I (C, +C2)r +KJ + KJJAJ - [C2r + K2]A2  = 0   (4) 

-   [Cjf + KjJA,  +   [M2r
2 + C2r+ K2]A2 = 0. (5) 

Solving Eqs, (4) and (5) simultaneously yields 
the frequency or characteristic equation 

r" + rö 
C, +C„ 

KA + K.C, 

K2 Kl  +K2 C1C2 

M2 
+      M, M,M, i 

K1K2 
UlM2 (6) 

consider the whole system as having as many 
damped modes as there are degrees of freedom. 
The procedure involves the determination of the 
natural undamped frequencies; for Cj = 0  and 
C2 = 0, Eq. (7) becomes 

r4 + B2r
2 t B4   =   0 (13) 

Let r =   ip.   Then Eq. (13) becomes 

p4 - B2p2 +  B4   =   0 , 

with the four values of p as 

± P, t P2 ■ 

(14) 

(15) 

For a lightly damped system, these root values 
provide a very close approximation for the 
damped frequency values; this is illustrated by 
Eqs. (9) and (10).   Then it is assumed that each 
damped mode can be represented by a second- 
degree frequency equation of the form 

Equation (6) can be written in the simpler form 

r"  +  B,!"3  +  B2r
2  +  B3r  +  B4    =    0 , (7) 

where Bj, B2, B3, and B4 each is a constant. 

One of various possible procedures will be 
used for determining the complex roots of the 
frequency equation.   By way of background ex- 
planation, Myklestad [4] has indicated that the 
frequency equation for a single-degree-of- 
freedom system can be written in the form 

r2 +  r2Sp + p3 

with the roots 

and 

-op   ^ ip/T^ 

ipv7!^ 

(8) 

(9) 

(10) 

where p is the natural undamped frequency, S 
is the damping factor (ratio of damping coeffi- 
cient to the critical damping coefficient), and 
i - /^L   Let 

a  =   8p . 

Then Eq. (8) can be written as 

r2 +   r2a f p2   = 

(11) 

(12) 

With this background explanation, refer to 
the system shown in Fig. 1.   It is convenient to 

[r2  +   23^  +  pj2]   [r2  +   2a2r  +  p2
2]    =    0 .      (16) 

where 

ai = siPi' 

Expanding gives 

r4   +   2(a1+a2)r3  +   (p,2  +43,0.,  +  p2) 
2   r2 

+ 2(a]p2
2+ ajp^r + p^p/   =0.     (17) 

The next step is a comparison of Eqs. (17) and 
(7).   By comparing the coefficients of the   r3 

and r terms, the following two linear equations 
are obtained: 

and 

2*. + 2a2   =   B, 

2alP/ +  2a2Pl
2   =   B3 

(18) 

(19) 

Solving Eqs. (18) and (19) simultaneously gives 
numerical values for a,  and a2.   From known 
values of ai  and a2, the damping factors   S, 
and  s 2 can be computed, and thus the complex 
roots can be expressed in the form given by 
Eqs. (9) and (10) 

-,   =   -Sjp,  ±  ip, Jl - S j2 (20) 

and 

s2p2 ± ip2v/r^s7 .       (21) 
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If u is desired to check or refine this calcula- 
tion, one of various established numerical 
methods can be used. 

Use ox the foregoing method gives fre- 
quency values of 32.4 and 86 cps and damping 
factors of is,  = 0.0081 and  -    =0.013. 

Integral for (I) is 

I |HO)l    d. 

v1 

F i n I) 

n D2 

RESPONSE DUE TO RANDOM 
EXCITATION 

■i,.3 E, 

H(-) 
E3  + i . E,   +   E„ 

i .'3 D3  -   -'2D2  +  i ..Dj   +   D0 
(n) 

The impedance ratio •'(.), a function of 
angular frequency   .>, is defined by the relation 

z(a0 Force 
Di ^placement (22) 

Integral lor (n) is 

cc 

I lH(;,.)     d. 

The magnitude of impedance is  ! z{ui)\ .   Let 
PF: J)  represent power spectral density of the 
exciting force, and p (.,) the power spectral 
density of the displacement x.   Then the follow- 
ing relations hold: 

—    (D2DJ-D1)   +  D.CE/ -  2E!E3)  

+  D3(E1
2 -2E0E2)  +  E32(D1D2-D0D3) 

Di(D2D3-D.)   '   D0«3 

z(..0 
PF(-'-) 

P,( ") ci . 

- r" PF(^) d, 

•X2    ' ^ Jn      !z(,.) 

(23) 

(24) 

(25) 

By assuming white-noise input, Eq. (25) can be 
written in the form 

EXAMPLE-STEADY-STATE 
SOLUTION STUDY 

Next consider the steady-state solution for 
the system shown in Fig. 1.   A start is made 
with solutions of the form 

and 

(27) 

(28) 

H( ..)! '  da. ,        (26) 

where    H( .)    is the reciprocal of the magnitude 
of impedance.   There is a question about the 
integration of Eq. (26) for particular cases. 
Following are the integrals adapted from 
Crandall and Yildiz [5| which provide integrals 
for cases up to two degrees of freedom and 
from Solodovnikov [6j which provide integrals 
for cases up to seven degrees of freedom. 

Examples of Integrals Adapted from 
Refs. [5jand [6j 

i ,.E, t   E„ 
H(-) 

2D2  +   i'0!   * Do 
(I) 

where  x10   is the displacement amplitude for 
x1} and   x20   is the displacement amplitude for 
x2.   Substitution in Eqs. (1) and (2) gives the 
result 

L^'M K,  i K,)  -       Mj   ■    !((:, i C2). J x10 

[K2'    iC2^JX20 (29) 

-[Ki+ >c2   ]^o+  [K2--
2M2+icHx20   -   F2.   (30) 

Consider the case in which F,      0-   The trans- 
fer function x20 K2 can be determined, as by 
means of the Cramer rule.   Use of the numeri- 
cal values listed in Fig. 1 gives the relation 

H(") x20   F, 

21. 3 x Id5 -  16.1 .'2 +  1138 
.4- il7.34 .i- 33.3- 104 ,2+ il5.21x m5, + 12.2x lo9 

(31) 
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Equation (31) is type (II) (see previous section); 
the use of the integral from the previous section 
gives the final result 

^T2 Pp.  =   5.13x 10" . (32) 

in units of the foot-pound-second system.   For 
a given input excitation, the displacement re- 
sponse can be determined. 

CONCLUDING REMARKS 

The foregoing method involves two major 
steps, the solution of the frequency equation and 
the integration of the response equation.   Using 
presently available integrals, the method is 
convenient and direct for systems up to seven 
degrees of freedom. 
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STRUCTURAL RESPONSE TO A VELOCITY-DEPENDENT 

STOCHASTIC EXCITATION* 

W. J. Stronge and  G. K.  Fisher 
Supersonic Track Division 

U.S. Naval Ordnance   Test Station 

A theoretical analysis of the forced vibrations of a smgle-degree-of- 
freedom, linear system having viscous damping is  presented.    The vi- 
brations  are excited by the system traveling over a specific random 
surface —the Supersonic Naval Ordnance Research Track (SNORT). 
Thus, the time-history of the forcing function and the statistical meas- 
ures of the response  reported here depend on the velocity of the system 
along that track.    The response of this model has been related to a 
dynamic loading factor for track vehicles that corresponds, within a 
factor of Z, to experimental measurements. 

INTRODUCTION 

Several informative applications of statis- 
tical methods for determining the response of a 
mechanical system to a random excitation have 
been presented recently [l-4].   Because of the 
generality of the treatment in most of these 
current works, however, their usefulness to the 
engineer in the field who does not have a good 
background in statistical methods is limited. 
The information presented in this paper is in- 
tended to provide a relatively simple method of 
determining system response characteristics 
by using hand calculations and a simple me- 
chanical model. 

The model consists of a discrete parame- 
ter single-degree-of-freedom linear system 
having viscous damping.   This system is ex- 
cited by traveling at a constant velocity over an 
uneven surface such as a roadway, rail, or 
ground surface, where the random surface can 
be represented by a stationary stochastic proc- 
ess.   The system is assumed to maintain con- 
tact with the rigid surface without friction. The 
absolute acceleration and relative displace- 
ments of the system in response to a particular 
stochastic process are determined as a function 
of the vehicle velocity, damping ratio, and nat- 
ural frequency.   These functions are then re- 
lated to a design dynamic loading factor which 

depends upon the probability of exceeding some 
maximum amplitude. 

The particular random process considered 
is based on the measured contour of the rail of 
a high-velocity test track (SNORT).t   The 
method of measurement of this rail roughness 
gives rise to a spectral density with distance 
along the track as its argument.   A smoothed 
analytical representation of this excitation is 
transformed into the time-dependent frequency 
domain by introducing the variable velocity. 
This quasi-stationary analysis has agreed 
within a factor of two with experimental results 
obtained thus far for the response of a system 
even when the system is accelerating at rates 
of up to 200 ft/sec2. 

THEORY OF LINEAR SINGLE- 
DEGREE-OF-FREEDOM 
VIBRATING SYSTEMS 

The forcing function of the simple, discrete- 
parameter mechanical system used in this study 
is caused by a velocity-dependent displacement 
excitation applied at the foundation.   The motions 
of the system in response to this excitation [5l 

*This paper was not presentcd at the Symposium. 
NOTE:    References appear on page   66. 

tSNORT, located at the U.S. Naval Ordnance 
Test Station, China Lake, California, offers 
4.1 miles of precision aligned track for the 
research testing of missile systems , warheads , 
aircraft, and aircraft components traveling at 
supersonic velocities. 
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are analyzed below.   Consider the system shown 
in the following sketch: 

here is applicable when the disturbing force 
can be described by a trigonometric series. 

Mechanical system  vibration model 

The differential equation of motion for this 
system is 

where 

my +   cy +   ky   =    F(t) 

y + 2{,OJ   y  +  u     y    =    R( t)   , 

.'k 'm 

(1) 

(2) 

F(t)   =   no
/2  +   V    (ancos n .it   t   bn sin noit), (5) 

where   ,  is some fundamental frequency of the 
excitation. 

The coefficients, and b„ , of the Fou- 
rier series are a measure of the amplitude of 
that part of the forcing function, F( t), having a 
frequency nw.    The frequency spectrum of a 
periodic forcing function, F(t), will be dis- 
crete.   Each frequency composing the spectrum 
will have two 90-degree out-of-phase compo- 
nents with coefficients a and b: 

rffj 

0? 

Periodic frequency spectrum 

and 

RC t) F(t)/m . 

When the absolute motions of the system 
are sought and the motions of the base, rather 
than the excitation forces, are known, Eq. (2) 
becomes 

y   =   aU'/y,- y)  +  a.M
2 (vt- y) (3) 

The motions of the base (track) are denoted by 
the subscript  t.   The relative motions between 
the body and the track are obtained by refer- 
ring the coordinate system to the body.  With 
z = y - yt   the equation of motion is 

Z + 2^0) Z + (,i i Z (4) 

Periodic Excitation 

When R(t) is a periodic function, the re- 
sponse, y(t), can be found by several different 
methods.   The Fourier series method described 

In considering the forced vibration of a linear 
system, the response is obtained by superim- 
posing the vibrations produced by each term in 
the Fourier series, Eq. (5), applied individually 
to the system.   Thus, the problem of analyzing 
the response to a periodic excitation that can 
be described by a trigonometric series be- 
comes one of finding the generalized response 
to a sinusoidal excitation [6].   The model used 
with a sinusoidal track waveform is shown 
below: 

Vibration model  traveling over 
sinusoidal wave 
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The diameter of a wheel, rolling on the 
track without friction, is infinitely small.   The 
sinusoidal wave of amplitude y0 has a wave- 
length A .   The track function can be written 

y„ sin 27TX (6) 

Take k = 2T-/\, where k is the wave vector. 
Note that, when the mechanical system is trav- 
eling over the waveform,   x becomes a function 
of time: 

yo   sin kx(t) (7) 

This function is then differentiated to obtain the 
time-dependent excitation due to a sinusoidal 
waveform. 

Random Excitation 

Random forcing functions are those excita- 
tions composed of variables whose instantane- 
ous values are not predictable.   A random vari- 
able is a real valued function defined on some 
sample space consisting of all possible out- 
comes, where the statistical probability distri- 
bution of the variable on the sample space is 
described by an n-dimensional probability 
density function.  A stochastic process is an 
ensemble of random variables depending on 
some argument such as time or distance.   The 
stochastic process is said to be stationary if 
the probability distribution remains invariant 
with translation of the argument. 

The expectation of a random variable, x, 
defined over some discrete sample space of 
numerically distinct events with x. values — 
each with probability Pj — is 

E(x) L xiPi 

When the sample space is continuous, 

E(x) xp(x) dx , 

(8) 

0) 

E(xn) 

CO 

I xnp( x) dx (10) 

from which it can be seen that the mean is just 
the first moment.   The second moment about 
the mean, called the variance, o2, is particu- 
larly important in the practical analysis of sto- 
chastic processes.   Thus, 

H (ID 

The variance is the first moment describing the 
dispersion of the random variable [?]. 

With these statistical terms defined, one 
can now look for the input-output relationships 
of a system excited by some particular stochas- 
tic process.   Either the Fokker-Planck or the 
Fourier series method can be used to deter- 
mine statistical measurements of the random 
vibrations excited in a system by a particular 
stochastic process.   The Fokker-Planck method 
selves a partial differential equation of the dif- 
fusion type for the probability distribution of 
the response.   This equation is generally solv- 
able only for excitations with a white spectrum* 
in which the response will always have a nor- 
mal or Gaussian distribution.   The Fokker- 
Planck method is amenable to non-Gaussian 
excitations, and is generally applied to nonsta- 
tionary problems. 

The Fourier series method which does not 
need a white spectral density, requires a 
Gaussianly distributed excitation process to 
determine the response distribution function 
uniquely.   The Weiner-Khintchine theorem re- 
lating the autocorrelation and the spectral den- 
city is most important to this method.   The 
Fourier series method, usually applied to sta- 
tionary processes, is used in this study because 
of the interest in other than white excitation 
spectrums [l]. 

The relationship in the time domain be- 
tween the input, e(t), and the output of a linear 
system is 

where p(x) is the probability density function. 
The expected value, E(x), of the random vari- 
able is equal to the mean, /,, or statistical 
average of x. 

The moments of the probability density 
function are pertinent in describing the distri- 
bution of the random variable.   The nth  mo- 
ment is 

y(t) [> (t )  e(T) <l7 (12) 

Here, h( t) is the unit impulse response of the 
system and T is the lag.   If e( t) can be ex- 
pressed as a Fourier transform, the Fouiior 

*A   white    spectrum   has    a    constant  amplitude 
from a frequency of   -o- to   +». 
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transform of y, y(j >), can be found.   Hence, in 
the frequency domain 

y( J^) HCjco)  E(ja.) (13) 

When e(t) is a stationary stochastic process it 
is described by the Fourier transform pairs, 
SC(üJ), the spectral density, and R(T), the auto- 
correlation function. 

Using the Weiner-Khintchine theorem, the 
output spectrum Sx(u>) is 

Sx(a.)  =   HCJ-.OHC-j.-OS^a,)   =    |H(jaO|2Se(a.) ,    (14) 

where H(-JM) is the complex conjugate of  H(jaj). 

The variance of the response is found by 
integrating the response spectrum  s (M).  Thus, 

where the forcing function frequency,   >, is 
equal to kx. 

Transmissibility of Absolute Motions. 
Absolute motions of the mass have an excitation 
function. 

R(t)  =  ^n yt + 2^nyt . 

Substituting Eq. (16) into this function, the ex- 
plicit sinusoidal track excitation function is 
obtained; i.e., 

R(t)   =    yo2i>,.n cos cot  + y^^2 sin an .     (17) 

Because the terms in this expression are two 
vectors, oriented 90 degrees apart and having 
the same angular velocity. 

E[y2] 
CC 

= 1. IHOO! * sjco)dcü. (15) 

This relationship is fundamental to the develop- 
ment of the response characteristics to stochas- 

. tic excitations [2]. 

R(t)   =   y0-n ( i   * 

where 

<K2 

2 
n      / 

sin  (cut -0),   US) 

i//   =    tan 
2'jü 

VEHICLES HAVING CONSTANT 
VELOCITY 

When the mechanical system is traveling 
with a constant velocity over the stationary 
waveform, the steady-state vibration solutions 
can be found by applying the excitation function 
to the system transfer function.   The transmis- 
sibility of the system is found by analyzing the 
response to a sinusoidal excitation.   The trans- 
fer function, derived from this transmissibility, 
applies to the random excitation as well as to 
the periodic excitation, since the Fourier series 
method of solution is being used. 

This excitation function is applied to the differ- 
ential equation of motion for the system, Eq. (2). 
By assuming a sinusoidal response solution, 
Eq. (2) becomes 

C(wn
2 -a)2)   sin   ,'t   + 2Cf..'wn  cos a)t    =    R(t)    (19) 

or 

2 ?    .-,1/2 
44 

I I    + 
2 2 

CO        I ol 

s in (at   - a) 

Calculation of Transfer Functions y ^   f 1^  - sin (wt   - v'O  , (20) 

For a constant velocity, the time dependent 
function is determined by x(t) = xt.  Differen- 
tiating the track displacement function (Eq. (7)) 
with respect to time, the following track de- 
scription is obtained 

yt =  y,, sin '■'t • 

yt    =    y a)  cos ait , (16) 

y,   =    y„w2   sin cot , 

where 

2W 
a   =    tan" 

Defining the transmissibility as the relative 
amplitude of the response to the amplitude of 
the excitation. 

-7n 

(21) 
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the transmissibility for absolute motions has 
been found to be 

4^ 
1   +              2 

6Jn 

/ 
(1 

^ \2      4^c.2 

', ,2    '     +             2 
\ 

(22) 

If a harmonic excitation of the form e,"'t 

were used as the forcing function, and if a re- 
sponse of the same form were assumed, the 
transfer function in complex notation [3] would 
be 

HA( ico) 
+   2i£ajar (23) 

CO —CO +  2Uc 

The transmissibility for absolute motion is 
shown in Fig. 1. 

Transmissibility of Relative Motions.   The 
transmissibility of relative motions can be 
found in the same manner as is used for abso- 
lute motions.   In this case, the excitation func- 
tion, R(t), is equal to ,-yt.   Hence, from Eq. 
(16) the relative motion excitation from a 
sinusoidal track is 

R(t) y o>     sin ait (24) 

This excitation function is substituted into the 
equation of motion for the system Eq. (4).   Then 
the differential equation for relative motion can 
be written 

C (co    -w2) sin ait  +   2C  taioi   coswt =   y w2 sin ait . 

(25) 

The transmissibility of relative motions in 
response to this sinusoidal track excitation, 
with the transmissibility defined as before, 
is then 
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Fig. 1  - Transmissibility of absolute motions 
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(26) 

(27) 
4C 

This transfer function could also have been 
found in complex notation [3] by starting with 
an excitation of the form  e1^1.   In that case, 

HB( ioj) 
2 2    .    „• r a)      -   a;    +   21 Co) OJ 

(28) 

The transmissibility of relative motions, 
as a function of the damping ratio  C, is shown 
in Fig. 2. 

Response to a Periodic Excitation 

The periodic excitation can be thought of 
as composed of a number of sinusoids.   With 
the appropriate transfer functions, the re- 
sponse is merely the product of the forcing 
function and the transfer function. 

Absolute Response. The absolute motions 
of the mass in response to the sinusoidal track 
excitation will be 

y   =    ytHA   =    y0 HA   sin  (cot - a) , (29) 

y   =    ytHA   -    yo&jHA  cos   (jt - a) , (30) 

and 

y    =    ytHA   =    yo...2HAsin(wt-a +77) .        (31) 
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Fig.   2 - Transmissibility of relative motions 
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Phase   relationships   between the 
forcing function and the response 

For the case of oscillatory motion (damp- 
ing less than unity) the absolute acceleration 
response is highly spiked near the resonant 
frequency.   Higher frequency excitations result 
in a response which asymptotically approaches 
a value  2Sa)/<un due to the velocity-dependent 
nature of the damping.   (The displacement re- 
sponse is relatively independent of damping 
ratio and excitation frequency in this range.) 

Relative Response. The relative displace- 
ment response is of prime importance because 
it is directly related to the stress in the spring 
of the system. The relative displacements be- 
tween the mass and the track are 

z = ZtHB y HR   sin   (cot- a) (32) 

The maximum relative displacement re- 
sponse occurs when the excitation frequency 
equals the natural frequency of the system.  At 
this point, the stress in the isolator is a maxi- 
mum, and varies inversely with the damping 
ratio.   For forcing functions higher than the 
natural frequency, the relative-displacement 
transmissibility asymptotically approaches 
unity. 

Response to Random Excitations 

The random roughness of the track forms 
a stationary stochastic process and can be used 
as a velocity-dependent forcing function of the 
system.   To use the Fourier series method of 
solution, the description of the stochastic proc- 
ess should be in the frequency domain — a 
spectral density distribution.   The excitation 
function can then be written in terms of the ex- 
citation spectral density, Se(M), at a differen- 
tial frequency element, Aw.   A displacement 
excitation with s («) in units of ft Vrad/sec is 

S(co) Aw . (33) 

A velocity excitation spectrum,  sc,(u>), in units 
of ft ?/rad/sec becomes 

.   2 
V, Yt     =    Sc,(w)/ (34) 

Acceleration excitation spectrums,   Se„(a), are 
commonly given in terms of g Vrad/sec. 

..   2 4       2 
" yf 

Se„(a))Aw. (35) 

In this form of the spectral density, which 
is the mean square value of the excitation func- 
tion in the frequency domain, the relationship 
with the Fourier-series expansion of the exci- 
tation function is emphasized. 

The expected value of the mean squared 
response is just the variance of the response 
for an unbiased distribution function.   The well- 
known result for the response, given in Eq. (15), 
is 

E[y2] Se(» |HA(icj)| 

The same result will be obtained for the 
absolute velocity and acceleration response 
when excited by their respective excitations. 
Thus, 

and 

m 

Ely^l    =     f     Se.(a>) |HA(ia.)| 2 do. 
*' - m 

Ely2]     =     J      Se„(a;)  iK^ia,)!2 do 

(36) 

(37) 

Other forms of the response can be found from 
any specific excitation by using Eqs. (34) and 
(35). 

It can be seen that 

Se„(w) 
SJu,) (38) 

Therefore, the acceleration response, in units 
ot g2, to a displacement excitation spectrum, 
in units of ft Vrad/sec, will be 

E[y2i_ 

4Sp(w) 
1HA(1W)!2 dw,       (39) 
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and the displacement response in ft2 to an 
acceleration excitation spectrum, g2/rad/sec, 
will be 

•E[y2] 
g2Se„(W) 

! H. ( ico) |     dco . (40) 

The relative response can be obtained by using 
the same manipulations.   The relative displace- 
ment response, in ft2, to a displacement exci- 
tation spectrum, ft2/rad/sec, is 

CO 

[Z21    =     f     Se(aO !HB(i^!2H-.. , (41) 

while the response to an acceleration excitation 
spectrum in g2/rad/sec will be 

EIZ2 ■r g2se„Ca>) 
|HP(i^|    HA..       (42) 

For solutions of integrals of this form, the 
expression must be convergent in the limit as 
a)-*«.   The integral can then be solved by con- 
tour integration [8].   If, however, Se(aj)  can be 
expressed as an even valued polynomial, ana- 
lytic in the interval -t» to c^, and if it has a 
root with all poles in the upper half plane and 
none on the real axis, then tabulated values of 
the integral can be found in several sources 
[4,9,10]. 

s 

\ 

1 • ^ 1    « 
-00 00 

An approximation made to the spectrum 
grossly smoothed the spectrum but resulted in 
an analytical expression that could be used in 
the tabulated integrals.   This function, which is 
a polynomial with complex roots, has been 
superimposed on the spectrum in Fig. 3.   In 
general, some polynomial that will allow inte- 
gration if the function remains bounded can be 
found for any spectrum.   This particular ex- 
pression for the SNORT spectral density as a 
function of the wave vector, k, is: 

S.OO 
2 x 10" (43) 

This amplitude is for a spectrum taken from 0 
to co. The expression is analytical, symmetri- 
cal, decays rapidly, and meets the restrictions 
discussed previously in all respects. 

Because this spectrum was analyzed from 
measurements made along the track where the 
argument of the random variable is distance, it 
is wavelength-dependent.   To transform the 
spectrum into the usual frequency domain, the 
spectrum must be weighted over the waveform 
by the velocity of the mechanical system.   The 
product of a wave vector and velocity will be 
the frequency of that wave vector.   To maintain 
the proper density, the ordinate of Fig. 3 must 
be divided by velocity, since 

or 

where 

se(«) 

S^O 

2 x lO"4 

i [l/3 +   (w/x)2] 

2 x 10"4 x3 

(44) 

(45) 

,/3 

and 

Integration of  complex function ß   =   —   . 

Response to SNORT Excitation 

The SNORT rail-roughness excitation has 
a nonwhite spectral representation.   (The anal- 
ysis of this spectrum from discrete measure- 
ments is reported in Ref. II.)   The assumption 
is made that the track contour is a stationary 
stochastic process; i.e., this sample of track is 
representative of the entire length of track. 

The relative displacement response to this 
displacement excitation spectrum is determined 
by using Eq. (41).   After identifying the complex 
roots, Eq. (45) can be written 

se(-) 
2 x 10"4i3 

(46) 
^(/3-ia)     (,3+ia)- 

and the transfer function will be 
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|HB(W)| 
/34 

(1+ 21^/3-/32)(1- 21^/3-/i2) 
,   (47) 

Then, by evaluating Eq. (41) using the tables of 
Ref. 10, we obtain 

F.[Z21, in. 2 lO-4..^^  a3(l+ ^a) 

2^[(1+ a2)2 + 4^a(l + a2 + £a)] 

(48) 

The square root of this variance of the relative 
displacement response has been plotted as 
Fig. 4. 

The absolute acceleration response to the 
track displacement excitation can be found from 
Eq. (39). 

By applying Se(co) from Eq. (46), and for 
|HA(W)|2, 

HA(i.->)l 
1  +4f,2/32 

(l + 2i^-/32)(l- 2i^-/32) 
(49) 

and 

E[y2], 

lO^wSx/a wn
4 a3(l+ f;a + 4t2 + 16fJ

3a+ 16s4n2 + 4<:3a3) 

2(386)2^ [(1+ a2)2   +  4^a(l + Cat a2)] 

(50) 

This absolute acceleration response of the 
mass to the track excitation has been plotted as 
Fig. 5. 

The response characteristics of this sys- 
tem have been strongly influenced by the shape 
of the spectral approximation. Fig. 3, and in 
particular, by the shoulder at approximately 
k = 0.4.   In the frequency domain, the excita- 
tion from this wavelength will occur at the 
natural frequency ol the system when a = 1.5. 
It is near this point that the relative displace- 
ment is a maximum and the character of the 
absolute acceleration changes from vibrations 
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at the natural frequency to a response consist- 
ing primarily of higher frequency components. 

The effect of velocity on the response can 
be investigated by considering the quasi-steady- 
state, or slowly accelerating, system.   Increas- 
ing velocities tend to sweep the natural fre- 
quency of the system from right to left on the 
abscissa of Fig. 3.   The relative displacement 
response increases in amplitude until it ac- 
quires a velocity where  a= 1.5.   Here, the 
lightly damped system passes through a maxi- 
mum relative displacement whose magnitude 
depends on damping ratio but is independent of 
natural frequency.   Higher velocities result in 
the response asymptotically approaching a 
value 

E[z2] 8 x 10"4     as    a-oo 

which is independent of the damping ratio. 
The absolute acceleration rms response 

increases at the 1.8 power of velocity up to ap- 
proximately a = i.   Here a transition of the 
principal excitation frequencies occurs because 
of the particular shape of the excitation spec- 
trum.   The amplitude of the rms response at 
any particular velocity then depends directly on 
the natural frequency of the system, while the 
influence of damping ratio depends upon the 
particular value of "a" at which the system is 
operating.   Knowledge of these response char- 
acteristics is of primary importance in under- 
standing the various system parameter influ- 
ences on the response behavior. 

DESIGN APPLICATIONS 

Since the preceding sections have described 
the general response characteristics of a single- 
degrce-of-freedom oscillator excited by the 
particular excitation spectrum of Fig. 3, design 
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Fig. 5 Acceleration response to the 
SNORT   excitation 

applications will be confined to those applicable 
to supersonic tracks.   It now remains to exam- 
ine the characteristics of the response spectra 
and draw some conclusions which will be useful 
to the design and isolation of rocket sleds. 

One characteristic is the relationship be- 
tween the peak values of the vibration response 
and the statistical response measurements that 
have been calculated.   Since the input to this 
particular single degree-of-freedom oscillatui 
is a stochastic process, so is the output.   How- 
ever, due to the highly spiked nature of the 
transmissibility of the oscillator (Figs. 1 and 2), 
and since the excitation can be considered as a 
complex waveform of randomly varying ampli- 
tude, the oscillator will transmit most of the 
excitation energy near its natural frequency, 
and thus will act as a narrow bandpass filter. 
Although the oscillator will vibrate primarily 
at its natural frequency, it is also receiving 
energy at every frequency in its bandwidth and 
will, therefore, exhibit a random beat 

phenomenon.*   Since only the spectral density 
of the input is known, this random envelope 
cannot be determined; however, it is assumed 
that the output is a Gaussian process by arguing 
the central limit theorem.   The distribution of 
the peak values of the response will then be 
Rayleigh.   If the Rayleigh distribution of peaks 
is assumed, the probability that the ratio ol a 
given response, y, to the expected response, y, 
exceeds some specified value during any one 
cycle is given by Ref. 12 and plotted in Fig. 6, 

?xp  (- yj /2y: (51) 

The probability that the amplitude will 
never exceed some maximum value y,, 

*IX a simple oscillator is excited by two fre- 
quencies in its bandwidth, it will exhibit the 
phenomenon of "beats"; i.e., the envelope of 
the amplitude of its oscillations will vary in 
a periodic manner depending on th» difference 
in the two exciting frequencies. 
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compared to the maximum expected value ymax, 
during some number of say wt  cycles, can be 
deterrnined by finding the product of the proba- 
bilities of each of the cycles.   (The probability 
that the ratio y^/y will not exceed some value 
during any one of a set of cycles is mutually 
exclusive.)   Because the variance  y of all the 
cycles is not equal if the velocity is not con- 
stant, the individual probabilities must be 
weighted with respect to the maximum expected 
value ymax-   Therefore, the probability of not 
exceeding some ratio y, y       in -t cvcles is: 0 J !    -'max J 

•^1-.,..,. 
Ly-r 

on 1 - exp 
/   y. 

2y„ 

2 

max (52) 

In order to evaluate Eq. (52) for a constant ve- 
locity where y = y ,57 cycles are required 
before there is a 58-50 chance of finding a y, 

greater than 3 ymax, while for 
288 cycles are required. 

(3/4) y,r 

From the experimental evidence available 
to date, the assumption of   yj/ymax = 3 is real- 
istic for typical track tests and is used to esti- 
mate the maximum amplitudes from the rms 
values derived in the analysis. 

Of immediate concern is the transfer of 
results obtained for the simple oscillator hav- 
ing a single point of contact with the rail, to a 
sled having two or more points of contact.   It is 
possible to obtain at least qualitative results if 
the sled can be considered as a rigid body 
mounted on relatively soft springs at its points 
of contact, with spring constants so chosen that 
the vertical mode is decoupled.   Using the de- 
coupled model and considering only vertical 
oscillations, the range of interest in the param- 
eter "a" used in Figs. 4 and 5 can be determined 
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for use in operational sled designs.   Thus, for 
a sled with a 15-cps natural frequency, 

\/3 2nl5 

0.61 for    x   - 100     fps 

6. 1 for    x   = 1000   fps 

12.2 tor    x  = 2000   fps 

Therefore, for most sleds (and certainly for all 
those with an isolation system) the maximum 
response range of interest will be in the domain 

1 10 

It is seen from Fig. 4 that the preceding 
values of "a" will always pass through the 
maximum values of the expected relative dis- 
placement response.   Since in a linear spring 
the relative displacement is directly propor- 
tional to the loading factor, the force exerted 
by the spring on the rigid mass can be deter- 
mined.   This result can be generalized to de- 
termine the dynamic loading factor (DLF), thus 

DLF dynami c static 

Mg    _       g 
k , 2 

where 

M = mass of body, 

g = acceleration due to gravity 
386 in/sec2, 

k = spring constant, lb/in., and 

.>n = natural frequency, rad/sec. 

Therefore, 

DLF 
^ Hyn    "n 

+ i 
(53) 

Now, assuming a damping coefficient of 
"   = 0.05 and reading the maximum expected 
displacement of Fig. 4, the dynamic load factor 
becomes: 

DLF 
( C =  05; 

10"' (3) 
+   ] 

(54) 

where the factor yj/y =  3  has been chosen ar- 
bitrarily since less than 1 percent of the peaks 
occurring at the maximum response have an 
amplitude exceeding 3 times the rms.   Equation 
(53) is plotted on Fig. 7.   It will be noted that, 

in general, Eq. (53) yields dynamic loading 
factors much lower than those currently in use 
for sled design.   Since the equation includes no 
consideration of aerodynamic loading, loading 
due to aerodynamic forces must be superim- 
posed on the loading due to the track excitation. 
A recent study by Sonnenburg [13] rather con- 
clusively confirms that the loading on a sled 
can be resolved into a more-or-less constant, 
rail-induced force superimposed on the varying 
aerodynamic loads. 

To better understand the characteristics of 
vibration isolation and attenuation, reference is 
again made to Fig. 5.   As stated previously, the 
oscillator vibrates primarily at its natural fre- 
quency; from Fig. 5, this appears to be a valid 
assumption for values of "a" less than 1.   In 
the region of "a" between 1 and approximately 
7, the acceleration response flattens out and 
then begins to diverge for values of "a" greater 
than 10,   This divergence is caused by the mag- 
nification of accelerations associated with fre- 
quencies higher than the natural frequency. 
The divergence is due primarily to the particu- 
lar shape of the SNORT spectrum (Fig. 3). 
Since the acceleration response for any given 
value of "a" is directly proportional to its 
natural frequency, it is advisable to choose a 
lightly damped, low-frequencv system to keep 
acceleration response as low as possible.   For 
any structure chosen, however, the response 
spectrum will be distorted by contributions of 
frequencies higher than the natural frequency 
at values of "a" greater than 10. 

EXPERIMENTAL RESULTS 

Experimental evidence of the influence of 
natural frequency upon the structural response 
of sleds has been acquired from reed gages 
(steel cantilever springs with mass attached to 
the tips) [14].   Each one scratches a target in- 
dicating the maximum excursion of the mass. 
This measurement can be equated to a static 
force that gives the same structural response. 
This is equivalent to an experimentally meas- 
ured dynamic loading factor that any component, 
located at the same position and having the 
same natural frequency and damping, would 
experience.   The measurements shown in Fig. 8 
were made on a sled tliat attained a maximum 
speed of 710 fps after 2 seconds.   The solid 
lines depict the range of maximum amplitudes 
measured directly over the shoe during three 
instrumented runs, and the dashed lines depict 
measurements taken at the inboard end of the 
tubular steel axles.   Although very few sled 
structures have natural frequencies as high as 
those shown in Fig. 8, the plot indicates the 
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increasing dynamic loading factor required for 
higher frequency components, and the attenua- 
tion of vibration amolitude that a suspension 
component, such as the axle, can yield. 

To date, experimental results that include 
the time history of the response have been ob- 
tained only for the relative displacement of a 
decoupled sled with six points of support, and 
only qualitative confirmation of the theoretical 
model has been obtained.   These experimental 
data, which consist of readings taken during 
several runs, w'jre obtained from strain gages 
affixed to the center axle of the sled (Fig. 9). 
This sample record clearly shows the response 
to be primarily at a frequency  f = 14 cps with 
an rms amplitude value of approximately 500 lb. 
A maximum amplitude of approximately 3 y has 
been observed on the average of once a run. 
From data obtained by shaking the sled^ it has 
an observed natural frequency of   fn = 13 cps 
with burned out motors.   The damping ratio 
of its rubber isolator mounts is between 
0.05  < C < 0.10, while the spring constant 
k = 7530 lb/in. 

By applying the above sled parameters to 
Fig. 4, it is found that   ymax = 5.6 x lO"2 in.; 
the expected force exerted by the isolator then 
becomes (k)(ymax)  = 422 lb. 

Although the experimental evidence appears 
to be in quite good agreement with the informa- 
tion obtained from the theoretical model, the 
record was obtained as the sled was constantly 
accelerating, making it extremely difficult to 
do a statistical analysis.   To achieve a reaaun- 
able statistical confidence, final comparison of 
the theoretical and operational models must 
await the evaluation of sample data taken from 
several runs of a sled traveling at constant ve- 
locity, or from a large ensemble of records. 

CONCLUSIONS 

This analysis has demonstrated a concise 
method for calculating the response of a me- 
chanical system to a broad general class of 
random excitations.   The spectral density of 
the process need not be "white" nor need the 
excitation be a displacement process.   We would 
like to emphasize that it was by going to the 
source of the vibrations and then transforming 
this excitation into the time domain tliat the 
velocity-dependent structural response arose. 
This is contrary to the approach currently pop- 
ular in missile component design in which the 
response in one vehicle is analyzed and extrap- 
olated to later designs. 

One unfortunate aspect of the simple ap- 
proach advocated here is that the calculations 
involve an integration across the product of the 
excitation and transmissibility spectrums. 
Hence, undamped systems (which involve an 
unbounded function) cannot be solved, and only 
statistical measures of the composite response 
are obtained.   A qualitative impression of the 
spectral dens'ty distribution of the response 
can be obtained by examining the transmissibil- 
ity of various wavelengths at a particular 
velocity. 

Vibration and strain gage records obtained 
during approximately 10 runs of three vehicles 
have qualitatively confirmed the hypotheses. 
The amplitudes were within a factor of 2 of 
those predicted.   Such agreement is perhaps 
fortuitous, but it certainly is encouraging in 
light of the relatively crude mathematical model. 
This excellent agreement is believed to result 
from the inclusion of an isolation system which 
limits and controls the vibrations of the com- 
plex sled structures.   Therefore, it seems evi- 
dent that a properly designed isolation system 
not only reduces the stresses in the structure, 
it also makes the problem of their prediction 
tractable. 
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VIBRATIONS OF A CANTILEVER BEAM CONSIDERING A 

NON-RIGID WALL SUPPORT* 

H. F. Cooper,   Jr. 
Bell  Telephone   Laboratories, Inc. 

Whippany, New Jersey 

The effects of a non-rigid wall support on the natural frequencies, 
mode  shapes, and forced response of a cantilever beam are  studied, 
and graphs of the first several natural frequencies and mode  shapes 
as functions of the wall stiffness are presented.    The wall support is 
represented by linear and torsional springs  so that the effect of the 
wall's stiffness in translation and rotation are considered in terms of 
the two spring constants. 

The response  solution is given formally for the cantilever loaded with 
any of the usual forcing functions,  and is particularly evaluated for a 
triangular  (in time) uniform pressure pulse.    Numerical results are 
given for a particular triangular pulse and several wall stiffnesses; 
and it is founJ that the wall stiffness can have  an appreciable effect on 
the  response characteristics. 

INTRODUCTION 

W. J. O'Donnel considers the static deflec- 
tion of a cantilever beam due to the elasticity 
of the support wall [1], and of built-in beams in 
general [2].  He shows that the error incurred 
by treating beams a s being rigidly built-in is 
significant for typical cases encountered in 
design work.  It is shown herein that the sup- 
port stiffness may significantly affect the dy- 
namic characteristics of the cantilever. 

The natural frequencies and mode shapes 
as functions of the rotational and translatory 
spring stiffness at the wall, a' and ß'  (see 
Fig. 1) are determined, and the displacement 
dynamic response of the camilcver due to an 
arbitrary forcing function (f(x, t)) is deter- 
mined formally in terms of an eigenfunciion 
expansion.  Numerical results are given for the 
case where  f(x,t) is a uniform (in x) triangu- 
lar (in t) pulse. 

Since the characteristic equation and the 
expression for the eigenfunctions involve the 
hyperbolic functions, difficulties are experi- 
enced with a direct application of numerical 
techniques (such as subtracting one large 

♦This paper was not presented at the Symposium. 
NOTE:    References appear on page 8^. 

pDT 

f(x,t) 

Fig.   1   -  Mathematical  model 

number from another which is very close to the 
first number).   A procedure for avoiding these 
difficulties is described. 

FORMULATION OF THE PROBLEM 

The differential equation for a beam of con- 
stant cross section and density, neglecting shear 
and rotatory inertia, is given by the Bernoulli- 
Euler Theory as Eq. (1) where subscripts denote 
partial differentiation.   The boundary conditions 
are given by Eq. (2), and it is assumed that the 
cantilever is initially relaxed so that y(x,o) = 
yt(x,o) = 0.   Upon introduction of the non- 
dimensional variables in Eq. (3), Eqs. (1) and 
(2) are transformed into Eqs. (4) and (5). 
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(2) 

EI Vxxxx +'A y,,      f(*.t) (i) 

a'yx(o,t)  -  El  yxx(o,t)  =  o        yxxC'.t) =  0 

ß'y(o.t) + EI yxxx(o,t) = o     yxxx(^.t) = o 

4     "'     l' 

(3) 
I ' 

T    -     t 

a'-l 
"if ' 

+ y. 

EI 

EI  f(^T) g(f.7-) 

yf(o,T) - - y^(o,T) = 0       y.,f(l,T) = 0 

y(o,T) + ^ yfff(o,T) =   0       yffe(l,T)  =  0 . 

(4) 

(5) 

The dimensionless stiffness parameters, a 
and ß, Eq. (3), may be given a physical inter- 
pretation in terms of the two single degree of 
freedom models in Fig. 2.   The tip deflection 
of the cantilever due to a uniformly distributed 
unit load is given from strengih of materials as 
tVsEI.   The total moment at the wall is given 
by -t2/2  and the angular deflection of a line 
drawn from the wall support to the deflected 
tip position is -f, /8EI.   Thus, the angular spring 
constant at the wall simulating cantilever elas- 
ticity is   ao = 4El/'t.   For the second single 
degree of freedom model (simple spring mass) 
the equivalent spring constant is ßn = 8Ei/^3. 
Thus, the parameters a and ß are proportional 
to the ratios of the wall stiffness (to rotation as 
translation) to the cantilever stiffness (based on 
the corresponding single degree of freedom 
model). 

4a' 
ß 

8/3' 
ß. ~   8 (6) 

SOLUTION 

The method of solution was to determine 
the eigenfunctions and eigenvalues of the homo- 
geneous form of Eq. (4) and to expand the forced 
deflection in terms of the eigenfunctions.   It may 
be shown that the homogeneous boundary value 
problem is self-adjoint; therefore, its eigen- 
values constitute a countably infinite set, and 
its eigenfunctions constitute a complete orthog- 
onal set [3]. 

Assuming an oscillatory solution for the 
homogeneous form of Eq. (4) in the form of 
yn(^,r) = '/-'„(■f)E1"'nT and following standard 
procedure, one arrives at the characteristic 
equation (7) and an expression (to within an ar- 
bitrary constant) for the eigenfunctions Eq. (8), 
To facilitate later analysis, an orthonormal set 
of eigenfunctions .p    are defined in Eq. (11). 

a   +b   cos k    cosbk,   A   — (c   -d   ) sink   coshk 
n nil n ^^n n' n n 

—  Cc    + d   )   cos  k      sinh  k 9   v    n ny n r (7) 

l    cos k   <E + u    sink  c+n    coshk   f+sinhk  ^ 

(8) 

a     =    1 + k Va/3 ■2k   /a 
(9) 

b     =    1 - kVa/3 dn   =   2knV/3 n n ' n n       ' 

=r-   [a     sin k     -   d     cosh k     +  b     sinh k   1 QLn nn nn nj 
n 

—    - a   cos k   - b   cosh k    ^ c    sinhk   1 £)Ln nn nn nj 

(10) 

=r-   [a    sinhk     +   b    sink     +   d    cos k   1 pLn nn nn nj 

^^fe -77^^ 

Fig.  Z  -   Lumped  parameter models 

n     cosh  k      !   b     cos k     f   c     sin k n n n n n r 

(1- 

(ID 

0 =  0 m ^   n 

The inhomogeneouo differential equation 
and associated boundary conditions are satisfied 
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by Eq. (12) provided <in is a solution ol Eq. 
(13) [4].   For the case of relaxed initial condi- 
tions,  qn  is given by Eq. (14) so that the solu- 
tion is given formally by Eq. (15). 

y{i,n  --    L  %(') '?n(c) (12) 

dnM 

\    K(^,0  cpn(c) 'Lf   =    CJT)   (13) 

T 

—   f     Cn(t)   sin  a.n(T- t)   dt (14) 

y('f.T) (T- t) dt (15) 

For the particular case of a uniform, tri- 
angular pressure pulse (Fig. 3),  f(x,t)  is given 
by the product of the width of the cantilever and 
the pressure time history.   For this case   Cn( •) 
is given by Eq. (16) and  q (,-) is given by Eq. 
(19). 

qn 

o' n    r 
—:      ( 1   -   cos 

+   ( sin  a) T.   -    ,i T , )   ros M T 1 

(19) 

COMPUTER STUDY 

The I.B.M. 7090 Computer was used to de- 
termine the roots of Eq. (7) (eigenvalues), the 
mode shapes Eq. (8) (eigenfunctions), and the 
forced response of the cantilever Eq. (12) as 
functions of a and ;-.   A direct application to 
the characteristic equation and the equations 
defining '»n, \r|, and yn  as they are given in the 
preceding sections leads to erroneous results 
due to difficulties inherent in the digital com- 
puter (taking the difference of two large num- 
bers which differ in higher significant places 
only, for example).   Thus, the equations devel- 
oped in previous sections were altered so that 
meaningful results could be obtained. 

Since the eieenvalues, k   . make up an un- 
bounded countable set, it is natural to observe 
the behavior of the relevant expressions as kn 

increases without bound.   The expressions from 
Eqs. (7) and (10) may be written as in Eqs. (20) 
and (21) by dividing numerator and denominator 
by  t-k"  2.   Also, Eq. (8) may be written as in 
Eq. (22). 

/ c   + d„\ c   - (I 
i n n   I . n n        .        , 
b     -    ;  I cos   k     +    sink     +   zn 

/ c   + d  \ c   - d / ,       ,       n n 1 , n n       .     , 
b   +    cos k    +      sink 

\  n 2      1 n 2 r 

Fig.   i -   Pressure   tune history 

=   G 

(20) 

Cn(T)    =    K/np(.t) 

FI 

\r\~   ['„   sin  kn  +  Mn(l -   cos  kn) 

(16) 

(17) 

'n  =   IT  Lbn"dn-(bn + dn)e + 2an£ Cns knJ 

u.     -f—    -b+c-rb   + n L       L       tl n       v    p. 

-2k -k "I 
cn)e + 2a„(      n cosk n ' n n   I 

(21) 

L -   [-an  (I-«'2"1") -2<'kn(Hncoskn + hnsinkn)] 

+   T)n   sinli  k„   +   cosli  kn  -   l] (18) 

«P y 
'!„ , [üin(T1-T)+ sin^T-^TjCOS^r] 

0    <    7    <    T, 

i 3 
'n     '   1 

(19) 
(Cent.) 

I - 2k   \ -k 
Ln  =   nn   (1 + .        ")   + 2^     "(bncoskni cn Sinl<n) 

k ii ,f -V.ti 
+    (^n1   1)    V"   +   (^n-D   '—^    ■      (22) 
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AS k^co; predominantly upon a for 

b   - «I n n 
£„   -   —^    -   "I 

-b   + c 
ß >   10' ß' 

>   12 A 
and 77 -* -1.   By a simple algebraic manipulation, 
(7)n+ 1)   and (7jn- 1)   is given by Eq. (23).   As 
kn-. co; Yn-.-l  and   Zn - cor, kn-sin kn.   From 
Eq.  (20) as   kn-> &>,   tan kn-»- to  SO that   cos kn-> 0 

and  sin k   -> -i; thus z  -. 1. 

(VD   =   L"    [(bn-dr.> COsk
n
+^Cn-bP.)  Sinkn+anf     "J 

2Z   e       n 

(23) 

f T, - n  =  —   -a  -e    n  rCrl   +b  ■) cos k   + (b +c  ) sin k 1 ^   'n       ' L     L     n Lv   n       n-' n     ^   n    n-' nJJ 

and for   a > io2,   ß > io2,  OJ,  is approximately 
what it would be for a rigid wall support 
(a = /3 -- CD).   The major variation in CJ,  occurs 
for  10"2 < a < io2;   io-2 < /J < io2.   Figures 
5-7 may be interpreted in a similar manner. 
For a > io2. 

=   2Y„ . 

ß >   103 (--   >  25,     '--   >   125 
3 Pn 

the rigid wall model is adequate for determining 
w2 (and wj.   For a > io2. 

1250 /3 >  10"    -   >  25 

The normalized form of Eq. (22) may then 
be written as in Eq. (24) in which the magnitude 
of each term is bounded above by 1 for large 
kn.   kn is given in the appendix in terms of  vn 

and Zn.   The only other alteration involves re- 
writing Eq. (18) for yn in terms of  Yn and  Zn 

as in Eq. (25).   The equations which were used 
in the program were (12), (19), (20), (24), and 
(25); with  ^n, Mn, iln, Yn, and  zn as defined by 
Eqs. (21) and (23), and   \n as defined in the 
appendix. 

if -k  r1-^ -k  .O 
rp    =  —   k    cosk .f t/x   sinkif + Z e   " +Y t n" n \       L3n n '       ^"n n^ n 

(24) 

y    3  7—f—  \l    sink    + ^  ( 1 - cos k  ) + Z - 1-Y / 'n    . [i X    k n n      ^ nv n ^        n n J 
n   n 

(25) 

RESULTS 

Variation of Natural Frequencies 

Figures 4-7 are semi-logarithmic plots of 
the first four eigenvalues M . The natural fre- 
quencies for a given beam in cps may be deter- 
mined from the plots by use of Eq. (26). 

the rigid wall model is adequate for determining 
w4 and aii (as well as a>2  and OJ1 ). 

It will be noted that as n increases (higher 
frequencies), the major variation of   .    for a 
given a occurs for a region of larger and larger 
ß.   For example, for a = co, the major change in 
ü)4   is for   io2 < ß < 10"  while the major change 
in üJ1  occurs for   io  2 < ß < in2.   This trend 
was noticed for the higher frequencies as well 
as those presented here. 

Variation of the Mode Shapes 

The first three mode shapes (p ;  n = 1, 2, 3) 
for various values of a and ß are given in Figs. 
8-12.   In Fig. 8(1 = !) the model is rotationally 
rigid at the wall itp*(0) - 0) but may have trans- 
latory motion depending on the value of ß.  In 
Fig. 9 {ß = CD) the model is rigid to translation 
(in(0) = u) at the wall but may have rotational 
motion depending on the value of   1.   In Figs. 10- 
12 the model may both rotate and translate at 
the wall.   The dotted lines in these figures indi- 
cate the model shape for the cantilever with 
rigid wall supports. 

277 

As seen in Fig. 
nantly upon ß for 

102    - 

(cps) 

depends predomi- 

25 

(26) From these figures it is clear that the trans- 
latory stiffness  (,;) of the wall support appreci- 
ably affects the mode shapes, especially the 
higher modes.   For example, in Fig. 8 the sec- 
ond mode shape with /   <   100 is very much like 
the first mode shape for the cantilever with a 
rigid wall support. 
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-(6, («=oo) 

5*2 (a=oo) 

5*3 («=oo) 

Fig.  8  -  Mode  shapes:    a: 
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^ (/}=00) 

Fig.  9  - Mode  shapes   ß- 
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<f>l (« = 10) 

£.(«=10) 

Fig.   10  -  Mude  shapes:   n. = 10 
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*,l'/3 = t031 

£,03=103 

Fig.   Jl   -  Mode shapes:    ß- io3 
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i41(/3 = io2) 

9i2(/3 = 102 

.3(/3 = 102) 

Fig.  12  - Mode shapes:   ß- lo2 
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From Figs. 9, 11 and 12 it appears that the 
general mode shape is not affected as much b> 
the rotational stiffness (a) as by the translatory 
stiffness (/3).  It will be noted in all of the figures 
that as the stiffness is decreased, the point at 
which the mode shape intersects the equilibrium 
line moves toward the wall (to the left). 

Forced Deflection for = 0.5 
and Three Values of a and ß 

If Eq. (19) is rewritten in the symbolic 
form Eq. (26), then a non-dimensional forced 
solution may be written as in Eq. (27).   Note 
that the static solution from strength of mate- 
rials for a cantilever loaded uniformly by a 
pressure Po is given by  ys = P0K/8, SO that 
Eq. (27) may be as  y/8y . 

<P Q (r, ,-,) 

CO 

(26) 

(27) 

Figure 13 gives a time history of the beam 
deflection for three cases:    a = /3=co  (rigid wall); 
a = io3, ß =  io2; and 

io3, (ßT- 0 

In these cases the positive phase duration of the 
pressure pulse (T,)  was taken as 0.5.   From 
Fig. 4, for a = ß = ca) a;, ^ 3.5 so tliat tlie funda- 
mental non-dimensional period is given by 
2^/0), R; 1.8.   Thus,  7 j  is slightly greater than 
a quarter period of the fundamental mode of 
vibration for a rigid wall. 

It is clear that there are many combinations 
of parameters (a.ß, r,) which might be of inter- 
est; however, only these three were chosen to 
demonstrate the results that are possible. 
There is little difference between the rigid wall 
case and the second case (a =  io3,  ß = io2) as 
might have been expected from the results in 
the previous sections.   In both cases the "dy- 
namic factor" [5] is approximately given by 
y/ys % 8 (0.11) = 0.88.   The dynamic factor for 
a single degree of freedom model with an 
equivalent stiffness of the cantilever under a 
corresponding forcing function is 0.9 [5].   This 
close comparison was expected since Eq. (27) 
after 10 terms was given by the first term ±15 
percent for early terms and ±5 percent for 
later terms.   The series apparently converged 
to three places after five terms. 

From the third case considered (wall trans- 
lational stiffness tquai to the cantilever static 
stiffness), it is seen that the peak displacement 
is approximately 3/2 of the rigid cantilever 

Fig.   13  -  Forced   response 
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peak displacement (for ;,  = 0.5).   Note that 
T ~ 0.2 before the cantilever begins to respond 
flexurally. 

DISCUSSION AND CONCLUSIONS 

The first several flexural mode shapes and 
natural frequencies are given very closely by 
the Bernoulli-Euler Theory [6j; hence, the re- 
sults of the sections entitled "Variation of Nat- 
ural Frequencies" and "Variation of Mode 
Shapes" are adequate for the usual design con- 
siderations of natural frequencies and mode 
shapes.   Similarly, if one is concerned with the 
steady state response of the cantilever with a 

non-rigid wall support the procedure leading to 
the results of the previous section should be 
adequate for determining the displacements.   If 
one is concerned, however, with the transient 
response, a more elegant theory must be applied 
(for example the Timoshenko beam theory) to 
account for the shear effects which may pre- 
dominate during very early times [7j. 
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LIST OF SYMBOLS 

A cross-sectional area (in.2) 

C (r) parameter (in.) 

Dn,Ln dimensionless parameters 

E Young's modulus (psi) 

I area moment of inertia (in.4) 

ro peak reflected pressure (psi) 

w bepnwidta (in ) 

.n, ;:n dimensionless parameters 

an,bn, dimensionless parameters 

f(x,t) forcing functions (lb/in.) 

f frequency (cps) 

g(s,T) reduced forcing function = 

—   f(^,VT)   (in.) 

kn dimensionless parameter   (v^v ) 

■i beam length (in.) 

p(t) reflected pressure time history (psi) 

qn(T) generalized coordinate (in.) 

t time (sec) 

t, positive phase duration (sec) 

x   length along the beam (in.) 

y   deflection (in.) 

ys   static deflection of a cantilever under a 
uniform pressure Po  (in.) 

o'   torsional spring constant (# in./rad) 

a  reduced torsional spring constant (rad)"1 

%   equivalent beam torsional stiffness 
(# in./rad) 

,?'   translatory spring constant (lb/in.) 

ß reduced translatory spring constant 
(dimensionless) 

ßo  equivalent beam translatory stiffness 
(lb/in.) 

yn parameter (in.3) 

r,i>,un, dimensionless parameters 

n     K loading parameter = W-f/EI (cu. in./lb) 

kn normalizing parameter 

c normalized position coordinate = x/-t 

T nondimensional time coordinate = t/v 

T.   nondimensional oositive nhase duration 
=  t, 'v 

time parameter =Jl'M*'tl  (sec) 

vn   eigenfunction 

<Pn   orthonormal eigenfunction 

i.)n   dimensionless circular frequency (rad) 

.'no   circular frequency = ^>n/v (rad/sec) 

P  beam density 
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Appendix 

EVALUATION OF THE   NORMALIZING FUNCTION 

2 2 2 2 "> 
f      cos2 k  S +  u.      sin2k  f +  TI      cosh   f +   sinh'T 

+   2^nun   Sin   k^   COS   kJ   +   ^n^n   COS   kr/   cosh  kn^ 

+   2bn   ccs  kn^   sinh  kn<   +  2/in7jn   sin k^  cosh  k^ 

+   2u     sin k  f  sinh k  f + 2-n     sinh k f cosh k f    . (28) 

Since 

it may be shown that 

J       ^nd* 

2 = -Mk  f<;2 + ^
2 + ^2-0 + fr n 2k      1    n   V   n n n / \   n 

2 2\       .      . 
n sin   k      COS 

Note: 

+    2 ^  u     sin2 k     +   2(u TJ   - T   )   +   2T)     sinh2 k     +   (r, 2 + l)   sinh  k     cosh  k 0n^n n VA n 'n      Jn/ 'n n \  'n / n n 

'    2\(C  V    - u  )   cos  k     +   Ct    + u  n   )   sin k   1   sinli  k 

+  2 [(^,71   + u )  sin k    +  (t   - u v )  cos k   1 cosh k    . Lv    n   n      ^n' n v ^rv      ^n  'n' n J n 
(29) 

sinh k 

k -k n n 
£ -    t 

cosh k 

k -k n n 
£ +    f 

sinh   k . 

2k - 2k 
f     

n   +   e       n (30) 
(Cont.) 
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2k - 2k 

(30) 

Thus, Eq. (29) can be replaced by 

x 2  -   J_ K    (r: 
n 2k      | "n   \'Jn 

n    ^ 
I  -'n    \^n    ■   flrL        ''n V \  'n       ''n  /   -••'   "n 

Note: 

2kn -2kn 

+   t" U ^   ri    - u    + ^    - u   f)   ")   cos   k     +   (t    + u   T?    + C   "f?    + /-^   )   sink 

+   c     n   \(-t V   + P-   + L   ~ ß V  )  cos  k     +   (-t   - u 77   + C  7)   + a )   sin k„l I    . (31) 

t   T)     -   Li     ■¥   t      -   IJ.   ri       -     ( 1 + V   }(C    - U.„) ^n 'n ■  n ''n        ' n 'n v 'n/v^n     '  n' 

I    + u   7)     +    l     71       H-a       =     ( 1 + T?   ") ( ^    + J-   ) 

(32) 

And from Eqs. (22) and (23) of the body of this paper — % + 1 =  2Zn<r'  n; and vn- 1 = 2Yn.   So that Eq. 
(51) becomes 

1! /2 2 2 \ I       1 l\ 
k * ^—  < k     ( {     +u    +7)     -ll   +   K     - U sin k     cos  k 

?k n   \    n n n / \   n rl  / n n 
2 

-, 2 2 
+   21  a     sin2k     +   2 (u i)   - I   )  -  i)    +   Z     -  Y 

[an-Mn)  cos  kn +   (5n + Mn)   ^n kn]   [2ZJ 

[-(tn + Mn)   cos  kn  +   (Cn-Mn)   sin knj   [2Yn/
k"]}   . (33) 
-k   1 1 
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Section 2 

COMPUTERS iN DESIGN 

DIGITAL COMPUTER APPLICATION 

TO NONLINEAR VIBRATIONS 

F. H. Collopy and  R. Serbagi 
AVCO CORPORATION 

Wilmington,  Massachusetts 

INTRODUCTION 

There are numerous dynamic problems 
being encountered continually in structural 
systems which do not exhibit an ideal linear 
behavior.   The engineer can solve these prob- 
lems by:   (1) linearizing and solving for the 
idealized linear system; (2) utilizing the analog 
computer to solve the more realistic nonlinear 
system; and (3) utilizing a digital computer to 
solve the nonlinear problem by numerical 
schemes.   There are time? when it is prudent 
from an engineering viewpoint to use approach 
(1) and reduce the complexities of the problem. 
One must rely on experience, however, to pro- 
vide the degree of caution required when making 
such engineering assumptions.   Oftentimes non- 
liiieaiities may be the controlling factor Ln a 
design or analysis and should be accounted for. 
The analog computer has been widely used to 
solve the nonlinear differential equations which 
describe a nonlinear system.   With the improve- 
ment within the last decade of the high-speed 
digital computer and the development of many 
numerical routines, there exist certain distinct 
advantages in using the digital computer to 
solve nonlinear vibration problems for a wide 
range of applications. 

It is the purpose of this paper to indicate 
the significance of the digital computer in solv- 
ing nonlinear problems.   This is accomplished 
by (1) knowledge of the digital computer and its 
uses, (2) ability to communicate with the digital 
computer through a general purpose program, 
(3) ability to recognize and solve special dynam- 
ics problems utilizing this general purpose 
program, and (4) addition of certain flexibilities 
by the programmer which will enable the 

dynamicist to write in his own language the 
peculiarity of the particular problem. 

An illustrative problem is contained in the 
appendix to better emphasize the thesis of this 
paper. 

DIGITAL COMPUTER PROBLEM 
SOLUTION 

Techniques for Handling Input 

The disadvantages of most digital computer 
programs for solving nonlinear dynamics prob- 
lems arise when the engineer encounters diffi- 
culties in matching a physical system to the 
mathematical constraints of the digital program. 
Generally, it is impossible to make minor 
changes to tue program if it doesn't fit the 
problem exactly.   The types of changes the en- 
gineer usually desires to make are:   (1) changes 
in the forcing functions; (2) changes in the non- 
linear terms; (3) the selection of more output 
variables; (4) additional operations, such as 
saving maximum values of some variables; (5) 
calculating stresses, bending moments, and the 
like; and (6) the plotting of any or all of these 
values as a function of time. 

It is advantageous for the engineer to have 
a program with the input in a language not too 
different from his own.   In this way, the engi- 
neer can communicate directly with the com- 
puter and ask the program to perform a wide 
range of calculations, and at the same time not 
be frustrated by the procedures of asking a 
programmer to make continuous changes to 
existing programs (which entails the rigorous 
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Checkout period causing frustrating time delay 
in solving a problem).   One example of a lan- 
guage to accomplish this is FORTRAN, the 
most widely used computer language.   FOR- 
TRAN is an acronym for FORmula TRANslation. 
Similar problem-oriented languages in other 
digital computing systems are ALGO, COBOL, 
BALGOL, JOVIAL, and so on.   The bvo proce- 
dures involved in utilizing these languages are: 
(1) presenting the problem to the computer in 
a language it can understand (FORTRAN, and 
so forth); and (2) compiling, which is a proce- 
dure that transforms the FORTRAN instructions 
into the proper elementary machine instructions 
to solve the problem.   The use of FORTRAN is 
governed by a strictly regimented set of rules 
that must be followed in formulating equations 
and instructions to the computer.   It is advisa- 
ble for any engineer intending to use this lan- 
guage to familiarize himself with it, preferably 
by formal instruction.   Special 1-week courses, 
which are offered in various educational insti- 
tutions, serve as an excellent introduction. 

Instead of requiring the engineer to utilize 
the strict formulation of instructions needed in 
the use cf FORTRAN, it would be highly desir- 
able for the program to accept statements less 
strict than FORTRAN. For example, if the en- 
gineer wants the forcing function to be 

F(t)    =    10  +   100t2      for     t   <   5.0 

and 

F(t)    =    0 for     t   >  5.0 

then, he would write 

t   =    IU.U +  luu.u»T^*2.    T-I.T-5.0 

written in a strict FORTRAN-like language, the 
effort required would be greater. 

Either of the two preceding techniques for 
utilizing a digital computer will reduce the work 
of the engineer required to solve a particular 
problem.   Also, it will allow him to solve a 
large variety of problems without the constant 
aid of the programmer.   The important role 
that the programmer plays is in the construc- 
tion of the digital computer so that the engineer 
can solve the various problems encountered in 
nonlinear systems by merely specifying the 
nonlinearities as input to the program. 

Linear Vibration Problems 

The differential equations of motion for a 
mechanical system under vibration which has 
viscous damping are most commonly presented 
as 

[M]X +   [C]X +   [K]X   -    F(t) (1) 

where   [M],   [c], and  [K]   are, respectively, 
the mass, damping, and stiffness coefficient 
matrices of the system;  F is the forcing func- 
tion as a function of time, and  X is the general- 
ized displacement coordinate.   Equation (1) 
represeuts the general form of a set of linear, 
ordinary differential equations.   There are 
many useful numerical methods for solving 
these equations on a digital computer.   Methods 
which utilize a Runge-Kutta integration routine 
are the most common because the procedure 
involved is remarkably simple for digital pro- 
gramming. 

F   =    0.0 ,    T-GT-E- 5.0, 

where T - LT - 5.0 means time less than 5.0. 

T-GT-E - 5.0 means time greater than or 
equal to 5.   Writing the above instructions com- 
pletely in FORTRAN would require slightly 
more effort. 

If the engineer wants to plot   (x, - x2) • io6, 
then he would write 

PL0T [x(l) - x(2)] * 1.0E6 , 

or, if upon completion of the problem he wants 
to output the maximum value of  Xj • x2, he 
writes 

Max  [x(l) * X(2)]   . 

If the engineer wanted to formulate these in- 
structions by means of compiling a subroutine 

Nonlinear Vibration Problems 

The most common form of a nonlinear vi- 
bration problem is the multi-degree-of-freedom 
system with a nonlinear forcing function: 

[M] X -.1 v r v T v _J A   1-     [fw 1 A F( X, X, i 

It is easily recognized that the left side of Eq. 
(2) is identical to the left side of Eq. (1).   This 
indicates that (2) (the nonlinear equations) 
might be solved much the same way as (1) (the 
linear equations).   In the solution of Eq. (1) by 
a numerical integration scheme, a set of con- 
stant values are obtained at each incremental 
time step by evaluating the forcing function 
F( t) external to the main program.   These val- 
ues are then presented to the main program at 
each time step.   Since the calculation of the 
forcing function, F, is performed external to 
the main program, the process involved in the 
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method of solution of Eq. (2) can be identical to 
that of Eq. (1). This can be accomplished if the 
ability to describe the nonlinear forcing function, 
F(X, X, t), as part of the input to the computer is 
made flexible enough for practical applications. 
It is maintained that the programmer easily can 
provide this flexibility to the dynamicist. 

A more general set of nonlinear equations 
of motion which contain nonlinear stiffness or 
damping functions could be written as: 

[M]X+ [C(X,X, t)lX+ [K(X,X, t)]X   =    F(X,X,t),    (3) 

where certain terms within the damping matrix, 
[CJ , or the stiffness matrix,  [K] , are functionp 
of velocity, displacement, and time. An approach 
whereby the nonlinear equations of (3) can be 
solved by utilizing the same computer program 
as used to solve the nonlinear equations of (2) 
is described as follows: 

1. Expand Eq. (3) in a nonmatrix form. 

2. In each equation transpose all nonlinear 
terms which are on the left side of the equation 
to the right side and the transposed terms can 
now be considered as part of the nonlinear 
forcing function. 

3. Since Eq. (3) is now basically the same 
as Eq. (2), all previous comments on the solu- 
tion of Eq. (2) are applicable. 

The following illustrations are presented to 
demonstrate the above discussion: 

1. Equation (4) is nonlinear due to the yy2 

term. 

y +  yy2   +  ky (4) 

By rewriting Eq. (4), so that all nonlinear terms 
are on the righthand side of the equation, we 
obtain Eq. (5) which is solvable by the previous 
discussion, 

T     Ky 

2. Equation (6) is the equation of a pendu- 
lum with damping proportional to the square of 
the angular velocity; and the equation is non- 
linear if large deflections are assumed.   This 
equation is transformed into Eq. (7) and is solv- 
able by means of the aforementioned technique: 

X + CX X    +  k   sin  X 

- [CX   X    +  k   sin X] 

(6) 

(7) 

Once the engineer has formulated his prob- 
lem in the above form, he need only to specify 
the linear portion which is the three constant 

matrices,   [M] ,   [C] ,   [K] , and the nonlinear 
portion which is the general forcing function. 
The forcing function is then specified in a 
FORTRAN-like language. 

For example, using Eqs. (5) and (7), the 
engineer would write, as input, the following 
forcing function statements: 

for Eq. (5), 

D(l)  - XD*X**2 

and 

for Eq. (7), 

F = LD(4)*XD*ABS(XD)  +  D(2)*5in   (X)] , 

where D(i), D(2),... etc., represent constant' 
whose values can be included in the input data. 

This method of inputting allows for com- 
plete flexibility in defining the forcing function. 
Other options which can be implemented easily 
by the programmer is to allow the engineer to 
call for additional calculations and printouts 
based on the rosul^s of the integration routine. 

TYPES OF DYNAMIC NONLINEARITIES 

Illustrations of nonlinearities which can 
exist in dynamic systems which would require 
particular formulation and which would be solv- 
able by a digital computer program as described 
in this paper are given below. 

Nonlinear Stiffness 

Cushioning material exhibits nonlinear 
load-deflection characteristics as shown in 
Figs. 1-3. 

F« k,« +r »' 

k(LB/IN ) 

X,in 

Fig. 1  - Cubic  elasticity 

Nonlinearities occur in systems where 
springs act over only part of the displacement 
range.   Such a physical system and its piece- 
wise linear force deflection curve is shown in 
Fig. 4. 
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Fig.  2 - Tangent 
elasticity 
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X, in 

Fig. 3 - Anoma- 
lous elasticity 
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Fig. 4 - Discontinuous springs 

An elastoplasHc structures ons which has 
an initial elastic stress-strain curve but which 
has a subsequent inelastic part with uniform 
resistance alter yielding, as is characteristic 
of honeycombed materials, has an idealized 
load-deflection curve as shown in Fig. 5. 

Nonlinear Damping 

One type of nonlinear damping is evidenced 
in a form of Rayleigh's equation: 

(ttj - a2x2) x  +   w2 x (8) 

Also, Eq. (G) contains a nonlinear damping ex- 
pression, cxjx|. 

Separation Problem 

In order to investigate the dynamic charac- 
teristics of staging effects and separation load- 
ing on missile systems and re-entry vehicles, 
the dynamicist has to describe accurately when 
the subsystems separate or when they rejoin 
each other.   Figure 6 shows a separation prob- 
lem which could be encountered.  An impulse, 
I, imparted to system A and B (initially one 
system) in the directions shown could cause A 
and B to separate from each other and after 
separation would cause each system to vibrate 
as a separate system.   If, however, T was a 
steady thrust load it could, depending on the 
ratio of T and I, cause A and B to rejoin after 
separating or prevent them for ever separating. 
The equations describing this problem would be 
piecewise linear.   This problem could be read- 
ily solved by the type of digital computer utili- 
zation technique presented in this paper. 

WIDE-RANGE APPLICATIONS 

The generality of such a solution provides 
a technique for investigating many classical 
forms of nonlinear differential equations which 
can eventually be reduced to a form of Eq. (2). 
There are many branches of science other than 
vibrations whose behavior is described by non- 
linear differential equations.   To name a few, 
there are acoustics, astronomy, electronics, 
aerodynamics, hydraulics, and cable telegraphy. 
The general introduction to the book by N. W. 
McLachlan, Ordinary Nonlinear Differential 
Equations in Engineering and Physical Sciences, 
serves as an excellent reference for historical 
background on the field of nonlinear differential 
equations, their application, and solutions. 

To illustrate the wide range of applicability 
of a digital computer program as described 
herein, some examples of classical nonlinear 
differential equations widely studied by scien- 
tists and engineers are listed. 

Fig.  5 - Elastoplastic resistance 
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Fig. 6 - Separation system 

van Der Pol's Equation Lane-Emden Equation 

In the area of self-sustained oscillations 
are such systems as electrical systems con- 
taining vacuum tubes, seK-sustained vibration 
in mechanical systems resulting, from the action 
of solid friction, the "chattering" of the brake 
shoes against the wheels of a railroad car when 
the brakes are applied, aerodynamic effects on 
suspension bridges, and the like. 

The general form of differential equation 
used in the field of electronics to represent the 
behavior of the triode-oscillator was studied 
quite extensively by B. van Der Pol, namely, 

y + F(y)y + ky   =   0 . 

Hill's Equation for Mechanical- 
Electrical Systems 

A form of Hill's equation is 

This equation, used to describe the gravi- 
tational equilibrium of a gaseous configuration 
in stellar structure, is 

ö + - e + ua o , 

Mathieu's Equation 

Mathieu's equation, which represents a 
string being driven by an attached vibrating 
reed, is of the form 

X +    [(a + bx2)  -   2c  cos  e]x   =:    0 . 

There are many more examples that can 
be c.Led from tha vast amount of literature 
dealing with nonlinear differential equations 
[1-4]. 

LX + C(t)  X   = 0 

this equation represents a mechanical-electrical 
system containing a circuit having an inductance 
and condenser in series.   The most common 
application of this type of equation is in stability 
work. 

Surge Tank Applications in Hydro- 
electric Power Plants 

The differential equations of motion to de- 
scribe the motion of the water level in a surge 
tank installation are 

X +   aJXjX +   a2 0   c 

Large Deflection Theory of a Pendulum 

The nonlinear differential equations of 
motion of a pendulum with quadratic damping, 
such as would be encountered if a pendulum 
were immersed in a fluid, are 

CONCLUSIONS 

For a wide cross section of disciplines, it 
has been demonstrated that the solution of non- 
linear differential equations easily can be ac- 
complished by means of a general purpose 
digital computer program.   For the program- 
mer, it has indicated what type of flexibilities 
should be included in the formulation of dynamic 
response programs, and has illustrated a unique 
but simple approach to digital computer solu- 
tions of nonlinear vibrations.   For the dynami- 
cist, this paper illustrates the capabilities 
provided by the programmer so that the dynami- 
cist can readily solve a wide range of dynamic 
problems containing various nonlinearities. 
For engineers and scientists working in fields 
unrelated to vibrations who, however, become 
involved with nonlinear differential equations, 
this paper indicates an approach which may be 
taken to solve these equations with a digital 
computer. 

X + CX X    +  k   sin  X NOTE:   Referencpj appear on page 92. 
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Appendix 

ILLUSTRATIVE PROBLEM 

The physical problem considered is shown 
in Fig. A-l and it is desired to describe the 
response of the system to a forcing function 
f(t).. A digital computer was used for solving 
this problem and the output appears as displace- 
ment, velocity, and acceleration of each mass 
at every 0.025 millisecond for 0.5 millisecond. 
In addition to the digital output, plots of the 
same coordinates will be made, including a plot 
of the relative displacement between masses 1 
and 2.   The nonlinear portion of this example is 
in the spring force K2x2 which is represented 
as a x2 + ß%*. 

f (t) 

r 
Fig.  A-1 - Sample 

problem 

K. (NONLINEAR) 

77777777*7777777777 

The equations of motion of the system are: 

MjX, + K^XJ-XJ)   =    f 

M2X2 + KJCXJ-X,) + aX2 + /3X2
2   =   0 

or 

where 

[M] X +   [K] X   =   F , 

"x, 
[M]  = 

M, 0 

[K]  = 

K, -
K

, 

[_x2_ 0 MJ L-Ki Kj +a 

and 

r   f 

2 
_-/3X2 

where 

("(t f 1)106       t  < 0.00025 "I 

L 0 t > 0.00025 

The constants used in the sample problem are 

M, =   10.,     M2 =   100.,     Kj  =   1010, 

a =  io10, and ß = lo14. 

By using the input language described in the 
main body of this paper, the input can easily be 
written: 

M( 1,1)10. M(2, 2)100. 

K(1,1)1.E10 K(1,2)-1.K10 

K(2.1) - 1.E10        K(2,2)2.E10 

Initial Time 0, Final Time 0.0005 

Print Time 0.000025, Plot Time 0.000025 

PL0T  X(l), XD(1),XDD(1), X(2), 

XD(2), XDD(2) 

PL0T X(l)-X(2) 

Fj   =    1E6*(T+1.0),     if    T-LT-0.00025 

F,   =   0,     if    T-GT-E-0.00025 

F.   =   -1E14*Y('9-1**2 

END OF DATA. 

It is apparent from this problem that the 
engineer need only specify the peculiarities of 
his problem in a language similar to his own. 
The results appear on the following pages.  Only 
the plots are contained in this paper since it 
would be space-consuming to show actual 
numerical output. 
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INTEGRATION OF A COMPUTER INTO THE DESIGN PROCESS 

A. L. Head, Jr. and G. Harris 
LTV Vought Aeronautics Division 

Dallas,  Texas 

Integration of a computer into the design process is an essential ingre- 
dient in the successful design of modern flight vehicles.    The broad 
requirements of a design-integrated computer system are defined as 
flexibility, speed, and economy.    The various characteristics which 
provide th^se features  are discusseu in detail,   A GystciTi nieetiug tliese 
requirements is discussed with emphasis on its operational aspects. 

Integration of a computer into the design 
process is an essential ingredient in the suc- 
cessful design of modern flight vehicles.   As a 
particular design evolves, potential problem 
areas must be recognized and acceptable solu- 
tions determined.   The modern high speed com- 
puter is a powerful tool for use in obtaining 
effective and timely solutions to these prob- 
lems.   To adapt such a complex tool to the de- 
sign process, an automated system of computer 
operation is invaluable.   Such a system provides 
the function of adapting the computer to the job 
at hand in order to provide answers on an over- 
night basis by using simplified instructions as 
input. 

The bruad requirements of a design- 
integrated computer system may be simply 
stated as flexibility, speed, and economy.   The 
system must be flexible regarding problem 
size, type, and complexity to solve efficiently 
the vast range of problems, which are encoun- 
tered during the design process.   In addition, 
such a system must be readily adaptable to new 
types of problems as they arise. 

The real key to a design-integrated com- 
puter system is the speed of operation.   From 
the viewpoint of the engineer this means speed 
in "turnaround time" — the time required, after 
submittal of problem, to obtain answers.   In 
particular this should mean overnight service 
to avoid delays.   Flexibility and speed are 
closely related, since it is the flexibility of the 
system which circumvents the necessity for 
special programming and checkout of new prob- 
lems with associated time delay and potential 
errors. 

Similarly, speed and economy are closely 
related.   The actual machine efficiency or speed 
in computing time is öf extreme importance, 
but it is only a part of the total picture.   The 
actual measure of speed and economy is a bal- 
ance between computing time, turnaround time, 
probability of errors, extent of reruns, and re- 
quired manhours. 

To examine in more detail some of the 
characteristics of a computer system which 
provides the features of flexibility, speed, and 
economy, consider the following requirements: 

1. modular system 

2. problem formulation and submission by 
engineer 

3. automatic data filing and recall 

4. high degree of automation 

5. economical machine operation with 
growth potential. 

A modular computer system may be de- 
scribed as one in which an engineering problem 
is solved by using a sequence of relatively 
simple computing routines with the sequencing 
performed automatically by a master system 
routine, according to a set of instructions in a 
simple language.  This may be contrasted with 
a non-modular system wherein a single special- 
ized routine is used to solve a particular type 
of problem.   Basically, the ingredients of a 
modular system consist of the system or gov- 
erning routine, a library of individual computing 
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routines, and a system of communication be- 
tween the engineer and the machine.   The main 
advantage of a modular system is the inherent 
flexibility and adaptability to new types of prob- 
lems.   The main disadvantage of such a system 
is a reduction in machine computing time effi- 
ciency when compared with the specialized 
routine approach.   This is partially offset by 
the fact that protective and recovery devices 
are possible with a modular system that enables 
mistakes to be corrected with minimum cost. 
For example, if incorrect answers are obtained 
due to an error, the problem needs only to be 
repeated from the point of the error.  The level 
of modulation or degree to which the library of 
routines is subdivided is a tradeoff between 
flexibility and machine economy.   Indeed, a 
typical system will have varying degrees of 
modulation; that is, the library will contain 
many routines which are specialized combina- 
tions of other library routines. 

Problem formulation and submittal by the 
engineer at the working level is mandatory for 
rapid service.   The engineer develops a famili- 
arity with the capabilities and limitations of the 
computer and its governing system.  As a re- 
sult, problems are formulated from the begin- 
ning for efficient computer operations.   Direct 
communication between the engineer and the 
machine, except for keypunch and operating 
personnel, eliminates the technical middleman 
together with the associated time delays and 
potential misunderstandings.   Consequently, the 
speed and accuracy with which results are ob- 
tained are greatly increased.   Since the average 
engineer is not familiar with programming lan- 
guage or the internal working of the machine, 
the system language or means of communica- 
tion must be extremely simple and as foolproof 
as possible.   This enables the working engineer 
to use the computer on a routine, everyday ba- 
sis.   As a result, the computer becomes truly 
integrated into his day-to-day work. 

Automatic data filing and recall provides a 
means whereby data may be stored on tape and 
recalled for use in subsequent problems.  This 
feature eliminates the time required to prepare 
and keypunch frequently used data; hence, it 
contributes significantly towards the minimiza- 
tion of turnaround time. 

A high degree of automation is required to 
eliminate time and error caused by the human 
factor.  Once data for a particular problem are 
prepared, the computer itself must perform the 
functions of collecting additional data and nec- 
essary library routines, executing the comput- 
ing phase, filing data, and printing the results. 

Machine economy is extremely important, 
because it is a major part of the overall econ- 
omy of the computer operation.   Growth poten- 
tial is required both from the viewpoint of abil- 
ity to add additional modules to the system and 
also from the viewpoint of adaptability of the 
system to new generations of computing 
machines. 

A system having many of the above char- 
acteristics has been in operation at Ling-Temco- 
Vought for several years.   This system, called 
PAS (Production Assembly System), has effec- 
tively made the modern high speed computer an 
integral part of the design process.   PAS was 
conceived in the mid-1950's and has been con- 
tinuously improved and expanded since that 
time.   The flexibility and growth potential in the 
basic system has allowed PAS to survive three 
generations of computing machines. 

PAS may be defined as a modular program- 
ming and operating computing system oriented 
toward matrix arithmetic.   The problem origi- 
nator, by making use of the various computing 
routines which make up the PAS library, can 
solve any particular problem by using extremely 
simple instructions as input.   PAS also contains 
a data filing and retrieving system.   Supplied or 
calculated data may be stored on magnetic tape 
for future use.   The system, when so instructed, 
will retrieve any stored data for use in a par- 
ticular problem. 

PAS provides the working engineer with a 
method of communication with the computer 
without requiring him to understand the pro- 
gramming language or the internal working of 
the machine.   The basic means of communica- 
tion is the Problem Plan Form.   By use of this 
form, the engineer specifies the operations to 
be performed, their sequence, the data to be 
used and the data's source, and the disposition 
of the problem results.   The plan form may be 
described as a series of boxes with each box 
containing the information necessary for the 
computer to perform a particular operation or 
portion of the problem.  A routine number and 
box number describe the operation to be per- 
formed and its order within the problem.  The 
data to be used are indicated by a type number, 
data code (title), and data size.   The source of 
the data and the disposition of the results are 
also indicated.   Space is provided for the engi- 
neer to add remarks or notes to the plan form 
for future reference.   The plan form is illus- 
trated and described in detail in Fig. 1.   It is 
emphasized that the key to the plan form is its 
simplicity and adaptability to simple mechani- 
cal checks to insure that it is properly filled 
out for a particular problem. 
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Fig. 1  - Sample problem plan form 

Although the main purpose of the plan form 
is one of communication, it also provides a 
valuable documentary record of work performed. 
The plan form listing is extremely neat and 
easily filed, and it provides a detailed record 
of how each problem was actually solved to- 
gether with the data used.   An example of such 
a listing is shown in Fig. 2. 

Although the governing routine portion of 
the system is the heart of PAS, the working en- 
gineer is more concerned with the library of 
individual computing routines.   The PAS library 
of routines is quite large at the present time, 
numbering approximately 125.   Following is a 
partial list of the type of routines that form 
this library: 

Matrix Routines 

Addition 
Multiplication 
Inverse 

Matrix Logic Routines 

Assembly 
Group 
Matrix Operations 

Unsteady Aerodynamics Ro^ tines 

Uncompressible Airforces 
Compressible Airforces 
Supersonic Airforces 

Inertia 
Influence 
Mode Shape 

Flutter and Response Routines 

Flutter 
Frequency Response 
Transient Response 

The operational use of PAS may be de- 
scribed as follows.   To ran a particular 
problem, the engineer formulates the prob- 
lem in a series of steps to fit available com- 
puting routines.   He then prepares a problem 
plan form consisting of a sequence of boxes, 
one for each particular routine used.   Each 
engineer has access to a PAS handbook 
which contains for each routine a description 
of what the routine does, how the plan form is 
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BY J A MALLICC 
UNIT 2-53061 
DATE 07/16/6'. 

010 016'.20 A X B 

020 016'.20 A X B 

030 016460 HAT ÜPER 

040 016'.60 MAT OPER 

050 016A80 SUM BAB 

060 016*80 SUM BAB 

070 016*10 SAB 

080 Olb^lO BAB 

1.90 016490 A PLUS B 

100 016700 END PROBLEM 

TITLE A7A WING PANEL 
PQINI C MATRICES M.95 

CORRECTIONS 

PROBLEM NO 5353 
PAGE 01 OF 02 
CH NO      /8B22 

2 MUA 0 3 
3 UNITY 0 3 
9 MU7 0 3 

2 HUB 0 3 
3 UNITY 0 3 
9 MU9 0 3 

0 KA 1 
<> MU7 0 
9 KM7 1 

0 KB 1 
* MU9 0 
9 KM9 1 

1 CB95  1 
<; ;, RB o 
9 CB95T 1 

0 SUMA  0 1 
1 KM7   1 3 
2 HTCS  0 3 
9 CA95  I 16 

0 SUMB  0 1 
1 K.M9   1 3 
2 HTOP  0 3 
9 CB95  1 28 

1 CA95  1 16 
2 TPRAL 0 16 
9 CA95r I 4 

28 
28 

2 CA95T 1 * 
A Ce95T 1 A 
9 CT95T I   * 

3 7 
3 16 
3 112 

3 9 
3 16 
3 l** 

3 112 
3 112 
3 112 

3 1** 
3 l** 
3 l** 

7 1 
3 112 

16 7 
16 16 

9 
3 

28 
28 

16 

1 
1** 

9 
16 

16 
1 

16 

16 
1 

16 

16 
16 
16 

5290 030 
010 

5290 0*0 
020 

5290 030 
030 

5290 010 

5290 C*0 
0*0 

5290 020 

050 
5290 003 

060 
5290 002 

070 
080 

M.95 CORRECTED 
PP C MAT CENTER 

0101 
0102 
0103 

010* 
0105 
0106 

0108 
0109 
0110 

0112 
0113 
Oil* 

0116 
0117 
0118 

0120 
0121 
0122 

SECT  0123 

0125 
0126 

M.95 CORRECTED        0127 
PP C MAT OUTER PANEL  0128 

0130 
0131 
0132 

020* 
0205 
0206 

0208 
H.95 CORRECTED COMP- 0209 
LETELY TR ROLL PIT AR 0210 

0212 

Fig.  2 - Plan form of a typical problem 

filled out, size restrictions, and other pertinent 
information.   Having completed the plan form, 
the engineer then prepares any necessary sup- 
plied data on standard 80 column keypunch pa- 
per.   Both plan form and data are then key- 
punched, verified, and returned to the engineer 
for checking.  After any changes or corrections 
are made, the engineer gives approval to run 
the problem.   The computer operating person- 
nel load the plan form and data for the problem 
(normally together with several others), and 
the machine automatically performs the rest of 
the operation.   The operational use of PAS is 
summarized in flow diagram form in Fig. 3. 
Appendix A contains an example of the use of 
PAS to obtain the cantilevered mode shapes and 
frequencies of a uniform beam.   Included are 
the formulations of the problem, the PAS plan 
form, the supplied data, and the results. 

Additional features of PAS worthy of note 
are the protective and recovery devices built 
into the system.   The machine will not accept a 
problem unless the plan form, the PAS hand- 
book specifications, and the required data are 

compatible.   The individual computing routines 
used also have built in safeguards causing a 
machine stop if certain types of errors occur. 
A very beneficial feature is the ability to rerun 
only part of a problem; that is, a problem may 
be corrected and restarted in any box. 

Three generations of computers have 
stretched the growth potential of PAS to the 
limit.   To utilize more fully the increased 
speed and storage capability of the newer com- 
puters, an improved version of PAS called 
MOSS (Matrix Oriented System) is being devel- 
oped.   Although the basic concept is the same, 
an automated modular system with simple 
communication, significant changes are being 
made.   These include a change in communica- 
Lioa to a Fortran-like language wherein the 
arithmetic statements refer to matrix opera- 
tions rather than numbers as in Fortran.  In 
addition, a means of problem segmentation is 
included to fully utilize available core storage, 
and a multiple tape data scatter system is in- 
cluded to reduce data retrieval time.   The goal 
of MOSS is to retain all the advantages of PAS 
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ENGINEERING GROUP 

FORMULATION OF PROBLEM 
INMAFHEMAIICALFERMS 

FCIRMULAFIONOF PROBLEM IN 
TERMS OF COMPUTING ROUTINES 
ON PROBLEM PLAN IÜRM 

PREPARATION OF SUPPLIED 
DATA ON STANDARD KEYPUNCH 
FORMS 

PLAN FORM AND SUPPLIED DATA TO COMPUTING 

ISTINGS RETURNED TO ENGINEER 

± 
PLAN FORM AND DATA 
CHECKED 

FINAL APPROVAL TG 

RUN PROBLEM 

SOLUTION REviEMD 
FINAL RESULTS TO ENGINEER 

COMPUTING FACILITY 

PERSONNEL 

PLAN FORM AND DATA 
KEYPUNCHED AND 
VERIFIED 

CORRECTIONS MADE 
AS NECESSARY 

TAPES MOUNTED, 
PLAN FORM AND 
DATA LOADED 

RESULT TAPE MOUNTED 
AND PRINTED ON 
P£R1PHERAI EQUIPMENT 

PAS 
PROTECTIVE 
SYSTEM 
(COMPATIBILITY 
AND ERROR STOPS) 

NECESSARY ROUTINES 
COLLECTED 

FILED DATA COLLECTED 
AS SPECIFIED ON 
PLAN FORM 

COMPUTING PHASE 
EXECUTED 

DATA FILED AND 
RESULTS WRITTEN ON 
TAPE 

Fig.   3 - Flow diagram showing PAS operation 

while increasing the system flexibility and 
gaining a significant increase in machine effi- 
ciency.   Thus, the operational use of MOSS 

should further integrate the modern high speed 
computer into the design process. 

Appendix A 

AN EXAMPLE OF THE USE OF PAS TO OBTAIN THE CANTILEVERED 
MODE SHAPES AND FREQUENCIES OF A UNIFORM BEAM 

FORMULATION OF EQUATIONS 
OF MOTION 

The mode shapes and frequencies of a 
cantilevered uniform beam are determined in 
this appendix to illustrate the use of PAS. 
Before proceeding with the PAS problem, the 
equations of motion will be developed.   For a 
conservative system under the action of an 
external loading condition the equations of mo- 
tion can be written as follows: 

(1-) rA] +   [F]{p} =   {Q}, (A-l) 

where 

{p} = column of independent dis- 
placements about an equi- 
librium position of a set 
of collocation points, in: 

{p} = 
dt2 

{p} = column of accelerations, 
in./sec2 

[F] = matrix of stiffness coeffi- 
cients for set of collocation 
points, lb/in. 
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[A]   = matrix of inertial coeffi- 
cients for set of collocation 
points, lb 

{Q}   = column of external forcing 
functions acting at collo- 
cation points, lb 

g   = gravitational constant, 
386 in./sec 2 

i [AHP)  +   [FHp} {0}. (A-2) 

The solution to the homogeneous equations 
yields the mode shapes and frequencies of the 
system and is of the following form: 

{p}    =    {(p)   cos  (a)t - a) , (A-3) 

where 

{0} = column matrix of amplitude con- 
stants, mode shape 

« = angular frequencing of oscillation, 
rad/sec 

a = arbitrary phase angle, rad. 

By substituting £q. (A-3) into Eq. (A-2) and 
simplifying, 

[A]   +   [F]    (4>) {0}. (A-4) 

[F]"1 and 

([E] [A] - Ml]) {*} = (o) , (A-5) 

By premultiplying Eq. (A-4) by   [E] 
rearranging. 

where 

LEJ =  [F]''  = matrix of influence coeffi- 
cients for set of colloca- 
tion points, in./lb, 

\ = g/^2 in.   = eigenvalue, 

[I]   = unity matrix. 

For a solution other than the trivial one of 
{*} = {0} to exist the determinant of Eq. (A-5) 
must equal zero, 

[E][A]   - Mill   =  0 . (A-6) 

Expansion of Eq. (A-6) yields an n-order 
polynomial in K.   It can be proved that all the 
roots are real and positive.   For each root, \i, 
thare corresponds a frequency 

"i -- ^if. - fi 2T, = 2^ K^7cps- 
(A-7) 

For each root there also exists 

{p};      =       {*>;    COS    (^.  t-a.)   . (A-8) 

The most general solution to Eq. (A-2) is a 
linear combination of solutions given by Eq. 
(A-8). 

n n 

{p}    =     L    {*}; cosCcüjt-a.)    -     £   {^iQi 

[0]{q}, (A-9) 

where 

[0]   = modal matrix, 

{q}  = column matrix of principal coordi- 
nates. 

Instead of formally expanding Eq. (A-5) to 
obtain the modal columns and frequencies as 
indicated above, Eq. (A-5) can be placed in a 
convenient iteration form as follows: 

([E] [A]) {*} A.  l<p)   . (A-10) 

There exists in the PAS library a mode 
shape iteration routine based upon Eq. (A-10) 
that can be used for solving mode shape prob- 
lems.   Consequently, to obtain the modes and 
frequencies for any conservative system, it is 
only necessary to determine the influence co- 
efficient matrix,   [E] , and the inertial matrix 
[A] . 

CANTILEVERED UNIFORM BEAM 

The influence coefficient matrix for a can- 
tilever ed uniform beam is of the following form: 

[El    =   —  [E] 
El 

(A-ll) 

where 

I = length of beam, in. 

El = modulus of flexural rigidity, Ib-in. 

[1]   = matrix of dimensionless influence 
coefficients. 

The inertial matrix is of the form 

[A]   =  w-CfS] , (A-12) 
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where 

w = running weight distribution, lb/in. 

[A]   = matrix of dimensionless inertial 
coefficients. 

By substituting Eqs. (A-ll) and (A-12) into 
Eq. (A-10) 

where 

[E]  [A] {r/,}   =   \{0}   , 

-   _     EI      g 

(A-13) 

Thus, 

2    F     '■''      r   A. 27T't*   '     w    f   \ 
14) 

PAS PROBLEM AND RESULTS 

To illustrate the use of PAS, a problem to 
obtain the mode shapes and frequencies of a 

*    /        3 

El    CONSTANT LEi-IN. 
W   CONSTANT. LB/lN. 

r 0. 2 0. 4 0. 6 I!. 8 1.0     S- 

Fig.    A-1    -    Schematic    ol 
cantilevered uniform beam 

cantilevered uniform beam is included herein- 
after.   Figure A-l is a schematic diagram of 
the beam showing six collocation points.   The 
PAS plan form and supplied data are shown in 
Fig. A-2 for a uniform beam of El - 1 lb-in.2, 
w = 1.0 lb/in., and -i = 1.0 in.   The results are 
presented in Fig. A-3.   These results show the 
computer listing of   [1] ,   [A],   [<£] , f's, and 
\'s.   The mode shapes are shown as plots in 
Fig. A-4. 

BY J D LHANEY 
UNIT 2-53061 
DATE 09/22/64 

TITLE UNIT BEAM MODES 

010 015011 BEAM INERTIA 1 XPP 0 I   6 
2 SW 0 2   4 
9 W 0 6   6 
4 C 0 13 
9 A 0 6   6 

020 021180 STR INF C0EF 1 XPP 0 1 6 
2 El 0 2 4 
9 K 0 6 3 
9 TVMP 0 12 6 
9 t 0 6 6 

030 015030 MODE SHAPE 0 E 0 6 6 
1 A 0 6 6 
9 P 0 6 4 
9 LA 0 I 4 
9 CN 0 1 4 
9 CHE 0 4 4 

040 0l67n^, c^"> PR0RI c:" 

PROBLEM NO 5515 
PAGE 01 GF 01 
CH N0AG222C/1220 

L  UNIFORM BEAM MASS 
L  MATRIX - UNIT LENGTH 
L  AND RUNNING MASS 

010 
S 

L  INFLUENCE COEFFICIENT 
L  MATRIX - UNIT LENGTH 
L  AND BENDING STIFFNESS 

020    UNIT BEAM MODES AND 
010    FRE0UENCIES 

L 
L 
L 
I. 

XPP 

1 01 

sw 

5515 010  001 0C6 0C1 C FLOATING 

50 20000000 50 40000000 50 60000000 50 80000000 51 10000000 

5515 010  002 OCA 001 0 FLOATING 

1 01 50 50000000 51 10000000 51 10000000 
2 01 50 50000000 51 10000000 51 10000000 51 10000000 

El 5515 CZ0  002 00A 001 0 FLOATING 

1 01 50 5COCO0OC 51 10000000 51 10000000 
2 01 50 50000000 51 1000CCCC 51 10000000 51 1000000C 

Old 
0102 
0103 

010A 
0105 
0106 
0107 
0108 

0110 
Olli 
0112 
0113 
OUA 

0116 
0117 
0118 
0119 
0120 
0121 

012 3 

Fig.   A-2 - Plan form and supplied data for cantilevered uniform beam problem 
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DYNAMIC RESPONSE ANALYSIS OF 

COMPLEX MECHANICAL SYSTEMS 

S. F. Mercurio and F. E. Niechniedowicz 
Sperry Gyroscope Company 

Division of Sperry Rand Corporation 
Great Neck, New York 

A digital computer program has been developed by the Sperry Gyro- 
scope Company that will calculate the influence coefficients of a com- 
plex mechanical system, its resonant frequencies, and the mode shape£ 
of the system.   It uses three simply-obtained inputs:    (1) Geometry of 
the mechanical system; (2) Mass lumping of the system; and (3) Flexi- 
bility of the  system in sections between coordinates, assuming one co- 
ordinate end fixed. 

INTRODUCTION 

By using simply-obtained inputs that accu- 
rately yield, as verified by actual tests, the dy- 
namic response, mode shape, and influence co- 
efficients of a mechanical system, we have 
developed a digital computer program that has 
reduced the dynamic response analysis of a 
complex mechanical system to a systematic 
procedure.   The program, which consists of 
writing the equations of motion and solving 
these equations by a numerical iteration tech- 
nique, requires three simply-obtained inputs: 

1. Geometry of the mechanical system, 

2. Mass lumping of the system, and 

3. Flexibility of the system (in sections 
between coordinates). 

The flexibilities are expressed as cantilever 
beam flexibilities. 

Based on these simply-obtained inputs, the 
digital computer will calculate the influence 
coefficients of the system, the resonant fre- 
quencies of the system (including the fundamen- 
tal and higher modes), and the mode shapes of 
the system. 

The principle advantage of the computer 
program for the dynamic response of complex 
mechanical «v^tems is that parameter varia- 
tions of a given system are easily performed. 
Once the geometry of the mechanical system is 

defined, the mass and flexibility of the mechan- 
ical components may be varied such that the 
optimum system may be designed.   The results 
are obtained quite speedily.   For example, the 
first three modes and corresponding mode 
shapes may be obtained for a system with up to 
26 degrees pf freedom in less than 45 seconds 
of computer time on a machine such as a 
UNIVAC 1107. 

The capability of the program is 60 coor- 
dinates with cross-coupling effects existing 
among all 60 coordinates.   The largest ship- 
borne tracking radar (the ARTS 40-foot antenna 
and mount assembly) while undergoing opera- 
tional modification, was analyzed using this pro- 
gram.   The results of this method of analysis 
were compared to the actual test results and 
were found to be in close agreement. 

In the test the ARIS shipborne antenna and 
mount assembly were dynamically tested in two 
steps:   first the 40-foot antenna was investigated 
and underwent extensive vibration tests to de- 
termine its natural frequencies and the corre- 
sponding mode shapes; second, the antenna and 
mount combination underwent similar tests. 

THEORY 

The basic theory of analysis, which is em- 
ployed in the computer program, is outlined by 
the following relationships. 

A conservative system vibrating about the 
equilibrium position, with small angular and 
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linear motions, can be expressed in matrix 
form by Eq. (1): 

iM.jllXjl   +   iKj.MXjl   =0, 1 <  i < n (1) 
1  <   j   <  n . 

The solution to Eq. (1) for free vibration is 
expressed by Eq. (2): 

IX; |    =    |Xoj   cos  wt| ,    1 < j <n.    (2) 

Differentiating Eq. (2) with respect to time 
results in Eq. (2a): 

IX;! w2  COE  v.t | X   ■ j ,        1 i j i n Vd.) 

If Eqs. (2) and (2a) are then substituted into 
Eq, (1) the following result is obtained: 

-wliM^MX^i + JKjJlX^j =0,      l<i<n      (3) 
1< j <n . 

Equation (3) may be rewritten by premul- 
tiplying the iKj j |   matrix and premultiplying 
the  iMij |   matrix by the inverse of the stiffness 
matrix.   The result of the preceding operations 
with the collection of terms yield Eq. (4): 

iK-.T'lM.-i IX   .!   =   1/w2   IX  .1.     Ki <n     (4) 
11J 5n • 

Since   IK. IF; • |, then 

iFijllM.jllX^I  =  l/w2 |Xo.|,      l<i<n      (4a) 

1 < j <n . 

The flexibility matrix may be expressed as 
shown in Eq. (5): 

iB..r if..iiB.-i 1 < i < n (5) 

1 < j < n . 

Where | f j. | is the component flexibility 
matrix, the component flexibility is defined as 
the fix end cantilever rotations and translations 
between the coordinates and includes cross 
coupling effects. 

If Eq. (5) is substituted into Eq. (4a) the 
resulting expression is given by Eq. (6): 

iB^I7  IfijIlB^llM^IIX^I   =   l/wMXoji,     (6) 

1 < i <n 

1 < j < n . 

Equation (6) demands for its solution a 
series of matrix multiplications and iterations 
which is extremely applicable to the computa- 
tional procedures of a high speed digital 

computer.   The digital computer is supplied with 
the static equilibrium matrix  jBjj j , the mass 
matrix iMjj | , and the component flexibility 
matrix | fj. | .   The programmed computer then 
calculates the influence coefficients of the sys- 
tem. 

IB;, f..| |B..| 

the dynamic matrix of the system, 

IM. 

(6a) 

(6b) 

and the lowest natural frequency and mode 
shape of the system by means of an iterative 
procedure. 

The next operation of the program is then 
to employ an orthogonal transformation on Eq. 
(6) such that the next higher modes of vibration 
and the next high mode shape may be obtained. 
This procedure is then repeated until a prede- 
termined mode is reached. 

The elevation vibrations model of the ARIS 
ships antenna and mount assembly is shown in 
Fig. 1.   Coordinates 1 to 8 indicate displace- 
ment, while coordinates 9 to 24 indicate rota- 
tions.   The set at static equilibrium matrix 
values, or the  Bjj matrix, is given in Table 1. 
All values of  Bii which do not appear in Table 1 
are zero. 

As a typical example, the value of Bj  2 is 1 
and B, _ 10 is 142 because a unit load applied at 
coordinate one would cause a unit shear at coor- 
dinate two.   This same unit load at coordinate 
one would cause a moment at coordinate 10 of 
142.   Therefore Bj,^ is 142 (the reader should 
consult Ref. [l] for the applicable theory).   The 
corresponding component flexibility matrix 
values are given in Table 2 and their corre- 
sponding mass matrix values are given in Table 
3.   Values of flexibilities and mass that do not 
appear in Tables 2 and 3 are zero.   The flexibili- 
ties used are component flexibilities namely the 
fixed end cantilever rotations and translations 
between coordinates.   With all the parameters 
in Tables 1, 2, and 3 as inputs to the computer 
program, the computer calculated the natural 
frequencies of tnis ARIS 40-foot antenna and 
mount as shown in Table 4. 

The actual results obtained during testing 
showed a first mode natural frequency of ap- 
proximately 7.5 cps. 

Similar computations and tests have been 
run for the train axis model.   Computer results 
were 8.14 cps and actual measurements gave 
approximately 8 cps. 

NOTE:   References appear on pages  105 and 106. 
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TABLE   1 
Matrix  Inputs,   Elevation Model 

Bi-i = 1 

B
2-i 

= B
2-2 

= 1 

B3-l 
= B3-2 

= B3-3 = 1 

B4-l 
= B4-2 = B4-3 

= B4-4 = 1 

B5-l = B
S-2 

= B
5-3 

= B5-4 = B5-.   = 1 

B6-l = B6-2 = B6-3 = B6-4 
- B

6-s  ^ D0-6   =    1 

By-. 
= B7-2 

= B
7-3 

= B
7-4 

= B7-S   = B7-6   =   B7-7   = 
1 

B
8-. = B

8-2 
= B8-3 

= B
8-4 = B

8-5   - B8-6   =    B8-7   Z B 

■* - y 

B
10-I    =    142 

B10-9   "   B10-10   -    1 

B11.1 =   231 B^. 89 

Bu-9  -   BM-in 

0  B, 

B. ii-ii 

=  0 

lB13-3   =     154 

B
13-l    =    385   B13-2   =    243 

R ~   R —   R 
13-9   "       13-10   ~       13- 11 B13-.2   =    1 

^13-iJ 
1 

B13-23   ^ 13-24 
=   1 

B14-l    = 
413 

B14-2   = 
271 

B14-3   = 
182 

B14-4    = 
138 

B14-5    = 
280 

B14-9   = B14-10   = Bi 

B14-13 =    B14-.4 —      1. 

B14     23 =   B14-24 
=   1 

B15,.    = 461 

B15.2= 319 

B
15,3= 

230 

B14-.2   =     ! 

B15.4   =     186 

15.5 76 

48 

BlS-9   "    B15-10 

15     ij ij     it 

B16|1  =   629 

B16.2   =   487 

398 

354 

B16   5  =   244 

B.6,6=   216 

Bis 

=   B. 

1 

Bi5-i2  =   ! 

B16.11    "    B16-12    "     1 

R -   R 
^le. 14 16,15 B16,16=     ! 

B =1 
21-20 

B
21-21    =    ! 

R ^   R —    1 
22-1Q 22-20 

B22-22   "     1 

375 

133 

44 

B 23- 10 

1 

B23-11   =     ! 

B24-l    =     275 

133 

44 

n -   R 
24-9 "24-10 B24-.l   =    ! 

B24-24   =    1 
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TABLE 2 
Flexibility Input, Elevation Model 

(rad/in.-Jh  or   in.    lb) 

FABLE   3 
Mass  Matrix   Input,   Elevation  Model 

(in.-lb/sec2  or   lb-sec"/in,) 

1-1 
327  -   W5 

11-11 
,107  x   lO"9 

2- 2   " 
198 x   10-s         1 

12-4 
1435 x   10"« 

7-10   = .222 x   10 "7 

12-12 
,222  x   10" 10 

3-3   " 
307 x   10"6 

13.13 
.700  x   10" " 

3-11" 
.225 x   10-8 

14,6   = 874 x   10" 10    | 

4-4   ~ 
940 x   10"7 

14-14 
.917 x   10"11 

4-12" 
.1435 x   10"8 

15,7 
174 x   10"9 

6-6 = .272 x   10" 10 
f
lS,15   = 

.229 x   10" " 

6- 14   ~ 
.874 x   10"10 

16,8 
156 x   10"9       | 

7- 7   - 
. 1396 x   10" 5 

16,16 
, 111  x   iO"11 1 

7-15    = .174 x   10"9 
17-17 

.310 x   10"6    ] 

8- 8   = .1154 x   10"6 
18-18   = .408 x   10"7 

8- 16   = .156 x   10"9 
20-20 

.442 x   10"8 

9-9 
.169 x   10"' 

21-21 
, 117 x   10"'M 

'10-2   = 
.222 x   10   ' f22-22   ' 

,995 x   10" !! 

10-10 
=   .250 x   10"^ f23-23   = 

,210 x   10"10 

11-3   " 
.225 x   10"8 

«I-, = ,238 x   10+1 
M

13-13   = 
.45S  x   10°      i 

M2., = ,227 x   102 
M

14-14    = 
.4219 x   106 

M
3-3 

= ,168 x   102 
M

15-15= 
.3845 x   106 

M
4-4 

= .12116 x   IO3 
M

16-16   = 
.1284 x   107    1 

M5-S 
= .1292 x   IO3 

M
17-17   = 

.168 x   102      | 

M6-6 
= .1247 x   103 

M.s-is = .14036 x   IO3 

M,-7 
= . 1155 x   IO3 

"19-19    = 
.110 x   103 

M
8-8 

= ,1906 x   103 
M

2U-20    = 
.1247  x   IO3 

M
9-9 

= . 147 x   IO5 
M

21-21   -- 
.3052 x   103    j 

M10- 10 
=   ,30314 x   W6 

M
22-22   = 

. 1906 x   103 

M
U- 1 1 

=   ,321 x   IO5 
M

23-23   = 
.354 x   106      j 

M12- 1 2 
=   .156 x   IO6 

M
24-24   = 

.184 x   106 

TABLE   4 

Resonant  Frequencies  (cps)           1 

1st  Mode 2nd Mode 3rd Mode 

7.74 9.95 10.6 

CONCLUSION 

In conclusion, it can be seen that the pro- 
gram is straightforward and uses simply- 
obtained inputs and will yield, as the title of 
this paper implies, "The dynamic response of 
a complex mechanical system." 

NOMENCLATURE 

The following nomenclature is used in this 
paper: 

IM. 

iKiil 

mass matrix, 

stiffness matrix, 

flexibility matrix. 

I f:: I   = component flexibility matrix, 

IBJJ I   = static equilibrium matrix, 

IXjl   = coordinate matrix, 

|U.. I   = dynamic matrix, 

i, j  = indices, 

w = frequency rad/sec, 

t  = time, 

I   I      = inverse of a matrix, 

= transpose of a matrix. 
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CONSIDERATIONS OF CAPTIVE FIRING VIBRATION ON 

NONOPERATING PROPULSION SYSTEM COMPONENTS 

Gerald Sardella 
Martin Marietta Corporation 

Martin Company,   Baltimore Division 
Baltimore, Maryland   21203 

An analysis was performed on the individual STDrinti-mas^  systems  of 
components in a launch vehicle propulsion system to determine their 
response to vibration during static firing.    These components were 
selected because they are not subjected to pressurization and propellant 
mass loadings during  captive firing, but nevertheless  must be unaffected 
by the additional period of vibration environment. 

The individual spring-mass  systems were parts of three types of valves 
and one  regulator.    Analog  simulation of a typical spring-mais  system 
enabled the evaluation of the presence or absence of system loadings by 
a variation of damping, spring, and force parameters.    The system ex- 
citation was provided by a random spectrum shaped to the predicted 
vibration environment level. 

The  results emphasized pressure preloading as a means of eliminating 
or significantly reducing valve and regulator system responses.    Con- 
sideration of these  results, similarity of valve dynamic systems, and 
the unpredictable aspects of the detrimental effects of vibration expo- 
sure clearly warranted a conservative approach to operational  recom- 
mendations.    The requirement that all valve poppets  remain closed (or 
seated) for unpressurized engine captive firing was  established and 
pressure loadings to ensure operational  success  were recommended 
according to the statistical analysis of the analog study. 

INTRODUCTION 

Under normal launch vehicle operational 
conditions, propellants are loaded and systems 
are pressurized prior to engine firing.   Forces 
resulting from the presence of these fluids and 
pressures form an integral part of each valve 
and regulator dynamic system in the form of 
spring, damping, and force parameters.   Com- 
plete absence of such forces would, therefore, 
create a dynamic system whose response to 
the vibration environment could be affected. 

This consideration of propulsion compo- 
nents arises during lower stage static captive 
firing with unloaded upper stages.   In this con- 
figuration, the propulsion components will be 
subjected to additional time periods of vibration 
under zero propellant loadings for which they 
were not originally designed.   There is much 
concern over the effect of such operations on 

particular components regarding performance 
or life, or both.   The objective of this analysis 
was to study the individual spring mass sys- 
tems of each component, evaluate the system 
loading effects in view of possible component 
degradation and to establish requirements of 
propellant and pressurization levels to assure 
component protection in this mode. 

BASIC CONSIDERATIONS 

Classifications of Components 

The following components were considered 
for study (three are shown schematically in 
Fig. I):   valve A, solenoid valve; valve B, re- 
lief valve; valve C, check valve; valve D; relief 
valve; and gas regulator.   The valve and regu- 
lator assemblies are considered in this analysis 
as similar dynamic systems since they each 
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contain one or more single-degree-of-freedom 
spring-mass systems which act independently 
while providing the required pressure and flow 
performance.   These spring-mass systems, 
which are primarily the main and pilot poppets 
differing only in dynamic parameter magni- 
tudes, are operationally comparable whether 
normally seated or unseated.   The check valve 
contains two flappers restrained by torsion 
springs which are identical single-degrec-of- 
freedom systems.   The analysis treated these 
valve systems as spring supported concentrated 
mass particles in determining the response to 
and the effects of vibration environments. 

VALVE A 
SOLENOID VALVE 

Fig.   1  - Components  studied 

Detrimental Effects 

Consideration of the detrimental effects of 
excessive inertia forces for the valve type com- 
ponents resolved into the following areas:   (1) 
valve seat permanent deformation, (2) spring 
fatigue, and (3) poppet bottoming.   Generally, 
although spring fatigue is a possibility, low 
stresses during spring extension and compres- 
sion due to the limited travel make tHs aspect 
unlikely even for extended periods of operation. 
Damage to the poppet due to bottoming would be 
possible if the inertia forces were sufficiently 
high and the impact surface (the poppet seat or 
the poppet "back-stop") sufficiently stiff or of 
peculiar design to generate poppet surface ir- 
regularities.   The extent of such damage would 
require experimental determination.   The most 
probable mode of failure or performance 

degradation for valves would be leakage or poor 
valve seating due to permanent valve seat de- 
formation under vibratory inertia loads. 

Analysis Approach 

Similarity of the valve and regulator dy- 
namic systems suggested formation of a gen- 
eralized type approach for the various aspects 
of vibration response.   The solenoid main pop- 
pet was selected as a typical poppet configura- 
tion for detailed response analysis and dynamic 
parameter studies.   Since the poppet spring is 
preloaded and the plastic valve seat spring rate 
is orders of magnitude greater, nonlinearities 
are introduced in the force-deflection relation- 
ship which are not readily treated analytically. 
This consideration is characteristic of the 
other valve type systems.   Due to these non- 
linearities, determination of the response to the 
random vibration environment and the magni- 
tude of poppet seat forces required a solution 
which an analog computer could provide.  With 
a judicious parameter study, the effects of 
spring, damping, and pressure preloads could 
be sufficiently generalized such that the results 
would not only be utilized for the solenoid valve 
but applied to the other systems without a simi- 
lar analog study. 

Since the solenoid valve assembly is 
mounted on the primary structure with no inter- 
mediate bracketry between the primary struc- 
ture and the valve assembly, the vibration 
environment is, therefore, transmitted directly 
to the valve case.   The vibration spectrum 
utilized for the valve analysis was that consid- 
ered to be a conservative estimate of the envi- 
ronment at the valve interface.   The response 
of the main poppet to this environment was 
evaluated and applied to the other valves and 
regulator.   The analysis was confined to the 
unpressurized static captive fire mode, and 
acceptable operational recommendations in this 
configuration was the objective. 

ANALOG STUDY 

Problem Description 

Due to the nonlinearities in the force- 
deflection relationships, the equations of motion 
for the solenoid valve main poppet describe the 
system separately for positive and negative 
relative motion of the poppet mass and the case. 
Since there is no attachment to the seat, the 
system can be represented schematically for 
the unseated region (positive relative motion: 
x    > 0) as follows. 

108 



-Valve case 

The equation of motion to describe this system 
can be written as 

Mxr  +  C1xr  +  K1xr   +  Fs  +  MXj    -    0 

Mx     +  r i     + K, fx    + y.  )   -    F(t) ,      (1) 

where 

F(t)  =   - Mx    , 

An analog solution was programmed for 
the response of the main poppet to the forcing 
function F(t)  utilizing Eq. (l) for positive xr 

and Fq. (2) for negative xr.    The function F(t), 
representing the vibration excitation, was de- 
rived by shaping white noise to the required 
power spectral density.   Figure 2 shows a 
comparison of the random shaped forcing func- 
tion used for the analog study with that defined 
as the component design environment. 

Analog representation of the following pa- 
rameters were programmed for the solution: (1) 
xr positive, (2) xr negative, (3) xr, (4) ir, (5)F(t), 
and (6) seat forces, defined as C2xr + K2xr for 
negative xr.   In addition, a statistical distribu- 
tion of seat force and a measure of percent of 
time  xr is positive was also programmed.   The 
total time under static captive fire vibration 
was considered to be 60 seconds. 

Kixo = Fs ~  sprir'g preload. 

Negative relative motion (xr   < 0) intro- 
duces the spring and damping properties of the 
valve seat for consideration.   This "seated 
region" is represented schematically as shown 
below. 

1000 

//P777/ 

is 
Poppet 

-I 1 M/ 

-wvw*-^ 
K, f 

'////, 

The equation of motion describing this system 
can be written 

Mxr +  (C1 + C2)ir  +   (K, +K2) xr  +Fs+  Fp   =    F(t). 

(2) 

where 

c2 = valve seat damping, 

K2 = valve seat spring, 

Fs = preload, poppet spring, and 

Fp = preload, pressure force. 

ANALOG SPECTRUM 

ENVIRONMENT SPECTRUM 

100 

FREQUENCY (CPSI 

Fig.  2 - Random  forcing 
function spectrum 

2000 
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Results of Analog Study 

A range of damping and spring constants 
(C2 and K2) was selected to establish the ef- 
fects on response due to the variation of these 
parameters for the plastic seat or other types 
of seats ill other valve poppet systems.   These 
effects, evaluated in terms of the percent of the 
total time the poppet is off the seat, pre plotted 
in Figs. 3(a) and 3(b).   Damping effects were 
found to be negligible for systems with damping 
greater than 2 percent critical.   Spring varia- 
tion effects were found to be negligible for sys- 
tems whose resonances were above the 10- to 
2000-cps band of excitation.   During these vari- 
ations (with zero pressure preload), the main 
poppet was off the seat up to 32-percent of the 
total time, the largest amount of time for the 
system resonance within the range of excitation. 
Poppet dynamic seat forces were found to ex- 
ceed the 3cr (er ~ standard deviation) value of the 
rms vibration environment for up to 10 percent 
of the total time. 

A 2 

DYNAMIC SEAT FORCE DISTRIBUTION ICI I 

C/C   ■ ITO 

K, -0.32x10" 

K- -10.00x10* 

K2 -50.00X103 

K = 100. 00 x Iff 

Fig.   4 - Dynamic seat force 
distribution    and   transients 
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! °   Fp     -0.20 LB 

\ 
a   Fp     -0.45 LB 

c 0 v^_ 

0 50             100 
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K, (LB/IN. X 10   1 

b 

c/cc ■ IW 

•    K2 
■ 0.i2x ^(SOOCPS) 

0    K2 
10 0x 103 14500 CPS! 

a   K2     ■ 50.0 x lO3 17000 CPS1 

0.2 0.4 0.6 0 8 

PRELOAD (LBI 

0. 10 

the effect of these pressure loads on the poppet 
response in terms of percent of total time off 
the seat and in terms of seat force distribution. 
For the nonresonant system (frequencies above 
2000 cps), the percent of time for the poppet off 
the seat was reduced to less than 1 percent for 
the lowest increment of pressure force and to a 
negligible amount (estimated less than 0.1 per- 
cent) for the largest increment of pressure 
force.   Dynamic seat forces were reduced to 1 
percent of the time in excess of 3 a for the low- 
est increment of pressure force and to a negli- 
gible amount (less than 9.1 percent of the time) 
for the largest increment of pressure force. 
The resonant system (approximately 800 cps) 
also experienced reductions in these areas due 
to the addition of pressure preloads.   The time 
off the seat was reduced to 9 percent for the 
lowest pressure level (3a) and to 0.8 percent 
for the largest trial value of the pressure forces 
(5a).   Seat forces were also substantially less. 
For the lowest force increment, dynamic forces 
over 3a occurred only 5.5 percent of the total 
time and was reduced to 3.5 percent of the time 
for the largest increment of force. 

Fig.  3 - Parameter variation effects 
on  poppet response APPLICATION OF ANALOG RESULTS 

Pressure preloads, F  , were introduced 
for comparison with the zero pressure preload 
runs.   Increments of pressure force equivalent 
to inertia loads based on 3; 4, and 5 a on the 
rms environment were applied to the main 
poppet mass.   Figures 3(c), 4(a), and 4(b) show 

The results of the parameter study indi- 
cated that the elimination of poppet travel and 
reduction of seat forces and force transients 
can be accomplished through the addition of 
pressure preloads.   Pressure forces equivalent 
to Inertia loads based on 3a should be consid- 
ered a minimum for elimination of poppet seat 
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forces and force transients resulting from pop- 
pet travel for stiff valve systems.   This will 
apply to systems where the poppet seat spring 
is sufficiently stiff (resonant frequency greater 
than 2000 cps) that a 1:1 transmissibility of vi- 
bration to the poppet can be assumed, and iner- 
tia forces for 99.7-percent probability can be 
computed by applying Sato the rms vibration 
environment.   For resonant systems, pressure 
forces equivalent to inertia loads based on 5CT 
should be considered a minimum requirement. 

Inertia forces fnr the spring-mass systems 
were computed using this approach.   All system 
resonances were considered greater than 2000 
cps with the exception of the relief valve main 
poppet and solenoid.   Inertia forces for these 
two systems were computed on a 5a basis. 
Comparison of these forces with the preloads 
for the static captive fire mode were made to 
evaluate the requirement for poppet seating. 
Inertia forces in excess of the preloads oc- 
curred in the case of the solenoid valve main 
poppet, the solenoid rod and the check valve. 
In order that the requirement for poppet seating 
be maintained, pressure forces are required 
for these components. 

CONCLUSIONS 

Degradation in valve type components during 
the captive fire configuration is most probable 

in the form of valve seat deformation, which 
can give rise to subsequent leakage problems. 
This leakage can be caused by minute deforma- 
tion in the valve seat induced by poppet chatter. 
Valve chatter will occur where inertia forces 
due to vibration excitation exceed the spring 
and pressure preloads.   To avoid exposure to 
the detrimental effects and thereby circumvent 
the unpredictable regions of the problem, the 
requirement for valve poppets to remain closed 
(or seated) for the static captive fire configura- 
tion was established. 

The poppet seating requirement was estab- 
lished by the results of the analog simulation of 
a typical valve dynamic system.   Elimination of 
poppet response was accomplished by the addi- 
tion of pressure preloads.  All systems studied 
had sufficient preload forces with the exception 
of the solenoid main poppet and rod and the 
check valve.   Minimum pressure preloads of 
three times the standard deviation (3a) were 
required for these components. 

The approach presented is an expedient, 
effective, and reliable way to eliminate the 
most probable mode of degradation.   It was 
demonstrated that the use of the analog com- 
puter could be an important tool in evaluating 
the performance of components with specific 
application during the component design phase. 
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A PRACTICAL APPLICATION OF A DIGITAL COMPUTER PROGRAM 

DURING THE DESIGN PHASE OF AN AEROSPACE STRUCTURE 

Bohus T. Bata 
Martin Marietta Corporation 

Martin Company,  Baltimore Division 
Baltimore, Maryland  21203 

A procedure is described which uses a digital computer program in the 
design of a truss structure for a missile installation of electrical and 
electronic components.    This computer program performs a three- 
dimensional analysis of a complex structure with sufficient speed and 
ease of submittal to make possible its use during the initia-i-design 
phase.   The importance of detailed analysis in the early design stages 
is demonstrated by describing the major changes in the evolution of the 
final configuration. 

The structural requirements specified for the truss were that the fun- 
damental frequency in any translational or rotational elastic mode ex- 
ceed 30 cps, and that the static load design factor be as high as 16.8 g 
(ultimate). Due to space limitations, the truss was required to have a 
span of over 100 inches, with varying depth from a maximum of 21-1/2 
inches to a minimum of 11-1/2 inches at midspan. The supported 
equipment weight of 400 pounds was distributed over the entire truss, 
with some larger components located at midspan. 

Submittal and data interpreting technique is described.   By promptly 
interpreting the modal data into useful information, it was possible to 
achieve a configuration where the entire truss, including bracketry for 
over 30 components, weighed less than 80 pounds with a fundamental 
frequency of over 40 cps.    Further weight reduction was not possible 
due to stress and manufacturing I'mitations. 

Up to three configurations or modifications were programmed per day, 
each yielding complete three-dimensional load, stress , and dynamic 
analyses, including modal data. 

The validity of the computer program has been established by its ap- 
plication to classical problems of known solutions and by measured 
test data of complex structures. 

The generalized approach of this program to static-dynannic analysis 
enables any structure, whether trusses, beams, shells, or combination, 
to be analyzed both statically and dynamically in a single submittal, 
thus providing the designer with a powerful tool to use during both the 
initial stages and detail design. 

INTRODUCTION 

Described in this paper is a procedure 
which uses an IBM 7094 digital computer in the 
design of a truss structure.   Compared with 
manual methods, the procedure is a highly ef- 
fective way to reduce structural weight since 

the computer is programmed for three- 
dimensional analysis, both static and dynamic, 
of complex structures.   Moreover, its speed 
and ease of submittal make it useful during 
both the initial design phase and final detail 
analysis. 
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DESIGN REQUIREMENTS AND 
CONSIDERATIONS 

The subject truss was to support 33 elec- 
trical and electronic components of varied 
sizes and shapes, with individual component 
weights ranging from the largest of 60 pounds 
to the smallest of only 2 pounds.   The total 
weight of all components was estimated in the 
preli^iiiruiry design tc be 3JD-0 

r,ounds.- with an 
additional weight of 300 pounds of wiring. 
(Ihese values were reduced before the final 
iiiiitlysis lu ^.70 püuiido of Cuiiiponents and 130 
pounds of wiring.) 

The truss was to be located between two 
dome-ended fuel tanks, accessible from three 
doors in the missile skin.   This location called 
for a maximum truss span of 110 inches, with 
a maximum depth at midspan of only 11-1/2 
inches. 

The dynamic response specified for the 
truss was that its fundamental frequency in any 
translational or rotational elastic mode exceed 
30 cps.   The static strength requirement was 
based on the more severe of two conditions: 
(1) a vibration induced limit load factor of 7 g 
along any orthogonal axis plus a static limit 
longitudinal load factor of 2 g, or (2) a static 
limit longitudinal load factor of 12 g.   The ulti- 
mate strength required was defined as 1.4 times 
the above limit load factors. 

To establish the preliminary configuration, 
the truss was assumed to consist of tension- 
compression members, with structural and 
component masses statically distributed to 
adjacent tube intersections.   The truss was to 
be supported by elastic reactions.   The reaction 
compliances of the truss supporting structure 
were computed using the method of MacNeal 
and Bailie [l].   These compliances accounted 
for the bulkhead influences of the domes and 
smear thickness of the frames and stringers of 
the local cylindrical structure. 

ANALYTICAL TECHNIQUE 

The program performs both the static and 
dynamic analyses by an element-matrix force 
technique.   The structural model consists wholly 
of elements, the internal loading of which can 
be represented by force and moment resultants 
at grid points.   Any structural system can be 
synthesized by multi-mesh network of simple 
structural elements (tension, bending, torque. 

NOTE:    References appear on page 119. 

shear, force, and moment reactions) connected 
together at the grid points. 

The elements are classified as primary and 
redundant.   The primary elements comprise a 
statically determinate basic structure, their 
number being equal to the number of equilib- 
rium equations at the grid points.   These equa- 
tions are solved for the primary elements in 
terms of the redundant elements and external 
forces and moments.   Elastic properties are 
assigned to the elements; redundant elements 
are calculated to make internal deflections 
compatible, and the deflections and rotations of 
the structure at selected grid points are then 
determined, leading to a deflection influence 
matrix on which the vibrational and dynamic 
analyses are based. 

This program, in general, requires the 
following types of input information: 

Geometry of structure 

Selection of structural elements 

Sectional and material properties 

Selection of degrees of freedom 

Loading conditions (static and/or time- 
dependent loads). 

The output of the program is of three types: 

1. Internal loads and stresses in all struc- 
tural elements for the prescribed loading con- 
ditions (static or time-dependent), due to unit 
loads and normalized modal loads. 

2. Deflections and rotations at selected 
grid points for specified loading conditions 
(static or time-dependent), for unit loads, or 
normalized modal loads. 

3. Resonant frequencies and mode shapes. 

A more detailed description of the analyti- 
cal technique and submittal procedure is pre- 
sented by Kaufman and Hall \2\ and Clark [3]. 

CONFIGURATION SELECTION 

The initial configuration (Fig. 1) was based 
on the premise of providing the maximum com- 
ponent accessibility within space limitations, 
while minimizing the interconnecting wire 
lengths.   No attempt was made to analyze the 
truss structure; the member sizes were esti- 
mated by the designer.   This truss (1A, 88 
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TRUSS IROSS IJ1SÜNANI 
CONI IGURATION Wl IGH1 FRCQUENCItS 

NO. mi) ICPS) 

IS!    2NÜ   )KU 

IA 88 1-1      7ri      35 
IB 250 23      iC     37 

:       92 j     2.1      25      31 

4A 
4H 

14? 
127 

34     41      54 
31      39     52 

5A 130 47 55 &3 
5B 90 37 43 58 
5C 82 35 41 57 
51) 10 32 Mi 5) 
5L 78 34 !9 55 

Fig.   1  - Configuration evolution, equipment truss 
(preliminary   design) 

pounds) was programmed with the component 
and wiring masses statically distributed from 
assigned locations to adjacent grid points    The 
88-pound truss weight included 10 percent (30 
pounds) of component weight estimated for 
component brackets.   The resulting resonant 
frequency of 14 cps was considerably below the 
minimum of 30 cps, and from the modal data it 
was concluded that increasing member sizes 
would not sufficiently increase the frequency of 
this configuration to offset increased truss 

weight.   To demonstrate this, the member sizes 
were increased to a prohibitive total weight of 
260 pounds; the resulting truss frequency was 
only 23 cps. 

The more efficient approach indicated was 
to restrain the midspan deflection by providing 
additional truss supports.   Using truss IA 
compliances and adding three members, truss 
2A (97 pounds) had the resonant frequency 
raised to 24 cps.   By optimizing member sizes 
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and further increasing the depth of truss near 
both ends to maximum permitted by available 
space, the resulting truss 3A (139 pounds) had 
a resonant frequency of 29 cps. 

Unfortunately, the added members were in 
the middle of an access door.   Inspection of 
modal data (Fig. 2) resulted in the conclusion 
that replacement of the above 3 members by 
like supports at two locations, approximately 
1/3 of the span length from the ends would re- 
sult in suppression of the lowest mode, yielding 
a further increase in resonant frequency.   This 
addition to truss 4A (142 pounds) resulted in a 
34-cps truss.   Optimization of truss member 
sizes reduced the weight (truss 4B) to 127 
pounds, with fundamental resonant frequency 
of 31 cps. 

At this time it was noted that the upper 
ends of truss 4B had a larger modal deflection 
than midspan (Fig. 3).   Two small members 
were added to the truss in configuration 5A 
(130 pounds), thereby yielding a significant in- 
crease to 47 cps.   Successive reductions in 
member sizes reduced the truss weight to 70 
pounds (truss 5D).   Though this truss satisfied 
the minimum requirement of 30 cps, the static 
loading conditions resulted in excessive stresses 
in many members. 

Truss 5E (34 cps), weighing 78 pounds and 
made entirely of 1.375-inch square aluminum 
tubing of 0.062-inch wall thickness, was selected 
for the final design. 

FINAL ANALYSIS 

During the detail design several tube mem- 
bers were added to the 5E truss to permit effi- 
cient component weight distribution, which re- 
sulted in some added stiffness.   Four of the 
members were also strengthened to withstand 
local bending imposed by component mounts. 
This, combined with eventual weight reduction 
of supported components to 270 pounds and wir- 
ing to 130 pounds, yielded a fundamental reso- 
nant frequency of the truss of 48 cps (consider- 
ably above the minimum of 30 cps specified). 
As further weight reduction by decreasing 
member sizes was not possible because of 
stress and manufacturing limitations, and only 
the minimum value of the fundamental resonant 
frequency was specified, this design was re- 
leased for production. 

Figures 4 and 5 present the analytical 
model and mode shape of the fabricated truss 
(actual weight 76.5 pounds), which is shown in 
Fig. 6. 

CONCLUDING REMARKS 

The trass presented in this paper consisted 
exclusively of tension-compression elements, 
without considering the bending capabilities of 
the truss members.   This was done to simplify 
the submittal procedure and save time, as the 
bending stiffness of truss members does not 
contribute significantly to overall truss stiffness. 

The initial preliminary results were avail- 
able within a week of go-ahead.   Most of this 
time was devoted to the analytical model syn- 
thesis, with less than 10 minutes needed for 
obtaining the solution for a problem of this size 
(98 elements and 72 degrees of freedom).   The 
required computer time for subsequent varia- 
tions of the truss was less since the initial so- 
lution is retained on magnetic tape, and modifi- 
cations are re-entered from the point of change 
in calculations.   The ability to modify the prob- 
lem while retaining large portions of submittal 
data enabled as many as three configurations 
to be investigated in a day. 

Diversified types of structural problems 
have been investigated on this program, ranging 
from entire payload-booster structures to small 
but complex support structures.   Problems with 
1400 elements and 400 degrees of freedom have 
been analyzed successfully and even larger 
problems completed utilizing the partitioning 
technique. 

The validity of the computer program has 
been established (i) by its application to classi- 
cal problems of known solutions, and (2) by 
measured test data of complex structures 
analyzed. 

The generalized approach of this program 
to structural analysis enables any structure, 
whether trusses, beams, shells, or a combina- 
tion, to be analyzed both statically and dynami- 
cally in a single submittal, thus providing the 
designer with a powerful tool to use during both 
the initial stages and detail design of a structure. 

Though the analytical solution of even the 
most complex structure has been reduced to a 
mechanical submittal routine, sound engineer- 
ing knowledge is still required to synthesize 
correctly the analytical model that will yield 
the desired information, and to interpret cor- 
rectly the subsequent data. 
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MODE FREQUENCY, 29 CPS 

Fig. 2 - First mode, truss  3A 

MODE FREQUENCY  31 CPS 

Fig. 3 - First mode, truss  4B 
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MODE fKEQUffiCY, 48 CPS 

Fig.   5 -   First   mode, 
final       <   iguration 

.hz?-~- 

Fig.  6 -   Fabriccited equipment truss 
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STATIC AND DYNAMIC ANALYSIS BY 

A MATRIX FORCE METHOD* 

S. Kaufman and D. B. Hall 
Martin   Marietta Corporation 

Martin Company,   Baltimore  Division 
Baltimore, Maryland    ZlZOi 

This paper presents a matrix-force method for static and dynamic anal- 
ysis of aerospace structures by an element-matrix technique.    Any 
structural system,  such as a stiffened shell, three-dimensional truss, 
or a system of connected beams, can be  simulated by a number of sim- 
ple structural elements connected together at grid points.    The tech- 
nique of model synthesis and selection of elements and the matrix 
method of solving for stresses and deflections are developed.    Attention 
is  given to the influence of thermal inputs on the  structural loads, 
stresses and deflections.    The deflection influence matrix forms the 
basis of vibrational and dynamic analyses. 

A somewhat unusual method of partitioning composite  structures is de- 
scribed.    Partitioning is  systematized by supporting all segments inde- 
pendently, with fictitious elastic  supports  where necessary, considering 
all connections between segments  redundant and finally eliminating the 
fictitious supports. 

The overall method has been used successfully in handling both the 
statics  and dynamics of swept wings, to compute thermal stresses in a 
thick cylinder and to reproduce accurately the natural frequencies and 
mode shapes  of a thin cylindrical shell and the molecule ethylene. 

INTRODUCTION 

This paper presents a brief outline of a 
matrix-force method [1] for static and dynamic 
analysis of aerospace structures by an element- 
matrix technique.   This method is part of an 
IBM 7094 digital computer program for static 
and dynamic analysis of structures [2j.   The 
techniques outlined here are particularly well 
suited to analyzing three-dimensional-truss, 
plate and shell structures up to thousands of 
structural elements, where stresses, deflec- 
tions and dynamic response are required. 
Shells of noncircular cross section with cut- 
outs, stiffeners and internal compartments are 
also well suited to these methods, particularly 
when one uses partitioning to permit large 
numbers of elements, thereby allowing a more 
accurate representation of the structure. 

*This paper was not presented at the  Symposium. 
NOTE:   References appear on page 128. 

The overall method is quite versatile.   It 
has been used successfully in handling both the 
statics and dynamics of swept wings, thermal 
stresses in a thick cylinder and normal modes 
of cylindrical shells and molecules. 

METHOD OF ANALYSIS 

In the matrix force method a model of the 
structure consisting of a network of grid points 
and load carrying elements (including reactions) 
is constructed.   The elements are divided into 
primary and redundant elements, the primary 
ones forming a base set which is just statically 
stable.   The excess elements are designated 
redundants, S.   The choice of the primary ele- 
ments is, of course, not unique; various deter- 
minate sets can be chosen.   The best sets are 
the ones that minimize the coupling among the 
remaining redundant elements, thereby yielding 
the best conditioned compatibility equations. 
Among those, the best are those utilizing the 
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strongest elements and shortest load paths. 
Therefore, this selection is important for the 
sake of accuracy. 

The elements have the common property 
that their internal loads  y can be represented 
as force resultants at the grid points.   Equations 
of equilibrium are established between internal 
forces of the elements and external forces P. 
The solution to these equations in matrix nota- 
tion can be stated as follows: 

[y]   =    Mjt'S}  + Mj{P}. (1) 

In addition to an internal load, each element 
has a characteristic deformation.   The deforma- 
tions of the elements must be selected so they 
are conjugate with the element loads in the vir- 
tual work sense (i.e., elongation of tension ele- 
ments, end rotation of beams, displacement of 
supports, and the like).   These deformations 
in matrix notation are 

m E0{y} + {H} E^jiS} +E0M2{P} + (HI (2) 

{H} is a column matrix comprising free 
thermal elongations, settlement of supports, 
and so on.   For example, the thermal elonga- 
tion of a simple tension element is the product 
of its length, coefficient of expansion, and tem- 
perature change.   The matrix   E0 is a sym- 
metrical compliance matrix which relates the 
elastic portion of the deformation in each ele- 
ment to its own load and those of other elements. 

The elastic deformation in. an element rela- 
tive to its own load is the product of the corre- 
sponding diagonal terms of the compliance 
matrix and the load; the nondiagonal terms of 
the matrix relates the elastic deformation of 
the elements to the load of other elements.   For 
example, the diagonal compliance of a simple 
tension element is its length divided by the 
product of its modulus of elasticity and cross- 
sectional area.   A typical example of diagonal 
and off diagonal (coupled) compliances is the 
rotation (') at the ends of a beam produced by 
moments (B) at the ends, or 

>o 1 1~| 

9 
3 6 

El 1 
6 

1 | 
3 LV 

where \   is the length and El  the cross-section 
bending stiffness of the beam.   Proper repre- 
sentation of compliances is the most important 
factor in analyses which replace a structure by 
a network of elements.   The compliances for 

skew and triangular networks for plate and shell 
structures are developed by the authors [ij. 

Loads in the elements must be distributed 
so as to make their deformations compatible. 
In matrix notation, compatibility conditions are 

^ {'■.) {0} (3) 

By means of the relationship Eq. (3) one 
can now relate the internal loads and deforma- 
tions in terms of the external loading {P}   and 
{H}  as follows: 

and 

where 

(y)   =   \{P)  + \, fH} 

{5}   =    E0MP}   +  (I +E0\h){H} 

(4) 

(b) 

(I-Mjg-'M^E^Mj 

g  = M1'F0MI,  and 

I   = the identity matrix; and superscripts 
r and    1  denote transposition and in- 
version, respectively. 

Just as deformations had to be conjugate 
with the element loads, deflections {r))   must be 
defined to make them conjugate with the exter- 
nal loads  iP}   so that they may be calculated by 
virtual work.   The virtual work is made up of 
the product of real deformations Eq. (5), from 
whatever source, and the internal loads from 
virfciaj (unit) external loading  {P) , identifiable 
as ,\   in Eq. (4).   Whence, 

{r,}    =    A{P}   +  Ah{H} (6) 

■•Tv 

where 

and 

Ah   =    \  (I + E0\h) . 

In this method, it should be emphasized that 
enough reactions must be supplied as structural 
elements to completely restrain the structure 
from rigid body motion.   The symmetric matrix 
A is sometimes called the "deflection influence 
matrix" for the supported structure.   For the 
case of a free-free or partially constrained struc- 
ture it can readily be modified by calculating 
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inertia forces to balance applied forces, thus 
eliminating the fictitious constraints. 

As the size and complexity of structural 
analysis problems increase, we must resort to 
partitioning.   Here, the engineer can use physi- 
cal intuition .to assist the mathematician in 
hard-to-manage matrix operations which result 
from large order matrices.   This has been pro- 
grammed and extensively illustrated [ij.  Briefly, 
the method goes as follows.   The structure is 
broken down into manageable segments.   Each 
segment is restrained against rigid body motion 
by fictitious elastic reactions   ^ as needed. 
Fictitious external forces Ps are supplied at 
the location and in the direction of the fictitious 
reactions.   Also provided are equal and opposite 
forces Prt  acting at the common boundaries of 
the segments.   These forces are treated as 
redundants.   Deflections at the boundaries T)d 

and those of the segments   ,-, are computed as 
well as internal loads y and fictitious reactions. 
These are computed in terms of the fictitious 
external forces, forces on the boundaries, p 
forces (conjugate to  ', deflections), and free 
thermal expansions, H.    In abbreviated matrix 
notation these relationships can be stated as 
follows: 

Ab        Ac      A
fl      A. 

A. A A.        A 
<i K i rr 

M,        V      Ni 

P'- 

V  .   (7) 

To satisfy compatibility, the relative de- 
flections on the boundaries between adjacent 
segments defined by the virtual unit Prl  loads 
(redundant forces) must be set equal to zero or 

^H> {0} (8) 

To satisfy equilibrium at the location of the 
fictitious reactions, the fictitious reactions and 
associated fictitious loads must be made to 
cancel each other.   That is 

<PJ {0} (9) 

Equations (8) and (9) are next solved for 
{F.,}   and   {Ps} in terms of    r)   and   {H}.   This 
solution is substituted into Eq. (7) obtaining 

internal loads and deflections for the composite 
structure analogous to Eqs. (4) and (6), re- 
spectively. 

The deflection influence matrix obtained 
with or without partitioning forms the basis of 
the vibratory and dynamic analyses.   In matrix 
notation the equations of motion are: 

■i) A[P(t) -  K^(t) - G^(t)] (10) 

where P(t), K and G are, respectively, the 
forcing function matrix, the mass matrix and 
the damping matrix.   The computation of fre- 
quencies, mode shapes and transient response 
is based on the modal method [l]. 

EXAMPLES 

Figure 1 shows the plan view for a thick- 
skinned, 45-degree swept wing model along with 
one comparison of measured deflections [3] and 
calculated deflections [4].   Figure 2 shows the 
symmetrical normal modes of a delta wing 
tested by the NASA [5] along with a comparison 
of the computed results [6]. 

Of particular interest for shell-type appli- 
cations is the analysis [7j of a thin cylindrical 
shell whose gridwork for the analytical model 
is shown in Fig. 3.   Agreement with known 
analytical results [8] between the first 18 axial 
symmetric frequencies (Table 1) is good. 

As another example, a comparison of ther- 
mal stresses in an infinitely long hollow cylin- 
der (inside radius 0.5 unit, outside radius 1.0 
unit) was computed [9 | by the method of this 
paper.   The loading consisted of a logarithmic 
radial temperature gradient and the stresses 
are compared in Table 2 against a Timoshenko 
closed form solution [lOj- 

Another example of particular interest in 
the field of molecular vibrations [11] is that of 
the normal modes of the molecule ethylene 
(C2H4) composed of four terminal hydrogen 
atoms and two interior carbon atoms.   The nor- 
mal modes of ethylene as computed by the 
method of this paper are compared in Fig. 4 
against those computed by Herzberg [I2j.   A 
comparison with experimentally measured fre- 
quencies [13J is shown in Table 3. 

The program has been used as an aid in 
solving numerous problems involving actual 
hardware.   Some of these applications have been 
discussed by Mr. Bata (see page 113). 
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O DENOTES GRID POINT 

SPAR-RIB COMPUTED MEASURED 
INTER- DEEUC- DEFLEC- 
SECTION TIONS TIONS 

1 0,4544 0.4288 

2 0.5283 0. 5109 

J 0. M93 0. 6015 

4 0.6955 0.6946 

5 0. 7828 0. 7970 

6 0. 2263 0.2090 

7 0.2840 0.2774 

8 0.3436 0.3382 

9 0.4110 0.4069 

10 0.4877 0.4972 

li 0.0638 0. 0709 

12 0.0949 0.1003 

13 0.1234 0.1307 

14 0.1563 0.1626 

15 0. 2029 0. 2093 

Fig.  1  -  Comparison of analytical with test   deflections- 
45-degree  swept wing model 

2ND MODE 

3R0M0Dt 

164.2 

4TH MODE 

^   I 
5TH MODE 

179.7 
181.: 

LEGEND: 

 NODAL LiNES-TEST 

 NODAL LINES-THEORY 

43.3 TEST FREQUENCY-CPS 

42,6 COMPUTED FREQUENCY-CPS 

Fig. 2  -  Comparison of test with theory symmetrical 
modes—45-degree delta wing model 
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SYMMETRICAL 

MODULUS OF ELASTICITY - 10   LB/SQ IN. 
POISSON'S RATIO = 0.3 
THICKNESS ■ 0.1  IN. 
DENSITY ■ 0.1 LB'CU  IN. 

ASSUMED MODAL DEFIECTIONS--GR IGOLYUK 

RADIAL 

lANGENTIAL       = A, sin miry/i    cos n'i 

LONGITUDINAL   = A   cos   nuy/£    smn* 

Fig.   3 -  Thin   cylindrical  shell 
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Calculated moüea as per Uns report -*-   Variations to these mode?: as per Rt-f [12J 

y\ 

Fig. 4 - Normal modes of  C H 

TABLE 3 
Frequency Comparison for the Molecule Ethylenc 

Vibration 
Symmetry 

Specie 

Frequency (cm1) 
Experimental 

(Arnett & Crawford, 
Ref. [13J) 

Computed     \ 
(Ref. [11]) 

^i 

- 
3019 3015         i 

1'2 1623 1758 

V* 1342 1238 

^4 Au 1027 1027 

i                     5 
B
lg 

3075 3119 

i                   1'6 
1236 1248         i 

;                  ''7 Bu, i          949 951 

"« B
2g 

943 942 

"9 B2l, 3106 3104 

"m 
|          810or99512 995 

l'ii B3u 2990 2988         | 

"12 1444 1443 
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Section 3 

DESIGN TECHNIQUES 

SONIC AND ULTRASONIC VIBRATION SENSITIVITY 

OF X-BAND MICROWAVE COMPONENTS 

R. Strike and G. G. Sundberg 
General   Dynamics/Pomona 

Pomona, California 

Experience has proved that the electrical performance of microwave 
circuitry can be degraded through the effects of acoustic or mechanical 
excitations.   This electrical degradation can be a critical problem in 
the development of high-performance, radar-homing missiles, where 
high-resolution microwave circuits must operate under high-amplitude 
vibratory excitations. 

Data collected during the acoustic and vibration evalua.tion testing of 
numerous microwave components have shown that ultrasonic as well as 
sonic stimuli can produce unwanted changes in component, electrical 
properties.    These changes, which may be due to resonant or nonreso- 
nant mechanical responses, are of concern when the component's dy- 
namic or steady-state electrical properties no longer fall within toler- 
ances dictated by the intended application.    Parts which have proved 
most prone to acoustically produced degradation include waveguide 
sections and both vacuum-tube and solid-state frequency control oscil- 
lators. 

Tynamic changes in electrical properties in simulated missile environ- 
ments, and the mechanisms of such changes, are presented for typical 
examples  of these components.    Data presented for the parts  show the 
correlation between the acoustic excitations, the mechanical responses, 
and the dynamic electrical responses.   In each case, the excitation fre- 
quencies above 10,000 cps are shown to be of primary importance. 

INTRODUCTION 

There exists a variety of phenomena 
wherein an acoustic or mechanical stimulus is 
able to perturb the steady-state functioning of 
an electrical circuit.  Appropriately controlled, 
as in microphones, strain gages, or motion 
sensors, these phenomena lend themselves to 
useful applications.   Yet similar phenomena 
can constitute a significant problem in the de- 
sign of low-noise or high-stability electronics, 
particularly where exposui e to high- level 
acoustic and mechanical excitations must be 
considered.   This paper describes specific ex- 
amples of undesirable perturbations in the 
functioning of X-band microwave components. 

The reader should recognize that the significance 
of any perturbation depends on the intended ap- 
plication and that our judgement of desirability 
is based on missile system applications where 
electrical gains in excess of 107 are not un- 
common. 

ACOUSTICALLY FORCED CHANGES 
IN THE PROPAGATION VELOCITY 
CHARACTERISTIC OF A RECTAN- 
GULAR WAVEGUIDE 

Techniques for computing the microwave 
signal distortions which are caused by certain 
resonant vibration responses of a rectangular 
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waveguide have been demonstrated.1   These 
demonstrations suggested that relatively low 
levels of vibratory response could cause seri- 
ous distortions in a signal that has been trans- 
mitted through a long section of acoustically 
excited waveguide.   Recently we had the oppor- 
tunity to check these techniques against experi- 
mental data for a section of thick-welled alu- 
minum waveguide. 

The correlation between mechanical responses 
and phase modulations as indicated by FM noise 
responses seems consistent with theory, even 
to the extent that seccnd-harmonic vibrations 
produced no FM noise.   Assuming first and sec- 
ond harmonic mode shapes as shown in Fig. 2, 
we also found excellent correlation between 
measured FM noise levels and levels which 
were computed from the wall-strain data. 

Our test specimen was a 3-foot length of 
the aluminum guide, which we connected as a 
transmission line between a microwave signal 
source and a matching terminal impedance.  Six 
semiconductor strain gages were bonded to the 
narrow and broad walls of the guide in an ori- 
entation to indicate cross-sectional strains. 
The specimen was routed through the sound 
chamber so that only the central portion (a 
2-foot length) of the guide was exposed to a 
broadband, random, acoustic excitation of 
i58.5-db overall level."2   Figure 1 shows rms 
spectral analyses of the excitation, the strain 
in the narrow waveguide wall, and the frequency- 
modulation (FM) noise components which were 
produced in a sinusoidal microwave signal. 

Our technique of estimating the change in 
waveguide depth from strain data is as follows: 

Construct the angle,   x, such that the prod- 
uct of Q and the waveguide wall half-thickness, 
ii 2, equals the half change in the guide's nar- 
row wall dimension, fh/2, where  •   is the 
measured w-all st: 
outer dimension. 

For small values of   i, and on the condi- 
tion that the guide corners remain stationary, 
equivalence can be shown between a and the 
angle,    , which, being small, can be equated 
to tan ,,. 

F. J. O'Hara and G. M. Moore, The Microwave 
Journal 6:70-7! (1963). 

"Aii sound pressure levels indicated in this  re- 
port   are in  decibels (db) referenced  to O.0O0Z 
dynes /cm2. 

This establishes the desired relationship: 
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where  \d is the change in waveguide depth. 

The mechanism of phase modulation can be 
appreciated by recognizing that any change in 
the internal depth of the waveguide causes a 
change in the velocity of electromagnetic signal 
propagation, which can be determined from the 
following equation: 

Cg( t) r 
V1- L2d(t), 

where f  is the microwave signal frequency, 
is the free space wavelength, and d( t) is the 
time dependent function which indicates instan- 
taneous waveguide depth.   These propagation 
velocity changes occur at the vibration frequency 
and cause phase modulations in proportion to 
the depth variations.   Note that the phase modu- 
lations will increase in proportion to waveguide 
length, or number of microwave signal wave- 
lengths, as long as the waveguide walls vibrate 
coherently along that length.   The absence of 
phase modulation at the second vibration mode 
may be attributed to the zero changes in wave- 
guide depth ur, in uüier words, me in-phase 
motions of the opposite narrow walls. 

A portion of the waveguide evaluation tests 
was devoted to determining the responses to 
mechanical excitations at the waveguide sup- 
ports, and these additional investigations al- 
lowed us to compare the effects of acoustic and 
mechanical excitations.   The comparison was 

interesting, but not surprising, as we found that 
localized oscillatory forces (as produced by 
electrically driven piezoelectric crystais) ex- 
cited only localized vibrations which produced 
no measurable FM noise.   The mass loading at 
the waveguide support, or piezoelectric crystal, 
accounts for this failure to excite the waveguide 
natural vibrations by essentially detuning the 
sections of mass-loaded guide (fundamental 
frequency of 12,500 cps) and the sections of un- 
loaded guide (fundamental frequency of 14,560 
cps).   Even discrete frequency mechanical ex- 
citations varied through the 10,000- to 20,000- 
cps range failed to produce measurable FM 
noise or significant nonlocal vibrations of the 
waveguide walls. 

This phenomenon of waveguide microphonics 
provides a vivid demonstration of the need for 
extended frequency range environmental testing 
since any test limited to the customary i0,u00- 
cps upper frequency would have failed to excite 
even the fundamental vibrations.   The phenom- 
enon also illustrates how extremely small dis- 
placements (10"7 inches) can cause measurable 
changes in the electrical properties of a com- 
ponent.   In this instance the acoustic excitation 
used for testing was a good approximation to 
the measured service environment of the wave- 
guide, and the laboratory measurements of wall 
strains and FM noise were in excellent agree- 
ment with later field measurements. 

MICROPHONIC RESPONSES IN A 
VACUUM-TUBE MICROWAVE 
SIGNAL SOURCE 

Operation of the radars in radar-homing 
missile systems is such that signals which are 
transmitted or reflected between the control 
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station,3 the interceptor missile, and the target 
contain information regarding the relative mo- 
tions of control station, missile, and target. 
Parts of this information are conveyed in the 
form of doppler variations in the radar signal 
frequencies, so we find that an instrument for 
the evaluation of microwave signal spectral 
content is necessary to the radar  homing sys- 
tem.   This instrument may be üislailüd in the 
control station or in the missile.   In any case, 
it is likely that it will be required to operate 
under significant vibratory excitations, and it 
is possible that these excitations will degrade 
instrument performance. 

The problem may be resolved by shielding 
the entire instrument from excessive excita- 
tions.   This approach requires unnecessarily- 
large weight and space penalties, however, and 
it is usually more practical to shield at com- 
ponent level.   In a klystron oscillator-equipped 
instrument the latter seems invariably true as 
the klystron makes significant, if not always 
predominant, contributions to the microwave 
noise threshold of the instrument.   The extent 
of these contributions is illustrated in Fig. 3 
by the amounts of FM and amplitude modulation 
(AM) noise which are produced by a klystron 

The control station may be a. fixed or moving 
land, sea, or air position. In certain instances 
the missile may contain all radars. 

oscillator operating under a broadband, random, 
acoustic excitation of 135-db overall level. 

The generation of video noise (composite 
AM and FM noise) in a klystron results from 
the relative motions of the tube elements, which 
include the heater, cathode, anode, grids, and 
reflector.   Significant correlations have been 
noted between calculated, and in one instance 
measured, fundamental vibration frequencies 
for the klystron elements and the microwave 
signal modulation frequencies of 10,000 cps and 
below.   The response data obtained for the 
klystron further emphasize the need and use- 
fulness of extended frequency environmental 
testing. 

MICROPHONIC RESPONSES IN A 
SOLID-STATE MICROWAVE 
SIGNAL SOURCE 

The relatively high sensitivities of klys- 
trons to acoustic or mechanical excitations 
make them unsuitable for many low-electrical- 
noise or high-level-environment applications. 
This deficiency can be corrected by providing 
the klystron with the aforementioned environ- 
ment shielding or, more elegantly, by substi- 
tuting an alternate signal source which is less 
responsive to acoustic or mechanical excita- 
tions.   The most successful of these alternate 
sources are solid-state devices which consist 
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of a crystal controlled radio frequency (rf) 
oscillator and a series oi 'requency multipliers, 
filters, and amplifiers.   Comparisons between 
ruggedized vacuum-tube and typical solid-state 
sources have proved that the latter are two to 
four orders of magnitude less responsive to 
vibratory excitations.   This is an impressive 
advantage, but even these responses could prove 
detrimental in high-performance missile sys- 
tems. 

Additional investigations of this potential 
microphonics problem were initiated after ex- 
aminations of typical microwave noise spectra 
indicated that all primary signal distortions 
were occurring at a relatively few frequencies. 
This finding suggested that one or a few com- 
ponents might be introducing these distortions, 
which in turn suggested that it might be feasible 
to reduce the responses by improving or shield- 
ing these few components.   Component response 
level tests seemed the most straightforward 
way of isolating the responsive parts, particu- 
larly after estimates of mechanical resonances 
for the circuit mounting structure and the com- 
ponents revealed that only a few parts were 
likely to have resonances near the signal dis- 
tortion frequencies.   These parts included the 
frequency control crystal, several parallel 
plate capacitors, a tunable capacitor (the oscil- 
lator trim capacitor), and a relatively large 
diode (used with reverse bias as a trim capaci- 
tor).   Preliminary testing showed that the 

capacitance of each part could be affected 
through acoustically excited responses of the 
part and that three parts responded at or near 
the lowest frequency where microwave noise 
had been observed.   Figure 4 shows the re- 
sponses of two of these parts. 

We were most interested, however, in the 
frequency control crystal, which proved to be 
responsive at each of the frequencies where 
major microwave signal modulations has been 
observed.   Subsequent testing substantiated that 
mechanically forced resonant vibrations of the 
crystal blank were a predominant cause of 
microwave signal distortions.   Figure 5 shows 
typical acoustic test data obtained by exposing 
a missile mounted signal source to a simulated 
missile acoustic environment and by exposing a 
compliantly mounted frequency control crystal 
to the same environment.   Note the coincidences 
between frequencies for maximum modulations 
of the signal, as monitored at the output of the 
microwave signal analyzer, and maximum vi- 
brations of the crystal blank.   Note also that 
the vibration response data are measured val- 
ues obtained by monitoring the piezoelectric 
outputs of the crystal blank, which conveniently 
serves as a built-in vibration sensor. 

The correlation between piezoelectric re- 
sponse voltage and microwave signal modula- 
tions was unexpectedly good since sound pres- 
sure or mechanical force at a given frequency 
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and piezoelectric reäpüiise voltage and mudula- 
tion amplitude at the same frequency proved to 
be linearly related.   This last relationship 
seemed to apply frcm unit to unit, at least 
where crystals had comparable mechanical and 
electromechanical resonances, and a signal 
source which employed a crystal with relatively 
low piezoelectric responses performed better 
than sources with other crystals. 

The tests also provided data on the trans- 
mission of energy from crystal case to crystal 
blank.   Figure 6 shows the construction of a 

typical frequency control crystal which consists 
simply of a quartz disc or blank, electrical 
leads which wholly or partially support the 
blank, and a gas-filled metallic or glass can 
which encases the blank.   Crystals suspended 
in an acoustic field on nylon or rubber threads 
generated rather large piezoelectric signals, 
as shown in Fig. 5 but the same crystals gener- 
ated virtually no piezoelectric output when one 
face was bonded to a massive steel block.   This 
evaluation, the same as we used for establish- 
ing the acoustic sensitivity of mounted acceler- 
ometers, showed that restraint of acoustically 

CRYSTAL   BLANK 
(MECHANICAL  VIBRATION- 
FUNDAMFNTAL. 60O0CPS) 

ELECTRICAL   LEAD 
(MECHANICAL  VIBRATION 
OF   LEADS   AND   BLANK 

AT  FUNDAMENTAL 
FREOUENCIES  BETWEEN 

200  AND   1500 CPS) 

Fig.   b - Typical frequency control crystal 
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excited gross motions eliminated the objection- 
able responses, even though five faces of the 
crystal were still exposed to acoustic excita- 
tion.   From this finding we can conclude that 
structural couplings between the case and blank 
are more important than acoustic coupling 
through the gas medium. 

This third example of environmentally pro- 
duced microwave signal distortions illustrates 
that even very small motions4 or strains of a 
critical electrical part can significantly alter 
tne electrical functioning of an entire micro- 
wave circuit.   In this instance the phenomenon 
might have been delected in a conventional 
acoustic test, but the extended frequency tests 
made it possible to evaluate microwave signal 
modulations at fundamental and higher-order 
harmonic frequencies.   It seems unlikely that 
this problem could have been detected in an ex- 
tended frequency missile vibration test since 
the solid-state signa •ibration Iso- 
lated from primary missile structure. 

ACOUSTIC ENVIRONMENT 
SIMULATION 

The acoustic laboratory at General Dynam- 
ics/Pomona is equipped with unique facilities 
for the simulation of missile environments. 
The newest of our facilities, shown in Fig. 7, 
can be used either as a 2-foot-diameter 
progressive-wave chamber or as a 13-cubic- 
foot reverberation chamber.   Low-frequency 
excitations (20- to 1500-cps discrete frequency. 

Estimates on the basis of piezoelectric re- 
sponses under 155-db acoustic excitation indi- 
cate that neak-to-peak displacements ol the 
crystal blank center point were on the order 
ol  lö  7   inches. 

Fig.  7 - Acoustic facility at 
General   Dynamics/ Homona 

narrowband, or broadband excitations) are at- 
tained only under progressive-wave conditions, 
so the problems of standing-wave resonances, 
which seem characteristic of most small rever- 
beration chambers, are avoided.   Fortunately 
the physical dimensions of our test specimens 
are generally small enough to insure uniform 
specimen excitation through sound diffraction, 
thus eliminating the need for multiple specimen 
orientations during low-frequency testing. 
High-frequency tests (1500- to 140,000-cps 
broadband excitations) are performed under 
reverberant or progressive-wave conditions 
(the latter if simultaneous high- and low- 
frequency excitations are desired).   In either 
case, excellent sound field diffusivity,and spec- 
tral uniformity (within tolerances of plus 4-db 
and minus 0-db) have been attained, provided 
that the specimen's volume did not exceed 30 
percent of the test chamber volume. 

The performance limitations of this newest 
facility are summarized in Fig. 8, which shows 
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the envelope of true rms sound pressure levels. 
Both the low-frequency source, a Ling Model 
EPT-24 electropneumatic transducer, and the 
high-frequency source, impinging sonic and su- 
personic air jets, are capable of providing exci- 
tations which have Gaussian or near-Gaussian 
amplitude distributions. Sound pressure levels, 
spiectra, and time histories can be controlled by 
adjusting the electrical and pneumatic inputs to 
the low-frequency source and the pneumatic in- 
puts to the high-frequency source. 

SUMMARY AND CONCLUSIONS 

Examples have shown that high-frequency 
acoustic excitations can cause unique 

degradations in the electrical performance of 
microwave components.   Certain of the indi- 
cated degradations have been of sufficient con- 
sequence to require special excitation control 
measures (in excess of protection afforded by 
usual packaging) or electrical compensations in 
current missiles.   Others are expected to 
become important as  missile environments 
increase in severity or as microwave perform- 
ance requirements become more stringent. 
Whether the problem is current or potential, 
the data make it apparent that limited frequency 
range environmental tests cannot provide a 
positive measure of an electrical component's 
responses to the broadband excitations of mis- 
sile flight. 
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DESIGNING ELECTRONIC EQUIPMENT FOR THE COMBINED 

RANDOM AND SINUSOIDAL VIBRATION ENVIRONMENT 

A.  W.  Sinkinson 
RCA 

Burlington,  Mass. 

Damage to electronic equipment during combined random and sinusoidal 
vibration testing is of a mechanical nature.    The design engineer needs 
a method for mathematically determining an equivalent constant ampli- 
tude  sinusoidal response for fatigue stress analysis  and for empirically 
confirming adequate  strength by a simple  sinusoidal vibration test.   Such 
a method is mathematically developed in this paper.    Plots for deter- 
mining the probability of peak values also are presented. 

When a sinusoidal stress has various amplitudes, the fatigue damage is 
cumulative and is proportional to the  sum of the  ratios of the number 
of actual cycles at a particular  stress to the number of cycles to failure 
at the same  stress.    A mechanical system with only one  significant 
prime resonance as a practical approximation acts as a narrowband 
filter which responds to a combined wideband random plus  sinusoidal 
input with a random amplitude  single frequency  sinusoid and thus le   ds 
itself to fatigue analysis by Miner's hypothesis if the character of tne 
stress variation can be determined. 

The expression for the  relationship between fatigue  stress and number 
of cycles to failure based upon the linearity of the  log-S   IOK-N  curve is 
substituted in Miner's expression for the damage  coefficient.    A simi- 
lar expression is  set up for the damage coefficient of an equivalent con- 
stant amplitude sinusoidal stress, and the two damage coefficients are 
equated.    The  resulting equation is solved for the equivalent stress, and 
acceleration is  substituted for stress  since they are proportional within 
the elastic limit. 

When the ratio of the  sinusoidal component to the  random component in 
combined  sinusoidal and random alternating waves is  greater than 3, 
the distribution of the envelope of the combined waves behaves like a 
normal law, and the probability density is defined by  L'ae  usual expres- 
sion.    To date, the magnitudes associated with the response functions  o» 
electronic equipment for aerospace applicatioa have usually established 
this ratio greater than 3, and, therefore, the expression with the correct 
parameters can be  substituted for the number of acceleration peaks at 
each acceleration level in the 
acceleration. 

e q u i v a i c n jinusoical 

Mathematical manipulation, including approximations, allows the dif- 
ferential equation to be solved for the equivalent sinusoidal accelera- 
tion response.    The derived expression is 

y,- VT) + i 

where 

equivalent sinusoidal acceleration response 

sinusoidal component of response 
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k    =   negative  reciprocal of the  slope of the   log-S   IOK-N  curve of 
the material 

<•   -   Naperian base (Z.718  . . .) 

a   -   ratio of peak sinusoidal component of response to  rms  ran- 
dom component of response. 

The equivalent sinusoidal input is  obtained by dividing the  above ex- 
pression by  the amplification  factor,   Q. 

As a check on the mathematics,   reasonable correlation was  obtained by 
using the above expression and numerical summation to solve an as- 
sumed sample. 

The analytical design of electronic equip- 
ment to withstand a vibration environment can 
be divided into two parts:   strength of the sup- 
porting mechanical structure and fragility of the 
electronic piece parts.   In each case, meaning- 
ful conclusions can be made only alter the re- 
sponse to the vibration input at critical locations 
has been defined.   Failure in the vibration en- 
vironment exhibits a mechanical nature; there- 
lore the important response parameters are 
instantaneous peak values and fatigue effects. 
Emphasis is intended here to establish the point 
that determination of rms power or energy lev- 
els without further definition does not adequately 
evaluate mechanical damage. 

For a pure sine wave input or a random 
Gaussian input, the literature is explicit in 
teaching the response function [l].   For the 
combined sinusoidal and random vibration in- 
put, however, there is a scarcity of teaching of 
a nature easily handled by the engineer who is 
packaging electronic equipment.   Most dis- 
courses on such a response function are of such 
a general nature as to entail laborious mathe- 
matical analyses. 

Insufficient empirical data are available to 
establish rigorously the adequacy of substitut- 
ing a constant-amplitude, single-frequency, sine 
wave swept over a range of frequencies for 
variable-amplitude and continuous-frequency- 
spectrum excitation in vibration testing [2]. 
Inexactness of our present ability to predict 
mechanical fatigue contributes greatly to this 
inadequacy.   Therefore, all vibration testing 
performed for satisfying contractual require- 
ments should adhere rigorously to the specifi- 
cations and not include substitutions. 

During the mechanical design of electronic 
equipment, however, the magnitude of the me- 
chanical loading must be determined to safeguard 

NOTE:   References appear on page  144. 

against failure from instantaneous peak loads 
or from fatigue effects.   This is especially true 
in those instances where combined sinusoidal 
and random vibration is prevalent, e.g., in mis- 
siles and spacecraft, because of the need for 
high material efficiency to minimize weight. The 
two pertinent mechanical properties of materials 
and electronic parts are listed in the following 
forms:   (1) peak values, such as ultimate strength 
for materials and shock level for parts and (2) 
fatigue stress versus number of sinusoidal stress 
reversals for materials and acceleration level 
in gravity units (g) over a period of sinusoidal 
vibration for parts.   Therefore/ the design can 
proceed if the actual expected peak loading and 
a sinusoidal cyclic loading equivalent to the 
combined sinusoidal and random loading can be 
estimated.   Furthermore, relatively inexpensive 
sinusoidal vibration testing and shock testing 
can be performed on a mechanical model as a 
check on design prior to the commitment of 
complex electronic models. 

For these reasons, as a part of the design 
function of RCA Aerospace Systems Division, 
Burlington, Mass., on the rendezvous radar and 
transponder for LEM, an expression was derived 
after Crede and Lunney [3] and Miles and Thom- 
son [l] for computing a cyclic stress of constant 
amplitude which produces fatigue damage equiv- 
alent to that produced by combined sinusoidal 
and random vibration loading.   Reference was 
made to the work of Rice [4] in establishing the 
statistical distribution of stress values and thus 
the probability density function of their ampli- 
tude (Fig. 1) for insertion into the expression 
for equivalent stress amplitude derived from 
considering Miner's linear theory of cumulative 
damage [5j.   Expected peak loading was esti- 
mated by referring to Rice's plots of the distri- 
bution function of the envelope of combined 
sinusoidal and random functions (Fig. 2). 

A mechanical system with only one signifi- 
cant prime resonance as a practical approximation 
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Fig.   1   -  Probability density of   envelope   R of 
y( t)   -   Y    cos pt + Y      —  Rice [4] 
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acts as a narrowband filter, which responds to 
a combined sinusoidal plus wideband random 
input with a random amplitude single-frequency 
sinusoid, and thus lends itself to fatigue anal- 
ysis by Miner's hypothesis if the character of 
the stress variation is determined.   For pur- 
poses of this discussion, the conventional 
curves showing stress versus cycles to failure, 
as commonly plotted for structural materials, 
may be idealized, as shown in Fig. 3.   This is a 
hypothetical curve; it applies for all stress 
greater than the endurance limit and for all 
cycles greater than one.   For fatigue analysis, 
stresses are assumed to be within the elastic 
limit and therefore proportional to loading (ac- 
celeration).   Failure due to stresses outside 
the elastic range are classed as shock-induced, 
and therefore arc referred to the distribution 
function of the acceleration in Fig. 2.   Endur- 
ance limits are not recognized since the exist- 
ence of an endurance limit depends on changes 
in the material produced by alternating stress 
at a low level  (S < S    ), and intermediate ex- 
cursions to higher stress levels may counter- 
act these changes; moreover, only a few mate- 
rials (notably steel) seem to possess well- 
defined endurance limits.   Thus it is reasonable 
to ignore the possibility of an endurance limit 
when, as in the problem at hand, stress ampli- 
tudes are distributed over a wide range.   The 
equation of the curve in Fig. 3 may be written 
as follows: 

(S 

il (1) 

where N is the number of cycles to failure at 
the stress S,   S, is a hypothetical stress re- 
quired to cause failure at one cycle of stress 
reversal, and k is a constant determined by 
properties of the material or parts.   In a 

conventional endurance test, the stress experi- 
ences a cyclic variation and reaches the same 
amplitude at each cycle.   This stress amplitude 
is then plotted as a function of the number of 
cycles to failure, and a curve such as shown in 
Fig. 3 results from repeated tests at different 
stress amplitudes.   A somewhat simiiar endur- 
ance test in which the stress amplitude is not 
constant at each cycle of vibration has received 
some attention in recent years, and a linear 
theory of damage accumulation proposed by M. 
A. Miner may be expressed mathematically as 
follows: 

(2) 

where N. is the number of cycles of stress 
reversal required to produce failure at any 
stress S;, and  n. is the number of cycles of 
stress reversal actually experienced at the 
stress S. .   The damage coefficient  D is less 
than unity before failure occurs and is assumed 
to approach unity as damage accumulates toward 
the failure point. 

An alternative form [lJ to Eq. (1), which 
gives closer correlation empirically for cumu- 
lative damage, is: 

s / 

where  \ is another constant determined by prop- 
erties of the material or parts.   Recent investi- 
gations, leading to the suggestion that the dam- 
age coefficient  D is not equal to unity under 
some circumstances, do not materially alter the 
conclusion reached by the following analysis. 

With substitution for N from Eq. (1), the 
preceding Eq. (2) is written as follows: 

D 

1   =   STRESS 
N =   NO CYCLES 

TO FAILURE 

Fig.  3  - Idealized curve lor 
endurance   properties 

S: 

(3) 

It is convenient now to introduce an equivalent 
stress,  So.   This equivalent stress is based 
upon the conventional endurance test, wherein 
the stress amplitude is constant at each cycle 
of stress reversal, and NC is the number of 
cycles to failure at the equivalent stress  Se. 

(4) 

It is also defined as producing the same damage 
after the same number of cycles as the cumula- 
tive effect of the S-   stresses. 
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(5) 

The expression for the equivalent stress am- 
plitude  Sc required to cause the same damage 
as a fluctuating stress amplitude may be ob- 
tained by equating D from Eq. (3) to De from 
Eq. (5) and solving for the equivalent stress Se. 

L 

1      1 

Ak \  1 / VK 

(6) 

(7) 

Let 

S0    indicate the stress amplitude at any 
cycle, 

Sr    indicate the rms stress due to the ran- 
dom component of vibration only, 

v    indicate the ratio  Sg Sr. 

P(V) indicates the probability density of 
stress amplitude when normalized.   The inte- 
gral of the expression for probability density of 
stress amplitude is the total number of cycles 
of stress reversal occurring between the stress 
values defined by the limits of integration; and 
the integral of S!j-k   times the expression for 
probability density of stress amplitude is the 
total value of the sum of the products of the 
number of cycles of stress reversal at a par- 
ticular stress amplitude and the values of the 
stress amplitude occurring between the stress 
values defined by the limits of integration.   By 
integration from zero to infinity, the integrals 
become equal to the summations in Eq. (7). 

•'ll 

p(v) rlv 

:rniSi      = So    P(v)riv 

•'o 

Equation (7) then becomes: 

I      S0%(v)dv\ 
Jo 

p(v)dv     / 
Jn / 

(8) 

0) 

(10) 

By multiplication and division of the numerator 
by   S^k, a constant, 

S."   I     (■sM     p(v) dv nffi 
P(v) 

J n 

(U) 

s   =   s (12) 

From Rice, the probability density of the enve- 
lope of the peaks of the combined sinusoidal and 
random stress  (sn) is: 

p(v)    =     v   exp   i- ^F V-),     (13) 
where 

Ss   =  peak stress due to the sinusoidal com- 
ponent of vibration only, 

I0( av)  is the Bessel function of order zero 
with imaginary argument. 

The response functions for sinusoidal and ran- 
dom vibration are: 

QXs, 

V 
MTWO 

(14) 

(15) 

Therefore, with common values of  X , w,  f   , 
and 0, 

> 3 (16) 

Rice has pointed out that "when av  becomes 
large, we may replace I0(av) by its asymptotic 
expression.   The expression for  p(v) is then: 
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1     2 

p(v)       i 1   •   v      I  [~-]        e 
1 

xp 
(v - a ) 

(17) 

Thus, when either a becomes large or v Is 
far out on the tail of the probability density 
curve, the distribution behaves like a normal 
law."   Because of the high value of the kV ex- 
ponent on v, only large values of v are signifi- 
cant.   Therefore, 

P(v) 
V^F 

cxp 4(v-a)2]. (18) 

Substituting for p(v)  in Eq. (12) gives 

l/Xk 

fxp (v-a)3 dv 

cxp 
1 

a)2 dv 
1 

/ 
/ 

(19) 

The denominator equals unity. 

aM 
2/2 

i      i 

u      e   ~     ch: 
'      'l 

2v« 2 

(23) 

Therefore, 

1 /\k- l't 2 

2V     2 
vk+ 1 

(24) 

From the physical aspect of this problem, 
it is known that k is usually taken as 2, the 
product ,\k  is great relative to unity, and the 
reciprocal  1/A.k consequently is small.   With 
these approximations introduced, Eq. (24) re- 
duces to the following expression for the equiv- 
alent stress: 

v2k 
U 2k 

f   a V^ 
To evaluate the numerator, it is convenient 

to change the variable by substituting (v- a) = /IT. 

-co 

exp (v- a)- 

2k _,l/2k 

S csr, 

f 1 

(25) 

1 \       ! rr +  a)Xk  e' 2U u" 2   du.  (20) 

By use of gamma functions. 

x    e        dx   = 

r"     Xk- 1 1 
i     |     -^r   - iu , 1 e du   = 

i,(n+ 1) n! 

kk- V 

2v/2FJ '±11 '     (21) 
2/2^1 

and by application of Stirling's formula, 

Ak 

(^ 
kk  -   1 

2    /' 
pxp (.-i) 

2v/2^ 

Also, 

Xkt 1 
2 

Aktl 

2JFU) 
2 

(22) 

where 

C   = 

2k- 1 

+   1 

For values of  3 < a < 6, and   i < 1; < 50, 

1  < C <  2 . 

Since stress is proportional to load, the expres- 
sion for the equivalent sinusoidal response is 

/,/2ir^x. 
■   V-e- 

t 1 
/ 

(26) 
Y, . 

and the equivalent sinusoidal input is: 

,I/2k 

i 2k - 1 
,2k 

+    1 

LN 

(27) 

The mathematics leading to the expression 
above were checked numerically by assuming an 
example where 
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;i       3 , 

k  =   14 

were taken as the ordinates in tables of the 
normal (Gaussian) curve, and  Av was chosen as 
1; then 

Therefore, 

C =   1.06 

S..  =   1.06 S. 

From Eq. (19), 

5. 24 S. 1.75 S, 

The accuracy of the summation is limited by the 
coarseness of the increments and the limitations 
of the tables, but sufficient correlation is estab- 
lished for the purpose intended.   The large ef- 
fect of high values of v shown in Table 1 points 
up the importance of the occasional high accel- 
eration levels in fatigue life. 

v2k—=   exp (-   -(v-a)2)   dv 
in 72^ \     2 y       _ 

This expression can be approximated by nu- 
merical summation as shown in Table 1. 
Values for 

-—   expl- -(v 
\/277 \        * 

a) 

By use of the above relationships, mechan- 
ical structure can be designed for adequate 
strength in fatigue, and electronic parts can be 
chosen on the basis of being able to withstand 
the equivalent vibration level for the required 
period of time.   Also, adequate strength and 
electronic parts can be checked for ability to 
withstand peak values of vibration by choosing 
the probability level in Fig. 2, which provides 
the proper level of confidence, and then reading 
the normalized vibration level. 

TABLE 1 
Numerical Solution tor Equivalent Sinusoid 

s,. = sr 

p(v") = ^ 

i l 

- exp 

2S   r(v   ) 

i 
; 2 K- n)2" 

Av =   1 

Se - (110.5 - 1018)1   28 

Sr ~   5.24  Sr 

1 =   110.5 x 10 18 

(1) 
V 

(2) 

v - a 

(3) 

P( v) 

(4) 

log  V 

(5) 

28   log  v 

(6) 

log"1, (5) 

(7) 

(3)x  (6) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

-3 

-2 

-1 

0 

1 

2 

3 

4 

5 

6 

.004400 

.054000 

.341300 

.398900 

.341300 

.054000 

004400 

.000134 

.00000149 

.0000000061 

.477 

.600 

.700 

.778 

.845 

.903 

.954 

13.3 

16.8 

19.6 

21.7 

23.6 

25.3 

26. 7 

2.0 - 10 13 

6.3 ■ 10 16 

4.0 * lO1"' 

5.0 x 1021 

4.0 x 1023 

2.0 x 1025 

5.0 x 1026 

.02 ■ 1018 

2. 1 < 10IR 

22.0 x 10 1R 

53.6x io18 

29.8 x 10 18 

3.0 x IO18 
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DESIGNING MECHANISMS FOR NONLINEAR DYNAMIC EFFECTS 

H. F. Hunter 
Lockheed-Georgia Company 

Marietta, Georgia 

The significance of nonlinear dynamic effects is discussed, and five de- 
sign case histories analyzed in which nonlinearities proved importauL. 
These include a screwjack actuator, friction damper, empennage bear- 
ing, contrui surface damper, and buckled shear web.    The utility of 
simplified analysis is  emphasized, to assess predominant effects with 
minimum expenditure of engineering time and effort.    Typical design 
charts are presented. 

INTRODUCTION 

During the past decade the tempo of struc- 
tural design has been accelerated by routine 
usage of high-speed computers, by program 
management through critical path teclmiques, 
and by increased procurement through fixed- 
price rather than CPFF contracts.   Each of 
these factors has complicated the process of 
designing for the dynamic environment:   sched- 
ules are now compressed and delivery dates 
foreshortened, dynamic loadings customarily 
provide critical design conditions, and engineer- 
ing deficiencies prove more expensive.   The 
consideration of nonlinearities in the design 
problem confronts the dynamicist with additional 
complexity.   This may threaten to delay an 
analysis, further complicate an already over- 
complicated mathematical representation, in- 
troduce uncertainty into the results, or other- 
wise harass the analysist to the point of ignoring 
these effects altogether.   Nonlinearities may, 
however, exert such profound and far-reaching 
effects upon dynamic behavior that they cannot 
be intelligently ignored.   It is also true in many 
instances that these effects may be evaluated 
quite satisfactorily by simplified single-degree- 
of-freedom analyses and the results expressed 
in uncomplicated design charts.   Extensive 
documentation now exists on nonlinear single- 
degree-of-freedom systems, and, while by no 
means complete, these available results can be 
of surprising utility in design.   It is the purpose 
of this paper to point out typical situations in 
which simplified analyses are applicable and to 
underline the usefulness of these results by 
several examples taken from recent design 
studies. 

The following is not intended as a complete 
review of nonlinear structural effects or of 
methodology available for solving nonlinear 
equations.   Significant nonlinearities in fairly 
commonplace mechanical systems are pointed 
out, however, and emphasis is placed upon sim- 
plified means of evaluating the associated dy- 
namic effects. 

EXAMPLE 1. DOOR WITH 
SCREWJACK ACTUATOR 

Large aircraft cargo doors which are 
opened in flight by screwjack actuators are 
shown in Fig. 1.   The stiffness requirements 
for the actuator and attaching structure were 
established by wind tunnel tests on the scaled 
elastic model illustrated in Fig. 2.   The results 
showed that seK-excited door oscillations of a 
flutter nature could exist at actuator stiffness 
levels below a certain critical value.   The ac- 
tuator useu on the model was a simple variable- 
stiffness spring whose force-deflection rela- 
tionship was always linear, but previous 
experience indicated that pronounced nonlin- 
earities could be expected on the full-size 
actuator.   For preliminary design purposes, 
this nonlinearity was approximated, as shown 
by the dotted lines of Fig. 3.   Analysis revealed 
that the frequency of the fundamental elastic 
vibration mode of the door was approximately 
four times higher than its predicted rotation 
frequency:   this indicated that there was weak 
coupling between rigid rotation and elastic 
modes and that, insofar as rotational oscillation 
of the door was concerned, a single-degree-of- 
freedom vibration analysis would provide 
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Fig.    1   - Cargo doors with 
screwjack actuators 

reasonable results.   The equations of motion 
were solved by the method of piecewise linear 
characteristics [l].   The results are shown in 
Fig. 4.   These curves are somewhat similar to 
those for a simple linear oscillator:   the differ- 
ences are due to nonlinear free-play effects. 
The deteriorating effect of backlash on natural 
frequency is illustrated in Fig. 5, which is taken 
from the free vibration case,   T k = o, of Fig. 4. 
Experimental points, included for comparison, 
were taken from a laboratory model of a sim- 
ple oscillator in which frictional effects were 
not minimized.   Based upon this analysis, the 
required specification screwjack stiffness and 
free-play were established. 

Following fabrication of the production 
actuator, tests revealed a more complicated 
deflection relationship than had been anticipated, 
as shown by the solid linns in Fig. 3.   This 
mathematically non-odd characteristic is quite 
difficult to analyse exactly, and it resulted in 
some differences of opinion as to specification 
backlash compliance.   This question of admis- 
sible backlash was resolved by vibration tests 
on the first production airplane, which showed 
that the requisite rotation frequency of the door 
was attained, even at low forced vibration 
amplitudes. 

In summary, experience with this conven- 
tional type of screwjack actuator showed that 
measured actuator backlash had an appreciable 
degrading effect on the rotation frequency of the 

NOTE:    Reterences appear on  page   15Z. 

designed door, which could not be ignored, and 
that the system was amenable to single-degree- 
of-freedom analysis which permitted the use oi 
simplified design charts.   Accountinn' for these 
nonlinear effects required virtually no engi- 
neering time or effort, but provided much 
clearer insight into the mechanical behavior of 
the system. 

EXAMPLE  2.    DOOR WITH 
FRICTION DAMPER 

Experimental friction dampers were in- 
stalled on the same large cargo doors to eval- 
uate the effect of additional constraint under 
flight loadings.   The dampers consisted of hy- 
draulically operated friction discs which rubbed 
along a metal quadrant as the door rotated about 
its hinges.   Damper friction force was regu- 
lated by hydraulic pressure and could be varied 
in flight.   The simplified mechanical system is 
illustrated in Fig. 6, with a solution obtained 
by Den Hartog [2] by the method of equivalent 
viscous damping.   Comparison of Figs, 6 and 4 
provides a first-order indication of the bene- 
fits to be expected from the damper installation. 
In each figure amplitude is plotted against fre- 
quency:   the amplitude-limiting ability of the 
friction damper at  F/T  ratios of 0.8 and 0.9 is 
noteworthy.   The simple Coulomb friction char- 
acteristic of Fig. 6 is never realized in prac- 
tice, since the presence of backlash, reduced 
sliding coefficients, and flexibility in the attach- 
ing and supporting structure all combine to 
compromise damper effectiveness.   Mathemati- 
cal motion in the presence of Coulomb friction 
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(a) Detail of construction 

(b) Mounted in wind tunnel 

Fig.  Z - Scaled elastic model 
of   ai re rait    shown   in   Fig.    1 

is smooth and continuous:   motion of the physi- 
cal system is usually erratic and jerky, with 
considerable induced vibration from the slip- 
stick effect. 

EXAMPLE  3.    EMPENNAGE BEARING 

Figure 7 illustrates a self-aligning spheri- 
cal bearing which supports a large variable- 
pitch stabilizer.   Dynamic model tests showed 
that the stabilizer attachment flexibility pro- 
vided by this bearing had a deteriorating effect 

on the empennage symmetric flutter speed, so 
that essentially zero bearing backlash and a 
high stiffness level were required.   The hydro- 
carbon composition insert, which was required 
for self-lubrication, initially contributed a soft, 
series, spring element, which resulted in the 
dotted load-deflection curve of Fig. 8.   For 
moderate and large amplitudes, this relation- 
ship is approximated by  F - VjX6, where F = 
force, X = deflection, and k,   = a constant of 
proportionality.   By progressively increasing 
the manufactured precompression on this in- 
sert, the spring characteristic was altered to 
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a-osAt 

DEFLECTION 

T/k -1      ()   -1 

Fig. 3  - Screwjack deflection 
characteristics 

Fig. 4 - Forced door  response, 
with backlash 

-^X 

HACKLASH.   a 
V113RATOHY  AMPLITUDE,   X 

Fig.  5 -  Kliecl of backlash on natural frequency 

produce the solid curve, given approximately 
by  F ^ 1<2X2, which provided satisfactory vibra- 
tion characteristics.   Tn.; uncoupled pitching 
motion of the stabilizer was the most significant 
single factor in this study and as such justified 
a single-degree-of-freedom analysis.   The re- 
sponse curves for the original and final bearing, 
as computed by the averaging method of Rilz 
[l,3], are compared on Fig. 9.   The response 
amplitudes are considerably reduced at low F/k 
and 0./.>o  ratios of practical importance. 

EXAMPLE 4. 
DAMPER 

CONTROL SURFACE 

A large portion of the nonlinear literature 
deals with various damping representations: 
i.e.. Coulomb, viscous, quadratic, cubic, etc. 
The forced response of a simple oscillator with 
each of these damping forces has been derived, 
but it is frequently less clear what damping 
characteristic the mechanical system under 
study actually possesses.   Tests reveal that 
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Fig.  fi - Forced door response, 
with  friction damper 
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UO- 
Fig.   7   -  Empennage   bearing 

even simp.e damping devices evidence combined 
relationships whose coefficients vary through 
substantial limits, depending upon the test con- 
ditions and the method of measurement.   A 
typical rotary damping device it shown in Fig. 
10.   This unit consists of a thin disc which ro- 
tates within a silicone-filled housing.   This 
device has been analyzed by Schlichting [4], 
who finds that, for laminar flow and small 
clearances, the resisting viscous moment is 
proportional (o the rotational velocity to the 
first power while, for turbulent flow and larger 
clearances, the moment is proportional to the 
rotational velocity to the 9/5 power.   Damping 

output of several of the units was measured by 
three separate methods.   The results are com- 
pared on Fig. 11.   Points along the solid curve 
were obtained by rotating the damper shaft at a 
constant angular velocity and measuring the 
resisting torque.   Points along the dashed curve 
were obtained by oscillating the damper shaft 
sinusoidally and measuring the peak resisting 
torque.   The dotted curves were obtained from 
tests on three separate units hy oscillating the 
damper shaft sinusoidally and plotting the load 
deflection hysteresis loop.   The enclosed area 
represents energy dissipated per cycle, which 
may be interpreted in terms of an equivalent 
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Fig.  8 - Deflection  characteristics 
of empennage bearing 

R(X)= kx (sun X) 

-X 
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Fig.   9 -  Response   of  fix   stabilizer   with 
Znd and 6th order   spring characteristics 

viscous damping torque.   The shaded area rep- 
resents data scatter for the three units tested. 
The results for each individual method of eval- 
uation are seen to be quite consistent, but they 
differ from each other according to test tech- 
nique.   The variation from the theoretical pre- 
diction is at least partially attributive to Cou- 
lomb friction in the fluid seals and shaft 
bearings. 

Fig.  10 - Control surface damper 

In such a situation involving the determi- 
nation of damping capacity, the engineer is 
faced with uncertainty in basic design informa- 
tion.   This problem may be solved by (a) speci- 
fying a minimum design damping level deter- 
mined by a test which approximates the actual 
service condition, (b) detailed consideration of 
damper attachment flexibility and linkage back- 
lash, and (c) an assumed certainty of unit wear 
and fluid leakage.   The result will be a unit of 
conservative size with an output of several 
multiples of the design value.   This exact over- 
capacity will be influenced by critical safety 
and reliability considerations.   These factors 
are at least as important as knowledge of the 
mathematical damping relationships, which can 
only be determined experimentally, and at best 
fairly approximately, from a practical standpoint. 
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HYSTERESIä  LOOP    (THREE  UNITS) 
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ANGULAR VELOCirY,   ilAD. SEC 

Fig.   11  - Rotary damper characteristics 

EXAMPLE 5. 
PANELS 

BUCKLED SHEAR 

Potentially the most damaging nonlinearity 
confronting the structural dynamicist is a loss 
of rigidity arising from skin panel buckling. 
Flutter of excessive vibratory auiplitudes may 
result when structural deformation reduces the 
stiffness and corresponding frequencies to cer- 
tain critical values.   A typical aircraft stabi- 
lizer, fabricated from thin sheet metal elements, 
is shown as an insert in Fig. 12.   The measured 
reduction in torsional rigidity for this stabilizer 
is shown as a function of torsional moment, at 
a representative spanwise station.   Experi- 
mental load-deflection points are plotted in the 
lower portion of the figure.   Skin buckling [s] is 
accompanied by a reduction in torsional rigidity 
to about 5/8 of the unbuckled value.   In general, 
buckles result from shear stresses in excess of 
the critical panel buckling values, from com- 
pression stresses arising from bending loads, 
or from a combination of both.   It follows that 
uncoupled bending and torsion frequencies may 
be reduced by different amounts. 

The flutter characteristics of an aircraft 
empennage cannot in general be estimated by 
simplified procedures; but once the flutter 
properties of the linear system are understood, 
a surprising amount of information may be ob- 
tained about the influence of individual non- 
linearities on the system.   For example, the 
flutter speeds of the stabilizer, as obtained 
from a ten-degree-of-freedom digital analysis, 
are shown on Fig. 13 as a function of uncoupled 
torsion frequency.   By approximating the soften- 
ing spring characteristic by a cubic polynoi-nial 
and following the analyses of Woolston [6] and 

JTHEORETICAL 
UNBUCKLED 
VALUE 

™.    S SKIN  PANEL BUCKLING 

L=£. 
100 200 300 

TORSIONAL MOMENT,   KIP.-IN. 

Fig.   1Z - Torsional rigidity 
ot aircraft stabilizer 

Woodcock [7], the flutter properties of the non- 
linear system can be shown as functions of 
initial deflection in the torsion mode (Fig. 13). 
Woodcock's solution for the hardening cubic 
spring illustrates in general that the nonlinear- 
ity does not alter the flutter speed but does 
limit the oscillatory amplitude.   Other cases 
considered by these authors include those of 
hysteresis damping and backlash.   For complex 
self-excited multi-degree-of-freedom systems 
the conclusions reached by analyses of this 
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Fig.  13 - Flutter characteristics 
of aircraft stabilizer 

type should be considered as tentative and used 
only as a design guide.   Little theoretical or 
experimental experience is currently available 
in these situations. 

CONCLUDING REMARKS 

The effects of typical structural nonline- 
arities encountered in design have been ana- 
lyzed by simplified procedures.   The principal 
dynamic effects are altered natural frequencies 
and response characteristics which are func- 
tions of the system initial conditions.   The ex- 
istence and significance of subharmonics and 
ultraharmonics,with related stability questions, 

are of lesser importance, at least in the initial 
structural design stage. 

Little oublished information is available on 
the form of nonlinearities encountered in struc- 
tures, and virtually no experimcr.tal verifica- 
tion is available to substantiate the analytical 
solutions of the applicable nonlinear equations. 
Frequently no exact solution tu these equations 
exists, and solutions from the various approxi- 
mate methods can only be compared as the best 
indication of computation accuracy.   The exper- 
imental investigation of nonlinear effects con- 
stitutes an almost untouched field which should 
provide investigations with ample opportunity 
for future research. 
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PACKAGING ELECTRONICS FOR 250,000-g APPLICATIONS 

D,   W. Finger 
Harry Diamond Laboratories 

Washington, D.C. 

Techniques for packaging telemetry components and systems to with- 
stand gun launch accelerations up to 250,000 g are discussed, and the 
necessary and sufficient conditions for their survival are  established. 
The principal requirements are that all voids be eliminated from the 
package and that any encapsulating resin be adequately contained to 
prevent its  rupture.    The ultra-high-g projectiles used in hypervelocity 
research for which these telemeters wore designed are briefly de- 
scribed.    In addition, a brief description is given of high-g telemetry 
systems  used in the gun-fired rockets  and projectiles of project HARP. 

In recent years aerodynamic research has 
progressed to the point where wind tunnels can- 
not provide air flows of sufficiently high veloci- 
ties and pressures.   Therefore, test vehicles 
must be flown through a free flight range, and 
the desired data, such as temperature measure- 
ments, electron density determination, and in- 
frared attenuation, must be telemetered.   To 
obtain the required velocities, accelerations as 
high as 250,000 g may be required.   Under 
sponsorship of the Ballistic Research Labora- 
tories at Aberdeen Proving Ground, the Harry 
Diamond Laboratories, a segment of Army Ma- 
terial Command, has developed several on- 
board telemetry systems to transmit the re- 
quired data from such hypersonic projectiles 
during flight. 

Some of the projectiles involved are small. 
Figure 1 shows a model re-entry vehicle, the 
GE type-3.1 design, which has a high-drag 
shape.   This round is launched from a 105-mm 
smooth-bore gun with discarding sabot at muz- 
zle velocities up to 8000 fps.   Peak launch ac- 
celeration is 250,000 g.   A thin-film, platinum, 
resistance thermometer is mounted in the nose 
to measure heat transfer into the surface of the 
structure from the stagnation region.   It is of 
incidental interest that these rounds have been 
fired through a horizontal test range several 
hundred feet long and recovered from a flat 
grassy impact field.   Because of high drag with 
consequent low impact velocity, some of the 
projectiles have been recovered and fired again, 
with electronics still operable. 

Figure 2 shows an RVX shape, which is 
also fired horizontally to obtain basic aerody- 
namic research data.   An accelerometer is 
mounted transversely in the aft section of this 
model to measure in-flight pitch and yaw.   This 
cone-cylinder-flare configuration has been 
fired successfully from a 240-176-76-mm light 
gas gun with propellant powder in the 240-mm 
section, a plastic piston for driving helium in 
the 176-mm section, and the projectile with 
sabot in the 76-mm section.   This gun produces 
muzzle velocities of 12,000 fps, with setback 
acceleration of 250,000 g, for a longer period 
than that attained with the ordinary powder gun. 
In addition, higher time derivatives of distance, 
such as jerk, are present to a greater degree. 

The Harry Diamond Laboratories has also 
designed telemetry systems for vehicles fired 
vertically for the High Altitude Research Probe 
Project (HARP).   One of these is a dart of low- 
drag shape (Fig. 3), which, when fired from a 
5-inch gun by chemical propellant, travels to an 
altitude of 250,000 feet.   Muzzle velocity is 
about 5000 fps, with setback acceleration in the 
gun of around 60,000 g. 

Figure 4 shows a larger vehicle, which is 
fired vertically with discarding sabot from a 
16-inch smooth-bore gun.   In addition, teleme- 
try has been installed in several types of gun- 
launched rockets.   These were single-stage 
rockets fired from a 16-inch gun at a muzzle 
velocity of about 4000 fps.   These rockets and 
projectiles reach altitudes up to 400,000 feet. 
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Fig.   1 - Model  re-entry vehicle 
before and after potting 

Figure 5 illustrates an early version of this 
type vehicle. 

Only a small number of these various 
rounds have been fired to date but operation of 
the telemeters has been quite satisfactory. The 
small re-entry shape described previously has 
been fired 24 times.   Data were received from 
all of the 20 rounds that successfully traversed 
the range.   The round with the accelerometer 
has been fired only twice with telemeter on 
board, and some information was received both 
times.   A total of seven of the 5-inch gun rounds 
has been fired; data were recovered from six. 
Of eleven 16-inch gun vehicles successfully 
launched, data were received from eight.   It 
should be emphasized that little or no flight 
testing of the telemeter was possible prior to 
final fabrication. 

-«**• 

Fig.  2 - RVX vehicle 

TECHNIQUES 

Experience with radio-type proximity fuzes 
has shown that it is possible to fire electronic 
assemblies from a gun and have them operate 
afterward. The techniques employed previously, 
however, are not suitable for the more severe 
environmental conditions encountered in these 
high-velocity aerodynamic research vehicles. 

The problem of electronic system survival 
under these conditions can be divided into two 

Fig.  3 -  Five-inch  gun dart 

15.0 -I 

... ■^.kj.rz^ti-;1 rt- 

Fig.   4 - TMA payload and telemetry unit 
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Fig.  5 - Rocket vehicle with magnet r-neter payload and telemetry 

somewhat related parts.   First, the individual 
component must withstand the forces encoun- 
tered; second, the component must be supported 
so that its inherent ruggedness is not compro- 
mised.   Previous experience had shown that 
vacuum tubes would not survive the expected 
shocks; therefore transistors, being solid,were 
the only hope for an oscillator for this environ- 
ment.   Previous tests, however, had indicated 
that transistors, as a class, are marginal, even 
for conventional gun setback forces, with sur- 
vival reliability being questionable at 20,000 g. 
Therefore, increasing the inherent ruggedness 
of transistors is required for a 250,000-g envi- 
ronment.   At this point let us digress a bit and 
consider what we know or can postulate about 
the fundamental aspects in the ruggedization of 
electronics. 

First, let us think of all solids as being 
springs.   Second, since breakage of things re- 
quires separation of molecules, we recognize 
that things cannot break in compression.   Com- 
pressive forces can cause things to break in 
tension or shear, but pure isostatic compres- 
sion cannot rupture a solid object.   Although an 
object cannot be broken by isostatic compres- 
sion, it can be affected.   For example, the phase 
of a material could change, such as ice to water; 
a spring can compress and become smaller, 
which affects its performance; the resistance 
of an ordinary carbon composition resistor de- 
creases when subjected to an isostatic com- 
pressive force; and the capacitance of ceramic 
and glass dielectric capacitors is increased 
when they are made smaller by a compressive 
force uniformly surrounding the component 
envelope. 

Now let us consider what the structure of a 
ruggedized electronic package should be like. 
From our discussion above, we can conclude 
that tensile strength of the various components, 
such as capacitors and resistors, is much less 
than their ultimate compressive strength. 
Therefore, our structure should support the 
components to minimize tensile forces, both 
direct and indirect.   An example of indirect 
tensile forces are those developed radially when 
a right circular cylinder has a force applied to 

each end.   The tensile strength required may be 
minimized by providing adequate hoop strength 
to contain it radially.   Similarly, an electronic 
assembly may be potted with a material that 
contains each component in all directions. 
Then, if we form this potting material in a solid 
cylinder and provide sufficient hoop strength to 
prevent radial stress in the cylinder from ex- 
ceeding its elastic limit, the electronic assem- 
bly should be satisfactorily contained.   Most 
practical projectiles are more than two calibers 
in length, so the shape we expect to have for the 
electronics is a long cylindrical cavity.   Further- 
more, structural requirements on the shell 
itself to prevent collapse in the gun tube are 
likely to provide adequate hoop strength and 
rigidity to prevent fracture of the potting mate- 
rial.   One exception to this configuration is the 
one first mentioned, the GE 3.1 high-drag re- 
entry shape.   The length of this projectile is 
about the same as its diameter, and there is no 
steel shell surrounding it.   In this case the 
shell is composed entirely of the potting mate- 
rial, with a steel windscreen to prevent burning 
in flight.   The mechanical hoop strength of this 
projectile is provided by the gun barrel itself, 
with forces being transmitted and distributed 
by a plastic launching sabot. 

It is believed that there are three first- 
order effects due to high-g acceleration of a 
potted electronic assembly.   One of these is the 
hydrostatic pressure generated during acceler- 
ation by elastic flow of the potting material. 
This pressure probably cannot be avoided.   It 
can be reduced somewhat by the use of low- 
density casting resin, such as those incorpo- 
rating glass microballoon fillers, but the den- 
sity cannot be reduced very far without 
unacceptable loss of shear strength caused 
by the hollow filler balls.   Another possibility 
for reducing this load is to shorten the column 
length by introducing steel bulkheads across 
the axis to support several short columns in- 
stead of one long one.   This method has the 
obvious disadvantages of taking a lot of space. 

A second effect is compression waves gen- 
erated by the fast rise time of the pressure 
pulse driving the projectile.   This effect is 
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particularly large for guns in which rupture of 
a diaphragm permits a heavy shock wave to 
impact the projectile.   These compression 
waves are transient and should not affect data 
transmission unless in-barrel telemetry is re- 
quired.   Moreover, they should cau^e no per- 
manent damage.   Tension waves, however, 
develop at discontinuities, which reflect a por- 
tion of the compression wave energy, and these 
can cause permanent damage.   To minimize 
damage from these tension waves, the shock 
waves must be attenuated or discontinuities 
eliminated. 

A third adverse effect develops during ac- 
celeration because of density difference between 
component and potting material.   If the compo- 
nent is heavier, as is usually the case, the force 
tending to make it sink through the potting ma- 
terial is proportional to acceleration times 
density difference.   This force can be reduced 
by using a potting material of greater density, 
but this is contradictory to our previous desire 
for a low-density medium.   We feel, however, 
without direct corroborating data, that heavy 
potting material is usually better than a low- 
density material, if adequate container hoop 
strength is provided. 

At this point let us summarize the require- 
ments of trie potting materiaib.   In the first 
place, the potting material, prior to curing, 
must be a low-viscosity liquid in order to flow 
into cracks and crevices.   Furthermore, this 
liquid must have high wetting ability and must 
creep into fissures, pushing air out as it goes 
in.   Molten waxes meet these criteria but are 
unsuitable because of high shrinkage, which 
causes the material to pull away from the con- 
tainer walls during hardening instead of merely 
reducing the level of the potting material.   The 
resultant voids would permit development of 
hi<rVi radial teisile ^^f^^s.   Thus wo ^ün ddci 
high adhesive force to the list of requirements 
for our potting resin, the idea being that good 
adhesion helps prevent shrinkage voids.   These 
requirements bring to mind the epoxy and poly- 
ester polymers, both of which are usable without 
high-temperature curing.   The polyesters ex- 
hibit less shrinkage than does epoxy and, in 
addition, are lower in cost and release less 
heat while curing.   The epoxies are considered 
superior, however, because they have better 
adhesion and wetting ability.   One other feature 
that is required is ease of use.   A projectile 
telemeter of the kind used here may be fabri- 
cated in steps that require potting to be done in 
several stages, from individual component 
through subassembly to final assembly.   A pot- 
ting material such as NBS casting resin, which 

requires a number of chemical steps for com- 
pletion, is highly undesirable since electronic 
engineers and technicians must be able to han- 
dle the necessary chemical steps without diffi- 
culty.   Another significant factor for some ap- 
plications is dielectric constant and loss factor 
for high-frequency current.   NBS casting resin 
is superior in these respects, but, even so, the 
difficulties involved in its use makes one will- 
ing to accept the higher loss factor of more 
conveniently used material. 

Considering these factors, it appears that 
epoxy resins are most nearly suited for these 
applications.   Even so, they exhibit several un- 
desirable characteristics, such as considerable 
heat release during curing, large loss tangent, 
and brittle fracture at relatively low stresses. 
By addition of appropriate modifiers and addi- 
tives, however, this class of resin works quite 
well for ruggedizing electronic assemblies for 
a quarter million g.   A modifier to increase 
impact strength was necessary to obtain intact 
launch of the small high-drag shape mentioned 
previously.   A 60:40 mixture of epoxy and poly- 
sulfide rubber resins was found to be satisfac- 
tory.   This mixture has an impact strength a 
factor of ten larger than that of the epoxy.   The 
polysulfide rubber modifier copolomcrizcs with 
the epoxy to produce a tough, slightly flexible 
resin, which has other significant advantages. 
The exothermic reaction is reduced so that 
larger sections can be potted.   More important, 
the residual internal stresses, as disclosed by 
polariscopic examination, are essentially 
eliminated, whereas epoxy resins generate 
severe internal stresses while curing. 

Use of another additive has significantly 
alleviated other shortcomings inherent in the 
straight epoxy resins.   For casting large sec- 
tions, a silica filler is added, but not in the 
■asual manner; 20-30 mesh Ottawa silica is used 
in a quantity of four parts by weight of silica to 
one part of resin.   The desired mixture is a 
resin completely saturated with the silica or, 
expressed differently, a potting material com- 
posed of sand with the interstices between 
grains filled with resin.   Mixing is accomplished 
by either of two ways.   The first method is to 
pour resin into the cavity then sprinkle in the 
sand, which sinks to the bottom.   As sand is 
added, the level is raised by a factor of about 
three.   The second method is to pour the cavity 
full of sand, then pour resin over the sand.   If 
the bottom is vented so that air can escape, by 
a small hole or tube extending to the atmos- 
phere, air pressure of 15 psig will force the 
resin down through about 20 inches of sand be- 
fore it thickens too much for further wetting. 
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The net result is a concrete with density about 
2.1 gm/cc, which has a coefficient of thermal 
expansion more nearly matching that of the 
embedded parts, lower loss tangent for high 
frequencies, and greatly reduced exothermic 
reaction so that large castings can be cured 
rapidly at room temperature.   In addition, the 
residual stresses due to curing are substantially 
reduced.   This capability for casting large vol- 
umes is quite desirable in cases like the rocket 
vehicle shown in Fig. 5, which contains over a 
gallon of potting material. 

A third additive has been used for yet 
another property.   The RVX shape shown in 
Fig. 2 is also composed mostly of potting mate- 
rial.   The epoxy, modified with polysulfide rub- 
ber, was not strong enough to withstand launch, 
so the resin body was reinforced with an outer 
shell made of fiberglass-reinforced resin. 
These were launched successfully, demonstrat- 
ing the very high strength of this composite 
material.   Shells reinforced with roving, tape, 
and mat also were satisfactory. 

ELECTRONIC COMPONENTS 

Several years ago, the provision of suffi- 
ciently rugged transistors was the most press- 
ing problem.   High-frequency devices were 
available only in germanium, and since none of 
these were potted by the manufacturers, it was 
necessary to develop techniques to internally 
pot available transistors.   One basic technique 
of value is to adjust the coefficient of thermal 
expansion of the potting material to more nearly 
match that of the wafer material.   A mixture of 
fine-mesh silica and epoxy may be used for 
this purpose.   Another technique, which worked 
very well on the 2N502, was to precoat the in- 
side surfaces with a thin film of silicone oil. 
This helped prevent contamination of the ger- 
manium by the amine catalyst.   This coating 
does not cause the wafer to break at 250,000 g, 
and, in fact, it is felt that it improves the rug- 
gedization of potted components.   The situation 
today is much better, since all silicon devices 
seem to be largely undamaged by the direct 
application of epoxy resins.   Such potted tran- 
sistors may not survive extensive temperature 
cycling, but they have proved to be adequate for 
these applications.   In addition, there is at least 
one commercially available transistor that is 
potted as supplied.   Further, there is a high- 
frequency high-power transistor that has sur- 
vived 50,000-g impact tests as supplied.   It is 
not potted but is reported to have aluminum 
lead wires inside instead of the usual gold, 
which has a much lower strength-to-weight 
ratio.   Carbon composition resistors of various 

ratings have been successfully used, ranging 
from 0.1 to 1 watt.   Limited data have shown a 
2-percent shift in value for a 250,000-g launch 
acceleration.   To date only solid resistors have 
been used, but recent laboratory tests show that 
the resistor formed on a glass tube with molded 
case has about one third as much shift in re- 
sistance due to hydrostatic load.   Film resis- 
tors and potentiometers have not been evaluated. 
Laboratory tests show about 21-percent change 
in resistance for the solid composition resistor 
for 10,000 psi isostatic load and about 7-percent 
change for the glass-tube composition resistor. 

A variety of ceramic and glass dielectric 
capacitors have been used successfully.   In 
fact, no failures due to capacitors or resistors 
have occurred to date.   Failures due to wet-type 
tantalum capacitors have been reported.   We 
have successfully flown the dry slug-type tan- 
talum, with vacuum-applied conformal case, 
without gross failure.   There seems to be some 
question remaining about its stability under 
conditions of heavy g-loading. 

One electronic component likely to be ig- 
nored is connecting wires.   For example, a 
piece of copper wire 0.5 inch long supported 
axially by one end would develop breaking 
stress at 250,000 g without support from the 
potting resin.   For this reason, all spaghetti is 
avoided, and only magnet wire or bare copper 
is used for this g level.   If a long axial run is 
necessary, the wire is spiraled or bent back 
and forth ladder fashion so the resin can pro- 
vide adequate support without relying too heav- 
ily on its adhesive properties.   Coaxial cable 
should not be used for long axial runs since the 
adhesion between center conductor and insula- 
tor is usually poor.   Connectors, of course, are 
not used, but circuit boards with either printed 
wiring or terminal construction have been em- 
ployed.   It is believed that orientation of com- 
ponents or type of layout is not critical. 

Several sizes of mercury cells have been 
used as power supplies without known failures, 
except for usual shelf-life or temperature- 
extreme problems.   There is some slight evo- 
lution of gas from these, however, which may 
crack or craze the resin after some months on 
the shelf.   Nicad button cells have been used 
for 20,000-g applications and have been tested 
satisfactorily at 50,000 g.   We plan to use small 
cells of this type for 250,000-g applications. 

Antennae present a problem that must be 
solved within the boundary conditions imposed 
by the individual vehicle configuration, which is 
predetermined by aerodynamic and mechanical 
requirements.   The antenna for the projectile 
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in Fig. 1 is a helix which occupies the aft end 
and radiates through the potting resin.   This 
particular resin is quite lossy, but the trans- 
mitting range is only a few feet, so the loss can 
be easily tolerated.   The RVX vehicle also re- 
quired only a short transmission distance and 
uses a similar antenna.   An early version of the 
5-inch gun dart used an insulated nose with 
loading coil to complete a dipole antenna, but it 
was Very inefficient because of the large capac- 
itance across the antenna.   Later versions use 
a loaded quarter-wave stub imbedded in a plas- 
tic nose.   The 250-Mc carrier frequency 
matches this antenna, and good efficiency is 
achieved, which permits reception over the 
50-mile or greater range required.   The 16- 
inch gun projectile also uses a quarter-wave 
stub antenna, except no loading coil was in- 
cluded, and the length was 14 instead of 8 

inches. The rocket shown in Fig. 5 used a so- 
called quadripole antenna, with feed-point near 
the ground connection. 

CONCLUSION 

Our experience has shown that it is practi- 
cable to ruggedize certain electronic circuits 
used for telemetering in-flight information from 
shells launched with setback accelerations up to 
a quarter million g. The necessary and sufficient 
conditions are removal of all voids from transis- 
tors and other individual components as well as 
the complete assembly, with replacement by ap- 
propriate potting material, and avoidance of 
components containing liquids.   The potted as- 
sembly must in turn be supported by a surround- 
ing container of adequate hoop strength. 
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COMBINED ANALYTICAL AND EXPERIMENTAL APPROACH 
FOR DESIGNING AND EVALUATING STRUCTURAL 

SYSTEMS FOR VIBRATION ENVIRONMENTS* 

J. C. McClymonds and  J. K. Ganoung 
Saturn Engineering, Douglas Aircraft Company, Inc. 

Space Systems Center 
Huntington Beach,  California 

This paper presents a combined analytical and experimental approach 
for the prediction of the fatigue life of a complex structural installation 
in a cryogenic  environment subjected to various vibration spectra.    Ex- 
isting  state-of-the-art techniques  are employed which include (1) a 
digital redundant force analysis to obtain influence coefficients, (2) a 
forced response analysis to obtain dynamic loads, (3) a photoelastic 
analysis to obtain detailed stress distributions, (4) static and fatigue 
tests of system elements  at cryogenic temperature, and (5) a cumula- 
tive fatigue damage prediction. 

This approach is apnUed to the snalysi« <-,f fhe cold helium sphere in- 
stallation (S-IV) on the Saturn I space vehicle, and the results are com- 
pared with the results from both sinusoidal and random vibration quali- 
fication tests performed at cryogenic temperature. 

INTRODUCTION 

With the advent of large manned and un- 
manned space vehicles, such as the S-IV stage 
of the Saturn I vehicle (Fig. 1), the importance 
of structural reliability has been reemphasized. 
Often, how ver, the large size of the compo- 
nents and complexity of the imposed environ 
ments create difficult design and testing prob- 
lems.   The high cost of testing and the 
inadequacies of testing equipment, originally 
developed to test small components, preclude 
complete reliance on experimental verification 
of structural integrity and necessitate a com- 
bined analytical and experimental approach. 
For example, the high cost of testing large 
specimens (often a single specimenl in com- 
bined environments (e.g., vibration and cryo- 
genic temperature) necessitates the establish- 
ment, analytically, of high confidence in the 
design prior to the test.   The complexity of 
equalizing and controlling the vibration exciters. 

when the test specimens are large, increases 
the probability of overtesting which may result 
in premature failures.   Structural integrity in 
such cases can often be demonstrated by inter- 
preting the available test data on the basis of a 
thorough structural dynamic analysis.   The cost 
of uprating vehicles also can be minimized if 
previous test results can be extrapolated on the 
basis of a valid structural dynamic analysis. 

This paper describes a combined analytical 
and experimental approach used to establish 
structural integrity in vibration environments, 
with a specific example being demonstrated[l|: 
the three cold helium storage spheres located 
in the liquid hydrogen tank of stage S-IV of 
Saturn I (Fig. 1).   The details of the cold helium 
sphere installation are shown in Fig. 2.   Each 
titanium sphere is supported by four stainless 
steel straps and a neck which is welded to the 
tank wall.   The straps, which grip the sphere 
by a collar at the top boss, are attached to the 

'''Phases of work presented herein were accomplished by the Missile and Space Systems Division 
under Saturn Contract NAS7-1, sponsored by the George C. Marshall Space Flight Center of the 
National Aeronautics and Space Administration. 

NOTE:    References appear on page  174. 
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Fig.   1  - S-IV  stage of Saturn I space vehicle 

tank wall by hooks.   Turnbuckles are located 
uccwccii Cut; iluuKo ctnu aurap cuClü rovide a 
strap pre-load.   The sphere is pressurized to 
3000 psig and immersed in liquid hydrogen at a 
temperature of -4?30F.   The installation is 
subjected io random vibration during ground 
acceptance firing and flight and to sinusoidal 
vibration during air transportation aboard the 
"Pregnant Guppy" aircraft.   The vibration 

design and test criteria established by the 
Marshall Space Flight Center included sinus- 
oidal sweep and dwell plus random vibrations 
about three orthogonal axes.   The qualification 
test specimen was a single sphere irioLalled on 
a section of tank skin, as shown in Fig. 3.   The 
test fixture incorporated a tank so that the 
sphere could be pressurized and immersed in 
liquid hydrogen during the tests.   It should be 
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Fig.   2 - Installation of cold helium sphere 

160 



CONTROL 
ACCELEROMETER 

^ RADIAL 

PRESSURIZED LIQUID 

HYDROGEN TANK 

EXCITATION 

SINGLE 
HYDRA SHAKER 

THRUST 
EXCITATION 

Fig. 3 - Sketch of test specimen mounted 
for vibration  qualification test 

pointed out that the test jig support structures 
protruding from the side and bottom of the jig 
are not attached simultaneously, as shown, but 
are used individually during a test in a given 
axis. 

material selection and in the avoidance of 
stress concentrations. 

DYNAMIC ANALYSIS 

Figure 4 shows diagramaticaiiy how the 
analytical and experimental procedures are 
used together to establish structural integrity. 
The dashed arrows indicate auxiliary analyses 
and tests which may be performed to establish 
greater confidence in the results of the struc- 
tural evaluation.   All of these procedures were 
employed in the design and evaluation of the 
cold helium sphere installation.   Each step is 
discussed in detail in the following paragraphs 
and, whenever possible, the results of the 
structural dynamic analysis are compared with 
experimental data.   Although the preliminary 
design considerations are briefly described; 
this paper is primarily concerned with the de- 
sign evaluation and qualification phase of devel- 
opment. 

After the structural elements have been 
sized according to the preliminary design pro- 
cedures, a more complex structural dynamic 
analysis can be initiated.   The three major 
steps in this analysis are the structural ideali- 
zation, the calculation of influence coefficients, 

ANALYTICAL 
PROCEDURES 

EXPERIMENTAL 
PROCEDURES 

PRELIMINARY DESIGN 

STRUCTURAL IDEALIZATION 

INFLUENCE COEFFICIENTS   STIFFNESS MEASUREMENTS 
ACTUAL STRUCTURE 

PRELIMINARY DESIGN 

The preliminary design of the cold helium 
sphere installation was based on a quasi-static 
analysis, with the method of "least work" used 
to solve for the internal load distribution in the 
redundant structure.   The loads at the sphere 
center of gravity were estimated on the basis 
of an assumed dynamic amplification factor and 
the vibration specification in existence at that 
time.   A fatigue analysis was not attempted 
during initial structural sizing; but the effects 
of vibration and fatigue were considered in 
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Fig.   4 - Approach to fatigue life prediction 
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and the calculation of the dynamic response. 
Since it was considered impractical to test 
more than one cold helium sphere, the response 
of the three-sphere installation in the vehicle 
to predicted vehicle environments and the re- 
sponse of the single test environment were botn 
evaluated analytically. 

STRUCTURAL IDEALIZATION 

The idealized structural models for both 
the three-sphere and single-sphere configura- 
tions are shown in Fig. 5.   The models consist 
of a set of members which carry axial and 
bending loads and are connected by a set of 
panels carrying shear loads.   The idealization 
is three dimensional and simulates the tank 

lied 
and deflections obtained at each joint.   The ad- 
ditional stiffness provided by the pads around 
the sphere neck and strap attachments is in- 
cluded in the models.   The spheres were as- 
sumed to be rigid but the neck flexible.   It was 
also assumed that the straps would not slip rel- 
ative to the sphere.   The longitudinal edges of 
the three-sphere model were assumed pinned 
to simulate node lines in the vehicle.   Fixed 
ends were assumed to simulate the stiffness at 
the forward and aft tank domes resulting from 
the attach rings and the tank curvature.   All 
edges of the single-sphere specimen were as- 
sumed fixed to simulate the rigid attachment to 
the test fixture.   The elastic properties of all 
structural elements were based on the modulus 
of elasticity at their predicted operating 
temperature. 

Influence Coefficients 

Influence coefficients wore calculated by 
means of the Douglas redundant force method 
described briefly in Appendix A.   Table 1 shows 
the close agreement of the predicted and ex- 
perimental rotational compliance at the neck of 
the sphere for both the thrust and tangential 
axes on both a full-scale production 
on vibration qualification test panel. 

chicle and 

TABLE 1 
Comparison of Analytical and Experimental 

Rotational Compliances at Sphere Neck 

Axis 

Rotational Compliance 
(rad/in.-ib x 106) 

Analytical Experimental 

Flight Vehicle 

Thrust 
Tangential 

Test Panel 

Thrust 
i       Tangential 

3.3 
3.8 

3.6 
4.2 

3.2 
3.6 

4.Ü 

Dynamic Loads 

Dynamic loads and transfer functions (ratio 
of response to vibration input) were computed 
by the method described in Appendix B.   The 

r 
89 7 IN 

VEHICLE TANK WALL 

SPHERE 
STRAPS 
t NECK 

— ELASTIC 

X - HOOK LOCATIONS 
O-NECK   WALL INTERSECTION 

♦ - MASS LOCATIONS 

BARS ARE ELASTIC EXCEPT 
WHERE NOTED BY R  RIGID 

COLD TEST PANEL 

Fig.  5 - Structural idealizations lor influenci 
coefficients and model analysis 
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analytical transfer functions for the strap loads 
in the single-sphere test specimen are com- 
pared with the sinusoidal sweep and random 
vibration test results in Fig. 6.   The agreement 
is quite good in both magnitude and frequency 
in the thrust and tangential axes.   The frequency 
discrepancy in the radial axis is probably the 
result of the greater dependence on plate stiff- 
ness in this axis.   Greater accuracy might have 
been obtained by assuming more degrees of 
freedom in the plate.   Similar comparisons of 
the neck moments also indicated good agreement 
between theory and test.   Both analytical and 
experimental transfer functions represent the 
ratio of the strap load to the vibration input at 
the neck of the sphere.   The transfer function 
for the random vibration test was determined 
by taking the square root of the ratio of the 
strap-load power spectrum to the input power 
spectrum at the sphere neck.   Some smoothing 
of the test data was required for the compari- 
son to eliminate the effects of extraneous 
crosstalk inputs.   The analytical transfer func- 
tions were determined prior to the test by as- 
suming a dynamic amplification of three from 
the sphere neck to the sphere center of gravity. 
This factor was chosen on the basis of previous 
tests of a similar installation; although in the 
analysis of most large complex structural sys- 
tems en the S-IV which arc subjected to high 
vibration levels, amplification factors of three 
to five are generally assumed.   A possible rea- 
son why the random transfer functions are 
greater than the sinusoidal transfer functions 

is that the random loads and responses were 
generally lower, which would result in less 
damping and thus produce higher amplification 
factors.   This trend was consistent in all three 
axes. 

Table 2 shows a comparison of predicted 
and measured strap loads for each axis and 
each type of test excitation.   The measured 
Strap loads were corrected to eliminate the 
effects of excessive test inputs.   The good 
agreement with the test results indicates that 
the analytically determined loads were suitable 
for design.   Also shown are the installation 
preloads induced by applying torque to the turn- 
buckles and the static preloads resulting from 
sphere pressurization and thermal contraction 
of the straps, since these will be referred to 
later in the discussion of component strength 
tests. 

COMPONENT STRENGTH TESTS 
AND ANALYSES 

To perform an adequate structural analy- 
sis, once the loading is known, the static and 
fatigue strength capability of the individual 
components must be determined.   For this step 
in the design evaluatiun procedure the relative 
effort to be spent between analysis and testing 
is determined by the complexity of the compo- 
nent and the environments.   Generally, however, 
since fatigue failures occur in areas of stress 

TABLE 2 
Comparison of Predicted and Measured Strap Loads 

Axis Excitation Predicted Measured3- 

Thrust Sine sweep 
Sine dwell 
Random (rms) 

±315 
±158 

54 

±135 
No data 

69 

Tangential Sine sweep 
Sine dwell 
Random (rms) 

±355 
±178 

28 

±248 
±151 

33 

Radial Sine sweep 
Sine dwell 
Random (rms) 

±256 
±128 

56 

±240 
No data 

24 

Installation preload 
Sphere pressurization 
Thermal load 
Total static load 

225 
170b 

295b 

690 

250 

680 

aActual test loads corrected to eliminate effects of excessive test in- 
puts and crosstalk. 
Extrapolated  from  preliminary  tests   with   1000-psig   pressure  and 
immersion in liquid nitrogen. 
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concencration, it is advisable to perform simple 
static and fatigue tests on the components, sup- 
plemented by stress analysis techniques.   Be- 
cause of the relatively small amount of fatigue 
data available at liquid hydrogen tenperature 
(i.e., -4230F), coupled with the various stress 
concentration factors peculiar with the compo- 
nents involved in the cold helium sphere instal- 
lation, it was necessary to make maximum use 
of material coupon and component testing to 
generate S-N curves (allowable stress versus 
cycles to failure) lor the strap, hook, and neck 
components.   The results of this testing are 
reported in Refs. 2, 3. and 4.   Various stress 
analysis techniques also were employed. 

Component Tests 

Standard fatigue coupons were used to de- 
termine the shape and relative position of a 
family of S-N curves for the various materials 
involved at both room and cryogenic tempera- 
tures.   The coupons contained a weld bead or 
drilled hole to simulate stress concentration 
factors or material degradation in the vicinity 
of a weld.   Because of the preloaded nature of 
the helium sphere installation, the S-N curves 
were determined for various mean values and 
stress ranges (i.e., for various R values). 
Fatigue and ultimate test results of the actual 
strap, hook, and neck components were then 
used to position the family of curves.   The 
hooks and straps, being immersed in liquid 
hydrogen, were cryogenically tested at -423°F 

with the use of a cryostat.   The thermal gradi- 
ent, to which the neck is normally exposed, was 
simulated during the tests by immersing the 
specimen in liquid nitrogen and exposing the 
part which touched the outer portion of the tank 
wall to heat lamps.   Summaries of both static 
and fatigue test results, as well as the experi- 
mentally determined S-N curves, are presented 
in Figs. 7,8, and 9 for the hook, strap, and 
neck, respectively. 

Stress Analyses 

A static stress analysis was performed to 
(1) obtain confidence in the design prior to ini- 
tiating the tests, (2) gain an understanding of 
the stress distributions in areas of discontinui- 
ties to better interpret component test results, 
(3) provide a basis for component design im- 
provement if required, and (4) insure that, with 
the expected random loading, a 3o peak strap 
load did not exceed the allowable yield load 
which would have relaxed the strap pre-tension 
load. 

The complex stress distribution occurring 
at the intersection of the sphere neck and the 
hydrogen tank wall, where steep stress gradi- 
ents exist, was analyzed by use of photoelastic 
techniques [5].   Two three-dimensional full 
scale epoxy models of the structure were sub- 
jected to moment, shear, and axial load combi- 
nations to simulate design conditions.   The 
birefringent plastic model "freezes'' ihe 
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Fig.   7 -  Results of hook component and  coupon test 
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Fig.  8 -  Result of strap component and coupon test 

10° 

stresses during a controlled heating, loading, 
and cooling cycle.   Radial and hoop boundary 
stresses are obtained from slices of the stress- 
frozen models by measuring fringe orders. 
Figure 10 illustrates the specimen, stress- 
freezing oven and loading mechanism, isochro- 
matic fringe pattern, and the resulting stress 
distributions. 

It should be noted that, although the neck 
design was considered adequate for the S-IV 
stage, a design improvement was desirable for 
a similar installation in the S-IVB stage of the 
Saturn IB and Saturn V vehicles.   A parametric 
photoelastic study [6] was made to develop the 
required design modification.   The results of 
the study, when compared to the photoelastic 
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Fig.  9 -  Result of neck component and coupon test 
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Fig.   10 - Photoelastic stress analysis of neck/wall intersection 

analysis of the ü-TV installation, verified the 
improved strength of the new design. 

FATIGUE ANALYSIS 

Once ehe allowable S-N curves for the va- 
rious structural elements have been established 
and the vibration environment and component 
loads defined, a fatigue analysis can be under- 
taken.   The analysis consists of calculating 
random and sinusoidal sweep S-N curves based 
on the results of the component tests and per- 
forming a cumulative fatigue damage analysis 
to predict the fatigue life of the structural 
system. 

Calculation of Sweep and Random 
S-N Curves 

Because of the various types of cyclic load- 
ing encountered (i.e., sinusoidal sweep, sinus- 
oidal dwell, and random vibration), additional 
S-N curves must be developed from the constant 
amplitude tests as described above.   Figure 11 
presents an example of the three wave shapes 
corresponding to the response resulting from 
the various loadings.   The sinusoidal dwell re- 
sponse can be seen to provide a direct corre- 
spondence with the S-N curves of the constant 
amplitude component test, although the re- 
sponses to the sinusoidal sweep and the random 
excitation produce different amounts of fatigue 
damage. 

Miner's cumulative damage theory is used 
to establish the "sweep S-N' curves and "random 

S-N" curves, and for the random response a 
Rayliegh probability distribution of peak loads 
is assumed [7].   This teclmique is summarized 
in Appendix C. 

Three significant points should be empha- 
sized here.   (1) The sinusoidal sweep loading 
produces significant fatigue damage for only 
that period of time during which the exciting 
frequency is sweeping through the bandwidth 
bounded by the frequencies at the half-power 
points of each resonance.   (2) The random load- 
ing produces fatigue damage at each resonance 
for the full duration of the test, and the number 
of cycles likely to occur at any load level is 
predicted statistically, with the damage at each 
frequency being determined and accumulated. 
(3) The S-N curves thus determined are refer- 
enced to the peak resonant load for the sweep 
excitation and to the rms load for the random 
excitation.   It should also be noted that the use 
of the "Rayliegh-Miner" method for random 
S-N cuz*ve determination hns boen exoerimen— 
tally verified within a reasonable fatigue scatter 
band in Refs. 8, 9, and 10 as summarized in 
Ref. 11. 

Prediction of Fatigue Life 

The cumulative damage concept (i.e.. 
Miner's theory) it. used to predict the fatigue 
life of each structural component.   With the en- 
vironment defined, the total number of cycles 
(n) at any referenced load level can be deter- 
mined and ratioed to the expected life (N)  ob- 
tained from the S-N curves.   The total damage 
is the sum of the incremental values thus 
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Fig.   11  - Neck/wall S-N curves   for analysis 
of cumulative fatigue damage 

determined (i.e., D = I(n/N) summed for the 
various axes and resonances). The details of 
this procedure are outlined in Appendix D. 

A convenient method of presenting allowable 
fatigue life as well as a comparison of relative 
strengths of each structural component, is to 
plot relative load vs. number of life blocks, as 
shown in Fig. 12.   One life block is defined as a 
single, complete cycle of all specified loadings, 
whereas one relative load is defined as 100 

percent of the specified loading over the com- 
plete cycle. 

A margin of safety relative to load and/or 
life can be readily obtained from this repre- 
sentation.   It can be seen that the strap, with a 
load capability of approximately 1.8 times the 
specified loading, is the most critical element; 
from a "life" standpoint it could withstand the 
specified loading approximately 8 times the 
specified load cycle.   This plot also illustrates 

100 

< 
o 

10 100 
NUMBER OF LIFE BLOCKS 

Fig.    1Z - Predicted fatigue life 
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that the margin of safety tor the specified flight 
loading is greater than that for the test environ- 
ment; or, in other words, the qualification test 
requirements are, as one should expect, more 
severe than what the structural installation 
would be required to withstand in the flight en- 
vironment. 

It should be pointed out here that an addi- 
tional experimental data point comparison was 
obtained as a result of a premature failure of 
one of the straps during the cold vibration qual- 
ification test.  Review of the test data revealed 
a considerable amount of overtesting.   The 
specification input level was exceeded by a 
large percentage because of the control prob- 
lem, as will be explained in the following sec- 
tion.  A post-tes*: fatigue failure analysis, 
following the methods outlined above, disclosed 
that the strap would have been predicted to 
come close to failure with the excessive loads 
applied.   The predicted strap "load-life block" 
curve for the actual test loading is superim- 
posed for comparative purposes.   The analytical- 
experimental comparison in this case is there- 
fore within 10 percent relative to loading level 
(analytical procedure being on the unconserva- 
tive side), which is felt to be within a reasonable 
tolerance for structural designs subjected to 
the hostile environments described. 

VIBRATION QUALIFICATION TEST 

The final step in assuring the flight worthi- 
ness of a system is the vibration qualification 
test.   As cited earlier^ the high cost and com- 
plexity of this test necessitates o sound analyt- 
ical program to insure proper interpretation of 
test results and the successful completion of 
the test in a minimum number of runs.   A brief 
summary of the cold helium sphere test fl2| is 
presented to illustrate the complexity of current 
structural qualification test setups and the prob- 
lems likely to be encountered. 

Test Setup 

A photograph of the test setup is shown in 
Fig. 13.   The shaker was mounted on a reaction 
mass on the opposite side of the specimen. The 
combined test specimen and fixture weight was 
approximately 1000 pounds.   The excitation was 
provided by a 50,000-pound-force hydraulic 
shaker.   The fixture was mounted on a slip table 
in two of the three axes and stabilized by flex- 
ures.   A 40,000-cubic-foot helium trailer with 
valving and pneumatic transfer lines was re- 
quired for pressurizing the sphere and for the 
various purges.   A 9,000-gallon liquid hydrogen 

supply tank, together with valving and flexible 
vacuum-jacketed supply lines, was used to 
simulate the cryogenic temperatures.   Elabo- 
rate fire control and hydrogen leak detection 
systems also were required.   Special sealing 
techniques were employed to contain the liquid 
hydrogen and the entire specimen was insulated 
with a thick layer of foam material which had 
to be reapplied after each specimen inspection. 

Instrumentation 

Twenty accelerometers were used to meas- 
ure inputs and responses of the specimen. 
Endevco type-2242C accelerometers were cali- 
brated by vibrating them in liquid hydrogen 
prior to attaching them to the boss of the 
sphere.   The straps were strain gaged with 
Budd type-C-15-624 gages which were sealed 
by a Douglas developed process.   Excellent 
strain and acceleration data were obtained from 
the instrumentation even though it was im- 
mersed in liquid hydrogen. 

Test Procedure and Results 

Many preliminary test runs were made at 
reduced input levels tu find control accelerom- 
eter locations whica provided suitable control 
and also satisfied the intent of the specification 
(i.e., input defined on the skin near the neck of 
the sphere).   An 80-channel equalizer also was 
used.   Despite these precautions, considerable 
difficulty was experienced and excessive inputs 
and cross talk were measured at the control 
location.   Figure 14 shows the acceleration 
spectral density of the inputs, cross talk, and 
response at the sphere boss, as measured dur- 
ing the thrust-axis random test.   The specimen 
successfully withstood the random test environ- 
ment in all axes and the sweep and dwell envi- 
ronments in the radial and tangential axes.   A 
strap failure occurred during the sweep test in 
the thrust axis (last axis tested); but, as previ- 
ously mentioned, the excessive loading was 
shown analytically to have been the cause of 
failure. 

CONCLUSIONS 

A combined analytical and experimental 
procedure has been presented to determine 
component loads and fatigue life for a complex 
structural system subjected to a variety of 
static and vibration loads. 

An example has been described in which 
experimental comparisons were made at 
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Fig.   13  - Overall view  of setup 
for   vibration  qualification  test 
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various stages of the analytical procedure. 
Reasonable agreement was obtained throughout. 
The example also illustrated how the analysis 
was used to interpret test results andto im- 
prove the design for a similar installation in 
another vehicle. 

"Realizing that the "ultimate" test for in- 
tegrity of a structural system occurs during the 
operational phase of a vehicle, it should be 
noted that the cold helium sphere installation 
performed satisfactorily during the recent 

successful flights of the Saturn SA-5, SA-6, and 
SA-7 vehicles 
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Appendix A 

DETERMINATION OF INELUENCE COEFFICIENTS 

Tlie influence coefficients required for an 
accurate modal analysis are best determined 
with the use of a large digital computer.   For 
the example illustrated in the text, the Douglas- 
developed "redundant force method" [13] was 
used.   This highly automated analytical tool is 
used for determining stresses as well as de- 
flections in complex, statically indeterminate 
structures. 

The method is basically a vector and ma- 
tric formulation of the "force approach," which 
includes the equilibrium and continuity equa- 
tions with the required transformations and 
provides for the automatic selection of redun- 
dants by the computer.   The structure is ideal- 
ized and represented to the IBM 7094 computer 
as an array of bars, joints, and flat or warped 
panels.   The degrees of freedom of the bars, 
as well as the section and material properties 

of the structural elements, are indicated to the 
computer.    The geometric locations of the 
structural elements are made known to the 
computer by a table of joint coordinates.   The 
idealized bars along the curved panel have ra- 
dial components which simulate the effects cf 
panel curvature.   For a given set of loads (ther- 
mal and/or mechanical) the redundant force 
program computes the displacements of a load 
point in the direction of the load at that point, 
the forces in the bars and along the panels, the 
external reactions, the stresses in the bars, 
and, if allowable stresses have been fed into the 
computer, the margins of safety. 

To generate the influence coefficients for 
the sample problem in the text, it was only nec- 
essary to apply unit loads at all interior joint 
locations, which then resulted in the required 
stiffness matrices. 

Appendix B 

CALCULATION OF DYNAMIC LOADS AND TRANSFER 

The method used to calculate the dynamic 
loads and transfer functions is described in de- 
tail by Fuller and Roudebush [14].   Application 
of the method begins with the calculation of a 
mass matrix  [Ml, a stiffness matrix   [Kl, an 
influence coefficient matrix   LKl'', and a struc- 
tural damping matrix   [Bj.   For most practical 
applications the damping has little effect on the 
normal modes and frequencies and is omitted 
in the calculation of the eigenvalues and eigen- 
vectors for convenience in avoiding complex 
arithmetic.   The damping is included in the 

response calculations, however, to control the 
amplitudes at resonance.   The matrix equation 
for the total response of a lumped parameter 
system to base excitation is 

H'(w)   -   - Xb[y] (-w2 iMJ  + üBj 

+ IK,,))'
1
 [$] m m . (B.I) 

For a base input (Xb)  of unity, Eq. (B.i) yields 
the transfer function H(w). 
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The parameters in the matrix equation are 
defined as follows: 

H'(w)   = Total system response as a func- 
tion of frequency, 

ll{ w)   = Transfer function, indicating re- 
sponse per unit input acceleration, 

Xb = Scalar, defining base input accel- 
eration, 

lyl   = Matrix of desired response param- 
eters (load, moment, etc.) of the 
mth degree of freedom for the nth 
normal mode. 

w = Input frequency (radians per sec- 
ond), 

[M ]   =   101 !Ml [0]   = Generalized mass 
matrix. 

[Bg]    -   KM IB1 10 
matrix. 

Generalized damping 

LKR]   =   101IK1I01   = Generalized stiffness 
matrix, 

101   = Matrix of normal modes, 

{U}   = Matrix of direction cosines be- 
tween force vectors and degrees 
of freedom, 

1   I   =  Symbol for rectangular matrix, 

{  }   = Symbol for column matrix, 

[~]   = Symbol for transposed matrix. 

Appendix C 

CALCULATION OF RANDOM AND SINE SWEEP S-N CURVES 

SINE SWEEP S-N CURVES 

The sinusoidal sweep S-N curves are used 
for evaluating the damage incurred during the 
logarithmic sweep testing procedure.   The dam- 
age suffered by sweeping through a resonant 
frequency is so great, relative to other frequen- 
cies, that it needs to be evaluated only for the 
resonant responses.   The damage done at load 
levels below the half-power points (i.e., 1/2vT 
of the response peak), is negligible.   The dam- 
age done in sweeping this defined interval is 
evaluated by dividing the interval into ton dis- 
crete response levels, as shown in Fig. C-l, 
and then summing the damage associated with 
each level by using the dwell S-N curves.   An 
equivalent life expectancy for this response 
sweep is then determined as a function of the 
peak response.   The damage resuiling from a 
resonance sweep is denoted by 

N, L^ N(P NCP,) 5   iL-^        l   «' 

Since  Nj  = N(P,), as defined by the dwell S-K 
curve, 

EN,' 
.11 

which is a function of the peak response, PA. 

RANDOM S-N CURVES 

For the random response problem the 
probability of occurrence of a given peak load 
or stress can be predicted by the Rayliegh 
probability density distribution.   This proba- 
bility is 

P(x)    -    xe 

where 

peak   load 
rms   loarl 

The probability of occurrence for (xo<x<xo+Ax) 
is then defined as 

P(x)   <lx 

where   nE is the total number of random occur- 
rences. 

For example, the probability of the peak 
load exceeding the rms load (also called the 
standard deviation) is about 60.65 percent.   Th€ 
probability of its exceeding 3a is only about 
1.11 percent. 

Since the frequencies of occurrence for 
particular load levels can be predicted 

172 



PiRaBOLIC   RESPONSE 

ASSUMED   OVER THIS 

INTERVAL 

i/zVz p. 

iHALF-POWER  POINT) 

0.997   PA 

0  974   PA 

C-l 

statistically, then the damage too can be pre- 
dicted statistically as follows: 

n f P(x) 
NÖÖ  llX ' 

where N(x) is, for any particular rms load, a 
function of P.  and therefore defined by the 
dwell S-N curve. 

For the dwell S-N curves used in this anal- 
ysis, the integral given above is highly conver- 
gent.   Therefore, its evaluation is carried out 
by a Fortran 7090 digital computer program. 
The program evaluates the integral 

POO 
N(x) —-;   Hx 

rr Pi'x) 
T 

which is a function of the rms load. 

for larger and larger p, until further damage 
contributions become negligible. 

Appendix D 

PREDICTION OF FATIGUE  LIFE 

THEORETICAL RANDOM RESPONSE 

Responses to random vibration inputs are 
best described in terms of power spectral den- 
sities (PSD's).   The response PSD's are deter- 
mined by multiplying the input PSD's by the 
square of the transfer function.   The areas 
under these curves then, by definition, repre- 
sent the mean square random responses.   The 
random rms load is then the square root of 
these areas.   For the cases considered in this 
analysis, the areas were most conveniently de- 
termined by the following expression [15]: 

2 (TF) wn So 
r ni s ^ 

where 

(TF) 

Srmnx)   -   (■TF)2S„  = 

Transfer function at 
resonance (strap load 
per g), 

Resonance frequency 
(->■ f  I 

Mean square accelera- 
tion spectral density 
of the input.   Also, 

Mean square spectral 
density of the strap 
load, 
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which, when substituted into the preceding equa- 
tion, yields 

'rms    =   \   \  fASx(max) {" 1.253 IMf S„(max-)   . 

THEORETICAL SWEEP RESPONSE 

The theoretically derived response loads 
developed during the sinusoidal sweep tests 
were determined by multiplying the environ- 
mental sweep input g-levels, as defined by the 
qualification specifications, by the theoretical 
transfer functions. 

PREDICTED DAMAGE DURING 
RANDOM TESTING 

During random testing a complete spectrum 
of input frequencies are applied simultaneously, 
which results in the structure responding at its 
resonant frequencies.   The number of cycles, 
n, is therefore dependent on the resonant fre- 
quencies,   fn  (cps), and the test duration, which 
was five minutes per axis for these tests. 
Therefore 

M   =    5(60)   fn    =    300   fn . 

The rms response loads were then used 
with the random S-N curves to establish the 
allowable number of cycles, N.    Finally, the 
damage accumulated during this test phase was 
predicted by 

logarithmic sweep (up and back) between half- 
power points at resonance is given for the 
1-minute-per-octave sweep rate [16] employed 
in this test by 

2(60) 
In  2 

fn + .5Af 

f„-.SAf 
173   f     In 

f,  + . 5Af 

SAf 

The peak response loads were used with 
the sweep S-N curves to establish the allowable 
number of cycles, N.    Finally the damaee ac- 
cumulated during this test phase was computed 
by 

D   = z:^ 
PREDICTED DAMAGE DURING 

DWELL TESTING 

During sinusoidal dwell testing, the cold 
helium sphere installation was subjected to 
8 minutes at each of the major resonances. 
The number of cycles, n, experienced during 
the resonance dwell was then computed by 

8(60)   f 4K0   f. 

The allowable number of cycles, N, was 
read from the dwell S-N curves as a function of 
the peak response loads found above.   Finally, 
the damage accumulated during this test phase 
was computed as 

D  = 

PREDICTED DAMAGE DURING 
SWEEP TESTING 

During sinusoidal sweep testing, the fre- 
quencies are swept at a logarithmic rate.   The 
number of eye -Lpenencc 

TOTAL PREDICTED DAMAGE 

Summing the damage due to the above- 
described random, sweep, and dwell loadings 
resulted in the total damage and thus a pre- 
dicted iu.ti,rue life. 
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DISCUSSION 

Mr. Himelblau (North American Aviation): 
Of the three types of excitation applied, which 
one did you feel in general was the controlling 
environment:   sinusoidal dwell, sine sweep, or 
random ? 

Mr. McClymonds:   The sinusoidal dwell 
produced most of the fatigue damage. 
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THOR 20-CYCLE LONGITUDINAL OSCILLATION STUDY" 

W. F. Davis, T. F. Lynch, and  T. R. Murray 
Douglas Aircraft Company,  Inc. 

Santa Monica, California 

The Thor family of launch vehicles exhibits a longitudinal instability 
near the end of first-stage burn time.   This paper presents the results 
oi a .Douglas study initiated to define the nature of, and recommend 
solutions to, this problem. 

The observed phenomenon is dcocribcd, and the explanation is pre- 
sented as it is currently known, i.e., that of a closed-loop positive- 
feedback system coupling the airframe, the propellant feed system, and 
the engine.    The impact on design is discussed, and the results of vari- 
ous statistical studies which were used to evaluate structural margins 
of safety are noted. 

The mathematical model is presented, and the analog simulation, as 
well as digital techniques which were used to evaluate it, is outlined. 
The methods and techniques involved in correlating model results with 
the flight test data are reviewed, and finally conclusions and  recom- 
mendations are stated. 

in addition, lor those mtere   ' 2d in the mathematics involved, two ap- 
irc incli vhich cover the model derivation and the devel- 

opment of a more complex set of pump-engine transfer functions. 

The Thor booster, when coupled with cer- 
tain jppeT- stages, demonstrates a longitudinal 
oscillatory instability near the end of first stage 
burn time.   The oscillations are characterized 
by a build- up, maximization, and subsequent 
decay just prior to main engine cut-off.   The 
vehicle oscillates in its first compression 
mode, which is at this time near 20 cps; hence 
the alternate name, the 20-cycle problem.  This 
longitudinal instability results in higher vibra- 
tion levels for the vehicle, equipment, and pay- 
load, as well as increased structural loads 
throughout the vehicle.   This type of oscillation 
is evidenced by other liquid boosters, and in the 
case of the Titan an extensive program was 
initiated to lower the oscillatory g level so that 
it could be man-rated for the Gemini program. 
The Atlas also exhibits a short-duration longi- 
tudinal instability at liftoff that is attributed to 
a closed loop which couples the fuel pressure, 
thrust chamber, and structure with the ullage 
pressure control system. 

Associated with the longitudinal oscillations 
are pressure fluctuations at the LOX and fuel 
pump inlets and the combustion chamber.   Fig- 
ure 1 illustrates a sample trace of the axial 
acceleration.   The basic phenomenon, as it is 
commonly understood, is that of a closed-loop 
positive-feedback systpm,.   in the closed-loop 
system (Fig. 2) the oscillatory engine thrust 
causes a longitudinal acceleration response in 
the first axial mode; the acceleration in turn 
acts on the mass of propellants in the tanks anci 
feedlines, causing cyclic pressure perturbations 
at the inlet to the propellant pumps; the system 
is then closed by the pressure perturbation at 
the pump inlets resulting in perturbations of 
the pump flow rate and thus an oscillatory en- 
gine thrust.   When sufficient gain is available 
around the loop, such that the acceleration re- 
sponse to an acceleration input is larger than 
the input, aii unstable condition exists, allowing 
the amplitudes of all the variables to increase 
in magnitude. 

;sPhases   of  work   presented  herein  were   accomplished  by  the   Missile   and  Spree Systems   Division 
under   programs   sponsored  by   the  Space   Systems   Division   (SSD)  of  the   United  States   Air Force. 
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MECO - 15 SECONDS MECO - 10 SECONDS 

Fig.   1  - Sample data recording of vehicle 
axial  acceleration   at the   engine   sectior 

The characteristic buildup and decay of the 
oscillations may be explained by the interaction 
of two lightly damped resonances, one of which 
sweeps past the other with progressing burn 
time.   For example, consider a system consist- 
ing of two second-order subsystems in series, 
as illustrated in Fig. 3. 

Assume gain constant K1  and resonant fre- 
quency   -, both increase with time, but let ^2 
and Kn  remain constant.   Assume that at  t  , 

is less than at t, is equal to 
and at  t3,   u^ is greater than M2.    Plots of am- 
plitude ratio and phase for the two systems are 
presented in Fig. 4 at these three discrete 
times.   To determine the magnitude of the loop 
gain, the gains of the two subsystems are sim- 
ply multiplied.   To find the phase angle of the 
resultant feedback vector, the angles of the two 
subsystems are added.   For the system to be 
unstable, since it has positive feedback, the 
magnitude of the feedback vector must be 
greater than one at a phase angle of zero de- 
grees.   At time  11 there is not enough gain for 
instability.   At t2, however, where   .. - u2, 
the gain is greater than one, the phase angle is 
zero degrees, and the system is divergent.   At 

13 there is even more gain, but the phase angle 
has shifted 90 degrees, and the zero phase gain 
is reduced.   Thus the system is again stable. 

In the Thor-Agena vehicle, the dynamic 
characteristics of the first compression mode 
provide one of the lightly damped resonances. 
(Structural damping is on the order of 1 to 3 
percent critical.)   The structural gain and the 
resonant frequency increase rapidly with burn 
time because of decreasing vehicle mass.   The 
second required resonance is contained in the 
response of the propellant pump inlet pressure 
to oscillatory accelerations.   The concept of an 
acoustical resonance (organ pipe mode), a mass 
of fuel coupled with a spring consisting of cavi- 
tation bubbles or a coupling of both types, 
serves equally well to explain a second-order 
lightly damped system which will describe the 
perturbation response.   The system may then 
be viewed similarly to the simple system pre- 
viously discussed.   With the pressure response 
resonance fixed, for example at 20 cps, and the 
structural resonance following the prescribed 
increase of frequency with increasing burn 
time, the interaction of f^ese two resonances 
may be investigated.   Since for any realistic 
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Fig.   3 - Closed-loop positive-feedback system 

pump gain (the reasoning behind this will be 
discussed later) the inlet line resonances have 
considerably more damping than the structure, 
the loop frequency tends to stay very close to 
the structural resonance.   Early in time, the 
structural frequency is well below 20 ops, and 
the vehicle mass is large, so that the system 
response, which is a function of the product of 
these two resonances, is small.   In this case, 
both the response from the 20-cps resonance 
and the acceleration response of the structure 
are small.   As the burn time progresses toward 
140 seconds, the Thor-Agena structural fre- 
quency approaches 20 cps, and the system re- 
sponse increases very rapidly.   When both res- 
VJikCLki^^C 

respective gains becomes quite large at zero 

phase and is sufficient for instability.   Toward 
the end of bum time, the structural resonant 
frequency is above 20 cps so that the magnitude 
of the pressure perturbation response has fallen 
off sharply, and significant lag exists to result 
in a decreased system response and hence a 
return to stability. 

This concept of the interaction of two 
lightly damped resonances may be used to ex- 
plain the low-level oscillation of the Thor-Delta 
vehicle.   The important difference in this re- 
gard between the Thor-Agena and the Delta is 
that the Delta is a lighter vehicle and has a 
higher structural frequency and a lower struc- 
tural gain than does the Thor-Agena at a com- 
parable flight time.   The result of the higher 
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GAIN 

SUBSYSTEM 2 
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Fig. 4 - Frequency response for sample subsystem 
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Fig.   5 - Block diagram of mathematical model 

structural frequency throughout flight is that 
the coalescence of the structural resonance 
with the pressure perturbation resonance (20 
cps) occurs considerably earlier in flight when 
the vehicle structural gain is still too small for 
an instability condition to exist.   Thus the sys- 
tem will display somewhat the same gain buildup 
and decay as does the Thor-Agena, but earlier 
in flighi ajid with insufficient gain for instability. 

Figure 5 illustrateb Lhe simplified block 
diagram of the mathematical model which is 
based upon one proposed by E. D. Calkin in 
March of 1961.   (Appendix A presents the deri- 
vation of the various transfer functions.)   Com- 
parisons of thiö model and more recently de- 
veloped models will be made subsequently. The 
structural equation describes the acceleration 
response at the engine gimbal block to a thrust 
input of the gimbal block for the first axial 
mode.   Any other modes considered important 
may be included by putting their transfer func- 
tion in parallel with that of the first mode. 

The feed lines provide, as mentioned pre- 
viously, a mass of fuel and either an acoustic 
resonance or a vapor bubble acting as a spring. 
The propellant pump gain introduces damping 
by pumping compressed fluid (or vapor and 
fluid) out. of the line and hence takes energy out 
of the feed line system. 

The pump itself is considered to be a flow 
device, that is, the flow out (in the 20-cps range) 
is proportional to the inlet pressure and totally 
insensitive to the d^charge pressure.   This 

type of pump model was needed for two main 
reasons:   (1) little information was available on 
pump behavior in an environment of heavy cavi- 
tation and rapidly changing inlet pressures, 
and (2) the discharge line pressures had not 
been monitored on flights so that no comparison 
between model results and flight data could be 
made. 

In the combustion chamber the slight mix- 
ture ratio effect is neglected, and the thrust is 
considered to be proportional to the oscillatory 
flow of LOX and fuel independently.   There is a 
first-order lag which at present has a time 
constant of 0.0027 seconds.   This is included 
because no thrust perturbation will be observed 
if the period of the oscillations is much less 
than the time required for a propellant particle 
to travel through the chamber and out the noz- 
zle.   For example, consider that 20 pulses of 
fuel are injected into the chamber during the 
time it takes for the first pulse to burn and exit 
through the nozzle.   Because of normal molec- 
ular activity and the circulation in the combus- 
tion chamber, these pulses will mix with each 
other, resulting in, if any at all, very-low- 
amplitude thrust oscillations.   System stability 
is profoundly affected by small changes in 
structural damping, LOX and fuel feed line 
resonant tuning, LOX and fuel pump gains, and 
the combustion lag. 

In order to gain a feeling for the ranges of 
these parameters for which the instability would 
occur, root locus plots were made.   The do 
gain could be calculated at any time, and then 
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the poles and zeros could be moved such that 
the desired stability (or instability) could be 
obtained, always, of course, with the reasonable 
or intuitive bounds of the parametric values in 
mind. 

Once these parametric limits were estab- 
lished, an analog simulation covering the criti- 
cal flight time was used to evaluate the various 
combinations.   The time-varying analog system 
proved to be valuable in determining the shape 
of the oscillatory envelope and in comparing 
flight test parameter ratios with model param- 
eter ratios, however, it has certain limitations 
that should be noted.   Since the equations are 
linear, the oscillatory amplitude is proportional 
to the noise level at the onset of instability, and 
unless extremely high signal-to-noise equip- 
ment is used the amplitude becomes nearly 
random.   The time-varying analog model could 
be stopped at any time of interest, and the gain 
margin could be calculated.   This "time slice" 
technique can give meaningful parameter ratios, 

however, only at the instant when the time- 
varying model is at marginal stability.   This is 
because at any other condition the input to any 
given transfer function is either getting larger 
ox smaller every cycle.   Hence, no definite re- 
lationship exists between input and output. 
While the time-varying analog technique is val- 
uable, and probably necessary, for gaining a 
"ballpark" understanding of the problem and its 
general trends, it has two significant drawbacks. 
First, it gives no insight into whether the sys- 
tem is gain stabilized or phase stabilized unless 
an additional lag and/or lead is added that may 
be changed without changing gain, and, second, 
a large number of manhours is required for 
data reduction. 

For these reasons, a digital program was 
written to predict gain margin and amplitude 
ratios.   Figure 6 presents a plot of gain vs 
flight time for a particular set of parameters. 
Again as with the analog, the amplitude ratios 
are meaningful only at a gain of one. 
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To understand the system characteristics 
further, a program was used to apply the Nyquist 
criterion.   Figure 7 presents Nyquist plots (am- 
plitude vs frequency for the open loop) for three 
system conditions: the gain-stabilized loop, a 
phaise-stabilized loop, and an unstable loop. 

-1,0    -75 

I   ÜAINSTABIllZFn 

I 1  

-.75    -.5   -.25 .25      .5      .75     IIK. 

b   PHASE STABILIZED 

c  UNSTABLE 

Fig.   7  - Nyquist plots 

Because it is most difficult to pin down the 
phase shifts in the system, it is desirable to 
achieve gain stabilization.   The dangers of phase 
stabilization are illustrated in Fig. 8.   Figure 
8(a) is a Nyquist plot of a system that is stable 
and has a zero phase gain of only 1/2.   If this 
gain were found by the conventional analog tech- 
niques, the system would appear quite stable. 
If just a 10-degree lag is added, however, as 
illustrated in Fig. 8(b), the system is divergent. 
This critical phase stabilization has been found 
on both the Thpr and Titan, and any attempt to 
stop these oscillations must take this into ac- 
count, for the addition of just a few degrees of 
lead or lag can, as illustrated above, signifi- 
cantly affect the system stability. 

At present other contractors associated 
with Thor and Titan programs have used a 

{») STABLE SYSTEM 

(b) ONSTABLE SYSTEM 

Fig.   8 -  Nyquist plots 

more complex pump model than the one utilized 
by Douglas for the majority of our investiga- 
tions.   Figure 9 presents a block diagram of 
this more complex system.   (Appendix B pre- 
sents the derivation of the equations.;   Note 
that the pump is now considered to be a bilateral 
pressure device.   The pump characteristics are 
taken from steady-state curves of change in 
head for change in inlet pressure at constant 
flow and change in head vs change in flow at 
constant pressure.  Utilization of these steady- 
state characteristics is very suspect, however, 
as there is little reason to believe a cavitating 
pump in such a dynamic environment behaves 
as it would in steady flow.   Rocketdyne, in an 
attempt to better define the system, has done 
extensive work with nonlinear pump gains and 
flow characteristics, but at the present time 
available results are not definitive enough to be 
included here.   These pump equations (exclud- 
ing nonlinearities) were investigated exten- 
sively: it was found that for the particular Thor 
configuration, in the neighborhood of 20 cps, the 
transfer function from pump inlet pressure to 
chamber pressure had similar amplitude ratios 
to the simpler "flow device" pump; however 
there was some, possibly significant, additional 
lag introduced that was due primarily to the 
inclusion of the mass of fuel in the discharge 
line.   Note also the inclusion of pump inlet pres- 
sure times pump inlet area feedback term. 
This term was found to be of imponance in the 
Titan phenomena. 

These pump equations were never included 
in the complete Douglas stability model, and it 
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would appear that they do not significantly 
change the Thor model.   This equivalence would 
almost certainly not exist for other configura- 
tions.   Thus, for future work, the use of the 
complex equations and, if available, any signifi- 
cant new pump data is recommended.   It should 
be pointed out that these equations, along with 
an extensive test program, led to a successful 
fix iuid virtual elimination of the Titan problem. 

On several Thor-Agena flights the oscilla- 
tion amplitudes have been large enough to en- 
danger the Thor structure.   (On one flight 10.5-g 
p-p were measured in the engine section.)   An 
examination of flight test data from some 60 or 
70 flights revealed a correlation between con- 
figuration and oscillation amplitude.   Figure 10 
presents a plot of boosted weight vs accelera- 
tion level.   A statistical study was initiated in 
which this data were used in an attempt to pre- 
dict failure probabilities. 

A parameter    , 

(Thor boosted weight) 
(peak-to-peak g's at engine section) 

was hypothesized to be normally distributed. 
This hypothesis was subjected to a chi-square 

.i/?st and found to be acceptable.   Bv utilizing 
this parameter, the probability of exceeding any 
given load at any given station could be pre- 
dicted.   Figure 11 presents these probabilities 
for a boosted weight of 17,200 pounds. 

The allowable load at any station is a func- 
tion of tank pressure, skin temperature, mate- 
rial properties, and flight trajectory, all of 
which have associated probabilities.   II these 
allowables are treated statistically, the proba- 
bility of a structural failure is quite low for a 
boosted weight of 17,200 pounds.   For any con- 
figuration the phenomenon of structural damp- 
ing must be considered, since in a riveted 
structure the damping will almost certainly 
increase with increased structural deflections 
and thus, for high amplitude oscillations, the 
system may limit cycle before failure.   Propel- 
lant flow oscillations also may limit cycle when 
pressure perturbations become exceedingly 
large.   Thus, while the inclusion of these non- 
linearities make problem solution much more 
difficult, in terms of the structure, they may be 
saving graces. 
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As a result of present investigations, it 
appears that the fuel feed line has a greater 
influence on the system stability than the LOX 
feed line.   If the elasticity of the feed line walls, 
as well as that of the fuel, is considered, it can 
be shown that the first open-closed organ pipe 
mode would be 22 cps.   For this reason, efforts 
to alleviate or eliminate the oscillation have 
been directed primarily toward the fuel side. 
One device investigated was a constant-volume 
bellows inserted in the fuel feed line immedi- 
ately upstream from the pump.   This device, 
illustrated in Fig. 12, maintains a constant feed 
line volume when there is a relative motion 
between the tank bottom and the pump.   The 
pressure at the pump inlet would be 

hX 

where p is the density,  h is the column height, 
and x is the acceleration.   The inclusion of an 
ideal constant-volume bellows effectively low- 
ers h from more than 20 feet (the feed-line 
length) to a few inches, since none of the fluid 
above the centerline of the bellows would be 
displaced when the pump moves. 

The constant volume bellows, when included 
in the stability model, significantly lowers the 
loop gain.   There are, of course, certain prob- 
lems that must be considered, the main one be- 
ing our uncertainty as to the natural resonant 
frequencies of the feed lines.   Several "worst 
cases" were studied, but in no case did the bel- 
lows worsen the instability.   There are, of 
course, several other proposed and existing 
fixes.   The Titan 11 utilizes a standpipe on one 
line and a mechanical accumulator on the other. 
Small gas-filled bags which may be installed in 
the lines to lower the first resonant frequency 
and raise the second frequency are being stud- 
ied for use on Titan III. Size and initial bag-fill 
pressure can be regulated such that no danger- 
ous resonance can exist.  The use of varied 

573/589 CROSS PIPE 
560?761 TUBE 

FORWARD 0 

Fig. 12 - Device to maintain constant 
feedline volume: (a) present configu- 
ralion, (b) proposed pressure com- 
pensating bellows showing constant 
volume linkages 

materials for the induction lines can put or^.n 
pipe modes out of dangerous ranges.   A hard- 
ware fix for the Thor will consider all these 
possibilities. 

In conclusion, it should be noted that there 
is still much work being done throughout the 
industry in order to gain a better understanding 
of this problem.   A study contract has been 
granted to synthesize the various company ef- 
forts and techniques with the objective of devel- 
oping a mathematical model which would be 
applicable to all present vehicles and serve as 
a useful design tool for future vehicles.  With 
the increasing size of boosters and the continu- 
ing efforts to put men into space, the problem 
is vital for current use and future design and 
development of spacecraft boosters. 

Appendix A 

Presented here is the complete derivation of the mathematical model (Fig. Al) used to «hidy the 
Thor-Agena instability.  A number of assumptions were required in its development; the following 
are the more important: 

1. Vehicle acceleration occurs in its first axial mode; contributions from rigid body and higher 
mode dynamics are negligible. 

2. The propellants are incompressible. 

3. The propellant suction lines have negligible flow resistance. 
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11 FUEL BELLOWS 
INLET 

12 FUEL PUMP 
INLET 

13 FUEL PUMP 

14 FUEL PUMP 
OUTLET 

15 FUEL INJECTOR 

Fig. Al - Nomenclature diagram 

4. Cavitation vapor bubbles form on the pump impeller blades and act as a spring on which the 
supported column of propellant may oscillate. 

5. Because of the cavitation bubbles formed, the pumps act as flow devices rather than pressure 
devices.   Thus the pump discharge velocity is proportional to the inlet pressure and insensitive to 
the discharge pressure. 

6. A first order lag exists between the flow into the combustion chamber and the attendant os- 
cillatory thrust thus developed. 

With these assumptions utilized along with Newton's Law for pressure relations, continuity for flow 
relations, and spring-mass dynamics for the bubble description, and the vehicle response, the follow- 
ing pages present the derivation of the Douglas Longitudinal Oscillation Model culminating in the 
block diagram of transfer functions shown in Fig. 5. 

LOX SYSTEM EQUATIONS 

The continuity equation between 1 and 3 can be written as the difference in flow between points 1 
and 3 and is equal to the bellows extension between points 2 and 3, 

*LT AL   "   WL1 AL    =    XLB AL  "   XLP AL 

By rearranging terms 

WLT   *Ll ~    XLB   XLP ' 

WLT " XLB " *LI " XLP 
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The structural mode relationship between points 1 and 3 is 

P        -   P rLB       rLl 

By substituting for  XLB in the continuity equation, 

\T-WL1   =(^L- l)xLP. (AD 

Consider the mass of fluid in the feed line, the acceleration of the mass, and the pressures on the 
mass. 

"L^LTt\)(WLl-XLp)   =   PLB- PL1, 
where 

\    =     ^o   +   (XLB-Xtp)     =     K   +(l5"    l)   XLP' 

In substituting for  lh, 

Pi. [aLT + ^)(WL1-xLp) +(^- i)^L1+xLP) \ 

Neglecting second order terms and letting 

':LLT+f'o)     =    LL' 

the previous equation becomes 

^LLL^L.-XLP)   =   PLB - PL1. (A2) 

Cavitation can be expressed as a bubble having a bulk modulus KL and a volume ALBL, 

PLI   =   KLALBL. (A3) 

Flow from the LOX pump is written as a function of the inlet pressure 

w     - fk p (A4) WLP    "    AL  ^Ll ■ 

where ^ is the pump gain. 

The continuity equation between points 1 and 5 is now written.   The difference in flow into the 
feed system and out of the pump is the sum of volume changes due to bellows extension and cavitation 
bubble compression, 

WLT-   WLP    =    BL+(^-    ^XLP- (A5) 

The LOX tank bottom pressure can be written as 

PLB    =    ph hL XLB 
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or, more desirably, as 

Dy substituting for p      in Eq. (A2), 

LB    "   ''L^L "S        ALP 
' LP 

/'LLL^L1-XLP)    =   ^LhLxf XLP-   PL. 

By rearranging terms, 

^LLLWL1   +  PL1    :     ^LlLL +  hL^/"LP (A6) 

Equations (Al) and (A3-A6) are now combined in matrix form: 

0 10        0 

1        0        0       -KLAL 

AL 
0 1        0 

0        1     -1     -s 

10 0 0 

— 
-1 PL! 

0 WLT 

0 WLP = 

u B
L 

^LLLS 
WLI 

  

'^LP 

■PLB 

Pv[Lt + ht^-^ 

The transfer function LOX-pump inlet pressure to LOX-pump velocity can be solved from the above 
matrix equation. 

LI 

^'LP 

1 0 0 

0        0       -KLAL 

1        0 

1     -1     -s 

^(LL + hL^lS      0        0        n ^LLLS 

0 10        0 

1        0        0      -KLAL 

0 1        0 

-1 

10        0        0 p.LjS 

Li 

UP 

PL
K

L
A
L(

L
L  

+
   

hL^IS 

K.A, 
PLLL [S* + KLQLS + ^ 
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Let 

LOX feed line cavitation resonance. (A7) 

Then 

LB\  2 

XLP       S2 ! KL0LS I ..J 

The transfer function of thrust to LOX pump outlet fluid velocity  w.p is given as 

(A8) 

wLP        s + T 
(A9) 

where T is the combustion lag and CL is the gain.   Now Eqs. (A4), (A8), and (A9) can be combined to 
form the transfer function of thrust to LOX pump acceleration, which is the total transfer function 
for the LOX side of the engine system. 

XLP XLP I-1 WLP 
(A10) 

Equation (A10) in block diagram notation looks like this: 

$- 
^LP 

(
''LB\ 

'L       L  *LP/^- 

s2  +K
LQL

S
 

+
 -L 

A, 

l_ .     Str'.;ctLiral    , 
Dynamics      ' 

S   +T 

_J 

To complete the block diagram, the structural block must be derived. 

STRUCTURAL EQUATIONS 

For perturbation effects, only longitudinal vibration modes need be considered: rigid body equa- 
tions are excluded from the analysis.  The first mode longitudinal acceleration can be written in 
model coordinates as 

^LP ' LP 
A1 

(All) 

The mode dynamic equation is 

c/ZMstÄj   t 0*D0AI  + (p'K^A,   =   0GpT. (A12) 

Equation (Al2) can be solved for the transfer function modal acceleration to thrust, yielding 

T 
4>GpS 
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where 

Ws =     ■■■   = First longitudinal mode resonant frequency, 

2-''* 
0 D0 

;'   "        tfucp 

^s = First longitudinal mode damping ratio. 

Equations (All) and (A13) can be combined in block diagram notation to form the structural dynamics 
block: 

^LP 

*LP 
A, '/vp S 

t/,-*M0(S2   ■    • + 2is^S + ^) 

The complete block diagram combining LOX system and structural dynamics is 

-<x> 
^(LL + hL^)-i 

S*  + KLQLS + 

ALP 

A, 
"LP 

0GP s 

./>*M./.(S2 +  2fsa)s S + CJS
2
) 

FUEL SYSTEM EQUATIONS 

The continuity equation between points 10 and 11 can be written as 

WFT AF        WFB AFI    -    0 

or 

WpB    =   T—  WFT • rtFI 
(A14) 

Now consider the mass of fluid in the feed line between points 10 and 11, the acceleration of the 
mass, and the pressures acting on the mass, 

pFLFAF(WFT - xFT)   = PFT AF - PfT, AF . (Al 5) 

The pressure PFT at point 10 can be written as a function of the head of fluid in the tank and the 
acceleration of the tank bottom. 

FT   "    FF"F/4FT 
(A16) 
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The structural mode relationship between fuel tank bottom displacement and fuel pump displacement 
is 

X
FT  =   J^Xpp     and    xFT  =  JlXpp. (A17) 

FP ' FP 

By substituting for  xFT, the pressure PFT becomes 

PrT  -   P^iF -j~^ xFp FT ;; ^ (Al 8) 
FP 

Upon substitution of PFT and  xFT in terms of x    , the force equation, Eq. (A15), becomes 

FT   -_     ■     "-_ (Al 9) 
*FP  

PFLFWFT + Ppß   =   PF^(LF + hF)XFp 

The continuity equation between points 11 and 12 is 

AnV - AFIWFI   =   Aj.^Xpf-Xpp)  + AxCXjp-X^) . (A20) 

Substituting for Wpg and xFT from Eqc. (A14) and 'Ai7), the continuity equation, Eq. (A20), becomes 

/ <l: FT -^ v (A21) AFWFT - AFI WFI   =   (AFI- Ax) [j— -  lj XFp 

Now consider the mass of fluid between points 11 and 12. 

pFKr + (XFT- XFP)1 [wF - XFP1  =  PFB - PFI . (A22) 

In substituting for X^ from Eq. (Al7) into Eq. (A22), 

PF-tFWFI + PFI - PFB  =   PF^FXFP - PF(^- i) XFP(*FI - xFP) . 

Upon netriecting: second order terms, 

PF^FWFI + PFI - Pm  --   pFlFXFp. (A23) 

Cavitation can be expressed as a bubble having a bulk modulus KF. 

Ppi   =   KF
A

FI
B

F 

or 

SP FI 

KFAFI 

Flow from the fuel pump is written as a function of the inlet pressure 

QF 

WFP
  

=   A
FI 

PFI
 ' 

where QF is the pump gain. 

The continuity equation between points 12 and 14 is now written 

FI     FT   ~      FT     FP    =       FI     F * 
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In substituting for BF from Eq. (A24), the continuity equation becomes 

SPFT 
WFI
 " WFP

      KJC 
(A26) 

Equations (A19), (A2l), (A23), (A25), and (A26) are now written together in matrix form 

F^F- 

1        -1        0 

MFI 
0        0 

0 0 PFI 

-AFI 0 PFB 

Pp^S 0 wFT = 

0 I Ki 

-1 1 KP 

r i 

■ FH ' 

(AF(     Ax)   [^.   lj 

Pp^P^ (A27) 

Solving Eq. (A27) for Ppj/X^, 

'T 
FI 

FT ^—(LF + hT)   + lF AF f LF(AFI -Ax)   (l  -^[s 
\ VFP / I 

KFP ^F 
__(LFAFI + ^AF) S2 + Kp0pS 

AFAFI KF 

• (Lp rvFj   T   i,F AF; 

Let 

AF AFI KF 

AF(LFAFI + -tFAF) 
fuel   feed-line  cavitation   resonance. (A28) 

Then 

^(LF + hF)   +   l} AF + LF(AFI - AX) (: - ^— 
(A29) 

X
FP AF(S

2
 + KFQFS + a>F

2) 

K in the development of the above transfer function, cavitation is neglected, Pp^/Xpp becomes 

•FT (LF + hF)   +   tF AF + LF(AF1 - AX)   (1 - T^
1 

XFP 
1Fl 

Pp ( ^'p AF + Lp Apj) Qp 

ApjAp S + I 

(A30) 

The transfer function of thrust to fuel pump outlet fluid velocity W™ is given as 

WFp S + r 
(A3l) 
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The structural mode relationship between fuel tank bottom displacement and fuel pump displacement 
is 

Xrr  -  I^FP      
and    XFT  = ^FP- (Al?) 

By substituting for xFT, the pressure PFT becomes 

PFT  =   ^F^.XFP. (A18) 
'FP 

Upon substitution of PFT and  xFT in terms of x^,, the force equation, Eq. (A15), becomes 

PFLFWFT + PFB  =   PF^(LF + hF)XFp. (A19) 

The continuity equation between points 11 and 12 is 

AFiWFB - AFIWFj        ApjCXpT-Xjp) + AxfXpp-XjT) . (A20) 

Substituting for wFB and xFT from Eqs. (A14) and (A17), the continuity equation, Eq. (A20), becomes 

AFWFT   -  AFI WFI   =    (AFI - Ax) (^ -   ij kFF . (A21) 

Now consider the mass of fluid between points 11 and 12. 

0FUF + rxFT- xrP)l rwF    xFp] - rFB - pFI . (A22) 

In substituting for Xpj. from Eq. (A17) into Eq. (A22), 

Pr^Ki + P
FI - P

FE  =   ^r^F^Fp - ö
F(^-  l) Xpp(WFI - XFp) . 

Upon neglecting second order terms, 

^F*FI   +   PFI   -   PFB    =     A'F^pXpp- (A23) 

Cavitation can be expressed as a bubble having a bulk modulus KF. 

PFI    =    KFAFIBF 

or 

HP 
B     = FI 

KpApj 

Flow from the fuel pump is written as a function of the inlet pressure 

QF 

WFP   =    Apj  PFI ' 

where Qp is the pump gain. 

The continuity equation between points 12 and 14 is now written 

AFI WFI   "   AFI WFP    =    AFI BF ' 
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Equations (A25), (A30), and (A31) can be combined to form the transfer function of thrust to fuel 
pump acceleration.   The structural dynamics block is added to the fuel system to form the complete 
block diagram for the fuel system: 

■ty- 

[I FP 
(Lp v hF)  + F AF + LF(AF Av) 

2 [rh + LFW-^ 
AFlAF 

S +   1 

'App 
0GpS 

FT / 

^*M0(S2 +  2-is«sS + ov) 

TFl 
S+r 

DEFINITION OF SYMBOLS 

XFT = Displacement of fuel tank bottom (inches) 

liF = Head above fuel tank bottom (inches) 

PFT = Pressure at fuel tank bottom (psi) 

WFT = Fuel velocity in fuel duct relative to wall (inches/sec) 

Ap =  Area of fuel duct (square inches) 

PFD = Pressure in duct above bellows (psi) 

FTi Fuel velocity relative to wall above the bellows (inches/sec) 

AFl = Area of fuel pump inlet 

WF1 = Fuel velocity relative to wall at the bubble (inches/sec) 

Pp, =  Fuel pressure at pump inlet (psi) 

BF = Displacement of bubble top (inches) 

Xj,T = Displacement of fuel pump 

wF_ = Pump discharge velocity relative to wall (inches/sec) 

. p = Mass density of fuel (lb-sees/in.4) 

. PT = Modal displacement at fuel tank bottom 

/ pp = Modal displacement of fuel pump 

Ax = Area of fix (inches2) 
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Appendix B 

Presented here is the derivation of the pump-engine transfer functions of a bilateral pressure- 
device pump.   Only one feed line will be considered since both have identical form. 

Line  Area A, 

The relation between pressure and flow in the feed line is: 

(Bl) 

where wsf is the weight acceleration of the fuel, rt f and Psf are the tank top and tank bottom pres- 
sures, respectively, and Lsf is the induction line inertance, which is: Lsf - (hAL)/g, Newton's law 
for fluid motion gives 

pressure =- inertance * weight acceleration. 

Let us define a bubble such that 

and 

Bf   =   Wsf - Wdf . 

{B2) 

Therefore 

Psf   -   Khf(Wsf -Wrif) (B3) 

For flow through the pump. 

Pdf   =   Psf(M + 1) - RpfWdf 

(M + 1)  is the pump gain and R f is the pump resistance. 

(B4) 
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For flow into the combustion chamber we obtain 

Pcio - pc   =   LdtWf + RdfWdf (B5) 

R(i,   is the linearized orifice resistance and is equal to 

The chamber pressure, mixture ratio effects neglected, is 

/   c+ w^ + c   "   UthK "df  T  Athg  "^j  tcS +  1 

where  Cf and Co  are the fuel and oxidizer characteristic velocities, Ath is the nozzle throat area 
and  l/tcS+l is a first order combustion lag. 

Finally, the thrust is 

where Cf is the thrust coefficient. 

A second force on the structure is provided by the pump inlet pressure.   This term is 

F   -   - P   - A 
:s i       pump ill i tJ L 

DISCUSSION 

Mr. Christian (MSFC):   We have been in- 
vestigating this problem on the Saturn vehicles. 
For the flights of Saturn I, we haven't seen this 
particular problem existing; but for future 
flights of the Saturn IB and the Saturn V vehi- 
cles, we have determined that we will iujsct gas 
into the fuel lines at the outlet of the LOX tank 
bulkheads as a limited-fix device.   I was won- 
dering what you would think about this as a fix ? 

Mr. Murray:   Would that give you a spring 
or a different fuel line frequency? 

Mr. Christian:   A different fuel line fre- 
quency. 

Mr. Murray:   It is important that you know 
for sure the frequency of the structure, and we 
have a pretty good handle on the frequency 
change versus the burn of the fuel in the struc- 
ture.   You have to make sure that you have the 
lowest mode so that if you reduce the fuel line 
pressure or frequency then you are not going to 
excite a lower structural mode.   I would say that 
that would be the danger.  Be careful that you 
don't excite a lower mode that you are not aware 

of.   Dr. Rubin of Aerospace has quite a few 
methods and also the Titan project people have 
used the standpipe and the pressure accumula- 
tor.   We are also thinking about a compliant bag 
which is similar to a muffler on a car in that 
the pressure from the fuel line goes into a 
chamber containing little air bags which essen- 
tially take up the pressure perturbation.   This 
is similar to the fixes we are considering.   As 
to injecting gas into the fuel line, this is a new 
idea to me.   I would be careful because Titan 
did have a problem when one vehicle was fixed. 
Only one side was fixed, not both, and a serious 
problem developed. 

Mr. Stephens (Langley Res. Ctr.):   Have any 
attempts been made to determine the behavior 
of the fuel or the liquid motion during this lon- 
gitudinal buildup ? 

Mr. Murray:   We've done a little work on 
trying to determine the fuel characteristics. 
There was some original work done in which 
pictures were taken of the cavitation bubble 
which lies on top of the LOX pump.   It varies 
with the pressure fluctuation in the line.  We 
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have taken pictures and observed this.   Pres- 
ently, I believe, Rocketdyne is contemplating 
making some tests and 1 know that T. Calvert 
of Lockheed Aircraft Company is doing some 
pump testing.  The dynamic pump characteris- 
tics is really the important part of the problem 
that we don't have a physical grasp of.   This is 
the area in which we need more basic informa- 
tion. 

Mr. Fo-wler (STL): How did you handle 
your time lag (tau) in your digital program. 
On the analog you had a time lag. 

Mr. Lynch:   The answer is quite simple. 
It's merely a phase lag as you know and it has 
an attendant reduction in gain across the build 
up from discharge pressure to thrust, for ex- 
ample.   Simple first order decay.   I hope that 
answers your question. 
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LOW FREQUENCY STRUCTURAL DYNAMICS 

OF THE SATURN VEHICLES 

D.   C. Christian 
G. C. Marshall  Space Flight Center 

Huntsville, Alabama 

In order to design structures to withstand dynamic conditions it is nec- 
essary to distinguish between applied static forces which might vary 
with time and inertia forces which are caused by the static forces and 
which also vary with time.   On a structure initially at rest, application 
of dynamic loads causes oscillations of the structure's masses (all 
materials used are elastic).    Because of the accelerated nature of such 
oscillations, inertia forces arise on the moving masses of the structure 
oscillating about the dynamic load positions. 

Tn the space vehicle field, dynamic effects  sometimes play an important 
role.    Both the test tower and the launch pedestal (before launch com- 
mand) are connected to the booster and vehicle, respectively, with elas- 
tic members.    The thrust of the engines represents the dynamic load. 
During lift-off the shock received from the holddown points of the vehi- 
cle  represents the dynamic load and during flight cutoff, the decay of 
the engine thrust represents the dynamic load.    Because of the increas- 
ing thrust build-up rate, and because of the fact that it is impossible to 
keep the system stiffness proportional to increasing missile weight, 
the vibrations introduced by these dynamic loads cannot be kept low. 

This investigation includes  comparisons of measured data and calcu- 
lated data for Saturn booster test firings at the George C. Marshall 
Space Flight Center.    Also measured data and calculated data are com- 
pared for flights of theSA-5 and SA-6 Saturn vehicles.   The measured 
responses will include compression loads  at certain stations  on the ve- 
hicle for transient conditions such as engine build-up on the launch pad. 
Also pressures measured on the inlet to turbine pumps on the engines 
are compared with calculated data.    Theoretical calculations are also 
presented for studies being made on the Saturn V vehicle.    These 
studies include analyses of engine build-up and build-up — lift-off vi- 
bration transients.    This paper presents the results of studies which 
indicate why a release mechanism is needed for the vehicle at lift-off. 

This presentation concentrates on comparisons of theoretical calcula- 
tions with measured results.    Therefore, this will be a test of the 
method indicating the importance of higher modes  in the actual response 
of a system as compared with the effects of the higher modes in the 
theoretical calculation.    The method used to perform the analysis is 
based on assuming that the response of a multi-degree of freedom sys- 
tem can be obtained by a summation of the modal responses.    The 
modal acceleration method is utilized in this analysis to obtain more 
accuracy.   A small portion of this work using the single-spring mass 
system was presented in Detroit, Michigan at the Shock, Vibration, and 
Associated Environments Symposium on October  10-12,  1961.    The 
paper was entitled, "Dynamic Investigation of Thrust Build-up and Cut- 
off for the Saturn Vehicle," by R. F. Glaser and D. C. Christian. 

Data used to substantiate the conclusions  was  obtained from computer 
calculations by the IBM 7094 machine.    The flight data was obtained 
from instrumentation on the actual flight vehicles.   The loads for the 
vehicle in the test tower were obtained from strain gauges located on 
the tower vehicle support points. 
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INTRODUCTION 

Dynamic studies must be performed for 
every applied load condition that exists through- 
out the flight history of a space vehicle.   This 
report will consider several specific times dur- 
ing flight that are important in most dynamic 
analysis of space vehicles. 

In order to design structures to withstand 
dynamic conditions it is necessary to distin- 
guish between applied static forces which might 
vary with time and inertia forces which are 
caused by the static forces and which also vary 
with time.   On a structure initially at rest, 
application of static loads causes oscillations 
of the structure's masses.   Because of the ac- 
celerated nature of such oscillations, inertia 
forces arise on the moving masses of the struc- 
ture oscillating about the static applied load. 
Therefore, the effective acting load is a super- 
position of the static load and the arising iner- 
tia forces.   The inertia force is sometimes 
greater and sometimes smaller than the static 
load.   The amplitude of these inertia forces de- 
pends not only on the system (mass and stiff- 
ness) but also on the shape of the static load as 
a function of time.   With decreasing stiffness, 
increasing load, and increasing slope of the 
static load function, the inertia force increases. 

between engine thrust and vehicle weight, can 
be lowered with automatic release devices that 
cause the vehicle to release slowly.   The only 
other approach is to make sure the vehicle is 
designed to take these loads, with resultant pay- 
load decrease. 

Finally, it is necessary to indicate several 
points of difficulty in the treatment of this prob- 
lem.   One is the inability to predict exactly the 
single engine thrust curve and particularly the 
starting time of a given engine.   This indicates 
that statistical methods should be used in con- 
junction with the approach of appendix A, this 
could lead to the elimination of high loads that 
have a small probability of occurrence.   Sec- 
ond, the difficulty of calculating accurate spring 
constants for the fuel tank propeliants to simu- 
late higher modes of the tank wall and bulkhead 
combinations.   Present methods involve approx- 
imations only and it is not known how accurate 
these are.   The Dynamics and Loads Branch at 
Marshall Space Flight Center is presently work- 
ing with contractors to obtain improved meth- 
ods in this area. 

SATURN I 

Saturn Test Vehicles 

Dynamic effects play an important role for 
the Saturn vehicles.   In the longitudinal direc- 
tion, large inertia loads are seen at a time just 
before flight cutoff because the vehicle 1ms a 
large acceleration at this time.   These load 
conditions influence the design of a large per- 
centage of the vehicle structure; however, other 
considerations of the vehicle which may not be 
designed by these load conditions are the pro- 
pellant containers in the first stage boosters, 
tension in the vehicle skin after flight cutoff, 
downward loads on the engines in case of emer- 
gency cutoff on the pad, and the loads that oc- 
cur in the holddown arms for emergency cutoff. 
Because of increasing thrust buildup rates, and 
because of the fact that it is impossible to keep 
the system stiffness proportional to increasing 
vehicle weight the inertia loads at these condi- 
tions cannot be kept low.   In the case of an en- 
gine cluster (like the Saturn I and Saturn V), to 
keep these inertia loads down, it is necessary 
to insert properly chosen staggering times be- 
tween different engine thrust buildups and de- 
cays.   By this method superposition of the 
inertia loads can be spaced in a manner that 
avoids resonance effects.   At lift-off a large 
shock force is created at the base of the vehicle 
(if the vehicle is released instantaneously) 
which sometimes causes large inertia loads. 
The shock force, which is equal to the difference 

For the Saturn I Block I vehicle it was 
found that a single spring mass system was 
adequate to describe the loads in the supports 
of the vehicle in the test tower.   By utilizing 
strain gages, load-vs-time measurements were 
taken as shown by the plot in Fig. 1 indicated 
as the actual response (load cells).   This meas- 
urement indicates that the system is vibrating 
at mainly a single mode frequency.   Based on 
this idea response equations were written as 
shown in Ref. [l],   This reference gives the re- 
sponse equations for a single spring and mass 
due to the applied thrust of engine clusters. 
An example of the applied thrust can be seen as 
the top graph in Fig. 1.   The solid curve on the 
bottom graph in Fig. 1, called the resulting 
thrust, is a point-by-point summation of the 
applied thrust of each engine in the engine clus- 
ter.   From this analysis a response curve was 
calculated which is indicated as the dashed 
curve in Fig. 1.   These curves show the accu- 
racy that was obtained by comparing the two 
loads as they oscillate about the static thrust of 
the engines.   From this study, adequate stagger- 
ing times were determined for the engine start 
sequences to lower vibration loading for the 
vehicle in the test stand.   The same staggering 

NOTE:    Reference appears on page  ZO'i 
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Fig.   1  - SA-T-15 Response in holddown arms 

times for the vehicle on the launch pad was 
utilized since the frequency of both launch pad 
and the vehicle test stand are similar.   For a 
system that can be simplified to a single spring 
mass it was foimd that the time between start- 
ing single engines or groups of engines should 
be       ', where   .  is the frequency of the struc- 
ture in radians per second and      is 3.14.   An 
analysis using a multi-spring mass system, as 
derived in appendix A, was performed for the 
Saturn T vehicle alec.   This analysis gives bet- 
ter agreement for small deflections and better 
detailed vehicle deflection than the analysis 
indicated in Ref. [l].   The results of this anal- 
ysis can be seen in the next two sections. 

SA-5 Flight Vehicle 

A longitudinal response analysis was made 
for SA-5 flight of the Saturn I vehicle using the 
methods described in appendix A.   The mathe- 
matical model used in the theoretical analysis, 
to simulate the vehicle, is shown in Fig. 2. Dry 

structure is represented by the rectangles and 
propellants are represented by the circles. 
The springs indicated on the mass model repre- 
sent the stiffness for the corresponding areas 
shown by the drawing of the vehicle.   The pro- 
pellant spring constants were derived by the 
method described in appendix B.   Outrigger and 
holddown arm stiffness is represented by the 
springs attached to the ground. 

For flight evaluation, an investigation was 
made to determine the calculated response of 
the system for the observed applied forces, 
during buildup.   The calculated response is com- 
pared with the measured response.   The instru- 
mentation was not sufficient to obtain measured 
values for the transients alter lift-off. 

Buildup is defined as the time interval 
from ignition of the first engine to lift-off.   A 
staggering time of 100 ms between engine pairs 
was expected to keep the vibratory force lower 
or equal to 20 percent of the maximum static 
thrust.   Figure 3 shows the engine staggering 
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time to be random and the resulting thrust to 
be almost a constant slope.   The maximum re- 
sponse obtained for the flight was 13 percent of 
the maximum static thrust. 

The vibration load in one fuel tank skirt is 
shown in Fig. 4.   The solid curve was measured 
by strain gages while the dashed curve was cal- 
culated.   Good agreement exists between the 
measured and calculated loads, in both ampli- 
tude and frequency. 

The vibration for fuel pump inlet pressure 
for engine number 4 is shown in Fig. 5.   The 
pressure gage measures the static head of the 
liquid, ullage pressure in tank, and vibration of 
liquid head all superimposed.  Good agreement 
exists between the measured and calculated 
pressure in both amplitude and frequency. 

The curves recorded are for the vibration 
around the static loads. 

SA-6 Flight Vehicle 

A longitudinal response analysis was also 
made for SA-6 flight uf the Saturn I vehicle 
using the method described in appendix A.   The 
mathematical model used in the analysis is 
similar to that used for SA-5, shown in Fig. 2. 
This flight had the same instrumentation as 
SA-5 in addition to accelerometers located on 
the holddown arms. 

Two engines were scheduled to start simul- 
taneously, with a 100-millisecond delay between 
pairs, in order to limit the vibratory force to 
20 percent of the maximum static thrust. 
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Figure 6 shows the engine staggering time to be 
erratic; however, the maximum response was 
only approximately 13 percent of the maximum 
static thrust.   Figure 6 aisu shows two prcuoni- 
inant frequencies which correspond to the fre- 
quency oi the first vehicle mode (4 cps) and to 
the third main beam frequency (20 cps) of the 
vehicle. 

For this flight no agreement was found be- 
tween the fuel tank strain gages and the engine 
pump inlet pressure, as was found for SA-5. 
This is probably due to the presence of the 
third main beam mode which is a frequency that 
these instruments cannot properly record. 

The vibration acceleration in one holddown 
arm is shown in Fig. 7.   Good agreement ex- 
ists between the measured and calculated ac- 
celerations, in both amplitude and frequency 
for this gage.   The predominant frequency for 
the holddown arms corresponds to the third 
main beam frequency mentioned above. 

The curve plotted on the graph in Fig. 7 
gives vibration around the static acceleration 
vs time. 

SATURN V VEHICLE 

Saturn V studies were made to obtain vi- 
bration loads utilizing the mathematical model 
shown in Fig. 8.   The propellant spring con- 
stants were derived based on methods of 

appendix B.   The method of appendix A was used 
to calculate the loads. 

Analysis was made for the vehicle for 
buildup rebound, buildup release, and flight 
separation.   No unusually high loads occurred 
for buildup rebound or flight separation; how- 
ever, some unusually high loads did occur on 
the vehicle for the buildup release case.   This 
was caused by the instantaneous release of the 
holddown arms.   This process causes a shock 
force to act on the vehicle which is equal to the 
thrust minus the weight of the vehicle.   This 
shock causes large vibrations to be propagated 
through the structure of the vehicle.   For in- 
stance Flg. y shows a time history of the pres- 
sure on the bottom of the S-IC LOX tank bulk- 
head.   The vehicle was released at a time of 
approximately 4 seconds and the resulting os- 
cillations introduced at this time can be seen 
on the figure. 

To lower this shock load at lift-off, a re- 
lease mechanism is being developed for the 
Saturn V vehicle.   Controlled release is simu- 
lated by assuming the action of a linearly de- 
creasing downward force (Fig. 10) at Station 
100.   It is assumed that this force does not act 
until the holddown arms of the vehicle are re- 
leased.   From Fig. 10 it can be seen that the 
release mechanism force is a function of the 
deflection at the base of the vehicle.   The 
method used for the insertion of this into the 
equations of appendix A can bo seen in 
appendix C. 
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ft was determined that a force which varies 
from 1,200,000 to 0 over a displacement of 6 
inches would lower the vehicle loads a sufficient 
amount.   Figure 10 also shows a picture of a 
release mechanism design under consideration 
at the present time.   The sleeve part is attached 
to the vehicle while the mandrel is attached to 
the launch pad.   Figure 11 shows a typical illus- 
tration of the longitudinal dynamic loads in the 
S-IC stage LOX tank.   It represents the enve- 
lope of maximum values from different curves 
like the one in Fig. 9, with engine staggering 
times as the variable.   This figure shows that 
for instantaneous release the pressure in the 
S-IC stage LOX tank exceeds the design value 
regardless of stagger time for the five F-l 
engines in a serial 1-2-2 sequence and also 
shows the converse for a controlled release. 

Also studies were made to see if release 
time of the vehicle had a significant effect on 
the LOX tank loads.   The results of this study 
is shown in Fig. 12.   The solid curve shows in- 
stant release loads on the LOX tank vs time, 
while the dashed curve shows slow release 
LOX tank bulkhead loads.   From this curve it 
can be seen that the time of release is insignifi- 
cant as far as LOX tank loads are concerned. 
The range of times that minimum loads occur 

is so short that it would be impracticable to try 
to release the vehicle at the minimum values 
shown on the graph. 

The release mechanism makes possible a 
weight savings in the booster of several thou- 
sand pounds, thus allowing an increased payload 
capability. 

Studies were also made to determine the 
best engine staggering times for the vehicle. 
Based on this study, a 300 millisecond stagger- 
ing time was chosen for the engines with a 
starting sequence of 1-2-2.   Figure 13 shows 
the loads at various sections of the vehicle vs 
time.   These are maximum load envelopes that 
occur with the vehicle on the launch pad.   The 
minimum loads on the graph occurs for a stag- 
gering time of 300 milliseconds which is the 
reason for choosing this time. 

1. R. F. Glaser and D. C. Christian, "Dynamic 
Investigations of Thrust Build-up and Cutoff 
for the Saturn Vehicle," NASA Report MTP- 
M-S&M-S-61-5(June 12, 1961) (Unclassified). 
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Appendix A 

RESPONSE  EQUATIONS FOR A  MULTI-SPRING MASS SYSTEM 

The following is a very brief summary of 
the method' used in calculating the response of 
the systems shown in the report.   These equa- 
tions are used to simulate structures which are 
cantilever or free-free.   The equations are 
normally utilized to calculate the dynamic re- 
sponse for space vehicles with engine thrust, 
ullage rockets, and retro rockets as forcing 
functions.   Initial conditions for each structure 
mass in the model are input as displacement 
and velocity.   The input also includes the mode 
shapes and frequencies of the system.   A sys- 
tem that can be analyzed using these equations 
is shown in Fig. 2. 

The mathematics involve the use of gener- 
alized mathematical equations.   They can be 
derived by utilizing the LaGrange equation or 
by writing the equations of motion for the sys- 
tem using Newton's laws of motion.   The equa- 
tions of motion can be written as follows 

q      f   2 ''"'    q      *    ■   " q 

IMjX,    +   iCiX.   +   IKiX- (Al) 

where 

Ml = Mass matrix, 

ICl = Damping matrix, 

[K] = Stiffness matrix, 

fj - Forcing function column, 

X; = Acceleration column, 

xj = Velocity column, 

X; = Displacement column, and 

i - Mass number on mass model. 

To solve the problem, Eq. (Al) is put in gener- 
alized form by substituting Eqs. (A3) and (A4) 
below into Eq. (Al) and multiplying both sides 
of the equation by a row of the mode shape. 
Thus the generalized equation for the response 
of each mode is given as follows 

:t". *. 

■m.    <l>. 

(A2) 

where 

qn = The generalized acceleration of each 
mode (in.), 

qn  = The generalized velocity of each 
mode (in.), 

qn  = The generalized displacement of 
each mode (in.), 

■:  =  Percent of critical damping for each 
mode, 

- n  = Natural frequency of each mode 
(rad/sec), 

f i   - Forcing function on each mass (lb), 

nij   = Mass (lb-sec2/in.), 

*;n   = Normalized mode shape of each 
mode, and 

n   = Mode number. 

The term . nij i|)in represents the general- 
ized mass of the structure.   Equation (A2) is 
solved utilizing the fourth order Runge-Kutta 
method.   The generalized acceleration and ve- 
locity are then multiplied by each mode and 
summed as shown in the following equations: 

and 

I '..,"■ 

H q  'i1    ■ *—'     MI     i n 

(A3) 

(A4) 

Equations (A3) and (A4) are then substituted 
into Eq. (Al) and the results are obtained from 
a modal acceleration standpoint. 
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Appendix B 

EXPLANATION OF METHODS TO CALCULATE 
PROPELEANT SPRING CONSTANTS 

The spring constants for the breathing of 
the propellant tank containers were calculated 
by dividing the weight of the propellant by the 
aet'lection of the center of gravity of the liquid 

in the container; this is based on the assump- 
tion that the static weight of the propellant 
caused this deflection. 

Appendix C 

APPLICATION OF RESPONSE  EQUATIONS 
TO INCLUDE RELEASE MECHANISM 

The equations described in appendix A 
were altered to include a force at one mass 
which is a function of the displacement of that 
mass.   Therefore, the  f; term in Eq. (Al) will 
contain variable  XR which is the deflection at 
the point on the structure where the release 
mechanism is attached.   Also the equation of 
motion for the center of gravity of the structure 
has to be written to obtain the deflection of this 
point relative to the ground.   The sum of the 
vibration of this point and the vehicle center- 
of-gravity movement is the deflection o: this 
point relative to the ground.   The equations of 
motion for the response of the structure includ- 
ing the release mechanism are given as follows: 

The equation for release mechanism force is 
given as 

f. c-R(Xc.g.+xR-xc.g.-xR). (C2) 

Equation of motion for structure center of 
gravity is given as 

where 

[MIX, iC]X, [KlX; 

m - 

1^ 

■—   f 

f , f o       niT    c 

-   f 

r    m 

-   fx 

(ci) 

"T 'V. K.   ■ \^d) 

i    = Thrust of outboard engines (lb), 

fB = Thrust of inboard engines (lb), 

fR - Release mechanism force (lb), 

MT = Total weight of structure (lb), 

iiiR = Mass located at point where re- 
lease mechanism force acts 
(lb-sec2/in-), 

ni0  = Mass located at point where out- 
board engine thrust acts 
/tu   — 2 An  1 

mB = Mass located at point where in- 
board engine acts (lb-secz/in.), 

X = Motion of structure center of 
gravity (in.). 

XR  = Deflection with time for the vehi- 
cle release mechanism attach 
point (in.), 

= Initial deflection of structure 
center of gravity at lift-off (in.), 

tÜT = Total mass of structure 
(lb-sec2/in.), 
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XR   = Initial deflection of structure at 
release mechanism attach point at 
lift-off (in.). 

C  = Initial force of release mechanism 
(lb), 

The response of each mode is obtained as: 

7m, <1), 
•   (C7) 

R  = Slope of release mechanism force 
(lb/in.), and 

i   = itli   mass of structure. 

The following substitutions are made into Eqs. 
(Cl), (C2), and (C3): 

where 

<liR.,   = Deflection in nth   mode where re- 
lease mechanism is attached, 

Deflection in the nth  mode where 
outboard engine acts, and 

(C4) (l'Bn   = Deflection in nth   mode where in- 
board engine acts. 

I   %*!, 

and 

where 

1 

(C5) 

(C6) 

'i'in = Mode shapes for structure, 

qn = Generalized displacement for struc- 
ture, and 

n  =  nth   mode of structure. 

After substitution of Eqs. (C4), (C5), and (C6) 
into (Cl), (C2), and (C3), the results are then 
multiplied through by the mode shapes trans- 
posed or a row of the mode shape. These op- 
erations give the following final form of the 
equations. 

From Eq. (C2) the   fR force term is obtained 
as: 

fR =C-R(XC^ + 2:qn'iw
xc.K. - T q;;,1,Rnj 

(C8) 

where 

q°   = initial generalized displacement of 
each mode. 

Equation (C3) remains the same. 

At this point the final equations are solved 
using fourth order Runge-Kutta to obtain all the 
variables in the equations vs time.   These re- 
sults are then substituted into Eq. (Cl) which 
is solved from a modal acceleration standpoint 
for displacements and vehicle loads vs time. 

DISCUSSION 

J. Ved (Ralph M. Parsons Co.):   You men- 
tioned that you set up the equations and solved 
them on IBM 7094 machines.   Can you briefly 
describe the form in which you set up the 
equations ? 

Mr. Christian:   We used a modal accelera- 
tion approach where we generalized coordinates. 
We assumed that each mode behaves as a sepa- 
rate sinusoidal-type oscillation and solved the 
differential equation for each mode. 

Mr. Ved:   Do you believe at this time that 
the analog computer might be more useful than 
the digital computer? 

Mr. Christian:   I don't believe so.   We at 
Marshall have run quite a few different vehicles. 
On the digital program we can load in any vehi- 
cle we want, but we couldn't do this on an ana- 
log.   It would take too long to set up each vehi- 
cle, therefore the analog would be of little value 
to us for this type of analysis. 
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DESIGN AND TEST OF AN AIRJET ACOUSTIC 
NOISE GENERATOR TO REPRODUCE A 

MISSILE FLIGHT ENVIRONMENT 

D.  Richards 
The Johns Hopkins Universit; 
Applied Physics Laboratory 

Silver Spring, Maryland 

A Mach Z annular airjet was  built in an expsjrimenlal approach to  simu- 
late the High level three dimensional vibrations  experienced by missiles 
in flight.    The design and installation is described, and results of free 
jet and  ramjet missile tests in random noise environments  exceeding 
170 db are discussed.    Sound pressure spectra and resulting  vibration 
acceleration spectra at air flow rates to 70 lb/sec are presented. 

INTRODUCTION 

The in-flight vibration of a missile struc- 
ture and attached components is generally im- 
possible to simulate accurately in ground test, 
due to the nature of the inducing sources, unless 
full scale engine or wind tunnel tests are made. 
Missile component vibrations are generated by 
the diffuser, engine, and boundary layer pres- 
sure fluctuations, and the complexity of the 
vibration transmission paths and responses are 
such that calculation is well nigh impossible 
above the basic body flexing modes.   The vari- 
ations, telemetered from test flights, in vibra- 
tion levels due to speed, maneuver, altitude, 
and burning rate variables are such that crite- 
ria for vibration specifications are difficult to 
determine and prediction of vibration levels for 
component specifications thus is mainly em- 
pirical. 

A number of acoustic tests on complete 
missile assemblies have been made at The 
Johns Hopkins University Applied Physics Lab- 
oratory (APL) in past years to correlate vibra- 
tion levels with acoustic input, mainly with the 
use of electro-pneumatic drives, with both 
sinusoidal and random noise.   The sound pres- 
sure levels and waveforms in these tests have 
been recognized, however, to provide no more 
than a general guide.   As an experimental ap- 
proach to the simulation of the TALOS missile 
flight vibration environment it was proposed to 
generate wide band oscillatory pressure 

fluctuations by means of an airjet, which could 
be applied to a TALOS missile inlet to produce 
effects similar to those occurring in flight. 
Airjet noise has been the subject of considerable 
work by ci-hers, particularly in structural panel 
fatigue investigations, and of interest to the 
present te.jts were the studies made at NASA, 
Langley Research Center [l| where turbulence 
was generated by sharp pipe bends ahead of the 
nozzle, resulting in a quite flat spectrum.   The 
intent, of course, was to utilize the radiated 
sound outside the jet boundary layer. 

In utilizing airjet noise for excitation of the 
TALOS missile it was desired to generate tur- 
bulence with as much low frequency content as 
possible, and play this into the missile inlet.   It 
appeared that if the jet boundary layer were 
made large by a suitable nozzle configuration it 
would be possible to generate a more intense 
noise, for a given mass flow.   An annular airjet 
was selected as a logical approach to obtain 
both boundary layer area and a large mixing 
volume, thus possibly attaining the spectrum of 
a large jet in a short distance and with a rela- 
tively small nozzle area.   Similar principles of 
large boundary layer area are used in jet air- 
craft noise suppressors, but noise suppressor 
designs generally break a large jet into a num- 
ber of smaller jets with the intent of reducing 
the peak noise directivity through inter- 
reflection. 

NOTE:    References appear on page 
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DESCRIPTION OF  THE TEST 
EQUIPMENT 

The design of the annular nozzle with the 
TALOS missile inlet in place is shown in Fig. 1. 
Air is admitted via the supply pipe and [lows 
radially in the plenum formed between the noz- 
zle block and a circular nozzle plate held by 
through bolts.   The clearance between the noz- 
zle block and the edge of the nozzle plate forms 
the annular nozzle which directs the air toward 
the missile inlet.   Air is supplied from the 2000 
psi compressed air storage tanks of the APL 
Propulsion Research Facility, and control 
valves operated from the facility control room 
are set to maintain the stagnation pressure at 
the nozzle inlet.   Cold air flow rates of 50 lb/ 
sec can be maintained for about 2 minutes, and 
the nozzle was designed for a Mach 2 exit air 
velocity at 15 psia with this flow rate (300oR jet 
temperature).   Nominal nozzle stagnation pres- 
sure is 117.5 psia and throat area 18 square 
inches, although the design pressure capability 
was made 600 psia in anticipation of higher flow 
rates of short duration.   The nozzle throat area 
was designed to be adjustable from 10 to 24 
square inches by the position of the nozzle plate 
(Fig. 1), however, no changes were made from 
the IS square inch setting in the tests reporteu 
here. 

for a Mach 0.3 airjet and these measurements 
were extrapolated linearly to a Mach 2 jet to 
determine the shield length shown in Fig. 1. 
These dimensional parameters are given in 
Fig. 2 although no studies were made that would 
confirm the assumption of linearity.   The shield 
length happened to match the TALOS nose while 
the diameters of the nozzle annulus and shield 
were made to suit the missile inlet dimensions. 

MIXING REGION 

i 
-26d «^52d 

ADJUSTMENT TURBULENT 
REGION DECAY 

ESTIMATED CONSTANT 

ACUUSIIC POWER  UNIT LENGTH 

"-TI^-AIR DUCTING TO OUTSIDE 
,ANNULAR JET 

ADJUSTABLE NOZZLE 
PLATE 

6 INCH PIPING 

AIR SUPPLY 

TALOS MISSILE 
INLET 

Fig.   1   - Airjet acoustic generalOi 

The Mach 2 nozzle exit velocity was based 
on the paper by Lighthill [2] where it is shown 
that the acoustic efficiency for undisintcgrated 
jets increases linearly with Mach number and 
approaches a maximum at Mach 2.   It was as- 
sumed that this acoustic efficiency Mach num- 
ber maximum would also hold for generated 
turbulence.   Lighthill also quotes measurements 
by Laurence (1956) of the turbulent mixing length 

Fig.  2. - Jet dimensional parameters 

General schematics of the complete instal- 
lation with and without the missile installed are 
shown in Figs. 3 and 4, and give the location of 
all data points. 

A view looking into the nozzle is given in 
Fig. 5, which also shows one of the microphone 
supports with a pressure transducer mounted 
at the center of the nozzle plate.   Jet spoilers 
shown equally spaced around the shield in the 
jet discharge were added as a possible means 
of tailoring the spectrum.   The spoilers were 
made from 3-inch diameter steel bars cut 
across the diameter, so that both angle of at- 
tack to the jet and cross section could be ad- 
justable.   As shown they are positioned at 0, 45, 
and 90 degrees sequentially around the periph- 
ery but, as later discussed, were not used in 
missile tests. 

Exterior views of the nozzle assembly and 
the tunnel are shown in Figs. 6 and 7.   The 
tunnei was built to duct the air flow out of the 
light set-up building in which the tests were 
made, as at the 50-lb/'sec airflow rate the 
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SPOILERS 

Fig.  3 - iVIicrophone locations  in survey tests 

energy dissipated by the jet approximates 3000 
kw. 

INSTR UMENTATION 

Acoustic measurements at locations 1 and 
2 (Figs. 3 and 4) were made with a Columbia 
Model 100P pressure transducer, while meas- 
urements at locations 3 through 6 were made 
with Gulton Industries Model MA 299501 micro- 

nphbhesr'Tfie latter micropliönes are accciera-" 
tion compensated and were mounted on a very 
heavy support with a natural frequency ol about 
700 cps.   Spectral analysis of data from the 
Gulton microphones does not show peaking near 
the support frequency. 

To check possible mounting acceleration 
effects on the Columbia pressure transducer, 
an Endevco Model 2218 crystal vibration 

accelerometer was mounted at location 1, and 
the acceleration levels (and spectra) recorded 
conformed closely to the effects expected in the 
acoustic environment, reported in Ref. [3], con- 
firming the acoustic data from the Columbia 
instrument.   Additional vibration pick-ups were 
located on several parts of the structure to 
monitor the general rms levels, however, time 
did not permit analysis as the data were not 
considered relevant. 

ATTthtTabove instf urnerifs were" pre- 
calibrated with their cathode followers, and 
attenuation frequencies (roll off) in all cases 
were above the frequencies of interest.   Cathode 
follower outputs were fed directly to FM sub- 
carriei s and recorded by Precision instrument 
tape recorders located in an adjacent building. 
Initial measurements indicated that line noise 
was infinitesimal, and amplification of the input 
signal was not required to improve signal-to-noise 

HIGH FREQUENCY DIFFUSER 
PRESSURE TRANSDUCER LOCATIONS 

TUNNEL 

MICROPHONE LOCATIONS 

V-3"  h»- 
20' -0" 

Fig. 4 - Missile acoustic test schematic 
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Fig. 7 - Air tunnel 

Fig.   5 - Annular nozzle exit 

Fig.  6 - Annular nozzle assembly 

ratio.  During the tests the rms signal levels 
were monitored selectively with a Ballantine 
rms VTVM, and subsequent check of the taped 
data replayed through a similar meter indicated 
no loss of signal. 

Missile data were recorded by flight instru- 
mentation utilizing the missile telemetering 

system with a roof mounted antenna transmit- 
ting to a ground station in the APL data, reduc- 
tion facility, where the data was recorded by an 
Ampex FR-600 instrumentation tape recorder. 
Measurements of the missile diffuser pressure 
oscillations were made with Kistler Model 701A 
pressure transducers, and the sound pressure 
levels recorded by a Gulton Model MA 299501 
microphone located in the missile as part of the 
ielemetering instrumentation indicated that 
acoustic effects on the missile vibration pick- 
ups could be neglected. 

DATA REDUCTION 

Power spectral density analyses were made 
by a Gulton electronic wave analyzer.   This 
machine uses a swepL local oscillator as part 
of the heterodyne filter system, and the data are 
read into the machine from a tape loop, made 
from a sample of the original taped data.   Tape 
loops, made of the data recorded on the Preci- 
sion Instrument recorders were 4 seconds in 
length, and therefore, the run time at each noz- 
zle pressure level in the survey tests exceeded 
this time.  Actually, at least a 20-second-run 
at each level was made in order to assure 
steady pressure and a sufficient sample from 
which to make the loop. 

Telemetered missile data were commu- 
tated in many cases, with one second sampling 
time and tape loops made of the missile func- 
tions were necessarily of 1-second duration. 
Test run time on the missile was therefore 
made somewhat longer in order to obtain at 
least three samples of each commutated func- 
tion, again to ensure a typical sample. 
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The tape loop signal is detected according 
to the type of output desired, and for a power 
spectral density curve the mean square value 

[fm] 

is obtained by passing the square of the data 
through an RC averaging network operating as 
a low pass filter.   Since the Gulton wave ana- 
lyzer uses an RC averaging circuit rather than 
true integration, the averaging time required to 
find the corresponding values to a true arith- 
metic mean is important, and in all the analy- 
ses presented here an averaging (RC) time 
constant of 0.5 sec was used with a 20-cycle 
bandwidth, resulting in an oscillator sweep of 
5 cps/sec.   With the 1-second loops the aver- 
aging time thus extended over four loop circu- 
lations.   The amplitude error of the power 
spectral densities obtained, due to instrumen- 
tation responses and time lags as given in Ref. 
[4] is less than 2 percent except for highly 
peaked spectral response characteristics.   In 
most of the data obtained and presented, the 
data resonance bandwidth lo analy7er bandwidth 
ratio for the peaks are such that the maxirmim 
peak errors art; probably less tiian lö percent, 
and the overall accuracy thus within the statis- 
tical uncertainty of the assumption of stationary 
random data for the tape loops. 

Sound pressure level vs octave band curves 
were obtained by planimeter measurements of 
the power spectral density curves, where 

lb   =    20   loKl0 
r^sQf) I 
L re I        J 

and Prms is the square root of the area under 
the power spectral density curve between f! 
and f. 

p2(f) df 

and 

Pr,-f    =   0.0002 dyne  cm: 

SURVEY TEST RESULTS 

A series of survey tests were made with 
sound pressure levels recorded at the locations 
given in Fig. 3.   These tests were run with 
nozzle stagnation pressures of 150, 125, 100, 

and 75 psia, each pressure was held constant 
for approximately 20 seconds in each run in 
order to obtain sufficient tape loop sampling 
time.   Two test runs were made with the micro- 
phones at locations 1,3, and 5, one without 
spoilers and one with the spoilers placed as 
shown in Fig. 5.   The microphones were then 
relocated to positions 2, 4, and 5, and three 
more test runs made, one without spoilers, one 
with the spoilers aligned with the flat side par- 
allel to the jet stream, and one with the spoilers 
again as shown in Fig. 5. 

Oscillograph records made from the taped 
data show increasing amplitudes with increas- 
ing nozzle pressure but only data from the test 
runs at 150 and 100 psia were selected to make 
power spectral density (PSD) analyses.   Fig- 
ures 8 and 9 show analyses for the 150-psia 
test runs and are similar to, but of higher level 
than the 100-psia analyses.   The sharp peaks 
appear to be second and higher harmonics re- 
lated to the structure dimensions, the particular 
peak at 1350 cps at location 2 appears to be a 
function of the shield dimensions.   The octave 
band sound pressures of Fig. 10, obtained from 
the PSD analyses, are typical of the levels at- 
tained 3pr? a po T'OOOaf nVil ö 

The general effect of adding spoilers in the 
jet was to lower the overall db level and to shift 
the spectra toward the higher frequencies.   One 
analysis from location 3 was extended and 
showed a flat spectrum out to 5 kc.   Spoiler 
alignment did not appear to be significant, how- 
ever, different shapes or locations could possi- 
bly produce distinct frequency shaping.   The 
data from tests without spoilers show signifi- 
cant low frequency power in the region of the 
nozzle (locations 1, 2, and 3) which is appar- 
ently generated by the large vortices induced in 
the cavity or interior of the annular jet, and it 
ig possible that the shock waves from the spoil- 
ers tend to suppress this vortex generation in 
addition to producing high frequency turbulence. 
The missile diffuser pressure fluctuations in 
flight generally have a large low frequency con- 
tent and therefore the spoilers were left out for 
missile tests. 

MISSILE RESPONSE DATA 

A TALOS missile was installed in the air- 
jet and tunnel, shown schematically in Fig. 4 
supported in its handling dolly which provided 
both leveling capability and pitch restraint.   Jet 
thrust and yaw effects were counteracted by a 
thrust ring attached to the missile via fittings 
inserted in the wing sockets while the thrust 
ring was held by two braces bolted to the test 
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Fig. 8 - Acoustic power spectral densities 
survey tests at 150 psia (no spoilers) 

cell floor.   This method of support has, of 
course, a definite effect on the vibration trans- 
mission, particularly the natural body modes, 
and also a probable general damping effect 
through the hard (support) points.   The installed 
missile is shown in Fig. 11. 

Of the missile tests, the main interest was 
in the telemetered diffuser pressure oscillations 
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Fig. 9 - Acoustic power spectral 
densities survey tests at 150 psia 
(spoilers in jet) 
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Fig. 10 - Octave band sound pres- 
sure level survey tests at 150 psia 
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Fig.   11  - Missile test assembly 

(pressure transducers at locations 7 and 8) and 
the resulting vibration acceleration levels. 
Flight vibration instrumentation and other mis- 
sile functions were similarly telemetered; while 
sound pressure levels external to tiie missile 
were recorded from microphones at locations 
2, 3, and 6, as in the survey runs. 

Original plans called for a minimum 
amount of air jet testing on the missile as it 
was a flight test vehicle; however, several 
flight instrumentation maKunctions and mount- 
ing problems occurred that earlier mechanical 
shake tests did not show, and as a result a 
number of flight instrumentation checkout runs 
were made with missile access covers off; this 
presented the opportunity to obtain additional 
vibration data.   The diffuser pressure oscilla- 
tions and the missile vibrational responses in 
the airjet tests compared with those obtained 
from earlier flight tests were considered to be 
sufficiently similar that a missile systems test 
for flight operability was made in the airjet 
environment. 

Power spectral density analyses of the 
oscillatory air pressure data at nozzle pres- 
sures of 150, 100, and 50 psig are presented in 
Figs. 12, 13, and 14 and the corresponding oc- 
tave band sound pressures for the 150 psig test 
in Fig. 15. It is interesting to note the spectrum 

shift at each location, and particularly the fre- 
quency peaks at about 1050 and 2100 cps carried 
throughout in the 50 psig test.   There is an ap- 
parent air flow rate below the 50-lb/sec flow 
at 100-psig nozzle pressure where the lower 
frequencies are attenuated.   This may be due to 
critical flow rate through the missile combustor 
can as evidenced by the data from location 6. 
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Fig. 12 - Acoustic power spsctral 
densities missile test at 70-lb/sec 
air flow 
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Fig. 13 - Acoustic power spectral 
densities missile test at 50-lb/sec 
air flow 
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Fig. 15 - Octave band sound pres- 
sure levels missile test at 70-lb/ 
sec air flow 
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Fig.   16 - Overall sound pressure 
vs  air flow rate 

The levels recorded at location 2 in the 
missile tests are significantly lower than in the 
surveys, but the 1350-cps spike is still promi- 
nent except in the 50-psig test.   In missile tests 
Linö piCi\-up to piuuttijiy Dcmnu tut; compreosion 
shock at the missile inlet and hence in a sub- 
OOUlC    iiÜW,       niöU    L'VLLLCllL    1^    l-lie   litLLLCL     OpL-CHLllll, 

probably due to suppression of the larger vor- 
tex generation by the missile nose cone.   There 
is very little reduction in the overall db-level 
between locations 2 and 7, at least in the 150- 
and 100-psig tests, whereas there is an attenu- 
ation of 5 to 8 db between location 7 and 8 where 
the annular flow is combined.   The overall 
sound pressure levels versus air flow rate, 
shown in Fig. 16, appear to confirm the com- 
bustor air flow rate is a critical factor in 
maintaining the diffuser db-level at the lower 
frequencies. 

Vibration measurements were taken mainly 
on components and component mountings, how- 
ever, two relevant diffuser vibration PSD anal- 
yses are shown in Figs. 17 and 18.   Figure 17 
is for an acceleromeLer mounted longitudinally 
on a flange close to the acoustic pick-up at 
location 7; anu Fig. iö is for an acceleromeLer 
mounted radially on a component attached to the 
diffuser close to the acoustic pick at location 8. 

Typical of the three dimensional vibrations 
induced in components are the longitudinal and 
radial acceleration power spectra shown in 
Fig. 19 for a particular component mounted in 
the electronics basket, which in turn is attached 
to the diffuser by isolation mounting. 

A microphone in the electronics compart- 
ment recorded an overall acoustic pressure 
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Fig. ZO - Sound pressure spectrum in 
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Fig.    18 -  Radial acceleration spectrum 
on a component attached  to the diffuser 
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Fig.   19  -  Longitudinal   and   radial   accel- 
eration spectra of an   electronics module 

level of 130 db, with a broad frequency content 
as shown in the PSD analysis of Fig. 20. As a 
result of this measurement the lower dynamic 
range of this microphone was set at about 150 
db (for flight test) which proved to be too high. 

Thus, assuming a 140-db sound pressure level, 
it would seem that acoustic noise in flight added 
no more than about 0.5 g equal acceleration sig- 
nal to the flight vibration measurements. 

CONCLUDING COMMENTS 

From the data of both survey and missile 
tests it is evident that the acoustic power spec- 
trum can be "tuned" somewhat.   It is interest- 
ing to speculate that spectral variation might 
be obtained by varying the cavity volume or 
shape, by modulating the upstream air, or en- 
larging the shield length or diameter, although 
in relation to the shield length the survey data 
from the microphones at locations 1 through 4 
appear to confirm that the extrapolated mixing 
length of Fig. 2 was not far off.   It is hoped that 
further testing may define some of the design 
parameters from which other possible test uses 
and test equipment designs can be derived. 

The missile on which the acoustic tests 
were made was flight tested in July of this year, 
and, at the time of writing full spectral analyses 
and correlation of the flight data with the airjet 
test data have yet to be completed.   Sufficient 
information is available, however, to show that 
acceleration levels and spectra in the forward 
part of the missile are in close agreement.   In 
the ait part of the missile both pressure oscil- 
lations and acceleration levels were consider- 
ably lower in the airjet tests, as was expected. 

Although the annular airjet noise generator 
was designed for a ramjet application, it is ap- 
parent that its usefulness is not necessarily 
limited to ramjet missiles, but can be utilized 
to simulate the flight environment of a rocket 
missile.   In fact, with all the turbulent air 
flowing over the outside of the missile body. 
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the overall siqiulation of boundary layer excita- 
tion might well be closely duplicated. 

The airjet acoustic noise generator appears 
to overcome a number of the limitations of 
electrodynamic shakers in the testing of com- 
plete missiles, the principal advantage being 
the ability to test a complete missile system at 
a representative flight vibration level with a 
distributed forcing function.   It is probable that 
an airjet acoustic noise source cannot provide 
precise duplication or control of a specified 
environment as the control parameters are not 
sufficiently sensitive.   In this regard it is ques- 
tionable whether a high degree of precision in 

duplication is necessary, in view of the wide 
variations of flight test data both in magnitude 
and frequency content not only from flight to 
flight but within any one flight profile.   With a 
vibration or acoustic spectrum standardized as 
representative of a flight environment, the air- 
jet noise generator can be calibrated and geom- 
etry fixed to provide a repeatable environment 
for acceptance tests of complete missile 
systems. 

The work reported here was begun in No- 
vember 1963 and was supported by the U.S. Navy 
Bureau of Weapons. 
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DISCUSSION 

Mr. Roberts (Martin, Orlando):   It isn't 
apparent whether you are trying to simulate 
flow rates or scale of turbulence or separation 
inside this inlet.   Would you describe the test a 
little bit more and try to validate the procedure 
relative to the objective of the test? 

Mr. Richards: We are trying to simulate 
the oscillatory pressures, particularly inside 
the diffuser, in this missile.   Later on we may 
try to simulate on other t\ j^tj   vyi. the 
boundary layers, which are the source of the 
vibrations so that we can test any particular 
component to a fairly wide band, random fre- 
quency, or whatever the input is into the struc- 
ture, as part of the environmental program. 
Now, if we can closely simulate the spectra for 
the diffuser and the pressure oscillations in the 
diffuser then we are repeating on the ground the 
main sources of oscillation on the missile struc- 
ture that we would see in flight.   This is done 
by blowing air through the missile essentially. 

Mr. Roberts:   Is the flow rate aerodynam- 
ically correct? 

Mr. Richards:   No, the flow rate in the 
missile varies all over the map.   Ii depends on 
the Mach number and the altitude.   It can go up 
to 200 lb/sec. 

Mr. Roberts:   How did you choose the max- 
imum flow rate ? 

Mr. Richards:   The flow rate here was 
chosen just based on what the facility could 
supply.   We didn't know what we were going to 
get.   The 50 lb/sec for 2 minutes is what the 
facility could supply and we designed the nozzle 
for that. 

Mr. Roberts:   What is the cause of the ex- 
citation within the turbulence ? 

Mr. Richards:   The series of shocks at the 
diffuser intake, the flow changes generating 
turbulence in its own right, and the flow through 
the combusler can are inducing some CGcilla- 
tions.   There are shocks racing up and down 
with sudden fuel flow changes.   As we got in the 
flight test, we get a sudden shock racing up and 
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down the dil'l'user.   All of these are pressure 
oscillatLous which are putting force inputs into 
the panel structure of the missile. 

Mr. Roberts:   Is there any reason to believe 
that the acousiic method here is in any way ap- 
proaching the excitations which are taking place 
inside the diffuser?   It would appear that what 
you have here is not a simulation of the event. 

Mr. Richards: I can't tell you that we're 
not simulating the events in the diffuser. The 
diffuser is the prime source of vibration in this 

particular missile.   We are getting close to it. 
We don't have as much low frequency power and 
unfortunately we don't have the flight diffuser 
pressures reduced yet, but we hope to be able 
to get a very close simulation of the spectrum. 
I believe we can do this.   At what body station? 
You are not going to get an identical simulation 
with body station.   You will be able to pick one 
body station and get something close.   We are 
not going to be able to reproduce everything 
exactly, but we are going to be able to shake the 
missile and get the spectra on the components 
and on the structure to simulate very closely 
that of flight. 
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GRAPHICAL METHOD OF CALCULATING RMS VALUES 

FOR SHAPED RANDOM VIBRATION SPECTRA 

H.   Himelblau 
Space & Information Systems Division 

North American Aviation,  Inc. 
Downey,  California 

By using a composite of straight   line segments, the rr displacement. 
velocity, and acceleration for any random vibration spectrum can be 
calculated.   Equations and graphs for performing these calculations are 
presented. 

INTRODUCTION 

Most random vibration spectra are pre- 
sented on log-log graph paper with acceleration 
spectral density as the Ordinate and frequency 
ajs the abscissa.   Dpsi(rTi and tes*- criteria are 
often given by a composite of straight line seg- 
ments, such as Fig. 1.   For non-white portions 
of these spectra, the slope of each segment is 
usually called out in terms of its roll-off (or 
roll-up) rate, i.e., so many db/octave.   Random 
vibration data from field measurements and 
analytical predictions may be similarly approx- 
imated by a series of straight line segments, 
with the requirements for accuracy determin- 
ing the number of segments to be utilized. 

It is often desirable to find the rms dis- 
placement, velocity, and acceleration associ- 
ated with these spectra once they have been 
plotted.   The following method, proposed by 
Sandia personnel [l] and Sandier [2], has been 
iispd ff.r thir, HptprminnHnTi 

FREQUENCY   t -cos 

Fig.    1  - Typical random vibration 
design and  test  criteria 

RMS ACCELERATION 

The familiar relationship of the mean 
square acceleration xr

2 and the acceleration 
spectral density Fi'f)   is 

r •'f 
F(f)  elf (1) 

NOTK:    References appear on page 237. 

where f0 and  fb are the lower and upper fre- 
quency limits of the entire spectrum.   Let a 
portion of the spectrum be represented by a 
straight line segment from  f, to  f ,.    The ac- 
celeration spectral density at any point of the 
segment at frequency f is given by 

F(f)    =    F(fr)    [f   fr] (2) 

where   fr is the arbitrarily-selected reference 
frequency for the segment (f,  <  fr <  f2), and 
R is the roll rate in db/octave (R = 0  for a white 
spectral segment, i.e., constant acceleration 
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spectral density, R ^ 0  for roll-up or positive 
slope and R - o  for roll-off or negative slope). 
By substituting Eq. (2) into Eq. (1), the mean 
square acceleration for the segment is 

f\k 
2     -     -c    ,   t-

R/3     { R/3 
f df (3) 

Thus, for R ^ -3: 

Ax,     =       

(R+3)fr 

For R = -3: 

)   rf
(R+3) 

R/3    L   2 

/3   _    f(R+3)/3 

Ax,2 F(fr)   fr In  (f/f,) 

(4) 

(5) 

For a white apectrum (R = 0), the obvious re- 
sult is 

Xxr
2   =   F(fr)    [{,-f,]   ■ (6) 

By using a composite of straight line segments, 
the total rms acceleration can be calculated 
1 ram 

I   ^ri (7) 

frequency), the mean square velocity for a 
straight line segment is 

A ir
2  =   3774   1 f      F('f)df 

ri 

(10) 

R/3    I f(H-6)/3df|       (11) 
-R/3    I 

=  3774 F(fr)   fr 

Thus for R + +3: 

Ai2 =  "aaxio3 F(fr) rf(R-3)/3 _ f(R-3)/3 
r R/3 L   2 ! 

(R-3)   fr 

For R = +3: 

Air
2   =    3774  F(fr)   f"/   In  (fj/f,) , 

]• 
(12) 

(13) 

By using a composite of the same straight line 
segments mentioned above, the total rms ve- 
locity can be calculated from 

where  xr is expressed in (in./sec) rms. 

where  i is the number of the segment and k  is 
the total number of segments.   If F( f)  and f are 
expressed in (g2/cps) and cps, respectively, 
then xr is in g rms. 

RMS VELOCITY 

The relationship between the mean square 
velocity xr

2 and the velocity spectral density 
V(f)  is 

Xr       = V(f)    df 
•'t 

(8) 

At frequency f, the velocity and acceleration 
spectral densities are related by [3] 

V(f) 3774   f     F( f) (9) 

where V( f) and F( f)   are expressed in (in.2/ 
sec2 cps) and (g2/cps), respectively.   By sub- 
stituting Eqs. (2) and (9) into Eq. (8), and using 
the roll rate R as defined above (as the slope 
of a segment on log-log graph of F( f) vs 

RMS DISPLACEMENT 

The relationship between the mean square 
displacement  x 2 and the displacement spectral 
density H( f)  is 

'■' - i H(f) df (15) 

At frequency   f, the displacement and accelera- 
tion spectral densities are related by [3] 

H(f)   =   95.60   f      F(f) (16) 

where  H(f) and F(f)  are expressed in (in.2/ 
cps) and (g2/cps), respectively.   By substituting 
Eqs. (2) and (16) in Eq. (15), and using the roll 
rate R as defined above, the mean square dis- 
placement for a straight line segment is 

Ax. 95.60 C2 - j       f      F(f)  df (17) 
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M;   -   95.60  F( fr)   f 

Thus for R + +q: 

;-!>' 
R- I 2 )     3 {S 0,\ 

2 286.3  F(fr)   r  (R^)/^ (R.9)/3] 
Axr      =      ^7^2 "    fl I'     (19) 

(R-9)   fr 

For R = +9: 

Axr
2   =   95.60 F(fr)   f"/  In (f/f,) •       (20) 

By using a composite of the same straight line 
segments mentioned above, the total rms dis- 
placement can be calculated from 

x  Ay-^2 ] (2i) 

where  xr is expressed in in. rms. 

LOWER FREQUENCY REFERENCE 

It is often convenient to use either the 
lower frequency   f, or the upper frequency f, 
of a particular segment for the reference fre- 
quency  fr.   If the lower frequency is selected 
(i.e.,   f, =  fr): 

Ax 
(R+3)/3 

FCf^f, " R + 3 

= In (f2 f,) 

(Rt -3) 
(22) 

(R=-3), (23) 

UPPER FREQUENCY REFERENCE 

By using the upper frequency as the refer- 
ence frequency for a particular segment (i.e., 
f2=f,-): 

FCfJf,        R + 3 
1  - 

(R+3 )/3 

^8) 

F(f,) 

In (f3/f,) 

11.32 x 1.0J 

R-3 

3774  In   (fj/fj) 

(R^-3)     ^ 

(R = -3),   (29) 

\f2/ 

(R- 3)/ 

J 
CR+ +3) 

FCf,) 
286. 8 
R- 9 

(R-9)/3 

=   95.60   in (f2/f,) 

(30) 

(R=+3),   (31) 

fR^+9)    (32) 

(R=+9).   (33) 

The first two, middle two, and last two equations 
are also plotted on Figs. 2-4, 5-7, and 8-10, 
respectively.   In each figure, use (f./f,)  as 
the abscissa and the values of R applicable to 
(fj/f2)   which is designated in the upper right- 
hand corner. 

By using these figures (or Eqs. (22) - (33) 
if greater accuracy is desired) together with 
Eqs. (7), (14), and (21), the rms acceleration, 
velocity, and displacement for any random vi- 
bration spectrum can be calculated. 

^/f, 

FCf,) 

F(f,) 

11.32 MO' 
R-9 

3771   in   {!2    t,) 

(R-3)    3 

-    1 (RT +3) 

(24) 

{R= 13),   (25) 

2      3 
Axr ' i     _    286.8 

R-9 

(R-9)'3 

(R=f +9) 
(26) 

95.60  In ( f2   f ;) (R=+9).   (27) 

The first two, middle two, and last two equa- 
tions are plotted on Figs. 2-4, 5-7, and 8-10, 
respectively.   In each figure, use  (f2   f,)  as 
the abscissa and the values of R applicable to 
(f2/f1)   which is designated in the upper right- 
hand corner. 

EXAMPLE 

The rms displacement, velocity, and accel- 
eration are desired for the random vibration 
spectrum of Fig. 1.   Considering each straight 
line segment of the spectrum separately, the 
rms values are calculated following the proce- 
dure outlined in Table 1. 

DEFINITION OF SYMBOLS 

f   = frequency (cps) 

fr   = reference frequency 

fi.f2 
lower and upper frequency of 
a straight line segment, re- 
spectively 
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X _, X_, X, 

= slope of a straight line seg- 
ment on a log-log graph of 
F( f)  vs frequency (db/octave) 

= rms displacement (in. rms), 
rms velocity (in. rms/sec), 
and rms acceleration (g rms), 
respectively 

, = incremental value for a 
straight line segment 

H(f),V(f).   = displacement spectral density 
F(f)       (in.z/cps), velocity spectral 

density {in.l/secz cps), and 
acceleration spectral density 
{gz/cps)) respectively, at 
frequency  f. 
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TABLE 1 
Typical Calculation of rms Displacement, Velocity, and Acceleration 

xr -- (408)1/-   = 20.2 g rms 

kr = (4.72)1/^ = 2.17 (in./sec) rms 

cr = (89.4 xlO"6)1/2 = 0.00946 in. rms 

= 9.46 mil rms 

Seg 
ment 

Ref. 
Freq. 

Spectral 
Density at 
fr (g2/cps) 

Roll 
Rate 

(db/oct) 

f, f
2
a 

or Axr" 
Ax 2 

(gZ) 

-,2f, 
Ax 
(in7 
sec)z 

'Vf.3 

F(fr) 

Ax,2          j 
(in.2) 

r (cps) F(f,-)fr F( f,. 

A 
■ 

80 0.015 +3 0.125 0.492 1 7850 1.47 3010 88.2xl0-6 

B 1 80 0.015 0 2.19 1.19 1 2050 0.38 29 O.SxlO"6 

C f2 450 0.3 +9 0.389 0.244 33 1600 1.07 90 0.3xl0-6 

1     D 
1 

450 0.3 0 2.22 1.22 165 2080 1.38 29 O.lxlO"6 

1     E 
1 

1000 0.3 -3 2.0 0.693 208 1420 0.42 •22 -- 

l 

SUM: 408 4.72 89.4xl0-6 

Values of   (fj/fj)   '    1  and   (f,,. f,) 
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DISCUSSION 

Mr. Clevenson (Langley Research Center, 
NASA):   It is pretty well known that in getting 
the rms level you have gotten the area under 
these various curves    Since you are using log- 
log paper, how did you manage to get the areas 
which must be based on linear measurements V 

Mr. Himelbiau:   The alternative technique 
is to replot the curve.   For example, if you 
happen to have the data read out from a field 
experiment in terms of linear coordinates, then 

you can simply take the area under the curve. 
Most often it is on log-log.   The mathematical 
relationships still apply, and this is simply what 
I used, so, in effect, it is the area under the 
curve which you can obtain by the planimeter 
method or other normal graphical methods if it 
is on linear.   If it is on log, this technique usu- 
ally is not the one to use, and one can rely on 
the basic mathematical expressions for deter- 
mining the values.   I don't know if I've answered 
your question, but I tried. 
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DESIGN EVALUATION THROUGH VIBRATION TEST PROGRAM* 

D. A. Haus rath and   J.  R.  Read 
Autonetics 

Division n! North American Aviation, inc. 
Anaheim, California 

INTRODUCTION 

The qualification test activities presented 
in this study are the results of the proposed use 
of an Autonetics off-the-sheK VERDAN com- 
puter in a particular airborne installation where 
it would be subjected to a severe random vibra- 
tion environment.   A significant factor regard- 
ing this use of the computer was that it be hard- 
mounted (i.e., having no vibration isolators) to 
its installation supports, since preliminary 
design of the equipment compartment was based 
on this type of mounting system. 

The vibration spectrum, which was origi- 
nally submitted to Autonetics as the Qualifica- 
tion Test requirement, is shown in Fig. 1.   It 
represents an overall acceleration value of 
7.5 g rms.   Qualification of the computer to 
this environment required that this level of 
random excitation be maintained for 30 minutes 
in each of the three orthogonal axes.   The 
VERDAN has successfully passed previous 
vibration tests, consisting of sinusoidal exci- 
tation at levels up to 3.5 g, but it was not known 
if it could operate successfully in the proposed 
random vibration environment. 

DESCRIPTION OF  COMPUTER 

It was the complexity, however, coupled with 
the intricacies of computer operation, that 
made this study a challenging one. 

TEST I 

The vibration axes, as shown in Fig. 6, 
were defined by a combination of two directions, 
such as fore-aft, up-down, or left lateral- right 
lateral.   These directions were based upon the 
proposed orientation of the computer within the 
service environment. 

1. The Environmental Laboratory would 
prepare a programmed magnetic tape to pro- 
vide 30 rrinutes of calibrated input signal for 
the vibration amplifier system according to the 
specified random vibration spectrum. 

2. The computer would be turned on, and 
then mounted upon the shaker for vibration in 
one of the three axes.   A rectangular aluminum 
plate would be used as a mount fixture.   The 
up-down and left-right lateral axes would utilize 
a granite slip-ta ile or oil-slick on which the 
fixture would resc.   The fixture would tie di- 
rectly to the shaker for vibration in the up-down 
axis.   Figure 7 shows a typical test setup with 
the VERDAN mounted in the fore-aft axis. 

The VERDAN is a combined general- 
purpose computer and digital differential ana- 
lyzer; it weighs approximately 82 pounds.   The 
size of the package is 15.5x8x 19.5 inches or 
approximately 1.4 cu ft (see Figs. 2-5). 

One important concept to be understood 
about the VERDAN computer is that the chassis 
is not a strong container in which components 
are placed to be free from external stresses. 
Rather, all components lend physical support to 
one another — a condition too complex for the 
usual analytical methods of vibration analysis. 

mounted on the shaker plate at the base of the 
computer, and an output accelerometer would 
be mounted on the computer with axis sensitiv- 
ity parallel to the shake direction. 

4. Before starting the vibration test in a 
given axis, the system would be equalized in 
that specific axis by subjecting the entire sys- 
tem to a low level, sinusoidal "survey sweep" 
of approximately 2 to 4 g. 

5. After equalization, the computer would 
be subjected to the required vibration spectrum. 

:'This  paper was not presented at the Symposium. 
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Fig.   1  - Specified random vibration spectrum 

Fig.  2 - VERJDAN computer; closed position 

starting with a value of 2 g and increasing by 
successive 0.5-g increments until a computer 
malfunction occurred.   Note:   The vibration 
level was to be varied by the value of overall 
rms acceleration only, with the spectrum shape 
being held within tolerance at all times.   The 
spectrum would continue to have the same 
shape, having a uniform change of the power 

spectral density for each frequency.   The vi- 
bration level at the time of computer malfunction 
would then be known, and could be reproduced 
after computer repair for analysis of the cor- 
rective action. 

6.  If a malfunction occurred, the computer 
would be removed from the slip-table or shaker 
and mounted on the VERDAN test stand for anal- 
ysis and correction.   After correction of the 
malfunction, testing would be resumed at 2 g 
and increased as stipulated.   This type of re- 
petitive shake and fix routine would continue 
until 7.5 g or the desicm limitation of the com- 
puter was exceeded.   If a malfunction was inter- 
mittent or was of such a nature that it did not 
recur when vibration of th ,■ computer ceased, 
the test procedure would be altered to permit 
vibration of the computer for diagnostic pur- 
poses. 

One intermittent computer error indication 
occurred during this test.   The malfunction dis- 
appeared when vibration ceased.   Because of 
this type of malfunction, it became necessary 
to define the condition which would constitute 
proof that VERDAN was incapable of meeting 
the specified requirements.   It was decided that 
any malfunction of the computer which demon- 
strated that the design limitations had been ex- 
ceeded would be designated as a failure.   Mal- 
functions which could be attributed to faulty 
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Fig. 3 - VERDAN computer;   open position 

components, poorly soldered connections, or 
manufacturing errors, however, would not be 
taken to indicate a computer failure per se, but 
rather that special attention to these areas 
could increase the vibration capabilities and 
reliability of the package.   In light of this rea- 
soning, Test II was developed. 

TEST II 

The purpose of Test II was to establish the 
design limitations of the VERDAN computer 
when subjected to various levels of random vi- 
bration below 7.5 g.   The testing procedures 
were the same as for Test T. except that the 
equalization process was simplified by the use 
of an equalizer-analyzer.   A low level (approx- 
imately 2-g rms) random signal was fed to the 
shaker system with the computer mounted and 
operating.   The input was then adjusted to the 
specified spectrum. 

In each test, throughout the program, a 
record of the input spectrum was kept by re- 
cording a 10-second "burst" of the input accel- 
erometer at the specified level of 7.5-g rms. 
In this manner, a plot of the power spectral 
density vs frequency could be made and ana- 
lyzed for verification that specifications were 
met throughout the frequency range.   Analyses 
of spectrum shapes were accomplished with a 
10-cycle bandwidth filter.   The maximum roll- 
off rate war. 12 db per octave. 

Vibration of the computer package was 
monitored with accelerometers at a few strate- 
gic points.   Measurements on the cover plate 
indicated amplification values of as high as 
four.   Both computer covers were flexing. 
During the vibration, computer malfunctions 
occurred which were caused by broken wires, 
intermittent diodes, and "cold" solder connec- 
tions.   Also, the memory solenoid became dis- 
connected from its mounting.   The top half of 

•■ 
^■^v??=-sr-«^ ~3z,..'.r --: ""^-^ 

/: 

i Jfe*^ 

Fig. 4 - VERDAN computer; wiring harness area 
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Fig.  5 - VEKDAN computer; chassis 

LEFT 
LATERAL 

FOR   INTORMATION  ONLY 
PADS 

FORWARD 

Fig.  6 - Axis designation sketch 
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Fig.  7 - Typical test setup for VER.DAN in fore-aft axis 

the computer was sliding relative to the bottom 
iiall.   The leads of large tantalum capacitors on 
one module and the leads of the power rectifiers 
on another module were broken from fatigue. 
These malfunctions prevented sustained com- 
puter operation at the required vibration level 
for the designated time. 

DIAGNOSIS AND MODIFICATION 
OF COMPUTER 

On the basis of Hie Test II results, it was 
decided that the remainder of the test program 
would be utilized in evaluating modifications 
designed for strengthening and stiffening the 
computer housing to raise its resonant fre- 
quency, and consequently to lessen the energy 
transmitted to the components. 

The most adverse conditions found within 
the computer were cold solder joints and broken 
wires.   The broken wires wer ■ assumed to have 
resulted from the excessive board movement 
and the relative motion of the top and bottom 
halves of the computer.   Non-functioning or 
broken diodes indicated that prevention of board 
vibration should be investigated. 

A major factor in regard to board vibration 
was felt to be the "dish-panning" of the covers 
during vibration.   This could easily induce 

severe shocks in the boards, and indicated the 
need for stiffening the covers. 

Since several malfunctions during Test II 
had been attributed to intermittent and open di- 
odes, 20 diodes were extracted from 12 differ- 
ent boards of the computer and dissected.   The 
circuits were not malfunctioning at the time the 
diodes were removed.   Photographs of the di- 
odes revealed imminent diode junction separa- 
tion, extensive visible markings on the diode 
crystal, and apparent fracture of the diode en- 
velope . 

The following modifications were incorpo- 
rated into the package as a result of the analysis: 

• The cover was stiffened by adding ridges 
(see Fig. 8). 

• The thickness of the rubber strips and 
Ensolite used on the underside of the cover was 
increased to provide additional support and 
damping to the circuit boards. 

• The center ca stings were strengthened 
by the addition of truss-like braces between the 
upper and lower members. 

• The two-halves of the computer were 
fastened together in the center region. 
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Fig.  8 - VERDAIN computer; test model 
with strengthened covers 

The intent of the above modifications was 
to rigidize the package iio thai, less leiacive 
motion would occur between the components. 
At this stage of the analysis it appeared that 
relative displacement, rather than acceleration 
xorce, was tue cniel otteiicier. 

TEST in 

The purpose of Test III was twofold:   first 
to determine whether or not the modifications 
of the computer would improve the vibration 
capabilities of the package, and second, to de- 
termine at what level of random vibration the 
computer would operate for 30 minutes in each 
axis.   The same test procedure was used as 
with Test I, except that at each incremental 
level of vibration input, the period of testing 
was continued for the full required time of 30 
minutes. 

Accelerometers had been placed on the 
capacitor, diode, and logic boarus, on top oi 
computer cover (center), and on the side of 
right-lateral end-bell casting to monitor the 
vibration of selected computer locations.   The 
results of this phase of testing indicated that 
the design modifications to the computer re- 
duced the acceleration levels measured on the 
boards and covers. 

During Test III, several malfunctions oc- 
curred in the computer which are worthy of 
note:   One circuit board failure, one broken 
wire, one loose etched board connector, and 
memory plug wiring breakage (three times in 
succession).   Testing to this point showed 

somewhat improved computer capability under 
vibration due to the modifications; however, it 
was evident that the computer would not suc- 
cessfully pass 7.5-g rms vibration for 30 min- 
utes.   A meeting was held by all responsible 
personnel to discuss the results of the tests 
performed to date.   The following approach was 
agreed upon at that time: 

"Modify a standard VERDAN with im- 
provements which can be simply in- 
corporated and submit it to a retest at 
less than 7.5 g rms (probably 5 g rms). 
If the test is successfully concluded, 
repeat the test at a higher level.   The 
results of the test could be the basis 
for requesting a deviation to the 7.15-g 
requirement."   Exploratory vibration 
tests were also conducted as follows: 

CHASSIS EVALUATION 

The primary purpose of the chassis evalu- 
ation was to determine the areas and causes of 
high resonance in the VERDAN chassis.   Data 
from each run yielded material for analysis, 
which in turn produced objectives for subse- 
quent runs. 

The tests in this series of investigations 
were performed with sinusoidal inputs to the 
test package.   These inputs were mainly of a 
0.5-g magnitude with occasional frequency 
sweeps at accelerations up to 3 g.   Sinusoidal 
testing was utilized for these tests for several 
reasons: 

• Random vibration, although offering a 
better simulation of service environment, 
yielded a minimum of data from which design 
clianges could be made. 

• Structural changes which would reduce 
vibration of the structural and electronic parts 
under sinusoidal conditions would be equally, 
if not more, effective under random excitation, 
since resonance phenomena does not occur 
under random vibration to the extent that it 
does with sinusoidal vibration. 

• Sinusoidal testing requires less com- 
plex facility eqaipment than does random test- 
ing.   Also, more test runs can be made in less 
time with sinusoidal testing since equalization 
procedures are not required. 

The testing procedure for any given run 
was to perform a frequency sweep through res- 
onant points at a constant input acceleration. 
The computer cover was modified to permit 
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observance of the internal portions of the com- 
puter during dynamic excitation.   The standard 
cover was removed and replaced with a cover 
which had been modified with observation ports. 
These ports were approximately 1-1/2 inches 
in diameter and were placed in such a manner 
that they would not affect the neoprene strips 
which press against the circuit boards.   Rein- 
forcing rings were bonded to the ports to re- 
establish the original stiffness of the cover.   A 
stroboscopic lamp set could be directed through 
these cover ports to illuminate the relative 
movement of the boards, memory, and trans- 
former.   The strobe lights were connected 
through the shaker oscillator and adjusted to 3 
cps out of sync with the driver frequency.   In 
this manner, a slow-motion effect was produced 
on all moving components illuminated by the 
lights.   This technique proved to be a valuable 
tool in subsequent evaluations by indicating 
areas of maximum relative disturbance where 
it would be desirable to place accelerometers. 

The first series of tests demonstrated that 
the memory was making a rolling motion about 
the memory mount in the fore-ait axis.   It vas 
also noted that almost all circuit boards dem- 
onstrated significant displacement at resonance 
between 120 and 190 cps. 

Since the memory is the largest single 
mass within the computer, the effect of its pri- 
mary modes of resonance were noticeably in- 
duced into the cover and chassis. The aforemen- 
tioned rolling mode occurred at approximately 
200 cps. 

Perhaps the most important result obtained 
in this evaluation was the fact that the chassis, 
memory, and transformer had independent res- 
onances all in the same frequency range of 190 
to 230 cps.   The obvious effect of this condition 
was that amplification was compounded within 
the resonant frequency range to produce exces- 
sive displacement and acceleration. 

Based on this information, efforts were di- 
rected towards the separation of these resonant 
points.   It was felt that in this manner the res- 
onance of the memory, for example, would be 
damped rather than reinforced by the trans- 
former and chassis.   Several possible design 
modifications were tested to determine their 
effect.   The memory support casting was re- 
placed with a laminated aluminum sheet support. 
The laminations were riveted together in an at- 
tempt to create additional shear-type damping. 
Several tests were made with a 3-pound weight 
attached to the memory cover to determine the 
effect of lowering the natural frequency of the 
memory mount system.   It is interesting to note 

tnat this particular innovatiun redu«    ' memory 
amplificat.in by a factor of four,   Te äng con- 
tinued with different schemes such as L-e re- 
placement of the side panels with !   avy Bolid 
plates which had the effect oi "unillzing" the 
package.   Methods of vibratiOM.ally isolating the 
memory with rubber were als > tried.   In many 
of the runs, the covers were left removed to 
allow for instrumentation. 

It was decided to review as much of the 
data as possible and decide what modifications 
would be most effective in producing an im- 
proved package.   The VERDAN was then modi- 
fied in accord with the resulting diagnosis.   A 
new model number was designated, and the list 
of modifications is as follows: 

1. The computer was wired with 300-VGlt 
wire, replacing the larger diameter 600-vuit 
wire, and thereby reducing the mass contained 
in the wire harness and allowing stress reliev- 
ing loops to be formed at each connection point. 
This change also allowed the removal of two 
connector-like switches located between the 
computer halves.   These switches had demon- 
strated significant abrasive wear and were a 
possible cause of shorting. 

2. Improved center support castings were 
installed to give additional stability to the com- 
puter chassis. 

3. A laminated memory mount casting re- 
placed the existing support to provide increased 
damping. 

4. Thicker aluminum side-plates were 
added to the computer to provide a means of 
holding both halves of the package together (see 
Fig. 9).   These plates replaced the side-panels. 

Fig. 9 - VERDAN computer; test model 
with strengthened side plates 
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Fig.  10 - Capacitor circuit board modification 

but did not increase the overall dimensions of 
the computer. 

5. Additional cover screws were installed 
to stiffen the cover and to dampen vibration of 
the component boards by maintaining a mere 
consistent pressure on the rubber strips which 
hold them down. 

6. The capacitor board was fabricated as 
two boards to reduce the concentration of weight 
and mass on one board (see Fig. 10). 

7. The diode rectifier board was modified 
to provide additional support to the rectifier 
terminals which had experienced excessive fa- 
tigue. 

The customer was concerned as to what type of 
functional test would be performed on produc- 
tion computers to guarantee that they would 
function properly under the required environ- 
ment.   Additional sinusoidal vibration tests 
would be necessary to obtain this information. 

SINUSCTOAL TESTS 

While planning the sinusoidal test proce- 
dure, it appeared desirable to find a pseudo or 
quasi-correlation betv/een sinusoidal and ran- 
dom vibration which would apply to the VER- 
ÜAN.   Several articles had been read at that 
time concerning attempts by other researchers 
to equate the two forms of vibration.   It seemed 
evident that no reliable method of this type 
could be found for complex structures in 

general. It was felt, however, that a specific 
correlation could be obtained for VERDAN in 
the following manner: 

Measure the rms response at selected 
inr"iHrinc   nn   riiffo-ronr   mm^ ;nts at resonance. 
while subjecting the package to a constant input 
value of sinusoidal excitation.   This would, in 
effect, establish a series of transmissibilities 
from the chassis mount to various spots with » 
the computer. 

• Determine what level of random vibra- 
tion (shaped as per specification) was necessary 
to produce the same rms output levels as were 
produced with the sinusoidal input. 

The sinusoidal tests were conducted.   A 
total of 39 frequci.cy response curves were ob- 
tained, all of which indicated that the chassis, 
memory, and transformer were exhibiting peak 
amplifications within the same narrow frequency 
range. 

The final sinusoidal evaluation tests were 
performed on the old and new configurations to 
record the frequency response of the top cover, 
center frame, and connector end-bell in all 
three axes, in the following configurations. The 
effect of independent resonances of the chassis, 
memory, and transformer could be fully defined 
in this manner: 

• Computer chassis without memory or 
transformer. 

• Computer chassis with memory but 
without transformer. 
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•   Computer chassis with transformer but 
without memory. 

As a result of these tests it was known that the 
relative component displacements of the modi- 
fied package were less than that of the original, 
and that the modified computer should exhibit 
better performance during random vibration 
than did the original.   The program then pro- 
ceeded to the previously planned random vibra- 
tion test. 

FORMAL RANDOM VIBRATION TEST 

All modifications to the package up to this 
point in the program had been of a structural 
nature with the intent of diminishing the envi- 
ronment actually "seen" by the components. 
Since this aspect of modification appeared to be 
optimized, the only other method of reaching 
the qualification level appeared to be that of 
improving the operational characteristics of the 
critical components.   In addition to testing the 
memory, the previously written plan for diode 
investigation was adopted, and tests on selected 
circuit boards were performed.   The following 
three sections describe the auxiliary tests per- 
formed on the memory and circuit boards. 

According to the original objective and 
procedures of the random vibration tests, the 
computer would be mounted in the fore-ait axis, 
equalized, and then subjected to a slowly in- 
creasing level of excitation until 7.5 g rms was 
reached.   This level would then be maintained 
for the required period of 30 minutes.   Though 
the package was known to have been improved, 
the possibility still existed, however, that the 
full required level of 7.5 g rms could not be 
met.   It was anticipated that if failure was en- 
countered, the customer would want to know, as 
before, what level could be passed successfully. 
Therefore, the test plan was changed with the 
intent to qualify first at a lower level of 5 g 
rms.   The essential portions of the modified 
test plan are as follows: 

1. The fore-aft axis (considered to be the 
worst case) would be run last instead of first. 

2. The first run in each axis would be at a 
level of 3 g rms for a period of 10 minutes. 

3. The acceleration level would be in- 
creased to 5 g rms and held for the full qualify- 
ing time of 30 minutes. 

4. After all axes had been qualified to the 
5-g rms level, the acceleration would be in- 
creased to the required 7.5 g rms and held for 

The computer successfully passed the 5-g rms 
level for the full 30 minutes in the up-down and 
left-right lateral axes, but exhibited memory 
problems in the fore-ait axis. 

The memory output signals were monitored 
and it was found that these signals were fluctu- 
ating in amplitude as a result of the vibration 
input to the computer.   This condition, called 
"amplitude modulation," prompted the first of 
three auxiliary investigations performed for 
the purpose of improving component perform- 
ance within the computer. 

Isolated Memory Test 

At the conclusion of the previous random 
vibration tests, an investigation of the computer 
indicated that the memory modulation was the 
only factor which could have caused computer 
failure.   To verify this diagnosis, the D9Ii com- 
puter was again mounted on the shaker in the 
iore-ait axis and the memory was physically 
removed from the package,   it was suspended 
immediately above the computer by "bungee" 
cords and connected electrically to the com- 
puter by means of extension cables.   A dummy 
memory was installed in the computer chassis 
to retain the same mass concentration and the 
computer was subjected to random vibration 
again.   With this unusual implementation in ef- 
fect, the D9H operated successfully while sub- 
jected to 5 g rms for the total time of 30 min- 
utes.   The vibration level was then raised to 
8 g rms, and the computer continued to operate, 
without malfunction for a time period of 8 min- 
utes.   The obvious conclusion to this test was 
that the limiting factor in the previous random 
vibration test had, in fact, been memory sus- 
ceptibility to vibration. 

Memory Modulation Tests 

At this time, an informal test of the mem- 
ory was performed to determine the extent and 
characteristics of the amplitude modulation 
which appeared to be the major obstacle pre- 
venting qualification of the computer. 

The test memory was mounted in a non- 
operational Ü9A-2 VERDAN computer.   Wiring 
necessary to operate and monitor the memory 
was run from the standard memory connectors 
through a special top cover on the computer. 
Holes in this cover allowed the wiring to be 
conveniently routed to the test instrumentation. 
Testing consisted of filling the memory with 
test "words" invariouschannels, then monitoring 
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with an oscilloscope the modulation of signals 
occurring in these channels while the memory 
was exposed to vibration.   The fore-aft axis 
was used for these tests.   The results showed 
conclusively that the memory exhibited exces- 
sive modulation, even at low level vibration 
inputs. 

Circuit Board Tests 

This test was implemented to determine if 
sinusoidal vibration has a definite and adverse 
effect on the operating characteristics of diodes. 
The reliability of the diodes under vibration had 
been in question since the beginning of the pro- 
gram.   It was conjectured that if the th'n whisker 
within a diode had been improperly fused to its 
wafer connection, a vibratory disturbance could 
very easily cause a break in this connection, 
and thus produce an intermittent signal.   Since 
spring tension in the whisker would allow con- 
tinuity to be maintained when the diode was not 
vibrating, any investigation of this problem 
would require a system capable of monitoring 
the diodes during vibration,   A plan was devised 
to test an entire diode circuit board at one time 
by mounting the board in a fixture on a shake- 
table-   A connector cable was used to connect 
the board circuitry, via an extender card, into 
an active VERDAN computer (see photograph of 
test setup, Fig. 11).   The board and fixture 
assembly was then subjected to frequency 

sweeps from 5 to 2000 cps while the board was 
performing its normal function.   These sweeps 
were performed on 13 different diode circuit 
boards at accelerations up to 12 g.   An accel- 
erorneter was mounted on the surface of each 
board to measure outputs. The results of these 
tests were interesting in that all but one circuit 
board operated perfectly throughout each run. 
With input accelerations at the 15-g level, out- 
puts of as high as 2b0 g were measured on some 
boards. 

Since the diagnosis of previous intermittent 
computer errors indicated that they originated 
from the circuit board area, attention was given 
to the next probable cause:   electrical shorting 
of the connector wires.   Each printed circuit 
board has 86 individual contacts with its mating 
connecior.   The underside of each connector, 
therefore, has up to 86 separate pins to which 
connector wires are soldered.   If each pin, 
while soldered to its mating wire, were net 
bent from its normally straight position, the 
chance of shorting would be remote; however, 
an investigation of soldering techniques dis- 
closed that since wire length tolerances could 
not be kept as close as those of connector pin 
spacing, the pins were cccubiuaaily bent to ac- 
commodate the attacl ment of a '"short" wire. 
The resulting proximity of this pin to the adja- 
cent pin allowed the possibility of their inter- 
mittent contact during vibration. 

Fig.  11   -   Typical test  area  showing 
circuit board connections   and fixture 
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Therefore, an examination of wired con- 
nectors was planned.   This examination was 
phased-in, however, with a parallel chassis 
evaluation which had been continuing on a 
dummy package to investigate a rigid memory 
mount, a modified transformer bracket, and a 
variation of the computer cover.   These evalu- 
ations are presented in order of their occur- 
rence. 

Memory and Transformer Mount 
Evaluations 

intervals along each board edge.   Since these 
locations were natural nodal points for the third 
resonance mode of the boards, it was suggested 
that the location of the neoprene strips be 
changed to apply board pressure at uneven in- 
tervals of length.   An experimental cover was 
modified as shown in Fig. 12, but tests did not 
show enough reduction in board amplification to 
warrant a formal design change.   One reason 
for this appears to be that the strips did not 
produce enough pressure at any one point to 
cause that point to be completely nodal. 

The reduction of data obtained during the 
original chassis evaluation had shown conclu- 
sively that the "weak-link" of the computer 
structure was the center frame.   The inability 
of the center frame to support both the memory 
and transformer was evident by the large rela- 
tive movement (in the fore-ait axis) of the cen- 
ter section with respect to the ends of the com- 
puter.   The memory mount and the transformer 
did not form a rigid, unitized beam from one 
end-bell to the other, but rather were free to 
"hinge" at the center.   The following methods 
of rectifying this problem were tried: 

1. A center boss was added between the 
upper and lower center castings to reduce rela- 
tive motion and the length of effective span 
from side to side. 

Fig.   12 - VERDAN cover   showing modiiied 
position of neoprene strips 

2. Additional tie-down bolts were placed 
through the center frame to increase the rigid- 
ity of the package. 

3. An aluminum mounting strap was por- 
tioned across the top of the transformer from 
the end-bell to the center frame.   This strap 
was rigidly attached to the transformer and 
formed an auxiliary bracket for this member. 

Several locations on the transformer, 
center frame, and memory were monitored with 
accelerometers. and frequency response char- 
acteristics of these components were recorded 
to evaluate the effectiveness of the modifica- 
tions.   Unfortunately, the results of this inves- 
tigation showed that structural "additives" would 
not provide significant improvement, and that 
memory ampl'fication was largely inescapable 
without a complete redesign of the package. 

Variation of Computer Cover 

During the previous vibration tests of the 
printed circuit boards, it was noticed that the 
neoprene strips on the computer cover wore 
placed so as to apply pressure at one-third 

Connector-Pin Short Prevention 

The aforementioned condition of bent con- 
nector pins and the possibility of electrical 
shorting in this area were investigated in the 
following manner.   Six wired connectors were 
made as test samples.   These connectors were 
wired according to the usual wiring techniques, 
and the connector pins were then modified, 
yielding one pair of connectors for each of 
three suggested methods of shorting prevention. 
These methods are shown in Fig. 13.   The test 
setup is shown in Fig. 14.   Frequency sweeps 
from 5 to 2000 cps were performed on each 
sample at increasing "g" levels until either a 
short, or 30 g was reached.   The polysulfide 
bead method proved most effective in prevent- 
ing shorts. 

FINAL REVIEW OF  DATA  AND 
PROGRAM REDIRECTION 

By this time almost every component of the 
VERDAN computer had received some type of 
investigation.   Numerous attempts had been 
made to structurally improve the package, to 
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modifications.   It was equally clear, however, 
that these modüications would not provide 
enough improvement for satisfactory computer 
operation in the required environment.   A major 
redesign of the computer package appeared 
necessary to isolate the memory unit from 
severe vibration. 

^ULWlONLAONCofCCmUUGS 

5U0V ViVLtfA-t ^»^cas 

Fig. 13 - Test sample connectors showing 
three methods  of pin-short prevention 

dampen responses, to shift frequency ranges, 
and to improve computer component operation. 
A final review of all test data indicated that the 
VERDAN performance under vibration could be 
improved significantly by incorporating several 

A detailed study of the space and vibration 
problems of the installation was made.   As a 
result, permission was obtained to install vi- 
bration isolators in the computer mounting feet, 
provided that the resulting natural frequency of 
the isolated computer would be above a specified 
value. 

The use of vibration isolators, coupled 
with the experience gained in testing the '"hard 
mounted" package, formed the basis for rede- 
sign and successful qualification of the VERDAN 
computer. 

SUMMARY 

Although this paper was written to describe 
the activities of a specific program, several 
items can be generalized upon to provide an 
insight for others engaged in design analysis 
programs involving the vibration of complex 
structures: 

Planning the Vibration Program 

By far the most important lesson learned 
in this program was that unless data is analyzed 

cmcn r nOARD fix PK 

Fig.   14 - Typical circuit board test setup 
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at, or near, the time it is obtained, it probably 
never will be analyzed.   It is extremely easy to 
plan tests without planning the data analysis 
phase.   As a result, little or no thought is given 
to the question o.f what use the data will be, or 
why it is being obtained.   If more emphasis 
could be placed upon this phase of the program, 
it is likely that actual testing time would be 
reduced. 

Failures and What They Represent 

Many qualification programs are performed 
on a strict "pass or iaii': basis.   Although this 
type of approach may be warranted by the pro- 
curing activity, the conditions of a so-called 
"failure" should be anticipated, if possible, be- 
fore the test, and investigated thoroughly if 
they occur.   The reasons for this are at least 
two-fold.   First, the program should have a 
primary goal of obtaining the true characteris- 
tics of the test sample.   Such variables as ac- 
celerometer placement, fixture resonance, 
excessive magnetic fields and the like, can all 
contribute to the "failure" of the test sample, 
and should be accounted for when determining 
true characteristics.   Secondly, random type 
failures can occur on complex equipment inde- 
pendently of environmencal subjection.   It is 
therefore necessary to show, if possible, Uial a 
definite cause and effect relationship has been 
established by the vibration environment.   For 
example, if a part breaks loose from its mount- 
ing during a particular Lest run and is remounted 

with subsequent success, should the first failure 
cause disqualification?   This paper has pointed 
out that such an incident should not cause dis- 
qualification, but should prompt action to im- 
prove the method by which the part was origi- 
nally mounted. 

Approaching a Design Improvement 
Problem 

In dealing with random vibration require- 
ments of a broadband nature, the use of rigid- 
ization of structural members as a solution to 
resonance problems is often unsatisfactory.   If 
failures can be attributed to excessive relative 
displacement, then rigidization will probably 
help. With the usual problem of reducing accel- 
eration amplifications, however, the increased 
structural stiffness may react with local mass 
properties to produce new resonances that cause 
more damage than those that existed initially. 
This paper pointed out many attempts to 
strengthen and rigidize various structural mem- 
bers.  The rigidizing caused a shift in the struc- 
tural natural frequencies but did not alleviate 
the problem of excessive accelerations or crit- 
ical components.   It is therefore suggested that 
vibration design improvement be directed to- 
wards either total system isolation or increased 
levels of component tolerance.  It should also be 
mentioned, however, that in instances where a 
separation of resonant frequencies is needed on 
close or mated component parts, rigidization of 
one or more of these parts may produce the de- 
sired result. 
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DESIGNING FOR THE DYNAMIC ENVIRONMENT OF THE 
GEMINI INERTIAL PLATFORM* 

G. R. Grabow and J. E. Cottle 
Honeywell, Inc.,   Aeronautical Division 

St. Petersburg,   Florida 

This paper deals with a portion of the design-development program 
conducted nn the Inertia!   Measurement Unit (IMU) being  supplied by 
Honeywell, Inc., for the Gemini spacecraft guidance system.    This por- 
tion of the development program was conducted to assure that the pro- 
duction model of the IMU would meet its operating  requirements during 
exposure to a lZ.6-g  rms  random vibration environment while hard 
mounted. 

In the developmental sequence, the design progresses from an initial 
6-g  capability to a 9-g  capability, and then to a  1Z. 6-g capability.    The 
final capability was achieved by the incorporation of a resilient mount 
internal to the case of the Inertial Platform.    The form of this mount is 
considered a novel solution to the design problem. 

The reHabilitv and guidance  system of 
spacecraft depends on the ability o* the inertial sensors  (gyros and 
accelerometers ) contained in the inertial  platform of the IMU to main- 
tain preset references and provide continuously accurate information. 
One of the major hazards to the reliable maintenance of this reference 
is the dynamic environment of a blast-off or  re-entry phase of a space 
flight. 

The problem was not the ability of the unit 10 maintain structural in- 
tegrity during the vibration exposure, since the unit had demonstrated 
its  ability to survive this  environment.    The problem was to reduce the 
level of response seen by the gyros  and accelerometers  and minimize 
certain oscillatory motions which develop misleading guidance informa- 
tion during vibration. 

The solution therefore had to accomplish two things.    The transmissi- 
bility from the mounting points to the inertial sensors had to be reduced 
and the response of the structure had to be made as symmetrical  as 
possible to minimize  rocking, cross-talk, and other such effects. 

Previous Honeywell practice was to provide vibration isolators external 
to the case for this type of unit. This could not be dune with the Gemini 
platform because of the installation  requirements. 

A configuration was conceived for the use of a pair of mounts internal 
to the case.    The mounts  are of annular-ring  construction using molded 
BTR elastomer to provide  radial and axial "springs."    The  required 
spring  rates, damping constants, and other parameters were estab- 
lished for optimum dynamic  response characteristics of the structure. 

Environmental testing to  lZ.6-g rms  random vibration for periods  up 
to  1 5 minutes on a unit incorporating the mounts has  shown that the 
inertial sensors maintain acceptable performance, and that the general 
platform  response matches  well with design analysis. 

"This paper was not presented at the symposium. 
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INTRODUCTION 

This paper deals with a portion of the 
design-development program conducted on the 
Inertial Measurement Unit (IMU) being supplied 
by Honeywell, Inc., for the Gemini spacecraft 
guidance system.   This portion of the develop- 
ment program was conductod to assure that the 
production model of the IMU would meet its 
operating requirements during exposure to a 
12.6-g rms random vibration environment while 
hard mounted. 

In the developmental sequence, the design 
progresses from an initial 6-g capability to a 
9-g capability, and then to a 12.6-g capability. 
The final capability was achieved by the incor- 
poration of a resilient mount internal to the 
case of the Inertial Platform.   The form of this 
mount is considered a novel solution to the de- 
sign problem. 

BACKGROUND 

rendezvous, an orbital co-ordinate reference 
is used. 

THE IMU 

The function of the IMU is to provide a 
measurement of spacecraft acceleration in each 
direction of a three co-ordinate system, and a 
measurement of the attitude of the spacecraft 
with respect to this co-ordinate system.   This 
information is integrated to yield velocity and 
position.   For the information to be useful, the 
relation of this co-ordinate system to the mas- 
ter computational reference must be described 
and maintained.   It is described by establishing 
a mechanical relation between appropriate 
components at a given point on the flight profile 
and specifying their alignment requirements. 
It is maintained by gyroscopic control of a 
three-degree-of-freedom gimbailed system. 
Guidance accuracy depends on the ability of the 
inertial nieasurement unit to maintain this 
selected reference, called "inertial reference."' 

At present, the National Aeronautics and 
Space Administration has programmed two 
missions for the Gemini spacecraft, long dura- 
tion flight and rendezvous.   The mission func- 
tion of the guidance system is threefold:   (1) 
ic, serve as back-up guidar.ee during the boost 
phase; (2) to guide Gemini to the Agena target 
vehicle in rendezvous missions; and (3) to guide 
spacecraft maneuvering for re-entry. 

Navigation is defined as the process of 
contrnMing the course of a vehicle through the 
use of calculations as to position and direction. 
In inertial navigation, the properties of mass 
inertia are used in the IMU to provide naviga- 
tion information for processing by a computer. 
In the mathematical scheme used, computations 
of spacecraft position and velocity are done 
with respect to a three co-ordinate reference 
frame whose spatial position is arbitrarily 
selected at the time the system is designed. 
The desired position, heading, and velocity of 
the spacecraft at discrete points during a given 
mission can be related mathematically to this 
reference and programmed into the computer. 
During flight, this programmed information is 
compared to position, heading, and velocity in- 
formation being generated by the IMU-computer 
combination. 

The choice of frame of reference is gener- 
ally made with ease of computation in mind. 
For this reason, two frames of reference are 
used on Gemini.   Daring ascent and re-entry, a 
space-stabilized reference is used.   During 

The IMU consists of four units or "black 
boxes":   power supply unit, system electronics 
unit, inertial platform (hereafter called "plat- 
form"), and platform mount.   In this paper, the 
effects of the structural design of the latter two 
uiiili~i   (Jil    i.iir:   .iiiiiii  v    tfi    uir:    i ivi I_J    (l*    iiiriMM.aill    li'tr' 

tial reference will be considered. 

THE PLATFORM AND PLATFORM 
MOUNT 

The platform (shown in Fig. 1) consists of 
a stable element containing three single-degree- 
of-freedom rate integrating gyros and three 
accclerometers of the force-rebalance type 
mounted in an orthogonal arrangement to de- 
scribe a three-axis co-ordinate system.   The 
stable element is isolated from spacecraft mo- 
tions by a servo-controlled, four-gimbal. three- 
axis structure, of which one gimbal is redundant 
to prevent gimbal lock.*   Thus the platform is 
equipped to make the basic attitude ;.nd accel- 
eration measurements for the IMU. 

The platform mount is bolted to the space- 
craft airframe after being aligned to the space- 
craft pitch and yaw axes reference.  The platform. 

5'cGimbs! lock is a 'rms of one of the three de- 
grees ot rotational freedom that occurs in a 
three gimbal byatcm when ihe inner ax:;--; be- 
comes aligned with the outer axis, as after a 
90-degree rotation of the vehicle about the 
middle axis. 
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Fig.  1 - Gemini inertial platform with top cover i emoved 

when attached to the platform mount, is auto- 
matically aligned to the spacecraft by use of a 
dowelled interface.   Integral with the mount and 
actually forming the mount-to-platform inter- 
face surface is a co)d plate.   When coolant lines 
are attached, the cold plate becomes an integral 
part of the spacecraft and its cooling system. 

In order to obtain an accurate measure- 
ment of spacecraft acceleration it is necessary 
to know the alignment of each of the three ac- 
celerometers ^ith respect to the reference 
axes.   This is done by assembling the acceler- 
ometers into the stable element such that they 
are prealigned to the platform-platform mount 
interface within a given tolerance.   Compensa- 
tion for the actual slight misalignment is then 
progranuned into the computer. 

Once established, the relation of the accel- 
erometers to the computational frame of refer- 
ence must be maintained.   This is the function 
of the gyros.   The gyros sense angular move- 
ment (roll, pitch, yaw) of the vehicle and through 
the control electronics, drive torque motors on 
each gimbal axis to adjust angular position so 
that the stable element maintains the inertial 
reference.   This gimbal movement is detected 
by resolvers which provide readout signals of 
vehicle attitude to the computer. 

VIBRATION INDUCED GYRO ERRORS 

The quality of the acceleration data, and 
computed velocity and position information, 
depends upon how well the gyros maintain in- 
ertial reference.   The imperfections in gyros 
result in an error called "gyro drift."   Units 
are in degrees per hour.   U the gyro drift rate 
is constant and known, it can be compensated 
for; however, gyro drifts which are not con- 
stants can be induced by vibration.   Therefore, 
the dynamic environment encountered during 
launch and re-entry constitute a major hazard 
to guidance accuracy.   This environment was 
specified at 12.6-g rms random over a 20- to 
2000-cps bandwidth with a 0.12-g2/cps power 
spectral density in the region of fundamental 
resonance, i.e., 100 cps.   Combined with this 
was a 7-l/4-g linear acceleration along the 
major axis of the spacecraft. 

In further discussion the gyro drift rate 
will be used as the performance criteria.   Per- 
centages of the design-goal maximums will be 
used since the actual values are classified. 

The adverse effect of vibration on gyro 
performance falls into two general classes. 
One, errors induced within the gyro due to its 
response to applied linear accelerations, and 
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two, errors due to angular oscillations of the 
vehicle on which the gyro is mounted. 

Errors of the first type are due to state- 
of-the-art limitations on gyro materials and 
construction, and are proportional to the level 
of g's experienced.   Errors of the second type 
would bo present even with perfectly constructed 
instruments.   The most significant of these is 
called "coning.'■v   For any given environment, 
the method of mounting the gyro can effect 
coning error considerably.   If the gyro is used 
in a strap-down application, the full angular 
motions of the vehicle will act on the gyro.   In 
a platform application, the errors would be 
greatly reduced because of the attenuation of 
the vehicle angular motion through the platform 
gimbal system.   If, however, the gimbal struc- 
ture does not respond symmetrically during a 
dynamic environment, angular motions can 
again be introduced.   The magnitude of the 
angle and consequently, the magnitude of error, 
is proportional to the g level felt by the plat- 
form. 

damping KIA magnesium) from being stressed 
sufficiently to contribute damping. 

Vibration testing at reduced levels indi- 
cated acceptable platform performance to ap- 
proximately the 6-g rms level.   This testing- 
showed that in order to reduce the vibration 
levels seen by the inertial sensors to a point 
where acceptable performance in the 12.6-g 
environment was possible, the resonant trans- 
missibility from the mounting points to the 
stable element had to be reduced to a value of 
six or less.   To achieve this transmissibility, 
enough damping had to be added to the structure 
to give an overall effective damping ratio of 
0.08 or greater. 

Cross-talk accelerations on the pitch block 
of as high as 80 percent of in-line response had 
been noted.   Minimizing this type of response 
by equalization of the spring rates of each side 
of the gimbal structure was the second consid- 
eration; without which, much of the benefit of 
lowering the response level would be lost. 

THE  PROBLEM 

itie inbL consiueratioii m ussigmng LO üICCL 
dynamic conditions is the ability of the support- 
ing structure and components of a unit to sur- 
vive the environment in an operational condition. 
In many cases this survival is a sufficient cri- 
terion for qualification.   The effects of vibration 
on the performance accuracy of an inertial plat- 
form can create a problem beyond survival 
capability.   Early vibration testing of a devel- 
opmental model Gemini platform showed high 
gyro drift rates and a transmissibility of as 
much as 17 to the stable element.   Observations 
of the platform under a strobe light showed a 
significant rocking response of the gimbal struc- 
ture.   Either the high transmissibility or the 
rocking motion could have been the cause of 
excessive gyro drift.   A preliminary examina- 
tion lead to the conclusion that the cause of both 
rocking motion and high response levels were 
related.   The rotary components, which form 
the trunnion between adjacent gimbals, were of 
unequal stiffness as well as being "soft" in 
comparison with the gimbals.   The unequal 
stiffness gave rise to the rocking response 
mode and developed a coning error.   The low 
stiffness prevented the gimbals (made of high 

A modified version of the platform was 
constructed and tested.   The modification con- 
sisted of the addition of stiffeners to the rotary 
component housings in order to increase and 
equalize their spring rates.   New rotary com- 
ponents were noi feasible because of schedules. 
The test results shewed gyro drift rates to be 
lowered, but not to the desired level.   Accept- 
able performance to approximately the 9-g rms 
level was indicated for this stiffened platform 
configuration.   Test results also showed that 
transmissibility to the stable element changed 
very little.   System resonant frequency in- 
creased from 100 to 120 cps. 

At this point isolators began to be consid- 
ered as a means of obtaining more damping. 
The design requirements were roughed out and 
found to be quite rigid.   A special test was then 
run.   The modified (stiffened) platform was 
vibrated with an input that generated the re- 
sponse levels the gyros would experience if 
isolators were used.   The results were very 
favorable and a redesign effort was initiated to 
determine hardware configuration for a test 
model. 

THE SOLUTION 

"^Vibration induced effects in inertial sensors 
have been jjjiven names descriptive of the na- 
ture of their implementation. A detailed dis- 
cussion oi these error sources is beyond the 
scope of this paper. 

The Gemini inertia! platform, designed as 
a hard mounted unit, was a departure from pre- 
vious Honeywell practice of using external 
four-point vibration isolators.   The use of ex- 
ternal isolators was precluded because of the 
non-flexible spacecraft coolant lines connecting 
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to the platform mount and the thermal inter- 
facing required between the platform mount 
and the platform.   Therefore, redesign changes 
could not alter the external confisniration. 

If isolators were to be used, they would 
have to be located within the platform case. 
The major design considerations were sway 
space, the effects of increased resistance to 
thermal conductivity on platform temperature 
control, accelerometer-to-case alignment, 
and in developing an isolator that would piovide 
the proper damping, have the correct resonant 
frequency and so on, within the space available. 
Lord Manufacturing Company provided excellent 
technical assistance and produced the annular- 
ring mounts shown in Fig. 2.   The outer and 
inner rings are aluminum and the interconnect- 
ing material is molded BTR elastomer shaped 
to provide radial and axial spring action.   The 
mounts are fitted into a bored-cut platform 
case as shown in Fig. 3. 

Spring rate of the set is 15,000 lb/in. to 
provide a resonant frequency of approximately 
70 cps when coupled with the 20 pound stiffened 
gimba.l structure which had a fundamental res- 
onance of approximately 120 cps.   The 70 cps 
figure was selected to provide a minimum cou- 
pling with servo-loop resonances.   The damping 
ratio of the mounts is approximately 0.15 spec- 
ified on the basis of a "rigid-mass" resonant 
transmissibility of four or less. 

To provide symmetrical response the ra- 
dial spring rates of the mounts of a set are 
matched so that their individual "rigid-mass" 
resonant frequencies are within 0.5 cps.   Allow- 
able hysteresis is such that alignment of the 
outer roll axis with respect to the platform 
case mounting surface is not affected by more 
than 1 arc-minute over a 10-inch mounting 
distance. 

Because of limitations of sway space within 
the case, provision was made against the pos- 
sibility of the gimbal structure striking the 
case wall under worst-case build-up oi sustained 
acceleration, vibration, and shock.   Snubbing is 
provided by shaping the elastomer to give an 
abrupt increase in spring rate when a deflection 
of 0.040 inch is reached. 

THE RESULTS 

Vibration testing of ;) platform of the rede- 
signed configuration indicates reasonable cor- 
relation of actual response with analytical pre- 
dictions.   The resonant frequency in one axis 
was lower than expected but this was found to 
be due to variations in response depending on 
gimbal orientation.   Transmissibility to the 
stable element at resonance was approximately 
five in all three axes of vibration.   Cross-talk 
was reduced to approximately one-third of that 
on previous units.   Sinusoidal response curves 
for the vertical axis are compared in Fig. 4. 

P2^tfom Case 
Mounting Holes 

Outer Ring  (Al)     

3TR Elastomer 

Inner Rinp (Al 

\ 
Gimbal Structure 
Mcuntinp Holes 

Cross Section 

Fig. Mount used in redesigned platform configuration 
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Platfonn, 
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Fig.   3 - Mounting of gimbai structure 

400    500 

Frequency - cps 

Fig. 4 - Typical sinusoidal response curves for 
original  and redesigned  platform   configuration 
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TABLE  1 
Gyro Drift Rate Comparison 

(Drift rate  values   are given  as percent  of design 
goal maximum as recorded during vibration testing.) 

Vibration Axis 
Original Configuration 

i 

Redesigned Configuration 

X Gvro Y Gyro Z Gyro X Gyro Y Gyro Z Gyro 

Vertical 1060 1600 500 6 60 26 

Longitudinal 440 380 800 132 260 40 

Lateral 5000 120 840 0 40 160 

Gyro performance during vibration was 
vastly improved as shown in the comparison 
data of Table 1.   The gyros were able to main- 
tain inertial reference during vibration to the 
specified 12.6-g rms random input for exposure 
times as long as 1 5 minutes.   Performance 
analysis indicates that the isolated platform is 
able to meei mission requirements in the spec- 
ified environment. 

In spite of the very favorable results, the 
isolated configuration has not been released for 
production.   The first Gemini '"ooiierplate" 
spacecraft flight (in early 1964) showed that 
vibration levels were lower than originally 
specified.   Consequently, vibration qualification 
testing requirements were reduced to an over- 
all 8.8-g rms random, 20 to 2000 cps, with a 
0.048-g^/cps power spectral density at the re- 
gion of fundamental resonance.   Qualification 
testing of the stiffened configuration of the plat- 
form to the new requirement is forthcoming. 

Based on previous testing it is anticipated that 
this requirement will be met without the use of 
isolators. 

This points up one of the major probljms 
in design economy for space applications, i.e., 
the difficulty in realistic specification of dy- 
namic and other environmental requirements in 
the early stages of a program, especially when 
a new booster is involved.   The specifications 
are based on analysis and extrapolation of ex- 
isting data, and will necessarily be subiect to 
modification as flight data becomes available. 

In light of the fact that the isolators will 
probably not be used on the Gemini platform, 
the expense of the development may seem un- 
justified.   The configuration developed and the 
information gained, however, will undoubtedly 
find application on future efforts, particularly 
where high g capability is required of an iner- 
tial platform. 
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GUN FIRING ENVIRONMENT AND ITS RELATION TO 

STRUCTURAL AND EQUIPMENT INTEGRITY» 

J.  E. Gross and   R. Pittman 
McDonnell Aircraft Corporation 

St.  Louis,  Missouri 

A technique  is developed for locating instrumentation for fuselage panel 
stress and pressure measurements during fire of a centerline mounted 
gun.   Judicious location of this instrumentation was used to determine 
the  structural integrity of the configuration and the  environment acting 
on equipment during gun fire.    The increased panel fatigue life due to 
the application of damping tape is discussed.    The path of the transmis- 
sion of the  gun firing environment to equipment items located in cavities 
above   the   lower   fuselage   panels   is   found  to   change   as  panel   stress 
increases. 

INTRODUCTION 

Increased tactical use of the F-4 aircraft 
has led to the inclusion of a rapid-firing pod 
mounted 20-mm cannon at the centerline.   The 
pod was to be suspended below a section of the 
fuselage which has a lower mold line containing 
a number of structural access doors above 
which electronic, hydraulic, and pneumatic 
equipment was installed.   Since structural fail- 
ure of an access door or the malfunction of an 
equipment item could conceivably result in 
the loss of an aircrait, it had to be established 
prior to flight and with such a high degree of 
certainty that no catastrophic failures would 
occur.   Two areas of severe acoustic and vibra- 
tion environment produced by gun-firing that 
could be detrimental to the aircraft have to be 
considered; these are the structural effects of 
high intensity noise fields on the lower fuselage 
skin panels in the proximity of the path of the 
projectile and vibration transmitted to equip- 
ment items through the aircraft structure. This 
paper describes the experimental and analytical 
techniques used to assure adequate instrumen- 
tation of the aircraft, to measure the desired 
parameters, to reduce the measured data to 
define the environment, and to assure the in- 
tegrity of the structure and equipment items. 

GROUND VIBRATION TEST OF 

The structural access doors located above 
the gun pod are divided into several flat panels 
by stiffeners as illustrated in Fig. 1.   To deter- 
mine the gun firing fatigue life of these panels, 
the stress time history during a firing burst 
had to be measured near the point of maximum 
overall panel stress.   Because the panels must 
respond in a combination of their natural modes 
of vibration and because maximum stress 
points exist at points with maximum deforma- 
tion curvature, the panel frequencies and mode 
shapes had to be determined in order to deter- 
mine the panel points at which stress time his- 
tories were to be measured.   Since the skin 
panels were thin, the mass associated with a 
panel was small and the mass added by the ex- 
citation and measuring systems had to be kept 
to a minimum.   Therefore, the panels were ex- 
cited by means of a small Goodman electro- 
magnetic shaker (6.5-gram moving mass) and 
a vibration probe was utilized to determine 
mode shapes.   Also, the panels were acoustically 
excited by a small speaker to substantiate 
that the shaker mass had no appreciable effect 
on the panel frequencies. 

This paper was not presented at the Symposium. 
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Fig.   1  - Bottom view  of the   gun-bla.st-affected   portion of  the 
lower fuselage and profile view of   gun pod and lower fuselage 
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In addition to stress time histories, a sig- 
nificant number of pressure time histories were 
needed to define the gun-produced environment 
as inputs for the design of pressure reduction 
devices, if such devices were proven to be nec- 
essary.   The pressure transducers, if improp- 
erly located, could have added enough mass to 
the panels to change the natural frequencies 
and mode shapes and thus change the maximum 
stress points.   To prevent this, the transducers 
had to be located near minimum response points 
so that the generalized mass contribution of 
these transducers would be a minimum.   Again 
the location of these points was dependent upon 
the deflection shapes of the panel modes of 
vibration. 

Figure 2 presents the first two mode shapes 
of a typical fuselage panel.   For each mode 

shape the maximum stress points are indicted 
by circles.   Tue nude lines for each mode are 
indicated by dashed lines.   The contour 01 the 
panel shown in i'ig. 2 was such that a stiiTener 
was effectively located at the centerline of the 
airplane, thereby forcing a node line near this 
location.   Since node lines are a locus of points 
with zero deflection for a particular mode, 
these points are minimum respuiiae points ui 
that mode.   If the panel were allowed to respond 
in only one mode, strain gages located at panel 
points of maximum curvature indicated by cir- 
cles and pressure transducers located on node 
lines would provide realistic stress and pres- 
sure time histories.   Since generally the panel 
would be expected to respond in more than one 
mode, it was necessary to compute an expected 
response of the panel and locate minimum and 
maximum deflections for the total response as 
discussed in the following section. 

DESCRIPTION OF ANALYSIS 
PERFORMED TO LOCATE 
INSTRUMENTATION 

An approximate typical blast pressure time 
history (Fig, 3) was analyzed for frequency con- 
tent to determine the ability of the blast pres- 
sure wave to excite the panel frequencies.   The 
frequency content of the blast pressure time 
history was determined by expanding the pres- 
sure wave in a Fourier sine series of the fol- 
lowing form 
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The results of this expansion are presented in 
Fig. 4.   As can be seen from this figure, the 
expansion of the pressure wave contains a 
number of discrete frequencies.   The lowest 
frequency, which is equivalent to the gun-firing 
rate, has a much greater pressure coefficient 
than the other frequencies. 

Utilizing the frequency content of the blast 
pressure wave and the panel frequencies and 
mode shapes, the optimum location of strain 
gages and pressure transducers can be deter- 
mined.   Since the panels were small relative to 
the pressure field, they were assumed to have 
a uniform pressure distribution at a particular 
time.   Each panel mode of vibration was con- 
sidered to be excited by the important frequen- 
cies of the blast wave.   The panel mode shapes 
are designated by 0ro. . where m indicates the 
mode and ■  and  j indicate grid points of the 

panel.   The mth mode response was then found 
by summing the response of this mode to each 
of the important discrete frequencies of the 
blast wave.   This response is reflected by the 
generalized coordinate 

-     7      T      A 

Tlim, being a function of the parameters wm, 
n/L, D, and so on, is the nth component of the 
solution of the equation of motion correspond- 
ing to the generalized coordinate qm and was 
evaluated using the well known convolution in- 
tegral.   The magnitude of the response of the 
generalized coordinate was then determined for 
each panel mode of interest. 

By summing the response of the general- 
ized coordinates, the panel deflection can then 
be expressed as a function of time in the follow- 
ing manner 
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w i j (t) L sin C 

In our specific instance though, lengthy calcu- 
lations were not required because: 

1, As can be seen from Fig. 4, most of the 
energy of the blast wave is contained at the low 
frequencies, primarily the frequency corre- 
sponding to the gun firing rate. 

2. The fuselage panels which were consid- 
ered critical had funuamental modes at fre- 
quencies relatively near to the firing rate with 
higher mode frequencies considerably abov.; 
the fundamental frequency. 

The response of the panels would occur prima- 
rily in the fundamental modes and the shifting 
in maximum and minimum deflection points 
caused by the higher modes would be small. 
Therefore, the maximum stress point for the 
fundamental mode was selected as a location 
for the stxahi gage.   The approximation associ- 
ated with this approach was proven to be minor 
by the fact that the measured panel response 
during gun firing was relatively clean with a 
frequency equal to the lowest natural panel fre- 
quency.   The selection of location for pressure 

presence of stiffeners and effective stiffeners 
such as the "crease" at the airplane centerline; 
little oi no motion was evidenced near these 
locations in the basic panel modes.   A trans- 
ducer placed near a stiffener would have on'y a 
miner effect on panel motion.   On this basis, 
once the panel ground vibration tests had been 

conducted and the frequency content of the blast 
pressure wave determined, instrumentation lo- 
cation could be selected practically by inspection. 

GROUND AND 
TESTS 

N-FLIGHT FIRING 

In order to provide information concerning 
the blast environment and the vibration envir- 
onment transmitted to equipment items, ground 
firing tests were conducted for the measure- 
ment of the pressure field, panel response, and 
vibration transmitted to various equipment 
items. In preparation for the firing tests, strain 
gages and pressure transducers with the re- 
quired frequency range were located in accord- 
ance with the procedures outlined in the last 
paragraph.   Baldwin SR4 paper-back-type strain 
gages and Statham bi-directional differential 
pressure transducers were used to measure 
strains and pressures, respectively.  The pres- 
sure transducers were vibration compensated. 
In addition, accelerometers were judiciously 
placed so as to monitor the environment which 
was being transmitted to electronic, hydraulic, 
and pneumatic equipment.   The accelerometers 
used were an Endevco piezo electric type which 
has a flat response up to 5 kc.   This range was 
selected so that response to all significant 
ucL il-tT    V,ii.     t.i iv,     fjiti i I L      yvt-LVV-     ilV, \.IVH_, liv,  v      W Vll>>(JAiL     ^IjA    Vtr 

would be included.   The strains, pressures, and 
accelerations were recorded on magnetic tape 
during gun firing. 

During ground firing of the gun pod sus- 
pended from the centerline of the aircraft a 
pressure field on the lower fuselage was 
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Fig.   5 - Pressure field on the lower fuselage 
during   ground  firing   with a   blast  deflector 
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measured.   This field is presented in Fig. 5. 
The "heart-shaped" pattern taken by the pres- 
sure contours is due to the shape of the blast 
deflector that was placed above and extends 
forward of the muzzle (see Fig. 1).   The shape 
of the gun pod blast deflector and the distance 
between the gun pod ^nd the lower fuselage de- 
termined the location of the peak pressure on 
the lower fuselage due to gun blast.   To illus- 
trate the effect of the blast deflector, the pres- 
sure field for the gun without a blast deflector 
is presented in Fig. 6.   As can be seen, the 
pressure contours lose their heart shape and 
the peak pressure shifts ait. 

During in-flight firing of the gun pod a blast 
pressure field is superimposed on the velocity 
field which normally surrounds the aircraft 
during flight.   The velocity field interacts with 
the gun firing pressure field and displaces the 
pressure field obtained during ground firing aft. 
Figure 7 presents the in-flight firing pressure 
field for the aircraft subjected to a particular 
dynamic pressure.   The peak pressure has 
shifted aft with respect to the ground firing 
results as shov/n in Fig. 5 and the levels have 
increased.   With this shift of the pressure field, 
the pressure wave has to travel a shorter dis- 
tance to impinge on the fuselage panels.   Since 
pressure dissipation is related to distance from 
the gun muzzle along the pressure wave path, 
the maximum pressure on the fuselage would 
be expected to be higher during in-flight firings. 

EFFECT  OF ENVIRONMENT ON 
STRUCTURE AND EQUIPMENT 

The stress levels occurring on some pan- 
els during in-flight firing with the blast deflec- 
tor resulted in a panel fatigue life which was 
unacceptable.   To create a more favorable con- 
dition, several different blast pressure reduc- 
tion devices were investigated.   All pressure 
reduction devices lowered the blast pressure 
impinging on the fuselage by directing a portion 
of blast wave downward.   The device which low- 
ered the pressure the largest amount was uti- 
lized to help create a compatible aircraft-gun 
pod configuration.   In addition, two layers of 
aluminum foil damping tape were externally 
applied to the unsupported portions of the lower 
fuselage skin panels.   As can be seen in Fig. 8, 
the addition of damping tape has two effects on 
the panel response:   (l) The peak skin stress is 
reduced by about 12 percent, and (2) the decay 
rate is increased by a factor of almost 3. 

In order to assess the effect of damping 
tape on the fatigue life of a panel, let us assume 
that the time histories shown in Fig. 8 apply to 
a panel with a natural frequency at or near the 
gun firing rate.   This means that, with each 
shot, the undamped panel would experience a 
peak stress of 10,900 psi, whereas the damped 
panel would experience only 9800 psi.   Refer- 
ring to a stress versus number of cycles to 
fatigue (S-N) curve for the material of the panel. 
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Fig. 6 - Pressure field on lower fuselage during 
ground firing with no blast deflector 
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Fig.   7 - Pressure field on the lower fuselage 
during   in-flight firing  with   a  blast   deflertor 
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Fig. 8 - Response of panel  to one round of fire 

such as is shown in Fig. 9, it would be indicated 
that the undamped panel will last 800,000 rounds, 
whereas the damped panel would be good for 
1.3 million rounds —an increase in fatigue life 
of over 50 percent. 

Due to the panel dimensions, some panels 
had fundamental frequencies considerably larger 
than the firing rate.   To illustrate the effect of 
the damping tape on higher frequencies, assume 
that a panel had a fundamental frequency near 
twice the gun firing rate and that it experienced 
the same stress on the first cycle after a round 
of fire as the panel in the previouG example. 
Then it would experience the following stresses 
for each round fired:   (1) For the undamped 
panel — one cycle at 10,900 psi and one cycle 
at 9800 psi, and (2) for the damped panel — one 
cycle at 9800 psi and one cycle at 6950 psi.   By 

applying the accumulative damage theory, the 
fatigue life of the undamped panel would be 
500,000 rounds and for the damped panel, 1.1 
million rounds.   This means that, for panels 
with higher fundamental frequencies, the addi- 
tion of damping tape is even more effective in 
increasing the panel's fatigue life. 

One of the major problems associated with 
the addition of a gun to an aircraft is the re- 
sponse of aircraft installed equipment co the 
environment produced by the firing of this gun. 
The environment, as seen by the equipment, 
can be broken down into three categories: 

(1)   Noise transmission through the panels 
to the equipment bays, including response of 
the cir within the bay to skin panel oscillations. 
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CYCLES 

Fig.   9  - S-N diagram 7075-T6 

(2) Mechanical transmission of panel re- 
sponse through the support structure. 

(3) Transmission of recoil loads from the 
gun support through the structure. 

In order to protect equipment efficiently, it 
has to be known by which of the above ways the 
gun-produced environment is transmitted. 
Table 1 shows the blast pressure on a specific 
panel, the skin stress on that panel, and the 
acceleration response of an equipment item 
mounted in the cavity behind the same panel for 
various gun configurations.   It should be noted 
here that this was not necessarily the panel ex- 
periencing the highest pressures for the con- 
figurations being considered.   One of the first 
things that can be noticed in this table is that. 

for a given structural configuration (panel with 
damping tape), maximum skin panel stress, as 
would be expected, is directly proportional to 
the maximum pressure on this panel. As men- 
tioned previously, there is an increase in max- 
imum skin panel stress for the same pressure 
if the damping tape is not installed. 

To investigate a possible correlation be- 
tween skin panel stress and equipment response, 
these two parameters are plotted against each 
other in Fig. 10.   As can be seen, equipment 
response is essentially constant for lower skin 
panel stresses bui; increases proportional to 
skin panel stress at higher stress levels.   This 
leads to the conclusion that there is consider- 
able effect on equipment response due to trans- 
mission of the recoil load through the structure 

TABLE  1 
Test Results 

Gun Produced 
Environment 

Gun with 
Pressure 
Reduction 

Device "Ar' 

Gun with Pressure 
Reduction 

Device "A" 
(Damping Tape 
on akin Panel) 

Gun with Pressure 
Reduction 

Device "B" 
(Damping Tape 
on Skin Panel) 

Gun with Pressure 
Reduction 

Device "C" 
(Damping Tape 
on Skin Panel)     i 

Blast Pressure 
1     on Panel (psi) 

5.0 5.0 6.7 1.75            i 

Equipment 
Item "A" Peak 
Accelerations 

1      (g's) 

19.0 14.0 33.0 13.5              1 

Skin Panel Peak 
|     Stress (psi) 

10900 9800 13600 3300 

NOTES:   1. All equipment accelerations were at the same frequency. 
2. All skin panel stresses were at the same frequency. 

267 



5 10 

PEAK SKIN PANEL STRESS - PSU10"3 

Fig.   10 - Sources of equipment excitation 

(this load does not change with changing blast 
pressure reduction device); in addition, for 
higher skin panel stress levels and, with its 
greater panel deflections, there is a direct 
effect from the skin panel and its supporting 
structure on equipment response.   This effect 
could be in the form of either mechanical or 
acoustical transmission to the equipment. 

CONCLUSIONS AND RECOM- 
MENDATIONS 

The following conclusions and recommen- 
dations are drawn from the analyses and tests 
conducted: 

1. Considerable care must be exercised in 
selecting the location and type of instrumenta- 
tion to be used in a test of this nature so as not 
to disturb the dynamics of the system and pre- 
serve the integrity of the results. 

2. The dynamic pressures encountered in 
flight cause a shift in the location of the pres- 
sure field.   As a result the entire flight enve- 
lope should be considered to assure investiga- 
tion of the critical flight condition for each 
panel. 

3. Effective gun blast pressure reduction 
devices are essential to minimize the pressure 
environment on exposed structure. 

4. Damping compounds on thin skin panels 
exposed to the gun blast are effective in reduc- 
ing the possibility of fatigue failures. 

5. The environment transmitted to equip- 
ment items is not entirely the result of blast 
pressure impinging on the aircraft structure; 
it also includes vibration transmitted through 
the structure from the gun-aircraft attach 
points ac well as acoustic resonance in the 
equipment cavity.   The vibration levels can be 
considerably higher than those normally found 
in an aircraft structure, requiring special con- 
sideration of the gun blast environment in 
equipment and isolator design. 

LIST OF SYMBOLS 

An     Coefficient of the  nth term 
(lb/in.2) 

<l Centerline of aircraft 

D Flexural rigidity of a panel (lb/in.) 

t Frequency (cps) 

f r Firing rate (100 rounds per second) 

h Panel thickness (in.) 

i j     Subscripts denoting a point on the 
panel grid 

L     Period of blast waves, l/f r 
(0.01 sec) 

m     Subscript denoting mth mode 

n     Subscript denoting nth term 
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p(t) 

%n 

wu(t) 

Non-fluctuating pressure due to 
gun fire (lb/in.2) 

Blast pressure as a function of 
time (lb/in.2) 

Generalized coordinate for the 
rnih mode (in.) 

Radius of curvature in the x and 
y directions, respectively (in.) 

Number of panel modes of interest 

Time (sec) 

Response amplitude of the mth 
mode to a unit pressure with a 
frequency of n/L (in.3/U}) 

Panel deflection at panei point 
as a function of time (in.) 

Indicates streamwise direction 

to airstream 

Logarithmic decrement 

hn     Phase angle of the nth term with 
respect to the first term n = i 
(radians) 

v     Poisson's ratio 

rx,oy     Panel stress at the upper surface 
in the x and y directions, re- 
spectively (lb/in.2) 

0mi       Mode shape at the point on the 
1'     panel grid identified by ij  for the 

mth mode of vibration 

0m     Phase angle of the response of 
nth coordinate with respect to the 
first coordinate, m = 1 (radians) 

aim     Angular frequency of the mth  panel 
mode of vibration (radians per 
second). 
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REDUCTION OF NOISE AND VIBRATION IN MILITARY VEHICLES 

J. W.  Cameron 
U.S. Army Tank-Automotive Center 

Warren, Michigan 

This  study seeks a better technique for identifying and locating the vi- 
bration sources, transmission paths, and radiating panels which are 
responsible for undesirable noises in military vehicles.    A method of 
determining the  relative contribution of each panel to the interior sound 
level through measurement of vibration velocity for each area is, in 
conjunction with other data, pointing the way to noise reduction. 

nsTTRODUCTION RESULTS 

Though much effort has been devoted to the 
reduction of noise and vibration in military ve- 
hicles, there is still much to be accomplished. 

Jü   v^ v en   mvjA t;   OCA HJUO   äc 

the speeds of vehicles are increased.  A tech- 
nique is needed which locates the primary 
sources of vibrations, the paths through which 
they are transmitted, and the panels which con- 
vert them to airborne noise.   In addition the 
technique should provide data about the signifi- 
cant characteristics of these vibrations in the 
manner most easily interpreted by the design 
engineer who must decide which elements to 
modify and how to modify them to reduce noise 
and vibration to more satisfactory levels. 

APPROACH 

A technique lor locating the panels which 
contribute most to the sound level inside the 
test vehicle (an armored personnel carrier, 
full tracked) illustrates the approach.   The 
sound pressure in air is proportional to the ve- 
locity of the radiating panel and the sound en- 
ergy is proportional to the square of this ve- 
locity.   It is possible to get an indication of the 
relative contribution of each panel to the overall 
noise by mounting an accelerometer on the 
panel, integrating the output to convert it to 
velocity, squaring this velocity, and multiplying 
it by the area of the panel.   This avoids the 
possibility of erratic results that might be en- 
countered with a microphone because of its 
position with regard to possible standing waves 
in the enclosed vehicle. 

Because of the complex nature of the vi- 
brations in the panels, five accelerometers 
were affixed to each as shown on Figs. 1, 3, and 
5.  Oscillograph recordings were made under 
many different conditions of operation.   Figures 
2, 4, and 6 show composite plottings of the ve- 
locities and related frequencies.   It will be 
noted that the thinner panels shown in Figs. 2 
and 4 show high velocities and several reso- 
nances when compared to the thicker panel 
shown on Fig. 6.   Figures 1,3, and 5 show how 
the panel was divided into rings or areas with 
accelerometers at either the center or edges. 

For the period of operation showing the 
highest velocity values the readings of the per- 
tinent accelerometers were averaged to deter- 
mine the velocity "U" of that ring. This value 
was then squared and multiplied by the area of 
the ring to provide "P," the index of sound en- 
ergy radiation for that ring. 

Table i shows a summary of these areas 
and indexes so that the designer may see the 
relative contribution of each panel to the inte- 
rior vehicle noise.  It is especially interesting 
to note that the total radiating power index of 
the first eight panels is 16,789,700 or 93 per- 
cent of the total 17,988,435 for all panels. 
These first eight panels are those which the 
designer has the greatest freedom to change, 
as they are not part of the basic structure or 
armor.   The tabulation helps the designer to 
know how to approach the re-design by showing 
whether the area of the panel or the velocity of 
vibration is the most serious contributor to the 
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Fig.  1  - Arrangement of sampling on right front flooring panel 
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Fig. 2 - Pseudo-spectrum, right front flooring plate, on la.nd 
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TABLE  1 
Summary of Vehicle Interior Vibration Survey 

Panel Description Area (cm^ 

Total Radiating Power 
u^A (cmVsec2) 

On Land 
25-35 mph 

In Water 
15  mph 

(Track 
Speed) 

Side of Battery Box 
Right Bench Back Rest 
Right Front Floor Plate 
Fuel Tank Wall (Tank 1/3 Fuil) 
Left Front Flooring Plate 
Engine Access Panel, Driver's 
Rear Flooring Plato 
Engine Access Panel, Passenger's 
Total for Sub-floor 
Left Armor Wall 
Right Armor Wall 
Engine Wall Frame, Passenger's 
Outer Plate, Rear Door 
Right Bench Seats 
Top Armor of Left Fender 
Engine Wall Frame, Driver's 
Top Armor of Right Fender 
Rear Top Hatch 
Side Armor of Right Fender 
Driver's Front Armor Wall 
Liner Plate, Rear Door 
Floor of Driver's Area 
Rear (ramp) Wall 
Engine Wall, Passenger's 
Rear Wall (beside ramp) 
Gas Pedal Floor Armor 
Engine Wall, Driver's 

1,536 
3,008 

12,540 
7,676 

12,540 
6,630 
8,448 
9,880 

35,600 
21,584 
22,550 
4,880 
7,820 
7,471 

11,520 
5,480 
7.144 
8.208 
7,336 
7,166 
7,820 
4,104 
8,700 
2,280 
4,452 
2,050 
1,805 

6,140,000 
3,490,000 
2,180,000 
2,020,000 
1,277,000 

702,000 
581,000 
399,700 
301,000 
187,000 
99,700 
88,200 
74,300a 

75,800 
64,000 
57,100 
56,200 
51,200a 
27^300 
36.000^ 
17^600 
19.000 
14,800 
13,125 
10,000 
4,610 
1,800 

98,300 
3,630,000 
1,060,000 

335,000 
907,500 
433,000 
101,000 
233,000 
93,000 
41,000 
50,000 
48,400 
86,000 a 

18,370 
30,500 
28,000 
25,100 

8 200 
36^530 
14.400 
3M00 

7,150 
12,200 
4,185 
8,420 
1,153 
1,500 

tMeans too  few cr badly distributed  sampling points. 

product.   It is considered very probable that 
changes in material, shape, support, damping 
qualities, or sound absorbing qualities of these 
panels can substantially reduce the interior 
sound level. 

Impulse tests have been made to help iden- 
tify original sources and relative impedances 
of the transmission paths.   Note in Fig. 7 that 
striking the drive sprocket sets up much larger 
vibration amplitudes in the various panels than 
striking the roadwheel.   This should lead the 
designer to consider increasing the impedance 
in the transmission path.   The correction might 
take the form of vibration isolating material 
between the sprocket and hub or between the 
housing and the hull or at both positions.   While 
it is less likely that the degree of impacting can 

be substantially reduced at the sprocket by 
modification, it is possible that the focus of 
attention on the problem could lead to better 
track drive conceptb at some future date.   Fig- 
ure 7 also shows how slowly damped are the 
panel vibrations due to impacting the sprocket. 
Consideration should be given to increasing the 
damping. 

Further tests have been made on the vehi- 
cle to locate sources of original vibrations by 
selectively removing possible sources one at a 
time.   These tests have involved driving, tow- 
ing, and operating the vehicle on blocks.   They, 
together with other tests, confirm that the pri- 
mary sources of noise are track interaction 
with the sprocket and the idler. 
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1-0. 1 |-0. 1  sec -j 

-y V"*1» Eng. Wall 
Pas s . Comp. 

\.M- 
y^»~ R.Bench 

Backrest 

i^tyfrl***""' •'•'* L. Wall 

R. Floor 
Plate 

R. Wall 
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Fig.  7  - Impulse tests,   comparing relative  impedances 

XI i^/uo Of 
been numbered in Table 2.   Shown as Condition 1 

'-.Vl'l'-d levei iiisiue uie 
passenger compartment at 10 and 20 mph.   This 
may be used as a reference for all the following 
tests.   In Condition 2 the load from the engine 
and from the sprocket-track contact was re- 
moved but the sound pressure level was un- 
changed.   In Condition 3 the noise of the engine 
was eliminated.   This had no effect at 20 mph. 
The slight effect at 10 mph would have to be 
repeated several times to be conclusive.   Sig- 
nificant reductions of 12 to 15 decibels in sound 
pressure level when towing with the tracks re- 
moved was shown by tests 4 and 5.   Higher ac- 
celerations of the roadwheel arm were meas- 
ured while being towed with tracks off than with 
tracks on.   This would indicate that 9 to 11 of 
the 12 to 15 decibel reduction is due to track 
reaction with idler and sprocket, since Condi- 
tion 6 shows that elimination of the track-road 
reaction causes a reduction of only 3 to 4 deci- 
bels.   In tests 7 and 8 the tracks had been re- 
moved.   The low level of sound pressure 
verifies the above conclusion.   The sound 
pressure level is even lower than in tests 4 and 
5 because the vehicle is not moving - the speeds 
are as indicated by engine speed. 

mc nature oi 5ratior.s ana associated 
noises in a full tracked armored personnel car- 
rier are extremely complex.  Indeed, the nature 
of noise and its measurement are complex. 
This study will not eliminate the problem of 
noise but it is felt that the technique being de- 
veloped will make efforts expended on noise 
reduction significantly more successful.   The 
final technique resulting from this study will 
stress the importance of the noise and vibration 
specialist reporting his data to the designer in 
a form which will minimize the likelihood of 
worthwhile gains being ignored because they 
don't appear significant to one unfamilar with 
the measurement of noise.   It may be necessary 
to acquaint the designer with the fact that when 
dealing with sound pressure levels, in decibels, 
it is necessary to remove 97 decibels in order 
to reduce a 100 decibel sound pressure level to 
97 decibels; this means taking away 50 percent 
of the sound generating capacity for a 3 decibel 
improvement. 
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TABLE 2 
Summary of Test Configuration Variations to Show Generation 

Sources and Transmission Paths by Selective Elimination 

Condition Purpose 

Sound Pressure 
Level (db) 

10 mph 20 mph 

1. Driving Under Power, Rubber 
Idler 

2. Towing, Engine On, Rubber Idler 

3. Towing, Engine Off, Rubber Idler 

4. Towing, Engine On, Tracks Off 

5. Towing, Engine Off, Tracks Off 

6. On Blocks, Rubber Idler 

7. Eng. Idling, Tracks Off, in Gear, 
not moving 

8. Eng. Idling, Tracks Off, in 
Neutral, not moving 

9. On Blocks, Steel Idler Wheel 

10. On Blocks, Rubber Idler Wheel 
(2 readings) 

11. On Blocks, Rubber Idler With 
Spacers 

12. On Blocks, Steel Idler, Decagon 
Rubber Cushion Removed 

13. On Blocks, Rubber Idler, Pads 
Glued on Sprocket 

14. On Blocks, Rubber Idler, 
Sprocket Wheels Removed 
Rubber Cushion Wheel Re- 
moved, Rubber Belting used as 
Friction Drive 

15. Removed Idler Wheel and 8 
Links of Track, Driving 

Determine Total Noise Conditions 

Eliminate Eng. and Track Loading 

Eliminate Eng. Load and Eng. Noise 

Eliminate Eng. Load and Track 
Reaction 

Eliminate Eng. Load, Eng. Noise and 
Track Reaction 

Eliminate Road-Track Reaction 

Eliminate Track Reaction with Road, 
Sprocket and Idler 

Same as 7 plus Eliminate Transmis- 
sion Noise 

Determine Reference Noise Level 

Compare Steel and Rubber Idler 
Wheel 

Eliminate "Rubbing" Noise of Track 
on Inside of Idler 

Compare to 9 to Determine Effect of 
Rubber Cushion 

Reduce Sorocket-Track Reaction 

Eliminate Track-Sprocket Reaction 

Eliminate Idler-Wheel Track 
Reaction 

114 

114 

112 

99 

99 

110 

94 b 

93b 

118 

113 
112 

111 

117 

112 

112 

106 

118 

118 

118 

106 

105 

115 

96 b 

94 b 

122a 

122a 
119a 

120a 

126a 

122a 

121a 

116£ 

J 
l25 mph. 
'Equivalent engine  speed. 
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DESIGNING FOR THE DYNAMIC ENVIRONMENT 
PRACTICAL DESIGN TECHNIQUES 

Jostph  G.  Perri 
Burns and   Koe,  Inc. 

New York, N.Y. 

A chronological synthesis of concepts,  theories,  methods, and proce- 
dures associated with shock and vibration environment and relative 
vibration isolation problems  is presented  in the paper with the dual 
objective of partially bridging the wide  gap existing between the  field 
of mathematical and theoretical complexities, and the world of physical 
reality featuring an infinite number of engineering applications. 

To accomplish effectively, however concisely, the operations required 
for getting near the objective stated above, it was necessary to  separate 
the theoretical  exposition from the computational applications. 

The  separation of the two sections,  however,  does not interfere  with the 
continuity and unification of the whole, the  contents of which evolve 
around the  same concept. 

d 1? fo! »article,  expressed as nn equation of motion, 
is briefly discussed at the beginning of the first part to demonstrate how 
different interpretations of mathematical terms often lead to new and 
fresh ideas which are successively transformed into powerful tools of 
analysis;  such as that conceived by D'Alembert,  who by a  simple alge- 
braic transposition of a term from the  second to the first member 
transformed the equation of motion into an equation of static equilib- 
rium.    The idea of "inertia forces"  is by this device wonderfully ap- 
plied to vibration problems without destroying the original idea  con- 
ceived by Newton. 

Further confirmation of the preceding remarks is furnished successively 
with the inclusion of a discussion about Lagrange1 s equation; which is 
also the result of an idea, that of referring the motion to a system of 
coordinates. 

The first section of the paper is then concluded with a  survey of the 
methods and procedures  more  in line with the types of applications 
similar to the one presented in the second section of the paper, with a 
discussion about aeroelastic vibration principles,  including the  phe- 
nomenon oi  self-excitation,  and with  some  remarks about shock en- 
vironment. 

Four vibration and shock applications are given in the  second section 
of the paper such as:    A  152-foot-high Discrimination Radar Boresight 
Tower, a shock mounting assembly for an equipment supporting crib 
placed in an underground silo, a 470-foot-high stack for a nuclear 
power plant, and a vibration mounting system for a compressor founda- 
tion. 

The  four applications are not just routine computations or mere sub- 
stitutions of numbers into the  mathematical expressions discussed in 
the  first section of the paper.    They arc   step by step procedures com- 
plemented with observations and remarks which imply deep thinking 
and  clarity of concept.    Worthy of notice are the complementary re- 
marks  made with respect to the  stack self-excitation, also the  com- 
ments about shock attenuation caused by the  interaction between the 
cylindrical   silo   and   the   soil   surrounding   it,   and   the   exhausting 
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discussion  about   all  types   of   springs   for   isolation   systems,   includ- 
ing   the   fluid   types. 

As a more direct contribution by the author, the application for deter- 
mining the natural frequency of the  stack is complemented by an orig- 
inal direct integration procedure which eliminates tabular summation 
and unending uumericai work.    The derived mathematical formulas are 
applicable to all types of tapered  stack shells.    They yield values for 
the fundamental natural frequency which are accurate and satisfactory 
for any type of engineering work even when the  shell thickness varies 
appreciably along the full height of the  shell. 

SYNOPSIS 

A unified and generalized systematic ap- 
proach to shock and vibrational reliability de- 
sign which takes advantage of simple, basic 
theoretical procedures and past experience is 
formulated.   Application is made to the deter- 
mination of the natural frequencies and dynamic 
response of actual configurations such as:  A 
152-foot-high Discrimination Radar Boresight 
Tower, a shock mounting assembly for an equp- 
ment supporting crib placed in an underground 
silo, a 470-foot-high stack for a nuclear power 
plant, and a vibration mounting system for a 
oomorcssor foundation. 

The approach to towers, stacks, and simi- 
lar configurations vibration analyses is con- 
trasted to the approach to equipment design for 
isolation of vibration or shock.   The selection 
of vibration isolators for low-speed machinery 
and equipment subjected to shock motions hav- 
ing large displacements is discussed.   Because 
isolators for military equipment must be suit- 
able for absolute performance standards well 
beyond the ones usually established for a nor- 
mal industrial service, mention is made of 
their characteristics.   The significance of 
shock spectra as criteria of severity of excita- 
tion when resonators are coupled together and 
of self-excited oscillations is also discussed. 

INTRODUCTION 

A remarkable revival of interest in recent 
years in the subject of dynamics, as applied to 
shock and vibration problems, is observed by 
reading the large and increasing number of 
original papers on both the experimental and 
the theoretical aspects of it.   The development 
of electronic techniques and the very high rates 
of loading, associated with the propagation of 
stress pulses of large amplitudes and short 
duration, which represent matters of consider- 
able military importance, are evidently the 
reason for the willingness of many to follow in 
the steps of Stokes, Poisson, Rayleight, Kelvin, 

and so on, and thus obtain solutions for varied 
and difficult problems of dynamics. 

This paper, which differs from Ute ones 
evolved around one specific subject, because of 
its simultaneous presentation of four heteroge- 
neous configurations, is likely to originate, at 
first sight, some speculation with respect to the 
difficulty of preserving unity.   It suffices to say 
that the author lias made a worthy effort to 
overcome this difficulty.   The criteria for the 
analyses of the different problems may be dif- 
ferent; the concept on the whole is, however, 
unique.   The procedures and the computation 
topVmirnipc:  f(-vllriTT'r'-H r\n  +V>o  r^rrov  ovo  ^daDtable 

for use in electronic computers, the usefulness 
of which will be fully realized on the adoptions 
of problem-oriented programming languages. 

GENERAL REMARKS 

An exploration of the writings on the shock 
and vibration environment available either in 
book form or in any other form, such as that of 
a technical paper, a note or an article, reveals 
that all theoretical concepts, although expressed 
differently and grouped under various headings 
by the pertinent authors, are basically develop- 
ments of one idea:   Newton's Second Law of 
Motion [l] as related to Galileo's concepts of 
force, energy, inertia, and motion of uniform 
acceleration [2]. 

This well known law, which briefly intro- 
duces the concept of proportionality between ac- 
celerated masses and relative forces, may be 
expressed in several forms, such as 

X = my, 

mx  =   0,        Y  -  my  =   0, 

d 

mz   =   0, 

2X 
(l! 

(mx) , 

(1) 

(2) 

(3) 

NOTE:    References appear on page 310. 
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T F„   dt     =    il(mi)    =    mdi 

and 

y F( x, x, t)    =    mx 

(4) 

(5) 

Equation (1) states that a particle within a 
dynamic system, and subjected to a set of 
forces has components of acceleration defined 
by X, Y, and Z.   The same equation is also ap- 
plicable Lu a byotein of parlicläS With a total 
mass m, which may bo constant or changing 
continually during the motion. 

Equation (2) is an alternate way of writing 
Eq. (1). 

Equation (3) states that the resultant force 
Fx is equal to the time rate of change of the 
linear momentum (product of mass and velocity). 

Equation (4) relates impulse (product of 
force and time) and change in linear momentum. 

Equation (5) which represents Newton's 
second law in a more general statement may 
take different forms, depending upon the law of 
variations of the resultant force F with respect 
to either displacement, velocity, or time. 

Varied and different interpretations of Eqs. 
(1) to (5) have led many authors to the formation 
of ne1»' concepts which provide several methods 
of approach in solving problems in shock and 
vibration environment. 

The equations are fuudamentally repre- 
sentative of the same idea.   They, however, 
contain terms having special physical charac- 
teristics.   The term  max, as an example, sug- 
ested the idea of inertia force to D'Alembert 

.   As a consequence the transformation of 
problems in dynamics to an equivalent static 
problem followed as a matter of course. 

Equation (2) which is merely an algebraic 
manipulation when compared with Eq. (1) shows 
a marked difference of approach to the solution 
of the physical problem for which Eq. (1) is in- 
tended.   Equation (2) states that the components 
of acceleration of the particle are considered 
to be in equilibrium under the combined action 
of the applied forces and the inertia forces 
(-mx), (-my), and (-mz).   The advantages of Eq. 
(2) to the solution of complex systems of parti- 
cles are many; for the case of a single particle 
or body, however, Eq. (1) is also directly 
applicable. 

By the application of D'Alombcrt's princi- 
ple, which indicates that all the acceleration 

components produce inertia forces, the equilib- 
rium equation from statics may be used for the 
entire system of particles, provided the inertia 
forces are included in the summation. 

In the literature on the subject of dynamics 
many equations such as: 

Lrx my   +   Ky (6) 

state that the inertia force my is in dynamic 
equilibrium with the gravity force w, the con- 
stant force Fb, and the force   Ky which is a 
function of the velocity, y, and may be imagined 
to represent either a drag force or any other 
type of damping force defined as viscous damp- 
ing.   Ordinarily, according to the conventional 
notation adopted by the majority in the field of 
vibrations, the consiant r is used for viscous 
damping, which physically is envisaged as a 
dashpot filled with oil. 

Often the term C(y)" is contained in equa- 
tions similar to Eq. (6).   This is to be expected 
because fluid damping is normally found to be a 
function of some power of velocity of the vibrat- 
ing mass.   Viscous damping is associated witii 
a laminar flow, i.e., low Reynolds numbers, in 
which case the vaiue of n is i., anu tne iGrcc Oi 
damping is proportional to the velocity.   Any 
other damping will depend on the degree of tur- 
bulence of the medium for which n may approach 
the value of 2. 

It is apparent from the previous paragraphs 
that a more generalized idea of Newton's math- 
ematical statement was needed to include sys- 
tems associated with particular frames of refer- 
ence, such as coordinates consistent with engi- 
neering measurements. 

Lagrange's equations [4-7] provide this 
more generalized idea in the form of mathe- 
matical expressions in which reference need 
not constantly be made tu particular systems, 
since the terms are general ones.   Any appro- 
priate quantity necessary for developing the 
configuration of a given system may be used in 
the procedure.   Thus, for a deformed beam 
which has an infinite number of degrees of free- 
dom, the generalized coordinates q , q., and 
so on, are expressed in the form   r^ =  q,, 
a„ =  q,. ---,   a    -  q   .   When using Lagrange's 2 2 '       n n o        o        <_' 
equations, the generalized forces are obtained 
by increasing the coordinate qj by a small 
amount dq..   The change in deflection at any 
point along the length of a beam is given by 

dqiX: (7) 
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The generalized force is defined as 

Qj    =   F(t)  Xjia, , (8) 

in which th? second member expressed the work 
by the force F(t) on the change in deflection. 
The Lagrange equation for the  jth coordinate 
becomes 

F(t)   X-ia) . (9) 

Usually these equations are associated with the 
general principle of Hamilton [5] which for a 
non-conservative system is expressed as 

(SL - Qi Sqi) dt 

consists of either assuming or determining a 
reasonable shape for the dynamic deflection 
curve and then introducing it in the energy ex- 
pression:   which is normally obtained by equat- 
ing the potential energy of the system to the 
kinetic energy of the system.   With this method, 
the free-body diagram, as conceived according 
to D'Alembert's principle, is also eliminated. 
The fundamental natural frequency as calculated 
from the assumed shape of a dynamic-deflection 
curve of a system -vill be equal to or higher than 
the true natural frequency of the configurations 
[12].   How much higher depends on the magni- 
tude of deviation of the assumed shape from the 
true shape.   Small deviations, nevertheless, -will 
not introduce serious errors.   A reasonable 
guess can; in general, be made of the curve be- 
cause the frequency of an oscillation does not 
depend on its amplitudes. 

The chronological presentation of the three ways 
of expressing the equilibrium of a dynamic sys- 
tem as necessitated by the vastity of the yield 
is not to be intended as a digression from the 
basic and dominant Newton's second law.   The 
special techniques have been described so that 
they can be used to advantage in formulating 
the different problems usually encountered in 
the field of vibration. 

METHODS AND PROCEDURES 

The fundamental physical and mathematical 
principles for vibratory systems presented 
earlier under "General Remarks" arc broad 
statements describing mostly idealized mechan- 
ical concepts.   Many author's being aware of 
the difficulty arising from the applications of 
these concepts to practical mechanical systems, 
thought it was necessary to transform the broad 
statement of the second law of motion into more 
workable engineering tools of analysis.   They 
subsequently established methods and proce- 
dures for that purpose. 

One of the simplest methods for determin- 
ing the fundamental frequency of any configura- 
tion, such as a power, a stack, which for the 
purpose of analysis may be considered a verti- 
cal cantilever beam placed on an elastic soil, 
was proposed by Lord Rayleigh.   Rayleigh's 
energy method [8-11], when applied to a typical 
problem, yields an approximate solution; which 
most of the time is accurate enough for normal 
engineering works. 

The simplicity of the method results from 
that it obviates the tedious procedure of solving 
the differential equation of motion tor that par- 
ticular configuration.   The method basically 

The static-deflection method is a special 
case of Rayleigh's method.   Except for a slightly 
different point of view with respe -t to the physi- 
cal aspects of the system as far as its deforma- 
tion is concerned.   If a tower or stack is rotated 
through 90 degrees so as to be deformed into 
static gravitational displacements, and then, 
after having been clamped in this deformed con- 
dition   is rotnted bsck into its vertical ori*Tin9.1 
position, it will start to oscillate, on being sud- 
denly freed of the clamping.   Its velocity will be 
zero initially and its initial displacement every- 
where will be equal to the static gravitational 
displacement.   By this method, the maximum 
potential energies as well as the maximum 
kinetic energies can be related to the static 
displacement curve itself; the total initial elas- 
tic potential energy being determined from the 
summing up at the integration of the work done 
by the gravitational forces.   If conditions re- 
quire it, or if it is so desired, displacements 
can be made functions of shear flexure, or any 
other effect [13-18] consistent with the system 
to be analyzed including that due to the elastic 
constraint of the soil surrounding part of the 
member "planted" in it. 

The Rayleigh-Ritz method is a more gen- 
eralized procedure than the original simple 
Rayleigh method.   It yields more accurate 
values for the frequencies, and includes steps 
for estimating several mode frequencies at one 
time.   If the assumed deflection curve is ex- 
pressed as the sum of several functions in form, 

c.f (X)    +   C,   f.(x)    4    C,   f ,( X) (10) 

The accuracy of the values of the frequen- 
cies can be made better by using more func- 
tions.   The frequencies are estimated as follows: 
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1.   Expression 1 is introduced in the energy 
equation 

c EIXn <lx 

[   i..x,;ax 
•'0 

(11) 

2.   Equation (8) is equated to zero for each 
value of dc .   thus 

r ■• ^ EIXn dx 
S      Jo 

1 I 2 
.MXn  dx 

Jo 

-    0 ; (12) 

and 

3.   From the n-algebraic equations, the 
determinant, when set to zero yields the values 
of the first n-mode of vibration. 

Among the many other procedures, two of 
them are worthy of mentioning, i.e., the force 
mtluence coetticients method and the displace- 
ment influence coefficients method.   The force 
influence coefficients, which is denoted by the 
symbol / * is defined as the force requirsd at 
mass M; io move the mass Mj a unit horizontal 
distance, when the configuration is clamped in 
such a way that no other mass in it can trans- 
late. 

From the equilibrium equation applied to a 
mass Mj  given as 

M, X;  +   L-t1]X1   ---   0 (is) 
i 

and an assumed solution in the form 

(14) 

a reduced algebraic equation is obtained, thus 

MiXjP2 + L  /ijXj   =   o . (xs) 

Finally, an application of the expressions above 
can be made to a configuration with n-masses 
by setting up the system of equations given 
below: 

■ii Xi + ^12 X, + --- + 0ln Xn 

+ *, x. (16) 

' nl Al    'n2 A2 Y nn An 

In matrix form Eq. (13) becomes: 

</>X  =   P2MX (17a) 

( /- - P
2

M)   =   0 . (17b) 

The displacement coefficients, which are de- 
noted by the symbol 0*  are defined as the dis- 
placement of a mass M; due to a unit force ap- 
plied at mass M., when all other masses are 
undamped and free to translate. 

As above, for free undamped motion from 
'he equation 

*i  + I Öii^Xj (18) 
i 

and an assumed solution in the form 

X;    =    X.   cos  (pt + a) , (19) 

a reduced algebraic equation is obtained, thus 

x- Z:p2eijmjxj  = o. {20) 
j 

Similarly, as shown for the force influence 
coefficients, the system of equations is 

X,   =  p2(eilm1X1 t .012m2X2 + --- +ölnmnXn 

X.   = p2(e21m1X1+ö22m2X2 + --- +e2nmnXn 
(21) 

X      -   r,2/ r,       m    Y     + ••       m     Y 
1 ■      -     n i       1    "I n2      2      2 

In matrix form the set becomes 

X   =    p2 dmx . (22^ 

For configurations such as rigid frames 
with many degrees of freedom, the evaluation of 
the deflections at mass points for each position 
of the unit force is a time consuming effort, it is 
therefore more convenient to set up equations 
of motion for each of the mass points.   The pro- 
cedure is as follows:   From the equilibrium 
equations of the inertia forces 

•'In many vibration publications they are conven- 
tionally denoted by symbol "rho." 

Tin many vibration publications they arc denoted 
by the symbol "delta." 
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- m , X ,   -  F. 

- m„X„   -   F. 

a set of equations in terms of the frame stiffness 
coefficients can be sot up, thus 

F,   =   K^Xj + K12X2 + -   -  + Kln Xn 

F,   =   K21 X,   + K22X2  +  ---  + K2n Xn 

(as of 1960) on Reynolds numbers with magni- 
tudes well in the range of those which produce 

(23) resonance in most stacks.   They added another 
step to the stair of knowledge which will grad- 
ually lead to a better understanding of related 
problems. 

Theodor von Karman, who described the 
phenomenon of the vortex trail [27-30J, pointed 
out that when a wind stream passes a cylindri- 
cal obstruction alternating vortices are shed 
periodically.   The alternating pressures exerted 

(24) on the opposite sides of the cylindrical surface 
act at about 90 degrees from the direction of the 
wind and their magnitude is given by 

In those equations K; j  is defined as the spring 
force at mass point  i  for a unit displacement 
(X; - l) at mass point  i , all other displace- 
ments being zero.   The solutions to Eq. (24) 
can be obtained by any available method includ- 
ing the one by Stodola [19,20] which is as fol- 
lows:   The iteration is started by assuming a 
set of deflections x  , y ,,  x  , — for the right 
column of matrix and performing the relative 
operation.   The resulting column is then nor- 
malized; i.e., reducing one of the amplitudes to 
unity by dividing each term of Lhe column by 
the particular amplitude.   By successive repe- 
litiüilS Wich thC jrm 
stability toward a definite pattern of the ampli- 
tude can be reached. 

AEROELASTIC VIBRATION 
PRINCTPLES 

A mathematical statement in the form of a 
symbolic expression may be considered a great 
pedagogical accomplishment; its usefulness, 
however, can depend only on its capability to 
describe precisely the phenomenon for which it 
is intended; i.e., it must have scientific value. 
A mathematical statement with a capability to 
describe conclusively the phenomenon of sclf- 
excitation, which is associated with many con- 
figurations exposed to the flow of a fluid, would 
have both scientific and technical value; unfor- 
tunately it is still to be found. 

Towers, stacks, and similar configurations 
often vibrate excessively, even when winds of 
moderate velocities occur [21-24J.   It appears, 
however, that their frequencies are functions of 
their rigidities rather than the periodic forces 
or velocities of winds. 

Aeroelastic vibrations of stacks, caused by 
vortex shedding [25,26] are functions of param- 
eters which depend on supercritical Reynolds 
numbers.   Some studies have been made recently 

Fa   r   C, 

in which CL is a coefficient of lateral forces re- 
pulting from vortex shedding 
.or large Reynolds numbers. 

itill undctcrmin 

The frequency of the vortices is obtained 
from the Strouhal number S which is expressed 
as 

iü 

where  i is the frequency of the vortex shedding 
or vibration in cycles per becond, D is the di- 
ameter of the cylinder, and v denotes the veloc- 
ity of wind in feet per second.   For air, the fol- 
lowing relation exists: 

R   =    —   =    6380   vD . 

in which R is the Reynolds number, and 
kinematic viscosity. 

is the 

Reynolds numbers per stacks are in the 
range of 3,000,000 to 10,000,000; which by far 
are greater than the values of 120,000 and 
250,000 termed critical because of the flow 
change from "laminar to turbulent."   The values 
of the Strouhal is not constant and is given as 
having an average of 0.2. 

Various types of cross sections have been 
tested in wind tunnels [31,32j and results show 
that the rate of vortex shedding is regular or 
irregular depending on the shape.   For the ir- 
regular shapes the driving forces have no single 
frequency. 

A close study [33-35] of the wind pattern is 
not the scope of this paper; besides, as it ap- 
pears from the preceding references, many dis- 
cussions on the subject are available.   It can be 
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added that in non  -deal potential Hows around a 
cylinder the accumulations of air in the leeward 
stagnation crowds the streamlines.   The release 
of these accumulations at intervals which de- 
pends on the dimensions of the area of the cyl- 
inder, gives rise to the periodic: discharge of 
vortices as idealized in many diagrams descrip- 
tive of the flow. 

being reduced mount progressively.   Self- 
standing towers subject to gusts may be in 
phase with residual motion from previous 
gusts, their ampntudes may therefore be aug- 
mented by a factor greater than the usual dy- 
namic factor with a value of 2. 

SHOCK ENVIRONMENT 

SELF-EXCITATION 

As mentioned in the Aeroelastic section, 
the phenomenon of self-excitation belongs to a 
special and important class of steady-state 
motion not yet completely solvable mathemat- 
ically. 

A self-excitation system is an independent, 
seif-controiled configuration which derives 
energy from an external source by virtue of its 
own periodic motion.   Its periodicity is there- 
fore only a function of its natural frequency.   A 
forced system, on the other hand, is a depend- 
ent, externally controlled configuration which, 
in the steady-state of motion, vibrates with the 
frequency of the external periodic force. 

A violin string, as an example, vibrates 
with its own undamped frequency independently 
of the bow; it therefore represents a self- 
excited system which derives energy from the 
frictional force set up by the moving bow. 

The characteristics and magnitude of the 
excitation element and the dissipation element 
of a self-excitation system are under intensive 
studies, especially, with reference to plane 
wings (flutter studies).   The non-linear char- 
acter of the motion, however, precludes a prior 
evaluation of these characteristics.   It is there- 
fore possible to obtain information auout them 
only by experimental means, which yield em- 
pirical expressions for that particular type of 
configuration only. 

From the point of view of mathematics, a 
criterion of self-excitation for systems sur- 
rounded by moving fluids states that if dFy/dö 
is negative, the work is positive and self- 
excitation occurs.   For this particular case, 
which represents a twofold symmetrical I- 
beam section suspended in a fluid and fastened 
by springs, it was found that the moving I - 
beam will extract work for self-excitation from 
the fluid stream where the angle of attack,    , 
lies within the interval of -0.09 to 0.09 radian. 
As a conclusion of this paragraph, it can be 
stated that an unstable motion is the result of 
negative damping [36,37j; i.e., the disturbance 
varies PS the velocity.   Oscillations instead of 

Simple Concepts 

The complexity of shock phenomena is 
beyond evaluation, and only recently consistency 
of efforts has succeeded in tentatively explain- 
ing some generalized concepts of the shock en- 
vironment.   Perhaps because the intensive ef- 
forts of the military research center personnel 
of the United States and other countries, together 
with the extensive application of electronic and 
electromechanical equipment have stimulated 
the imaginative potentiality of many investiga- 
tors toward the proper direction [38-46J. 

The phenomenon of shock is normally ab- 
sociated with systems which vibrate in a tran- 
sient manner and in many natural modes simul- 
taneously.   Only by discarding the harmcr.ics of 
the fundamental frequency it is possible to sim- 
nlifv the exceedingly complex analyses of sys- 
tems subject to shock.   This simplification is 
considered justified [41] because the cushioning 
afforded by the isolator reduces the suddenness 
of forces and motion and consequently decreases 
the response ol configurations in their higher 
modes of vibration.   Shock is generally defined 
as a sudden excitation of the resonators in con- 
figurations and equipment by any impulse, or 
force, or transient motion.   In Ref. [45] there 
is a hint of a wish to make the distinction be- 
tween "shock" and a steady "acceleration"; the 
fact that the first effect excites resonances, 
while the second doe_ not is not, however, a 
valid reason for such a distinction and the au- 
thor discards the idea.   It is therefore a matter 
of locating the lowest resonance of the system 
which is the most important factor for deter- 
mining the dividing frequency. 

Sometimes shocks are produced by sudden 
velocity changes in mounted equipment, espe- 
cially in naval vessels subjected to the action 
of armaments and other combat vehicle; the 
mounting in this case is analyzed for velocity 
changes. 

Shock isolation mounts are generally inves- 
tigated for the following conditions: 

1.   The maximum deflection of isolators 
is smaller than the shock motion displace- 
ment amplitude. 
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2. The maximum deflection of isolators is 
smaller than the displacement of the shock 
it . A ^ U , 

3. The maximum deflection of isolators is 
greater than those produced by the causes men- 
tioned in 1 and 2. 

Very lengthy mathematical procedures 
(related to the ores described previously) are 
generally required for analyzing the multi- 
degrees of freedom systems of isolator mounts 
subjected to shock.  It is, however, neither 
necessary nor desirable to present, describe, 
and explain all those generalized theoretical 
approaches and mathematical statements as- 
sociated with shofk because the problem of the 
crib shock mounting is not the main subject of 
the paper.   Further, all procedures for shock 
are either similar to the ones already dis- 
cusrod or slightly modified versions of them. 

In general, the concept of the behavior of a 
simple mass system isolator whose support is 
experiencing either a velocity shock or an ac- 
celeration shock is sufficient to explain the 
shock phenomenon more adequately than a deep 
philosophical treatment; accordingly, such a 
system is considered. 

For the condition of inelastic impact, the 
equation of motion of a mass  Mz is 

M z z   =    K z ( y ~ 2) , 

VHO relative velocity of the suppor* being 

y   =   Vst , 

the general solution for the motion of the mass 
Mz, when  z - z = o , and  t = 0 is 

Vs(l   -   p^inp.t) 

The deflection of the spring Kz is given by 
c1„, = y - z   or in different form by 

M ■ 

This expression shows that the maximum dis- 
placement 

l": 

'', 

z    :  —a-   (cos pzt -  1)   +  | at2 

If the support is subjected to an acceleration, 
the expressions are as follows: 

In all expressions above 

Pz    -   lvmi. 

For the case of a support subjected to a 
velocity Vs. the maximum deflection of the 
spring Kz and the maximum acceleration 
z   = v P    of the mass m   are a measure of o s    z z 

shock severity. For the case of a support sub- 
jected to an acceleration a, the compression in 
the spring (y-z) will vary from zero to a maxi- 
mum of  2 a/p I. 

Attenuation Capability of a Silo 

A vertically oriented silo, especially when 
its uppermost surface minrides with the ground 
surface, is not capable of attenuating apprecia- 
bly the blast induced pressures, when behaving 
as a unit.   It is true that disturbances associated 
with Rayleigh waves decay exponentially with 
depth, however, since they spread only in two 
dimensions, they fall off more slowly with dis- 
uuice Lhan the other types of elastic waves [47- 
55 j.   The fact that stress-strain curve for a 
decreasing stress does not retract its upward 
path exactly is an important factor in the atten- 
uation of stress waves through solids; however, 
this effect is more accentuated with a medium 
such as soil, than with concrete.   A total atten- 
uation is therefore beyond any expectation. 

A partial attenuation is indisputable under 
all conditions; nevertheless, no one, even the 
most experienced analyst in the field of wave 
propagation, will ever determine its exact mag- 
nitude.   In order to estimate a satisfactory at- 
tenuation value consistent with the silo boundary 
conditions it will be advisable to first examine, 
compare, and discuss the physical characteris- 
tics of the soil it replaces.   Substantial differ- 
ences, undoubtedly, exist between the dynamic 
properties of the structure and the properties 
of the soil.   It is not difficult to imagine that the 
shock structure environment will differ appre- 
ciably from the free-field environment.   How 
much it will differ is a question that has not 
been answered in similar configurations, as it 
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appears from the findings shown in a few 
papers, some of which are mentioned in the 
bibliography [Fi6-60j. 

Untenable assumptions have been made, 
such as, the state of a rigid body enclosed 
within a mass of an elastic medium and sub- 
jected to a harmonic disturbance.   The results 
seem to demonstrate without proof that a silo, 
termed an inclusion, tended to follow the motion 
of the medium for excitations with wave lengths 
much longer than its diameter and was not re- 
sponsive to short wave lengths.   The explana- 
tion is to be found in the idea that the structure 
will move almost as a unit without discernible 
distortion if the wave length is very large.   As 
an example, if the ground velocity is 3000 fps 
and its frequency is 5 cps, the wave length 
would be 3000/5 = 600 feet.   Since the structure 
extends about 20 feet in the path of such wave, 
not more than 20/600, or about 1/30 would be 
vnder it at any time; and the greatest displace- 
ment between any two points in the diameter of 
the silo would he 20/300, or 1/15 of the range 
of the motion. 

Even the assumption of considenag the 
soil as an elasto-plastic medium did not yield 
a satisfactory answer; that was to be expected 
because cf the exclusion of a significant damp- 
ing factor.   On the other hand, an attenuation of 
significant entity could be predicted for the con- 
ditiOii of having the silos eiiclosed in 3. rock 
cavity, free of frangible material and of any 
other possible fragmentary inclusion. 

The concrete silos are neither rigid nor 
exceedingly elastic, on account of the limited 
ductility of the concrete.   The energy that it 
can store is merely a fraction of the energy 
that the more ductile material, steel, can store 
based on similar conditions; however, it is ca- 
pable of a certain flexibility which will be suf- 
ficient to produce a springy action.   As a result, 
it is possible to envisage that the response spec- 
trum for the mounted crib will be modified to 
conform Lo a different reduced input motion. 
How much reduction is to be expected?   The 
answer, off hand cannot be given if it is intended 
to be indicative of the true value; however, by 
thinking about the thickness of the foundation 
slab, which may be in the neighborhood of 5 
feet, and at its frequency, which may be in the 
interval of 100 or more cps, one might base a 
judgment on the slab deflection of perhaps 1 
inch. 

By assuming a stiffness value of perhaps 
50,000,000 lb/in. its acceleration may approach 
the value of about 250 g or more.   This atten- 
uation estimate is only a guess, and a future 

mathematical analyses of the combined shock 
mount will surely provide a better numerical 
value. 

DISCRIMINATION RADAR BORE- 
SIGHT TOWER  (152 FEET KIGH) 

This tactical Discrimination Radar Test 
Tower for Nike Zeus Weapons Systems, de- 
signed by Burns and Roe, Inc., for the Bell 
Telephone Laboratories, Inc., in 1961, was 
erected in White Sands, New Mexico. 

The four-legged, free-standing, structure- 
steel tower supporting the test antenna (a re- 
flector 10 feet in diameter and two target flags 
2 feet x 2 feet) is a simple configuration made 
mostly of angles.   As shown in Fig. 1, it con- 
sists of two univs:   (1) a 147-fooL high tapered 
unit, 27 feet wide at its lower end and 5 feet 
4-1/2 inches wide at its upper end, and (2) a 
15-foot straight unit in contact with the upper 
end o.n the tapered unit. 

The tower is provided with "X" bracing in 
both the vertical and horizontal planes, to re- 
sist the effect of dead, live, and wind loads act- 
ing either singly or in combination.   The dis- 
cussion of the statical design procedure of the 
tower is beyond the scope of this paper; it is 
sufficient to state that criteria required that the 
tower be designed for a 90-mph wind operation, 
that the maximum deflection at center of target 
must not exceed 4.5 inches including the effect 
of tilting, that the maximum natural frequency 
of the tower must not exceed 1 cps, when vibrat- 
ing as a cantilever beam, and the torsional fre- 
quency was not required because cf its negligi- 
ble influence on the testin''" operation. 

Experience and theoretical considerations 
indicated that in view of the conditions of de- 
formability of the tower framing more appro- 
priate method for determining the tower funda- 
mental frequency would be the Rayleigh-Ritz 
method.   As discussed previonsly, the method 
evolves around the concept that a beam can be 
represented by a series of lumped weights W,, 
W

T) —> and the maximum strain energy can be 
determined from the work done by these loads. 
Accordingly, the maximum kinetic and potential 
energies are given as: 

1   v1   r        2 2 
Tmax     -      2    T    LW>y>     '    V2yl    + W    v   21 

and 

U=   ^[W.y,   f  W2y2  +   ---  Wnyn] 
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-VS'-   h  1/2" 

UNSTRESSED  TOWER 

Fig. 1 - Discriminatioii Radar Boresight Tower —Tower 
elevations and four out of nine deflection diagrams for 
a unit load applied at each point A to K 

where y1 — ■ Vn ' represents the static de- 
flections of corresponding points, the frequency 
equation is derived by equating the two expres- 
sions and rearranging terms.   The resultant 
circular frequency is 

1 Wy" 

Similarly the natural frequency of free motion 
is 

1   /glWy   '    ' 

2- WyV 

The quantity in parentheses is the ratio of two 
summations with product terms involving W 

and y.   It was therefore deemed convenient to 
divide the procedure in two computation 
schemes:   A graphical construction and a com- 
putation in tabular form.   The graphical con- 
struction consisted merely of an application of 
the Williot-Mohr diagram for determining stat- 
ical deflections for trusses.   Some preparatory 
computations were actually required to obtain 
the values relative to lengthening and shortening 
of the tower members for each loading condition. 
For this preliminary step, all member stresses 
were computed for a load of 1000 pounds applied 
progressively at panel points A to K (nine inde- 
pendent computations were required in all since 
point A is at the base of the tower).   From the 
use of these stresses in the formula   5 = NL/AE, 
where terms for each bar are as follows:   an 
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axial stress N, a uniform area A, a length L, 
and the modulus ol elasticity E, the values o£ 
delta were obtained.   From this point on the 
graphical construction was carried out and the 
magnitudes of the deflections at each panel 
point were scaled from the completed diagram 
and recorded in Table 1. 

Description of Tabular Procedure 

The compilation of Table 1 required com- 
putation for the last column only.   In column 1 
arc shown all panel points A to K.   In the fol- 
lowing nine columns are recorded the 10ÜÜ- 
pound load deflections lor each point.   In the 
last column are given the total deflections lor 
all nine loadings. 

Table 2 contains the point loads such as 
frame, antenna, platlorms, and ladder loads in 
addition to the deflections due to lOOO-pound 
loads in the second column and the total loads 
at points in the last column. 

Table 3 shows the products ol the deflec- 
tions at points under K to B given in Table 2, 
and the loads at the same points given in Table 
3 (top row).   Summation of all row terms yielded 
the values of the total deflections shown in Uie 
last column. 

Table 4 contains the products of the loads 
and deflections; last two columns representing 
the values to be inserted in the frequency for- 
mula. The frequency of the tower vibrating as 
a cantilever beam was 

38.112 x 386 
124, 110 

10.9 

10.9 
2T; 

1. 73  cps 

This value of the natural frequency did not sat- 
isfy criteria, it was therefore necessary to 
alter the physical characteristics of the 
system. 

TABLE  1 
Summary of Deflections for 1000 Pounds at Panel Points 

r»      * 
Loads at Points 

■ 

i 

Total   i 
Defl. Point 

K J H G F E D C B (in.) 

K 0.6880 0.6050 0.5220 0.3070 0.1635 0.0700 0.0348 0.0188 0.0007 2.4098   j 
J 0.6050 0.5482 0.4774 0.2844 0.1540 0.0671 0.0335 0.0128 0.0008 2.1832   1 
H 0.5220 0.4774 0.4295 0.2629 0.1444 0.0531 0.0320 0.0125 0.0011 1.9349   j 

1      G 0.3070 0.2844 0.2629 0.1848 0.1115 0.0525 0.0273 0.0116 0.0020 1.2440   | 

1      F 0.1635 0.1540 0.1444 0.1115 0.0801 0.0417 0.0221 0.0104 0.0027 0.7304 
E 0.0700 0.0671 0.0531 0.0525 0.0417 0.0331 0.0177 0.0095 0.0036 0.3483 
D 0.0348 0.0335 0.0320 0.0273 0.0221 0.0177 0.0146 0.0089 0.0042 0.1951 
C 0.0188 0.0128 0.0125 0.0116 0.0104 0.0095 0.0089 0.0083 0.0048 0.0976 

1      B 0.0007 0.0008 0.0011 0.0020 0.0027 0.0036 0.0042 0.0048 0.0053 0.0252 
A 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

TABLE 2 
Total Deflections at Points for 1000 Pounds at Points and Loads 

Panel 
Point 

Deflection Frame Antenna Other 
Due to 1000-lb Loading Platform Platform Ladder (lb) Total ab)    j 
at Points  (in.) (Bent) ab) (Steel) ab) (Steel) (lb) 

K 2.4098 1458 891 — 284 2632 
J 2.1832 415 — — 284 699 
H 1.9349 845 — — 617 1462 
G 1.2440 1515 — 425 950 2890 
F 0.7304 1857 — 425 950 3232 
E 0.3483 1937 425 770 
D 0.1951 1712 — — 590 2302 
C 0.0976 2494 — 425 590 3509 

1       B 0.0252 2399 — — 590 2989 
1       A 0.0000 0 — — — 0 

289 



TABLE 3 
Total Deflections at Points Due to Loads 

Loads Total | 
Defl.  1 

at Point Panel 2632 699 1462 2890 
1 

3232 1 3132 2302 3509 2989 
K J H G F E D C B (in.)  | 

K 1.8100 0.4225 0.7640 0.8870 0.5280 0.2190 0.0800 0.0660 0.0021 4.7786 
J 1.5900 0.3322 0.6950 0.8200 0.4970 0.2109 0.0770 0.0450 0.0024 4.3195 \ 
H 1.3700 0.3340 0.6280 0.7600 0.4660 0.1665 0.0735 0.0438 0.0033 3.8451 
G 0.8050 0.1982 0.3845 0.5320 0.3600 0.1645 0.0627 0.0407 0.0060 2.5536 

1  F 0.4300 0.1080 C.2100 0.3220 0.2580 0.1305 0.0507 0.0365 0.0081 1.5538 ! 
'      E 0.1840 0.0469 0.0778 0.1515 0.1330 0.1070 0.0406 0.0333 0.0108 0.7849 l 
1  D 0.0915 0.0234 C.0468 0.0790 0.0715 0.0553 0.0335 0.0312 0.0126 0.4448 | 
i  C 0.0495 0.0089 0.0183 0.0335 0.0336 0.0298 0.0204 0.0292 0.0144 0.2376 j 
1  B 0.0018 0.0006 0.001G 0.0058 0.0088 0.0113 0.0096 0.0168 0.0159 0.0722 

i  A 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

TABLE 4 
Products of Loads and Deflections 

Deflection Load W 
Panel at Point 

(in.) 
at Point 

(lb) 
2 w  1 W2  j 

K 4.7786 2632 22.85 12,600 60,200 1 
1  J 4.3195 699 iö.oo 3,010 13,000 i 
,  H 3.8451 1462 14.65 5,600 21,700 | 
1  G 2.5536 2890 6.55 7,360 18,900 i 

F 1.5533 3232 2.40 5,000 7,750 1 
|  E 0.7849 3132 0.616 2,460 1,890 j 
\      D 0.4448 2302 0.198 1.030 455 
\      C 0.2376 3509 0.057 837 200 

B 0.0772 2989 0.005 215 15 
A 0.0000 0 0.000 0 0 

38,112 124,110 1 

In the static equilibrium position, the spring 
force KA is equal to weight w or 

The natural frequency, being a function of the 
statical deflection, can be changed by properly 
varying the statical deflection.   This change 
was accomplished by adding a concrete plat- 
form on top of the tower.   From the application 
of different platforms at point K, a few fre- 
quency values were computed and a curve was 
plotted.   The intersection point of the curve 
with the abscissa passing through the ordinatc 
having a value of 1.00 indicated that a platform 
weighing 11,000 pounds was sufficient to lower 
the frequency to the value of 0.955.   Computa- 
tions for this stage of work are shown in Tables 
5 and 6 which are similar to Tables 3 and 4. 

With the purpose of comparing the result of 
a good apprüXiiiiation procccK to the result of 
a poor approximation procedure, the natural fre- 
quency of the tower was determined by assuming 
that its rigidity could be taken as equal to that 
obtained from a section at the mass center at 
about 59 feet from the tower base.   The moment 
of inertia I was computed from  I = 2Ar2, in 
which A is the area of one leg and r is the ra- 
dius, taken as equal to one half of the tower 
width at the mass center.  Numerically 

2 x 3.61(7.73 x 12)2 62,000 

K   =    12.4  ET 

12.4 x 30 x 106 x 62 * 10 3 

K    =    -    3800 
(152 x12)- 
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TABLE 5 
Total Deflections at Points Due to Loads 

Point 

Loads Total Defl. 
at Points 

13632 699 1462 2890 3232 3132 2302 3509 2989 
(in.) 

K J H G F E D C B 

K 9.3600 0.4225 0.7640 0.8870 0.5280 0.2190 0.0800 0.0660 0.0021 12.3286 
J 8.2500 0.3822 0.6950 0.8200 0.4970 0.2109 0.0770 0.0450 0.0024 10.9795 
H 7.1100 0.3340 0.6280 0.7600 0.4660 0.1665 0.0735 0.0438 0.0033 9.5851 
G 4.1900 0.1982 0.3845 0.5320 0.3600 0.1645 0.0627 0.0407 0.0060 5.9386 
F 2.2220 0.1080 0.2100 0.3220 0.2580 0.1305 0.0507 0.0365 0.0081 3.3460 
E 0.9540 0.0469 0.0778 0.1515 0.1330 0.1070 0.0406 0.0333 0.0108 1.5549 
D 0.4730 0.0234 0.0468 0.0790 0.0715 0.0553 0.0335 0.0312 0.0126 0.8263 
C 0.2560 0.0089 0.0183 0.0335 0.0336 0.0298 0.0204 0.0292 0.0144 0.4441 

B 0.0095 0.0006 0.0016 0.0058 0.0088 0.0113 0.0096 0.0168 0.0159 0.0799 

A 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 i 

TABLE 6 
Product of Loads and Deflections 

Defl. at Load W 
Panel Point at Point 2 W W2 

(in.) ab) 

K 12.3286 13632 151.300 167,000 2,060,000 
J 10.9795 699 121.OUO 7,680 84,600 
H 9.5851 1462 91.870 14,000 134,300 
(J 5.9306 2890 35.280 17,100 102,000 
F 3.3470 3232 11.220 10,900 16,200 
E 1.5549 3132 2.400 4,850 7,500 
D 0.8263 2302 0.682 1,900 1,570 
C 0.4441 3509 0.197 1,560 690 
B 0.0799 2989 0.006 240 19 
A 0.0000 0 0.000 0 0 

225,230 2,426,879 

With this value of K the frequency is 

i /ksV * 

J_ /3800 
277 \   33,845 

380 \ 
=    1.04  cps. 

This value of 1.04 agrees very well with the 
value of 0.955 obtained from a procedure which 
required about 80 hours.   The agreement, un- 
fortunately, cannot be used as a basis for being 
adopted as a standard nrocedurp hpcause one 
specific case can be thought of as an accidental 
happening. 

SHOCK MOUNTING ASSEMBLY 
FOR EQUIPMENT CRIB 

The shock mounting assembly and the 
equipment supporting crib (shown in Fig. 2, 
which illustrates the underground silo) consists 
of two sets of helical springs installed between 
the crib and the silo.   The proportioning of 
these two sets of springs as well as the deter- 
mination of the maximum "rattlespace" are 
consistent with the attenuations of ground 
shocks to the desired survival level of the equip- 
ment, as specified in the criteria; which re- 
quired that the study be carried on for 30-g and 
3-g accelerations.   As additional requirements. 
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GRADE 

Fig. 2  -  Shock mounting assembly for equipment crib- 

a discussi . about the selection of the types of 
spring and the estimating of the magnitude of 
the shock attenuation by the concrete silo were 
stated in the criteria. 

Asa preliminary step, a reasonable esti- 
mate was made of the maximum values of dis- 
placements, velocity, and acceleration due to a 
specified air-induced shock.   A curve of the 
acceleration ordinates was then plotted from 
the abscissa, which was drawn parallel to the 
wall of the silo.   The ordinate showing an 

approximate value of 300 g and passing through 
the center of gravity of the acceleration curve 
was taken as the value to be used for establish- 
ing the response spectrum acceleration.   The 
velocity of 400 ips and the deflection of 16 inchc£ 
were similarly evaluated for the same condi- 
tions; see Fig. 3. 

As explained elsewhere, the values of the 
deflections, velocity, and acceleration for a 
simple oK^illator are functions of the frequency; 
it was therefore convenient to plot a combined 
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Fig.  3  -  Combiaed shock spectrum envelope for earth rnütion 

shock spectrum from a determined set of values 
consistent with the conditions stated in the cri- 
teria.   The envelope for the maximum values 
mentioned previously was subsequently super- 
imposed on uie diagraiü of the conibinsd shock 
spectrum. 

Isolation System 

The design criterion for the equipment 
shock-mounting assembly is merely a reflec- 
tion of the idea that the plane of the air-induced 
ground shock front is neither parallel nor per- 
pendicular to the ground surface.   The true in- 
clination of the plane with the ground surface 
is unknown; however, the approximate magni- 
tude of the two vectors for the horizontal and 
the vertical motion will furnish the necessary 
and sufficient conditions for the design of the 
shock-mounting assembly. 

The equipment supporting crib is a six- 
degree-of-freedom isolated mass, and there- 
fore has six modes of vibration, each mode 
having its own natural frequency.   If the center 
of the isolators is made to coincide with the 
center of gravity of the isolated mass, the six 
modes of vibration are the six reference coor- 
dinates of the system, namely the three 

orthogonal translational modes and the three 
orthogonal rotational modes.   The frequencies 
corresponding to these modes are obtained by 
standard one-degree-of-freedom methods.   On 
the other Land, if the center of gravity of the 
isolators cannot be made to coincide with the 
center of the crib assembly mass, pure trans- 
lations and pure rotations will not occur; only 
combination modes of all six coordinates will 
result from the eccentricity, and the response 
of non-linear systems to harmonic input will be 
that of a different frequency and a non-harmonic 
correspondence.   Since the principle of super- 
position would not apply to the resulting motion, 
it would be necessary to solve a system of non- 
linear differential equation; and it is necessary 
to state that very few non-linear differential 
equations have been solved to date. 

The exceedingly complex nature of the 
equipment crib shock motions, resulting from 
an acceleration applied to the supporting con- 
crete structure, indicates that the effectiveness 
of the shock isolator to be interposed between 
the crib and the concrete foundation slab and 
walls will depend primarily on the perfect func- 
tioning of the isolator body. 

The ratio of the total horizontal stiffness to 
the total vertical stiffness, which is the primary 
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and most important variable for the proper con- 
trol of the shock, is one of the main factors on 
which the selection of the types of spring hinges. 

Numerical Procedure 

From the brief theoretical principles out- 
lined previously, the fundamental frequency of 
the system is 

v* 2^; V. 

45.000 
K      = (29)2    -    qT.KOO   Ib/m. 

3o7 

This condition is satisfied by a set of 52 helical 
springs 2-1/2 in. x 12 in., each having 16 coils 
and a stiffness of 1870 lb/in.   The total ex- 
panded height and the statical deflection due to 
gravity are 54 in. and 0.464 in., respectively. 
The maximum shear stress in the wire for this 
condition is 70,000 psi. 

Condition 2 (Horizontal Component of 
Motion): 

In terms of g, the same formula becomes 

_    387 z   _   ,.   , 
fyz - -j^r - 61-6 w. 

A   =   30  K,       Vs   =    250   ips 

for the crib 

f   ,   =    7.4 cps 

Also, uhe deflecüon is given by dyz   =    5.36   in. 

d       -   y - z , yz J 

or for maximum condition 

'   yz'c iv lyz 

From this point on, formulas are applied for 
the following conditions: 

Condition 1 (Vertical Component of Motion): 

Acceleration = 30 g        i 
Velocity = 400 ips  l^Max. Spectrum 
Deflection      = 16 in.      [ Envelope 
Frequency     = 46.2 cpsj 

The equipment and crib values are obtained as 
follows: 

61. 6 x 30 

y~ ~       400 

400 
yz 2" ^ 4.62 

4. 02  cps 

13.8   in. 

The required spring constant, K!. is obtained 
from 

yz lu \ m 

or 

2 w 
K2   -   m^Trf     )      =   irf27;fyz) 

This condition is satisfied by a set of 25 helical 
springs 2-1/2 in. x 12 in. each having 8 coils 
and a stiffness of 5000 lb/in.   The total height 
and the statical deflection is 24 in. and 0.364 in., 
respectively. 

Condition 3 (Vertical Component of Motioa): 

Acceleration = 3 g     "1 Maximum spec- 
Deflection      = 16 in.J trum envelope 

The equipment and crib values are 

fyz 1.36  cps 

''yz    ■     16 

Kz    -    8600   lb   in. 

A set of helical springs 2-1/4 x 12 each having 
19 coils, a stiffness of 1160 lb/in., and a height 
of 60 in. 

Condition 4 (Horizontal Componorit of 
Motion): 

Acceleration      = 3 g 
Deflection 16/3 = 5.33 in. 
Kz - 25,300 lb/in. 

A set of 10 helical springs 2 in. x 12 in. each 
having 7 coils, a stiffness of 2420 lb/in., and a 
height of 19.33 in. 

Selection of Springs 

in which w is the weight of the equipment and 
crib.   The numerical value is 

Helical Springs.   Helical springs are used 
in tension as well as in compression.   Tension 
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Springs are most useful when very low natural 
frequencies must be attenuated, and they are 
suitable for the special condition of overhead 
supports.   They will usually demand more room 
than other types of mounts, and require consid- 
erable flexibility in the mind of the designer if 
they are to be successfully applied.   In general 
they are more expensive than compression 
springs, although they are more stable in ap- 
plications having large static deflections. 

Compression springs are more efficient 
than tension springs whenever it is necessary 
to control stiffnesses in various directions, as 
in the case of the crib, for which all the natural 
frequencies of the several modes are important. 
An excessive load can be superimposed on a 
compressive spring without damaging it. be- 
cause they can be designed in such a manner 
that the coils close before the safe stress is 
exceeded. 

The supporting equipment crib, as ex- 
plained previously, will be subjected to verti- 
cal as well as to lateral motion; in addition, 
owing to the arrangement of the equipment 
throughout its height, the crib will have its 
center of gravity high above its lowest floor. 
It appears therefore that a combination of 
tensile and compression springs will furnish 
the most satisfactory solution.   Even with a 
combination of tensile and compressive springs, 
however, instability might result during the in- 
stant in which a horizontal deflection is pro- 
duced.   At such time the vertical stiffness of 
the spring would decrease, owing to the eccen- 
tricity of the load, and as a consequence the 
potential energy of the system would also de- 
crease, since the equipment would be lowered. 
From the energy relation, the condition that 
the ratio of the horizontal to the vertical stiff- 
ness must be equal or greater than the ratio of 
the static deflection to the working height of the 
spring will have to bp maintained.   With the 
tensile-compressio'i mount only 50 percent of 
the horizontal springs will be in tension each 
time. 

modulus in torsion, the wire diameter, the mean 
coil diameter at free height, and the number of 
active coils, will be more than a guide for the 
task; especially if the wiring index given by the 
ratio of the mean coil diameter to the wire di- 
ameter is properly chosen so as to yield a min- 
imum weight of steel. 

The effectiveness of helical springs as 
shock isolators can be proved by the surge- 
wave theory which also predicts how fast the 
spring can expand or contract, and estimates 
its "velocity barrier"; i.e., the velocity that the 
spring cannot exceed.   Normally, the force ap- 
plied to the front coil of the spring is not trans- 
mitted through the coils instantaneously, but in 
the form of a shock wave along the axis of the 
spring wire, almost similarly to the sound wave; 
and this shock wave requires a specific time to 
travel from one end of the spring to another. 
Another advantage of the helical springs results 
from their being easily used either singly or in 
sets enclosed partially in steel boxes, i.e., up 
to their solid length.    . 

Ring Springs.   Ring springs are also good 
shock absorbers with low space requirements 
in proportion to their capacity  because of high 
frictional forces, i.e., they absorb shocks with 
low recoil.   Axial loadmix of the snriri£ causes 
the inner and the outer rings to act on inclined 
planes.   This forces an expansion of the outer 
rings and a contraction of the inner rings as the 
axial length is reduced.   Ring springs are used 
only in compression; they arc therefore limited 
to applications for which heavy load conditions 
and vertical motion are likely satisfied by a 
compact system.   The springs can continue to 
function even though several rings are broken, 
and this would be more Luan. enough tor iustify- 
ing their use in this case; however, with the 
implication of combining them with helical 
springs to absorb the horizontal forces.   Their 
total height would be somewhat smaller than the 
normal height usually required for coiled 
springs; it is almost five tin.es the allowable 
deflection. 

The environmental conditions will require 
springs with large deflections; they will there- 
fore have a tendency to oscillate whenever any 
equipment within the crib is operated dynami- 
cally.   To reduce to a minimum such apparent 
condition of spring instability, it will be appro- 
priate to provide some dampers which will be- 
come effective only after the taking place of 
some small irüLial horizontal movement of the 
crib.   The selection of the optimum spring set 
will be quite a problem because the initial con- 
ditions can be satisfied by many springs; how- 
ever, the controlling parameters, such as the 

Liquid Springs.   Liquid springs have been 
used successfully in many fields; however, only 
recently, perhaps in the last few years, have 
they been recognized as members of the family 
of springs.   For heavy loads and limited oper- 
ational space ihey have no equal.   Unfortunately 
they allow only axial motion which precludes 
their use where lateral motion is to be attained. 
Perhaps they might be furnished with special 
rotational bases capable of permitting motion in 
the desired simultaneous directions but their 
cost would probably increase so much to make 
them impractical. 
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A few different types of liquid springs have 
been designed to date; only lour types will be 
described here. 

The compression type of any liquid spring 
operated from compressibility of the contained 
fluid.   The piston rod entering the fluid chamber 
(not iiie piston itself) builds up the fluid pres- 
sure.   The restoring force for the direct com- 
pression type equals the fluid pressure times 
the cross-soction area of the piston rod.   Ori- 
fices or check valves in pistons can speed or 
restrict motion to any desirable degree in 
either direction. 

The tension type builds fluid pressure when 
rod moves upward because large-diameter, 
lower half of rod displaces more fluid than up- 
per half.   Restoring force in downward direc- 
tion, equals fluid pressure times difference in 
cross-section area of rod. 

The long stroke type has hollow shaft to 
increase rigidity.   Restoring force equals fluid 
pressure times cross-section area of hollow- 
shaft wall.   Strokes up to 5 feet are permissi- 
ble with this type. 

The compound spring has dual spring rate. 
Zero load finds primary rod in upward positioni 
secondary rod resting on bottom of secondary 
chamber.   As load is applied, primary rod 
moves downward, compressing fluid in primary 
chamber, while secondary rod moves small dis- 
tance into its chamber because of differential 
pressure against lower end.   It will not float in 
balance until pressures are about equal in both 
chambers.   When load is increased to change- 
over point, secondary rod will finally be touch- 
ing bottom of outer cylinder; still more load 
mechanically forces this rod into its chamber. 

The spring action from liquids varies: 
äüme liquid will compress to less than 90 per- 
cent of the original volume with applications of 
20,000-psi pressure.   The action is elastic be- 
cause the energy is absorbed, stored, and fully 
released when the force is applied.   A single 
liquid spring can provide as much "springiness ' 
as 30 coil springs of the same length and diam- 
eter.   Some have been designed to reciprocate 
at 1000 cycles per minute.   By restricting fluid 
flow with orifices in the piston, there is a con- 
trolled slow-down effect useful for shock ab- 
sorption, damping, and timing.   Like all other 
springs, liquid springs also have some draw- 
backs such as buckling, unseating, clearance, 
and high costs. 

Sealing must be absolutely tight, or fluid 
will be lost, thus changing the characteristics 

of the spring.   P. W. Bridgeman, of Harvard, in 
his research on high pressures has developed 
an unsupported-area seal and thus this problem 
may be considered solved. 

The common fluids used are:   Dow-Corning 
types F-4C29 and 200 (silicone based with vis- 
cosity of 100 centistokes at 77 F).   Other fluids 
are not very efficient for their low compressi- 
bility. 

Minimizing Rattlespace.   Consistent with 
the maximum accelerations which can be tol- 
erated by the equipment, and which have been 
specified prior to the starting of this estimate 
criteria, the minimizing of the "rattlespace" 
was accomplished by trial and error selection 
of specific isolators.   Accordingly, the follow- 
ing approximate values may be assumed:   for 
the environment conditions of the concrete lin- 
ing assume an acceleration of 300 g, a velocity 
of 4C0 ips, and a displacement of about 16 
inches; and an isolator system consisting of a 
series of well balanced helical springs and with 
a frequency of about 4.62 cps will limit the ver- 
tical acceleration of the crib and the supported 
equipment to 30 g, and the vertical "rattlespace" 
to about 13.8 inches.   The total clear height be- 
tween the upper surface of the bottom concrete 
slab and the lower surface of the bottom of the 
crib would be approximately 4 feet 6 inches. 
This dimension might be reduced by putting the 
springs in a pocket in the concrete deep enough 
to accommodate the solid height of the springs. 

For the same acceleration, the frequency 
in the horizontal amounting to 7.4 cps requires 
a rattlespace of 5.4 inches and a total clearance 
of 2 feet 0 inch between the face of the concrete 
wall and the face of the crib. 

For an acceleration of 3 g, the crib fre- 
quency of about 1.36 cps in the vertical direction 
requires a rattlespace of 16 inches and a total 
clearance of 5 feet 0 inch. 

For an acceleration of 3 g, the crib fre- 
quency of about 2.35 cps in the horizontal direc- 
tion requires a rattlespace of 5.33 inches and a 
total clearance of 2 feet 0 inch between the face 
of the concrete wall and the face of the crib. 

NUCLEAR  POWER PLANT STACK 
(470 FEET HIGH) 

General Statements 

The hazy notion that tapered stacks are 
ideal shapes for preventing formation of eddies 
influenced the customer of tho nuclear plant to 
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the extent of being satisfied with having the stack 
designed statically; i.e., by an equivalent static 
loading.   The stack was therefore designed for 
an equivalent wind pressure loading varying 
from 34.8 lb/ft2 at the top to 29.4 lb/ftz at the 
bottom (see Fig. 4). 

The hazy notions changed hubsequently into 
a more critical point of view; perhaps because 
many stack failures were being reported either 
openly in technical publications and other papers 
or unofficially by word of mouth.   The customer 
then decided to have the stack investigated in 
accordance with the laws of dynamics. 

Dynamic Analysis of Stack 

tower, however, with a slight variation (i.e., the 
deflections were obtained from the Williot-Mohr 
diagram).   For the stack it was easier to obtain 
them analytically by tabular summation. 

As shown in Tables 7 to 13 inclusive, 12 
slightly unequal spanwise intervals  Ax were 
chosen for performing the integration by tabular 
summation.   The tables are self-explanatory; 
Tables 7 and 8 show the physical characteris- 
tics of the stack, such as dimensions, areas of 
cross sections, moments of inertia, and weights 
for each point; Tables 9 to 13 show tjie compu- 
tations for the deflections at points; and Table 
13 shows the products of the weights by the de- 
flections.   Table 14 shows the computatics for 
the shell. 

Three different methods were used to com- 
pute the fundamental frequency of the stack: 
The static deflection method by tabular summa- 
tion, the energy method by direct integration, 
and the Rayleigh's frequency equation by an 
iteration procedure suggested by Burgess [62j. 

From Table 13 the frequency was computed 
by using the simple available formula, thus 

1   fsCW, Y, + w2v2 + 

27; Lw, Y,2  +  W2 Y2-   + 

1.   The static-deflection method was also 
used in the computation of the frequency for the 

J_ |/l064-5    • 386 
277 \ 2022. 8   *   12 0.653  cps. 

(2   L/2"  Gunite 
Lining   (4"x4" Mesh-6x5  wires 

S   1 

|0.3 

'.0.2 

-LO'1 

Acyiiold' S   N. 

-WO'-O" 

135' 

I'ulsation 
431 D 

"ii-man Vortex  Trail   in Wake  of Cylinder 

4  - 470-foot-high nuclear power plant stack —diagram indicating Rcynolds- 
Strouhal number variation,  and diagram of   Karman Vortex Trail 
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TABLE 7 
Stack Weights 

Point 

X 

from 
Free    i 
End 
(ft) 

(ft) 
Circ. 

(ft) 
Surface 
(sq ft) 

t 
Actual 
Thick- 
ness 
(in.) 

Shell 
(lb/ft 2) 

Wsxl0 3 

Shell 
Ob) 

wLxlO-3 

Lining 
ab) 

Ladder 
(lb) 

1 25.75 11.54 36.25 871.3 0.4375 17.9 15.60 32.67 0.77 
2 50.75 13.03 40.97 965.3 0.4375 17.9 17.28 36.20 0.75 

1        3 75.75 14.53 45.64 1083.6 0.4375 17.9 19.38 40.60 0.75     1 

1        4 100.75 16.02 50.34 1199.8 0.4375 17.9 21.48 44.99 0.75     I 

i        5 125.75 17.52 55.04 1317.2 0.4375 17.9 23.58 49.40 0.75 
!       6 150.75 19.01 59.73 1434.6 0.4375 17.9 25.68 53.80 0.75     | 
1        7 181.75 20.87 65.56 1942.0 0.5000 20.4 39.62 72.82 0.93     1 
1       8 204.95 22.25 69.91 1571.4 0.5625 23.0 36.14 58.93 0.69 
1       9 227.83 23.62 74.21 1648.4 0.6250 25.5 42.04 61.82 0.68 
i      10 250.70 24.99 78.51 1746.7 0.6250 25.5 44.54 65.50 0.68     i 
|      11 288.70 27.26 85.64 3118.8 0.6875 28.1 i       87.64 116.96 1.14 

12 334.40 30.00 94.25 4110.5 0.7500 30.6 125.78 154.14 1.37 

498.76 787.10 10.01 

1296.CO 

TABLE 8 
Moment of Inertia at Points (Stack) 

Point 
(ft) 

(Dox)3 

(ft3) 
From Point 

to Point 
From Free 
End to Point (in.) 

'1! 
—   t 
8 
(in.) 

(«ox)'1       i 

(ft4)      \ 

0 10.00 1000.0 0.000 0.000 0.3750 0.1473 12.25 
1 10.77 1249.2 12.875 12.875 0.3750 0.1473 15.33         | 

i        2 12.29 1856.3 25.375 38.250 0.3750 0.1473 22.78         j 
3 13.78 2116.7 25.000 63.250 0.3750 0.1573 32.12        | 
4 15.28 3567.6 25.000 88.250 0.3750 0.1573 43.79         I 

1        5 16.27 4716.3 25.000 113.25 0.3750 0.1573 57.89         i 
|        6 18.27 6098.4 25.000 138.25 0.3750 0.1573 74.85        j 
|        7 19.94 7928.2 28.000 166.25 0.4375 0.1718 113.51         ! 
!         8 21.56 10,021.8 27.100 193.35 0.5000 0.1964 164.02         1 
1             0 90  04 12,072.0 23.040 216.39 0.5625 0.2209 222.23         j 
!       10 24.31 14,366.6 22.880 239.27 0.5625 0.2209 264.47         j 
i       11 26.13 17,840.9 30.440 269.71. 0.6250 0.2454 364.85        | 

1       12 28.63 23.467.4 41.850 311.56 0.6875 0.2700 528.02 

The weight of the 2-1/2 inch gunite lining was 
included in the computations; this frequency 
is for the lined stack. 

Table 15 shows the computations for the 
unlined stack.   The frequency is 

f 
386 x 137'-). R \ 

1.08  cps. 277  V      9789.5      j 

2.   The energy method by direct integration 
is normally applied to beams with uniform 

cross section, occasionally to beams with cross 
sections varying with the span, very rarely to 
hollow-tapered members with constant shell 
thickness.   The stack shell thickness is neither 
constant nor uniformly variable, it could, how- 
ever, be expressed as a function of the span 
length without altering appreciably the magni- 
tude of the frequency because it is a very small 
entity as compared to the diameter of the stack 
(which varies from 10 to 30 feet).   Since results 
are not affected more than a negligible entity by 
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TABLE 9 
Statical Deflection at Point 12 

WTotal Moment MAx Mm Ax 
Point x lO3 x lO3 El in 

El 

(lb) (ft-lb) (ft) I 
xlO4 (ft-lb) xlO"4 

1 49.04 0 25.75 2.0978 0 12.88 0 
2 54.23 1244 25.00 1.6304 4.6965 38.25 179.6 
3 60.73 3826 25.00 1.0973 9.719 63.25 614.7 
4 67.22 7927 25.00 0.7784 14.283 88.25 1260.5 
5 73.73 13,707 25.00 0.5709 18.114 113.25 2051.5 
6 80.23 21,331 25.00 0.4318 21.319 138.25 2947.4 
7 113.37 32,116 31.00 0.2733 20.318 166.25 3377.9 
8 95.76 45,627 23.20 0.1414 14.934 193.25 2889.5 
9 104.54 59,320 22.88 0.1029 14.13 2xG,39 3057.5 

10 110.72 75,309 22.88 0.0865 15.079 239.27 3608.0 
11 205.74 99,993 38.00 0.1042 24.109 269.71 6502.4 
12 281.29 142,444 45.70 0.0866 28.555 311.55 8896.2 

Delta = 3.5385 ft. 35,385.2 

TABLE 10 
Deflection at Points 1, 2, 3, and 4 

Point ID, 

(ft-lb) 
Mm, Ax 

El 

m2 

(ft-lb) 
Mm „Ax 2            ,r    1 o -4 

(ft-lb) 
Mm, Ax m4 

(ft-lb) 
Mm . Ax 

4          .    1 r>   4 
EI      " ^ EI 

... 
i 0 0 0 0 o 0 0 
2 25.38 119.2 0 0 0 0 0 
3 50.38 489.6 25 243 0 0 0 
4 75.38 1076.6 50 714.2 25 357.1 0 I 

5 100.38 1818.2 75 1358.6 50 905.7 25 452.9 
6 125.38 2672.9 100 2131.9 75 1598.9 50 1066.0 
n i 153.38 3116.3 128 2600.7 103.0 2092.8 78 1584.8 
8 180.48 2695.3 155.10 2316.3 130.0 1941.5 105.1 1569.6 
9 203.51 2869.0 178.14 2517.0 153.1 2163.8 128.1 1810.6 

10 226.39 3413.8 201.02 3031.3 176.0 2654.3 151.0 2277.3 
11 250.83 6191.7 231.46 5580.2 206.5 4977.5 181.5 4374.8 
12 298.68 8528.5 273.31 7804.3 248.3 7090.0 223.3 6376.5 

32,991.2 28,297.2 23,781.6 19,512.4 

Defl. 1 = 3.2991 Defl. 2 = 2.8297 Defl. 3 = 2.3781 Defl. 4 = 1.9512 

the substitution of the actual thickness with an 
equivalent thickness, an average value of the 
thickness,   t, was chosen for the derivation of 
the frequency formula. 

Theoretically, all effects associated with 
the motion cf cantilever types of configurations 
such as:   flexural, shearing, shortening or 
lengthening, gravitational   should be included 
in the frequency formula [16,17,63].   Practically, 
except for a few special configurations with high 
slenderness ratios and supporting heavy con- 
centrating masses, others with very low slen- 
derness ratios for whicl the shear effect pre- 

dominates, and others for which more informa- 
tion is needed, it will suffice to include flexural 
effects . 

The frequency formula is given as 

4' gE          I( X) (li   y  :\x2) dx 

'o   

A(x)   y2
fix 

(25) 
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TAFLE 11 
Deflection at Points 5, 6, 7, and 8 

] 
Mm, Ax m6 Mm. Ax m- Mm. Ax 111 8 Mm.   Ax               . 

Poii t (ft-lb) El      Xl0-4 (ft-lb) 
-lrxio-4 

(ft-ib) El     X 10   4 (ft-lb) 
s     ■>{ in-4 

EI                     1 

1 0 "' o       n 
0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 r\                 1 U                                   j 

4 0 0 o 0 0 0 o 0 
5 0 o 0 0 0 0 0 o        ! 
6 25 533 0 0 0 0 0 0 
7 53 1076.9 28 568.9 0 0 0 0 

1      8 80.1 1196.2 55.1 822.9 27.1 404.7 0 
i      9 103.1 1457.3 78.1 1104.1 50.1 708.5 23.0 325.5 

1    10 128.0 1900.31 101.2 1538.4 73.0 1101.1 45.9 692.5 
11 156.4 3772.1 131.5 3169.3 103.5 2494.3 76.4 1841.0         | 

1    12 
198.3 5662,7 173.3 4948.8 145.3 4149.3 118.2 3375.4         | 

15,598.5 12,152.4 8857.8 6234.4         i 

Befl. 5-1.5598 Defl. 6=1.2152 Defl. 7 =0.8858 Defl. 8=0.6234 

TABLE 12 
Deflection at Points 9, 10, 11, and 12 

Point 
m, 

(ft-lb) 
""■'''9"x .. -in 4 '"10 

(ft-lb) 

Mr-          A v 
 10          -         1(V4 

(ft-lb) 

Mn..        Ax in. 

(ft-lb) 
Mm , , A x       j .    ,| 

EI                       j EI      *   10 EI       Xl() EI        A 1U 

"l 0 0 0 0 0 0 0 0            j 
2 0 0 0 0 0 0 0 0            1 
3 0 0 0 0 0 0 0 0            1 
4 0 0 0 o 0 0 0 0            j 
5 0 0 0 0 0 0 0 0            | 
6 0 0 0 0 0 0 0 0 

1    7 0 0 0 0 0 0 0 0           ! 
8 0 0 0 0 0 0 0 0            ! 
9 0 0 0 0 0 0 0 0             1 

10 22.9 345.0 0 0 0 0 0 0            ; 
11 53.3 1285.5 30.44 733.9 0 0 0 o         ! 
12 95.2 2717.5 72.29 2064.2 41.85 1195.0 0 o        1 

4348.0 2798.1 1195.0 e 

Defl. 9 =0.4318 Defl. 10 = 0.2798 Defl-11 = 0.1195 Defl. 12 = 0 

in which 

I(x)   =   -g   (a +bx); (26) 

is the moment of inertia for a cross section of 
the stack at x-uaits from its free end.   Equa- 
tion (26) was obtained from 

which for D0 - 2t becomes 

I   =   -^ (8D0
3 t - 24D,,2 t2+32D0t

3 - 16t4) , 

or by neglecting powers of t higher than the 
first, it can be reduced to 

I    =   ¥D0xt 

The outer diameter, Dov, is accordingly 

D„ 10   + ~)   =    (a i bx) (27) 

The cross area 

^(^   -   Doxt •        A(x)   -   Ttfa + bx) .       (28) 
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TABLE 13 
Values of Wy and Wy2 

Point «Total X 10-3 Defl. Wy X  10'3 Wy2x 10-3    1 
(lb) (ft) (lb-ft) (lb-ft ) 

1 49.04 3.2991 161.79 533.75 
2 54.23 2.8297 153.46 434.23      i 
3 60.73 2.3781 144.42 343.45      i 
4 67.22 1.9512 131.16 255.92      i 
t> 73.73 1.5598 115.00 179.38 
6 00.23 1.2152 97.5 118.48      i 

1         7 113.37 0.8858 100.42 88.95      I 
8 95.76 0.6234 59.7 37.22      1 

1         9 104.54 0.4343 45.45 19.76      i 
10 110.72 0.2798 30.98 8.67      ! 

1        11 205.74 0.1195 24.59 2.94 

1        12 
281.29 0.0000 0 0 

2022.75 1064.46 

TABLE 14 
Values of Wy and Wy2 for Shell 

Point 
W x lO"3 

ab) 

Shear 
xlO"3 

(lb) 

Moment 
x lO"3 

(ft-lb) 

Ratio 
Mshcl1 

Mtotal 

Mm A x 

El 

x 10  ; 
Defl. (ft) 

Wy 

(lb-ft) 
Wy2 

(lb-ft )   1 

1 15.60 15.60 0 0 0 1.0687 200.07 2565.9 
2 17.28 32.88 396 0.3181 57 0.9183 190.41 2098.1    i 
3 19.38 52.26 1218 0.3183 196 0.7733 179.85 1668.9 
4 21.48 73.74 2524 0.3185 401 0.6369 164.00 1255.0   i 
5 23.58 97.32 4368 0.3187 654 0.5102 144.36 883.8 

\         6 25.68 123.0 6801 0.3188 940 0.3285 101.23 399.0   ! 
I        7 39.62 162.62 10,245 0.3190 1078 0.2927 139.15 488.7 

8 36.14 198.76 14,652 0.3211 928 0.2074 89.95 223.9    j 

1         9 42.04 240.08 19,231 0.3242 991 0.1459 73.61 128.9 
I       10 44.54 285.34 24,724 0.3283 1185 0.0949 50.73 57.8 
1       U 87.64 372.98 33,410 0.3343 2173 0.0411 43.21 21.3   I 

12 !     125.78 498.76 49,019 0.3441 3061 0.0000 0 0 

3.5633 11.664 1379.6 9789.6 

With these values of A( x) and l(x), the 
terms of the frequency will now be derived. 
The moment at any point C is given by 

,.i;t + ~ a-x,) .i i 
i ■   (29d) 

Also 

O dx (29a) f      ' 
1C    -    I ^A( x)(,L - Xj 

0 

lic    r    I pvt( a + bx)(L - x, - x) dx ,        (29b) 

X,)3J ■     (29c) 

d2y 

pvt | ^ (L-x)2  + -g-CL- 

or 

EI(x) ^-Z   =   -M   . 
dx ^ (30) 

From Eqs, (30) and (26) 

,12,                      M 

dx2             EI(x) 
(31a) 

d2y         4/> "     3ax2                     l)x3 

^ dx2         3E (a f bx)3    '    (a i l)x) (31b) 
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The integration of Eq. (31b) yields 

dx "   3E 
3a2 a3        "I 

<a +bx>   +  TTÜZ  -   7—TTi ! + C> '    (32) .. + DX       ( a + \jX) - j 

which, lor the boundary condition x = L , and 
dy/dx = 0   requires C, to be 

1 Ea2V54, 

Again, integration of Eq. (32) yields 

(33) 

12Ea4 

(a f bx)* 

4a2 2(a+bx)       2 
3 1 + - In  (a + bx)! 

The value of c2 for x = L, y = 0 is 

'    '53      .     , 
In 3a 

4a E \54 

J 

(34) 

(35) 

By use of Eqs. (26) and (31b), the numerator of 
Eq. (25) can now be integrated 

9 x 4a3E2 
305  575 In3   9      , 
216 +   288  ' 15 (ln3)' 

(39) 

finally, by Eqs. (36) and (39), the circular fie- 
quency is given as 

lEa2   ("  Tf   +   9   In   3) 

4,.->L - 10_2  -,   575  In3    _    9(ln  3)2\' 

or 

216 288 

gEa     /7.6653\ 

4pir \0.\13 I 

Eg a' 

16      I 

(40a) 

(40b) 

16.94 

from which 

4. 2 

PV 

/Ega2\ 

The natural frequencv of the stack is 

gE       I(x)    -^     dx 
d2y\    ,    _   2 tg/ 

dx2' 9E 
(a + bx) ■ 

3ax2 bx3 

+ 
( a + bx)3        ( a +bx)- 

dx.   (36) 

Equation (36), indicated by N, after integration 
becomes 

!L! f-l + iin a") .        (37) 
9 x 16 Ea  \   9      4     '    j 

Similarly, by means of Eqs. (28) and (34), the 
denominator becomes 

i. 

D   -    /• A(x) y2 dx 

and 

D =   Tr"' tL     j    { a + bx) I - 
4E2a4 L 9 '<4E2a4  J0 

(a + bx) ■ 

4a2 2(a + hx) 

SSx   ,   53      3 fln(a + bx)-^ + ||-fln3a      dx 

(38) 

The integration of Eq. (38) yields 

277 
/ tga-\ 

where 

and 

E   =    30 x 106 x 144  lb/ft2 . 

g   =    32. 2   ft/sec2 , 

a   =    10   ft , 

4.12       33.35 21.874 
27? (/-) 1     2 (P) I     2 

For an average value of .   = 1250, the frequency 
of the lined stack is 

21. 874 

(1250)1 0.62  cps 

, ! For the unlined stack .   = 490 lb/ft , therefore 

21.874 
f 

(490)' 
0.99  cps 

These frequency values are much in agreement 
with the values, 0.653 and 1.08, obtained by tab- 
ular summation.   The frequency expression 
(40a) contains natural logarithm terms associ- 
ated with tapered stacks having a ratio of 3:1, 
the general expression for any other ratio of 
the bottom to top diameter is given below 
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)2 v£-a2lr- I)4   [_ 

and 

A 1-9   In  r 

b'''L4 [_B+C   Ln  r  - "I -   (In   r)2 J 

where 

A   = 

B    = 

r4        ,   T       , 45       12        2 —  -   3r-   +   4r  -  —-  +  4 4 r        r2 

r4        S9r4       8r3       13r2       71r        135 
120        240 15 30 16 

3.' 

a + b 

2r  + 

78        647 17    _  J_ 

5r       60r2    ^    6r3       4r4 

49       12        2 

two or three repetitions are required for a 
good approximation. 

The terms in the numerator and in the de- 
nominator of Eq. (25) are then summed up to 
evaluate the frequency. 

The term .'2 R  is normally omitted in the 
summation procedure.   Equal values of deila x 
are preferable whenever conditions allow.   For 
this application tto si uUl spans were propor- 

u.ccor J ,11   t-Ki^l^-^t 

variation.   Column 12 in Table 15 contains 
values of the new deflection curve after one 
trial.   Being very mach in agreement with the 
values of column 3, they were used for the final 
summation.   Column 12 was obtained by nor- 
malizing columii 11; all terms in column 11 were 
divided through by the value of 333.24 which is 
the ratio of the number 1099.4 and the deflection 
of the same point given in row 1 at column 3. 
The units used throughout are feet, pounds, and 
seconds. 

D A and DB, respectively, represent the large 
and the small diameter of the stack.   For the 
application b = 2a, therefore the ratio of 3a to 

This general formula is simple; the inter- 
mediate steps (which were not shown in the 
preceding derivation, but which consisted of 
integrating and arranging all terms required) 
were, however, an exhausting effort. 

3.   The Rayleigh's frequency equation by 
an iteration procedure is a tabular summation 
of Eq. (25).   It is similar to the preceding 
method except for a slight variation which will 
be evident from the following outline: 

A curve is assumed = y. 

The inertia load is taken proportional to wy. 

The shear and the moment arc, respec- 
tively,  S - wydx and M =  fSdx; the summation 
is performed from the free end of the stack. 

The curvature is expressed by   d2y/dx2 = 
M/EI. 

The slope dy/dx - J(d2y/dv2) dv   is obtained 
by summing the curvature from the fixed end of 
the stack where the slope is zero. 

The new deflection curve,  y = (dy/dx) <lx, 
is obtained by summing the slope from the 
same end. 

The entire procedure is repeated until the 
results converge to the correct curve; about 

The frequency is determined from the 
values of the summations of columns 15 and 17, 

_L /32.2 * 3 * 10' x 144 x333g-x 10"*^ 
n     "      277   \ 23.960 x 102 3 

0. 700   cps 

By repeating the procedure one or more times 
it is possible to get a value closer to the ones 
by the other methods. 

Forced Frequency; Self-Excitation 

As explained in the "Aeroolastic Vibration 
Principles" section, the frequency of the vor- 
tices is given by 

vS v 
rr ^ o. 20 — 

D D 

with the regularity of the impulses depending on 
the condition of stability of the vortex trail con- 
figuration.   For high Reynolds numbers (which 
is the case for stacks) the stack becomes a 
sclf-excitcd system; its natural frequency is 
therefore the controlling frequency of the eddies. 
The greatest part of the energy input is contrib- 
uted by the uppermost 25-percent section of the 
stack, as it appears from publications; by using 
the average diameter (10.3 feet) for that section 
in the formula for the eddy frequency, the wind 
velocity for the unlined stack is 

v   ^     fn D 'S   =    1.08 x 10.3/0. 20 , 

=    55. 5   fps    or   37.9  mp'n . 
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The lateral pressure for this wind velocity, as 
it appears from the formula 

D (0.00116) v* 

is a lunction of the constant DL, which is very 
uncertain numerically; it can, therefore, be 
42.8 lb/ftz or 23.6 lb/ft2, depending on whether 
DL is equal to 1.2 or 0.66.   How much magnifi- 
cation of this value of pL was to be expected 
from the self-excited system—5 times, 10 
times, or ?   This was the question brought 
forward before and after the stack was erected 
and until it was lined with cement gunite.   The 
fact that the stack did not vibrate noticeably 
during that period does not justify the thinking 
that the method of analysis used is incorrect: 
it cannot, however, be affirmed that a wind ve- 
locity of about 38 mph did not occur in the stack 
site for lack of information. 

The wind velocity for the lined stack is 
similarly 

v   =    0.653 x 10.3-0.20    -    33. 7  mph . 

The determination of the magnification factor 

vestigation of the stack vibration problem. 

VIBRATING MOUNTING ASSEMBLY 
FOR A COMPRESSOR FOUNDATION 

A silty-sandy clay substrata with a fre- 
quency of about 10 cps was not considered to 
be a satisfactory support for the unbalanced 
semi-radial, 200 hp, at 120 psi, 600 rpm com- 
pressorj a decision was therefore made to use 
a concrete base mounted on a spring isolation 
system capable of reducing transmissibility to 
an acceptable figure. 

Although many compressors with more 
than 300 rpm have been and still are being in- 
stalled directly upon beams supported on 
springs and upon thin reinforced concrete 
slabs, iherc always exist the danger that un- 
wanted vibrations may arise through time; 
especially with reciprocating types like the 
one being discussed here.   It is true that no 
first harmonics of exciting loads are present 
in well-balanced compressors with rpm higher 
than 300; it is also true that no reciprocating 
compressor can be completely balanced. 

On the other iiand, massive foundation 
blocks are a cause of great strains to the ma- 
chine frame, inasmuch as they absorb most of 
the engine energy; further, they are not always 
vibration absorbers, as it was found out by the 

author [64] in 1944, when he was asked to inves- 
tigate the design foundation of a heavy recipro- 
catory compressor which was being kept unop- 
erative because of vibration troubles.   In that 
particular case and others, blocks with mass 
ratios of 1 to 9 to those of the engines were not 
sufficient to absorb the transmitted vibrations 
because of their high center of gravity above 
their bases. 

Prior to the time when the design of the 
isolation springs was made, the compressor 
manufacture claimed that the compressor was 
balanced so that only very small negligible 
"primary" and "secondary" inertia forces were 
normally produced during operation.   Subse- 
quently, yielding a little to the author's insist- 
ence, the manufacturer stated that the only un- 
balanced forces were a vertical component 
having a magnitude of 1280 pounds and a 1150- 
pound horizontal component; both acting at the 
center line of the crank pin.   From the meager 
information received, which included the state- 
ment that the weight of the engine and motor 
was to be assumed as being equal to 19,000 
pounds, it was possible to determine the center 
of gravity of the system.   As shown in the as- 
sociated illiistrstivp skptch. the_£ent?ris. lo- 
cated 0.68 feet from the top of the concrete 
block.   The same sketch shows the concrete 
block dimensions to be 9 feet x 7 feet x 2 feet 
4 inches from which, and with a small addition 
for piers, the weight was computed to be equal 
to 23,200 pounds (see Figs. 5 and 6). 

Simplified Procedure for 
Determining Frequencies 

To maintain a consistent relationship be- 
tween data and mathematical treatment it was 
decided to simplify the procedure for determin- 
ing frequencies.   This simplified procedure is 
also justified because the system is symmetri- 
cal to the principal plane of inertia and also 
because results would otherwise differ slightly 
in this case.   Theoretically a system such as 
this, embodying six degrees of freedom, would 
require the solution of a sixth order determi- 
nant.   With better data and heavier, or different 
types of compressors, it might even be worthy 
to solve the complexities arising with the use 
of the more exact theoretical method. 

Vertical Motion 

Eight sets, each with two 9/16-inch x 2-1/4- 
inch springs furnish a total kv stiffness of 
43,200 pounds per inch; the natural frequency, 
therefore, is 
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Fig.  5  -  Vibration  mounting assembly 
for   compressor foundation 

f ^   1«  (k\ -   -~-  M3.200\J       ,   ,, fn-  3-133l^j        =  3'lj3(40Öö)    =  3-16  CPS- 

With the forced frequency being 600/60 = 10 cps, 
the ration is 

(f/t'   )2   =    (10/3. 16): 

The maximum transmitted force amounts to 

, 2   =     1280 

'T    '   1 - to 142   11; . 

The maximum amplitude is 

V 

FT 142 
43,200 0.00329   in. 

The system is very satisfactory for the vertical 
motion.   Each of the seven coil springs, with a 
free height of 4-15/16 inches and a maximum 
solid height of 3-15/16 inches, will allow a de- 
flection of 1 inch under 2700-pound load. 

Rocking Mode 

The harmonic horizontal force   Fx is not 
applied at the center of the vibrating system nor 
is Lhw spring set located at the same center; as 
a consequence the action of the horizontal force 
causes the block to translate along the x-axis 
an,d to rotate about a center located at a certain 
distance R below the center of the mass.   The 
translation and rotational motions are there- 
fore coupled. 
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Center adjusting  bolt  not   shown 

6  1/A" 

Scale   1/2' 

o  -  Cuiiipi raöuj.   11 ipi-mg 

The general expressions for the coupled 
frequencies are obtained directly from the sys- 
tem characteristics as follows: 

-ma)2 x   =    kx(x ~ 1.740)    =   Fx , 

-mr2cu20 -   kx(x- 1.7-1 :) 1.74   +  k    16: 1.38FV 

By dividing the first equation by k    and the 
second one by k^r2, and noting that k    " = "2 

one obtains 
k   /m  = v* 

y ■' 

/k 

Vk. 

o2\ k, 
— I -   1.74 — 

1.74 \  , /1. 74 - 16 
,   2 

=   0 

The values of the frequencies are determined 
from the expansion of the determinant or 

The numerical values of the parameter are 

kx   =    2220 x 16   ^    35,500   lb/ in.   , 

k     =    2700 «16   =   43.200  lb/in.  . 

I -eg 250 . 800 
W     '     42.300 

)2  ft2 . 

With these values the frequencies' ratios are 

—  =    1.81    and   0.849 . 

1.81 --.y ;      and     .. 2    =   0 . 849 .>y 

Since 

386  x 
43.200^'   2 

42,300/ 

,    -    35.8   rail/sec 

19. 81   rad, sec , 

r,- 
1.74\   , 16     I 

T7 ^ 
.A.Ml^ie 

>,1    2 

sx    16 

and 

from this 

16.8   rad/sec 
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35.« 
"2" 

and 

168 
2n 

2.67  cps 

A decoupled horizontal natural frequency ior 
thr system would be equal to 

/34 900V   2 

3.133(4447^1 -    2.85  cps . \43,300y 

MILITARY MOUNTS 

Requirements for isolation systems of 
military mounts have been well established by 
the Navy, Army, Air Force, and so on, in their 
specifications; it was therefore not the intent 
of the author to discuss in detail the particular 
specialties associated with combat vehicles and 
other portable field equipment.   The detailed 
discussion about springs was, however, consid- 
ered of some value.   The durability of the iso- 
lators and their capability to stand very rough 
and long operational service and at times ex- 
ceedingly great destructive forces depends 
upon three main physical characteristics:   The 
relation between the pitch diameter of coil and 
ILS wire ^lamCvCr; tnc typo oi enclosure con™ 
taining the spring, and how well it protects the 
spring or springs; and the type of steel used in 
the spring.   Dynamic stress considerations will 
include prediction of buckling and unseating of 
coil springs,     dewall deflections, surge wave 
action in compressive helical springs, initial 
tension effects, creep by high temperature ef- 
fects, i esiiual stresses, velocity of expansion, 
and the like. 

For the case of liquid springs, as dis- 
cussed previously, the type of fluid and the 
"how" to seal it tightly are problems of ex- 
treme importance in shock mounting assembly 
designs. 

There are so many types of spring steels 
that they cannot be listed here.   It suffices to 
say that some are better for corrosion; some 
are better for temperature resistance well 
above 1000oF; and others are better for shock. 
In general, their elastic limit may well exceed 
100,000 psi up to 350,000 psi, and their ultimate 
may well reach 340,000 psi.   Super-alloy springs 
NS-(L605) are good for several hundred cycles 
at 1100° and 1400°F. 

CONCLUSIVE REMARKS 

An tffort was made herein to cover the 
treatment of four different configurations sub- 
jected to dynamic loads, including the effects 
of shocks from nuclear weapons, with the objec- 
tive in mind of demonstrating that the general 
theory of vibration can be applied efficiently to 
actual systems, which often diverge considerably 
from the idealized ones around which mathe- 
matical theories are evolved.   On the other 
hand, no effort was made to conceal the idea 
that similar procedures and analyses require 
many years of experience in the field of vi- 
brations. 

Two contrasting sections are presented in 
the paper:   The first one is a chronological 
synthetic presentation of the theoretical con- 
cepts associated with vibration and shock envi- 
ronment; the second one is a practical approach 
to the design and proportioning of isolation 
mounts.   The title of the paper seems to imply 
that no theoretical development will be found in 
the contents, no paper on vibration and shock 
can, however, be completely devoid of some 
theoretical backeround.   For the selection of 
the methods used in the applications, it was 
necessary to discuss how rational..:ed interpre- 
tation of .heories often lead to a better under- 
standing of some abstract principles enunciated 
in the form of mathematical expressions; one 
worthy ri mentioning is D'Alembert's inertia 
force principle. 

From some of the applications it results 
that, at least for the present, the use of a vibra- 
tion analysis is sometimes of limited value.   In 
the case of the stack, for instance, knowledge 
of its natural frequency and the associated wind 
velocity is not sufficient data for estimating the 
magnification factor necessary for completing 
the analysis.   The knowledge that a configuration 
becomes a self-excited system does not repre- 
sent a conclusive step for solving the inherent 
problem defining the field of analysis of the 
configuration. 

Similarly, when referring to the design of 
the isolation mount for the crib, installed within 
an underground silo subject to nuclear shock, it 
is necessary to state emphatically that it is 
very difficult to estimate the magnitude of the 
attenuation caused by the interaction between 
soil and the soil around it. 
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Appendix A 

LIST OF SYMBOLS 

A = area, sq in. or sq ft (amplitude) 

A,B  = constants of integration (dimensions) 

a,b,c,d  = dimensions (ft) 

C = constant of integration 

c = coefficient of viscous damping (lb/ 
sec/in.) 

CD = drag coefficient 

CL = coefficient of lateral forces result- 
ing from vortex shedding 

D;   = inner diameter of stack (ft) 

D0  = outer diameter of stack (ft) 

d  = diameter of cylinder (ft) 

E = Young's modulus (psi) 

f   = forcing frequency (cps) 

fn  = natural frequency (cps) 

g  = acceleration due to gravity (in./sec2) 

h  = height (ft) 

I   = moment of inertia, polar moment of 
inertia (ft4, in.4) 

i. i   = subscripts in summation from i to j 

In   = natural logarithm 

K  = linear stiffness, lb/in. (used with 
subscripts x , y , h , and v indicates 
stiffness direction) 

L, 1   = lengths (ft, in.) 

M  = moment (mass) 

m   = total mass of rigid body (lb/sec 2/in.) 

n   = number 

P  = circular frequency (rad/ sec) 

q  = generalized coordirates 

K  = Reynolds number 

r   = radius (ft or in.) 

S  = shear lb = Strouhal number 

T  = transmissibility 

t   = time, sec, thickness of stack shell (in.) 

V.v   = velocity of a rigid body (ft/sec, mph) 

W  = total weight of a rigid body (lb) 

w  = unit weight (Ib/cu ft) 

v   = statical deflection (ft. in.) 

, y, z   = in a single-man system, displacement 
or a rigid body in direction of x, Y, Z 

axes, respectively, in.   Also subscripts 
indicating displacements of mass Mx, 
M , Mz in the directions x, Y, Z. 

A = deflection 

Ax = small length (ft or in.) 

rt = static deflection (ft, in.) 

, = mass density (Ib/cu ft) 

• = forcing circular frequency (rad/sec) 

.in   = natural frequency (rad/sec) 

v   = kinematic viscosity 
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Army Engineer District, New York 
Att:    NAN CD 1 

Army Engineer  R&D Laboratories, Ft. Bcivoir 
Att:    Package Development Branch 1 
All;    Mr.  A, Carolla 1 
Att:    Director of Research 1 
Alt:    Chief, Spec. Proj.  Branch 4 

Army Engineer  Waterways  Experiment 
Station, Vicksburg 

Att:    Mr. J. M. Strange 1 

Army Erie  Ordnance Depot,  Pt. Clinton 
Att:    Chief,  Materiel Testing Div. 1 

Army Materials Research Agency,  Watertown 
Att;    Dr.  Rcinier Beeuwkes, Jr. 2 

Army Materiel Command,  DC 
Att:    AMCRD-RS-CM 1 

Army Materiel  Command,  Redstone Arsenal 
Att:    Technical  Library 4 

Army Missile  Command,  Redstone Arsenal 
Att 
Att 
Alt 
Att 
Att. 
Att 
Att 

AMSMI-RB 1 
AMSMI-RG 1 
AMSMI-RL 1 
AMSMI-RS 1 
AMSMI-RT 1 
AMSMLRTF,  Mr. J. M. Taylor 1 
AMSMI-RSM, Mr. E. J.  Whcelahan      1 

Fo.-ee  ,Sy items  Command,   Andrew? 
Alt:    Technical  Library 

A F B 

Force  Weapons laboratory, Kirtland AFB 
i!t:   Development Test Division 1 

AU:    Or. W. E. Fisher,  WLRS 1 
A'.t;   SWOI 631-276 1 

Army Mobility Command, Centerline 
Att:    Mr. Otto  Ronius 

Army    Office  Chief of Engineers,  DC 
Att:    ENGMC-EM 

Army, Office of Quarte rmaste r General,  DC 
Att:    Military Planning Division 
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Army, Office  Chief of  Research  is; 
Development, DC 

Alt:    Scientific  81  Technical Information 
Division i 

Army, Office Chief Signal Officer,  DC 
Att:    Research &  Development  Division        1 

Bureau of Nava: Weapons  Rep., E.Hartford 

Bureau of Naval  Weapons  Rep.,  Pomona 
Att:    Chief Engineer 
Att:    Metrology Dept.  Code  60 

Bureau of Naval  Weapons  Rep., Sunnyvale 

Army, Office  Chief of Transportation DC 
Att:    Director of Transportation 

Engineering I 

Army Ordnance Ammunition Command, Joliet 
Att:    ORDLY-T 1 
Alt:    NNSC/A I 

Army Tank-Automotive Center,  Warren 
Att;    SMOTA-RRS,  Tech. Library 1 
Att:    SMOTA-RCE.3, 

Mr. D. J. Ha.ckenbruch 1 
Att:    SlvlOTA-RRC i 
Att:    Mr. D. W. Rees 1 

Army Transportation Engineering Agency, 
Ft. Eustis 

Att:    Library 1 
Att:    Mr. L. J. Pursifull 1 

Army Transportation  Research Command, 
Ft. Eustis 

Att:    Dr. R.  L.  Echols, 
Physical Sciences  Rxs. Group 1 

Arnold  Engineering Development  Center, 
Arnold AFS 

Att:    AEOIM 1 

Atomic  Energy Commission, Oak Ridge 
Att:    Office of Technical Information 6 

Atomic  Energy Commission,  DC 
Att:    Library 1 
Att:    Tech. Evaluation  Branch 

(Army Reactors) 
Division of Reactor Development 1 

Aviation Supply Office-,  Philadelphia 
Att:    Code TEP-1 1 

Ballistic Systems  Division,  USAF,  Norton AFB 
Att:    Technical Data Division 3 

Boston Naval Shipyard,  Mass. 
Att:    Library 1 

Bureau of Medicine  & Surgery,  USN,  DC 
Att:    Research Division 1 

Bureau of Naval  Weapons.  USN,  DC 
Att: DLI-3 c 
Att: FWAA, C. H. Barr 1 
Att: RREN-5 
Att: RRMA i 
Att: RAAE-2 1 
Att: RM-3 2 
Att: RM-2 J 
Alt: RSSH 2 
Att: FWAE 1 
Att: RREN-8 1 

Bureau of Ships,  USi-,   DC 
Att:    Code 423 

Bureau of Supplies  & Accounts,  USN, DC 
Att:    Libra r-. 

Bureau of Yards  &  Docks,  USN,  DC 
Att 
Att 
Att 

Code D-440 
Code D-220 
Code D-220 (UNCLASSIFIED) 

20 

Coast Guard Headquarters, DC 

David Taylor Model  Basin,  UERD, Portsmouth 
Att:  'Code 281A I 
Att:    Mr. E.  W. Palmer 1 

David Tavlor Model Basin, DC 
Alt 
Att 
Att 
Att 

Library 
Mr. Harry Rich 
Code  591L, Mr. J. A. Luistro 
Contract Res. Administrator 

Defense Atomic Support Agency,  DC 
Att;    Technical Director 
Alt:    Weapons Development Division 
Att;    Mr. John G. Lewis 

Defense Atomic  Support Agency, Livermore 
Att;    Administrative  Officer 

Defense Documentation Center, Va. 

Defense Intelligence Agency,  Va . 
Att:    DIAAP-IK2 

District Public  Works  Office, 
14th Naval District 

Electronic Systems Division, AFSC, 
L. G. Hanscom Field 

Att:    Library 

Electronics Suppl-' Office, USN, Great Lakes 

Federal AvUli >n Agpecy,  DC 
Att:    Emergency R-.-adiness D;-, ,. 

Off. Plau?  & Requirements 
Att:    Chief, Tech, Pr'...ossing Dr., 

Library  Serv.  \j\\ 
(UNCLASSIFIED) 

Forest Produc's Laboratory, 
Dept. of Agriculture, Mauls 

.At;    Ribert Stern (UMCLA 

Frankiord Arsenal,  Philadelphia 
Att:    Library Branch, CG 0270/40 
Att:    Mr. David Askin, CG 1730/230 

1 

20 
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Harry Diamond Laboratories, DC 
Alt:    Chief, Lob. 700 1 
Au;    Chief,  Branch 850 1 
Att:    Technical Information Officer Z 

Inspector of Naval  Material, San Francisco 1 

Library of Congress,  DC  (UNCLASSIFIED) 2 

Long  Beach Naval Shipyard,  Calif. 
Att:    Code  Z4Ü 1 

Los Angeles Air Procurement District,  Calif. 
Att;    Quality Control Division 1 

Los Angeles Ordnance  District,  Pasadena 
Alt:    ORDEV 1 

Naval Aiv  Developmcn"  Center, Johnsviilo 
Att:' Mr.  E.  R. Mullen 1 
Att:    Aeronautical Instrument Lab, 1 
Att:    NADC Library 2 

Naval Air Engineering Center, Philadelphia 
Att:    Library 1 

Naval Air Test Center.  Patuxent River 
Au;    Liectrouica T-.3t Div. 1 
Att:    VTOL/STOL  Branch 1 
Att:    Instrumentation Br., 

Fligl.t"  Test Division 1 

Naval Ammunition Deoot, Crane 
Att:    Code  3540 
Att:    Code  3400 

Mare Island Naval Shipyard,  Vallejo 
Alt:    Library 1 

Marine Corps Equipment  Board, Quantico 1 

Marine  Corps Headquarters, DC 
Att:    Research &  Development Section 1 
Att:    Code  A04E 1 

Maxwell AFB, Air Command &  Staff School 
Att:--  Air University Library 1 

NASA, Ames  Research Center,  MoffettFie'd 
AU:    Director 1 

Naval A.mmunition Depot, Portsmouth 
Att:    Mr. Jerome Smith,  Code QALE 1 

Nava^ Ammunition Depot,  Red Bank 
Att:    Chief Engineer 1 

Naval Ammunition Depot (Oahu) 
Att:    Weapons Technical Library 1 

Naval Applied Science Laboratory, Broo.Uyn 
Att:    Library 3 

Naval Attache, Navy No.  100, NY 
Att:    Logistics Division 1 

NASA,  Flight  R.cs( 
Att:    Library 1 

NASA, Goddard Space  Flight Center, Greenbelt 
Att:    Code   320,  Mr. J. C. New 1 
Att:    Code 623.3,  Mr. G. Hinshelwood I 
Att;    Code  321.2,  Mr. K. M. Carr i 
Att:    Code   321.2,   Mr.  F,  Lindner 1 
Att:    Dr.  Ellas Klein 1 

NASA, Langley Research Center,  Hampton 
Att:    Library 2 
Att:    Mr. S. A. Clevenson 1 

NASA,  Lewis  Research Center,  Cleveland 
Att;    Library 2 

NASA,  Manned Spacecraft  Center,  Houston 
Att;    Mr. G. A.  Watts 1 

1 Att: ;hmcal Library 

NASA,  Marshall Space  Flight Center, Huntsville 
Att:    Mr. J. H. Farrow,  M-P&VE-ST 1 
Att:    Mr.  R. M. Hunt, M-P&VE-S 1 
Att:    AMSM1-RBLD 1 

NASA, Scientific  & Technical Info. Facility, 
Bethesda 

Att:    NASA Representative 1 

National  Bureau of Standards, DC 
Att;    Mr.  B. L.  Wilson 1 
Att:    Mr. S.  Edelman,  Mech. Div. 1 

National Security Agency,  DC 
Att;     Engineering 1 

Naval Avionics Facility, IT'.,   : .■.poiis 
Att;    MAL-Library 1 

Naval Civil  Engineering Lab.,  Pt.Hueneme 
Att:    Library 2 

Naval Construction Battalion Center, 
Pt. Hveneme 

Att:    Civil Engineer  Corps Officers 1 

Naval Medical Field Research Lab., 
Camp Lejcune 1 

Naval Mine  Engineering Facility, Yorktown 
Att:    Library 1 

Naval Missile  Center,  Pt. Mugu 
Att:    Library, N-03022 
Att:    Env. Div.,  N314 

Naval Operations, Office of Chief, DC 
Att:    Op 31 ' 
Att:    Op 34 
Alt:    Op 7 5 
Att:    Op 07T6, Mr. T. Soo-Hoo 
Att;    Op 72 5 

Naval Ordnance  Laboratory,  Corona 
Att:    Code 234,  Technical Library ' 
Att:    Code 56, Sys. Eval. Division 1 

Naval Ordnance  Laboratory, Silver Spring 
Att:    Technical Director ' 
Att:    Library ^ 
Att;    Environmental Simulation Div. 6 
Att;    Mr. George Stathopoulos 1 
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