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THE PROBLEM 

Investigate the probability density d'^tribution of the ampli¬ 
tude of ocean ambient noise and ship noise; determine any 
differences in the distributions which mignt lead to the 
identification of ship noise masked by a high backgroun - 
noise level. Also, determine, by standaru statistical 
methods, whether the distributions are gaussian or non- 
gaussian. 

RESULTS 

1. Ambient ocean noise was found to have a gaussian 
distribution of amplitudes (in the sense that the moments of 
♦he distribution satisfied specific tests) only when the am¬ 
bient noise was relatively clean, i.e., the noise did not 
contain high-level ship noise, biological noise, ice noise or 
any of the other extraneous noises discussed in the text. 

2, The group of ship-noise samples recorded at 
close range contained a large number of samples that had a 
non-gaussian distribution. However the other types of ex- 
tran -ous noises were found to cause the same kind of de¬ 
viation from a gau" dan distribution, so that it was not 
possible by these tests to dio.uvuish between a sample 
with ship noise and a sample win. the other types of ex¬ 
traneous noises tauch as biological and ice noise). 



RECOMMENDATIONS 

1. Use the method of moments described here if 
better accuracy than that given by overlays is desired to 
estimate the moments and to determine whether a sample 
is gaussian or non-gaussian. 

2. In the probability density analysis of a noise 
sample, use a range of amplitudes covering at least 
standard deviations; otherwise large errors in the estimates 
of the moments will frequently result. 

3. In future applications of the PDA, have the ou.put 
of the PDA in a digital form rather than a 'continuous curve, 
so that the data will be available in a form more amULU. 
for the calculatioi of the moments of the distribution. 
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INTRODUCTION 

The study reported nere was undertaken to investi gate 
the probability density disttibution of the amplitudes of 
ocean ambient noise and ship noise with respect to various 
bandwidths in several frequency ranges. The question lo 
be answered was whether ambient noise, without any sh’p 
noise or biological noises, can be considered gaussian, and 
whether the presence of ship noise significantly changes the 
probability of density distributions. A secondary objective 
was to investigate methods of data reduction of the probability 
density curves obtained with the B & K Probability Density 
Analyze:, using standard statistical tests. 

The probability density function, as treated throughout 
this report, may be defined as follows. 

Lim . . 
plx) = n_i_ 

* 

where Jr is a random variable, with its range of values 
divided into a large number of continuous intervals Ají. 
Measure its instantaneous value a great number of times . 
Let ^ be the number of measured values of x in the ¿th 
interval 

The above equation can be rewritten as 

Lim 
F(jf) 3 Ají-* 0 

r-» 

(2) 

where A is the amount of time the signal spends in the 
interval AJf¿ and ^ <<; the tota- time of the sample. Equation 
2 indicates more clearly how B & K PDA measures the 
probability density function, a more detailed explanation 
can be found in reference 1. (See list of references at end 
of report. ) 
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The function 

pix) '' oVZZ exp [-Ix-xf Ito2] 

where x is the mean and a is the standard deviation, is 
illustrated in figure 1. 

AMPLITUDE IN STANDARD 0£VIATION UNITS 

Figure 1. Curve of the pro tit• 'ity ieneity func~ 
tio> of a gaussian random va>iul>.’e {normalised to 
a unit area under t-.e curveJ, 



TEST PROGRAM 

* 

Instrumentation 
The equipment used ior the investigation is described 

below and illustrated in figure 2. 

An Arnpex Model 350 was used as the record and play 
back recorder. This model has a good low-frequency 
response to below 20 c/s. 

The filters following the •'ecorder were an Allison 
Laboratories Model 2-A (used mainly as a low- pas < filter) 
and a B K Band Pass Filter Set, 'IVpe 1611. 

A McIntosh amplifier, Model MC30, was used to 
raise the signal level to 1 volt rms or greater. 

The B & K Probability Density Analyzer, Model 160 
(to be referred to as the PDA) was the main piece of equip- 
, .. has been primarily designed to obtain the prob¬ 
ability density curves of disturbances that are essentially 
random in character. A brief description of the PDA and 
its use in this investigation is given in Appendix A. A com¬ 
plete and detailed description of the PDA can be obtained 
from the instruction manual.1 

Figure 2. Plonk dia: am o* P'~liability Density Analysis sustem. 
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An ¿Y recorder by Electronic Associates, Inc., was 
used to record the analog X and / outputs of the PDA. 

A cathode ray oscilloscope monitored the signal out¬ 
put of the filter. 

The counter used responded to frequencies of at least 
10 Mc/s for use with the PDA. The counter can be used in 
place of an X recorder and, in fact, is essential if 
•neasurements are to be made at low probability densities. 

Research Techniques 
Data which had been recorded for previous ambient- 

noise studies were available for this study. These sampler 
had been recorded on 10^-inch reels of i-inch tape, at 3f 
inches per second, and were from three locations. Two 
groups had been made in shallow water -- one, about 1- miles 
from the western side of ?.n island off the coast of Southern 
California, and the other in the Bering Straits. These con- 
si'' i »<! •• >i arnbient-noise samples recorded at regular 
intervals throughout the day, so that one reel covered data 
for one day. The third location represented was in deep 
water in the North Pacific between Hawaii and Alaska; most 
of these samples were of longer duration than the other two 
groups, but covered only a few days. 

Samples of ship noise were desired, so that their 
probability density curves might be compared with those of 
"clean" ambient noise. Recordings were made of ships 
entering San Diego Harbor, with the sampling made at ap¬ 
proximately the closest point of approach. Tnese included 
Navy surface ships, submarines (surfaced), and commercial 

ships. 

Several factors were considered in choosing the d^fa 
samples to b* used in '.¡».r study. 

1. "Clean" ambient noise wco used to determine 
whetb' c the distributions of the amplitudes were g-ussian 



or near-gaussian according to certain tests which will he 
discussed later. Ambient noise was judged to be "clean" 
when it was free from ship noise, biological noises, or any 
man-made sounds vhen the sample was monitored. A hand- 
pass filter and oscilloscope were used to determine whoth 
60-c/s hum ux' any other single frequency components were 
present in the noise sample. 

2. All noise samples should be stationary for their 
entire length. When the sample is ambient ocean noise, 
this condition will not in general be true. For a noise 
sample to be stationary it is necessary for the sample 
parameters, the means and tb variances, to remain un¬ 
changed as measured from samples ta\en at different times. 
It is possible that no significant diffidence in the sample 
parameters will be found if the time between sample^- is 
short enough. In a previous study2 it was concluded that 
ocean noise is a slowly varying, not a statiom ry, process. 
This conclusion was based on a comparison of samples that 
were 3 or more minutes apart. However, no significant 
difference was found among the values of some other samples 
..1-.0. . re only 3 minutes or less apart. Thus it appears 
reasonable to assume that ocean noise is stationary during 
a short interval of time (less than 3 minutes). 

3. The PDA requires a noise sample of about 30 
minutes duration for a complete automatic analysis of the 
amplitudes from -3.00 to +3.00 standard deviations. 

The need for a long noise sample that is stationary 
can be satisfied by recording a short noise sample on mag¬ 
netic tape and then naking a loop of the tape. A loop length 
was selected according to the following requirements. 

a. The loop should be short enough so that the noise 
could be considered stationary and so that the entire loop 
could be analyzed fr each amplitude interval. The PDA 
(in the narticula- position used) requires 30 seconds to 
sweep a range of amplitudes euv.al to the window width, 
which is 0.1 times the rms value of the input signal. A 
sample length n( i seconds met all the abov« requirements 



and this gives a loop size of 52. 5 inches, which was 
conveniently handled. 

b. The recorded noise on the loop should be con¬ 
tinuous, i.e., there should be no blank intervals on the 
loop, since a blank interval would change the average rms 
value of the recorded noise. 

A typical analysis procedure was as follows A portion 
of data was selected for analysis from the recorded data 
available. The noise was re-recorded on a loop. The loop 
was played back at 7* ips and the analysis proceeued as 
indicated by the diagram in figure 2. The filter was set tc 
the desired bandwidth, and the noise w s amplified to 1 volt 
rms or gre^'-r. Th PDA was carefully calibrated and 
adjusted jusv before each analysis. Its input level of noise 
was adjusted to 1 volt rms by its potentiometer, thus 
normalizing its output. 

Probability density of the amplitudes was recorded on 
the / scale of the Xï recorder and the amplitude around 
which the probability density was measured was on the X 
scale ^ ors were selected to give a deflection of 
4 inuues on the Y scale for a probability density range of 0 
to 0. 4, and a deflection of 1 inch pier standard deviation of 
amplitude on the X scale. The automatic sweep time of the 
PDA was set at = -3. 00 standard deviations, and would 
automatically sweep through to / * +3.00 standard deviations, 
based on a 1-volt rms input. Total running time was about 
30 m^-’^es. This procedure was repeated for each band- 
width on every loop analyzed. 

Table 1 lists the number of ¿zrnples analyzed from 
each location, the total number of probability density 
curves obtained from the samples, and the filter used to 
analyze these curves. V^nen the Allison Laboratories filter 
was used, the system cutoff frequency ui the low end was 
about 20 c/s and the upper cutoff frequency was determinei 
by the filter whrch was sc* nt 2500, 1 <00, 1200, 600, 300, 
or 150 c/s. The B & K filter was utco .n both the octave 



and third-octave positions tor center band frequencies of 
100, 200, 400, 300, and 1600 c/s. 

•> 

TABLE 1. NOISE SAMPLES SELECTED FOR ANALYSES BY LOCATION. 
IFOR THE BANDWIDTHS USED. SEE ABOVE) 

LOCATION 
NUMBER OF 
NOISE SAMPLES 

NUMBER OF î Ù 

CURVES OBTAINED FILTER USED FOP ANALYSIS OF DATA 

SOUTHERN 
CALIFORNIA 

9 29 8 SAMPLES WITH A' I.IS0N IABS FILTER; 
1 SAMPLE WITH ALLI SON LABS AND B Í. K 

BERING STRAITS 9 24 ALLISON LABS 

NORTH f'AuFIC 8 65 B4K 

SAN DIET ■ 
(SHI) - St 
IN HARBOR) 

1 9 

i 
36 ALLISON LABS 

Actual probability density curves of ambient noise 
are shown in figures 3 and The la ge fluctuations in 
some of the traces are caused by substantial variations in 
the level of the noise sample. Since some of the curves 
appeared to be closely gaussian, the methods used to 
measure the parameters of t*"c distribuíi^n included over¬ 
lays. calculated moments, and cumulative probability 
graphs. Tests of significance and the chi-squarc "good¬ 
ness of fit" tests were used o "etermine what values of 
skewness and kur'osis were improbable at a 5 or 1 per cent 

probability level. 

11 



^O
B

A
B

IU
T

Y
 D

íN
SI

TY
 

Figure 3, Fxamplf: of some PD curves 
shallow water, compared with a normal 
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/DATA TAKEN IN NO. PACIFIC 

Ü.4 - 

f'î - 

0.2 - 

1 I I- 
TAKEN IN 

SAN DIEGO HARBOR (Ship Noise) 

-2-10 12 
AMPLITUDE IN STANDARD DEVIATION UNITS 

Figure 4. Examples of some PD cu-ves taken in 
to til sha! In, j and de up water, compared with a 
norma! curve. 



Data Reduction Techniques 

OVERLAY METHOD 

Since it was expected tiiat the probability density 
curves obtained with the PDA would have a gaussian or 
nearly gaussian distribution, an overlay with a gaussian 
curve was used. The curve had parameters of a mean 
equal to zero and a standard deviation equal to one. Figure 
5 illustrates the use of this method with two curves, one 
judged to be gaussian and the other non-gaussian. Sonn* 
probability oer. ity curves obtained with the PEA were 
judged to be very nearly gaussian. 

One disadvantage of the overlay method ia that de¬ 
cisions about how well a particular curve compares with 
the overlay are purely subjective. Skewness and kurtosis 
can be detected, but the magnitudes of these moments cannot 
be esti^ with accuracy. An extension of the overlay 
me í v/..icn will allow estimates of skewness and kurtosis 
is described here. 

The extension is an overlay with several curves in¬ 
stead of just one. Each curve has a different set of values 
for skewness and kurtosis. The curves are positioned 
over the actual probability density curve and the parameters 
are climated by interpolation between the two closest 
curves. The curves of the overlay can be computed with 
the use of Edgeworth's series approximation for nearly 
gaussian distributions.3 The firs', four tern s of thi • series 
are 

g g 10? 2 
fix) = fc(*>-~-h3l*>+~-A4l>;> 

where h(x) is tne normalized gaussian distribution, h^Çx) 
is the nth derivative of h (x), ?x is t.h * -»tandardized skew¬ 
ness, and gs is the standardized kurtosis. 
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Figur* 5. ^xa-nplea of two PD curvea which 
were determined to be gaus a i an or n . n- gciua a i an, 
using a norma! curve as a* overlap. 



Estimates of the skewness and kurtosis can he found 
with the above method; but it does not give any indication of 
whether these estimates are significantly different from the 
expected values, if the sample is taken from a gaussian 
distribution. Using the previous overlay, a method can be 
developed so that a sample can be accepted or rejected at 
any desired level of probability. Basically the method is 
to have two of the curves on the overlay plotted so that they 
will represent the maximum deviations allowed in the par¬ 
ticular parameter of a sample with (N) points. The method 
will be developed for kurtosis, but a similar method can be 
used for skewness. 

The variance of kurtosis is given by4 

var(0e) = 24/^ 

for large N. This holds for a sample taken from a normal 
partnt population. The standard deviation of kurtosis is 
(24///) " ; if the kurtosis is distributed normally, then from 
the ratio of a particular value of kurtosis (ga ') and the 
standard deviation we can obtain the probability of gettir g a 
value of Kurtosis as large or larger than '. The ratio is 

02 ' 

(2470-1 = * 

The probability of getting a value of kurtosis as large as or 
larger than g^ ' is giver by the amount of ar ea under a 
normal curve outside the -A and J-r standard deviations. 
A value of A = 1.96 corresponds to a probability 1c el of 



5 per cent, or l/20th the total area. A ratio as large as 
1.96 may be considered sufficiently improbable and henrj 

* can be assumed to result from a non-guussian distribution. 
The sample would therefore be rejected as coming from a 
gaussian distribution. The value cf therefore depem’ 
on ::, gs - 1.96(24///) t. Edgeworth's series would then 
be used to compute two curves, one with -g„ ' (for negative 
kurtosis) and one with +QS ' (for positive kurtosis). ' ’hese 
curves would represent the limits, at a 5 per cent 
probability level, within which a samp’e of .V points would be 
considered as coming from a gaussian distribution. 

Figure 6 shows two cur ’es as they would appear in 
the overlay. These two curves are the limits for a sample 

"Figure Ove~l‘y indicating gr' of *0,50 nnd of -0,50, 
a curve having a value Oj r^rtoei* as large or larger 
¿han these values will 1* n-gauss¿an at a 5 per cent 
level for a eamrle- of 30C points or, equivalently, a 
bandwidth of ••tout 55 c/s. 
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of bandwidth about 55 c/s, with V given by the equation ' = 
6.7/ , where/ is the bandwidth. The equation is obtainev' 
from°Appendix B, using a time constant J - 2.3 seconds. 

The overlay method was not used ertonsively because 
of the complexity that comes fro. i considering different 
values of N and also different combinations of skewness and 
kurtosis in the same sample. A method using computed 
moments of the curves is described next; it was felt that 
this method would yield accurate valves of the mean, 
standard deviation, skewness, and kurtosis. 

METHOD OF MOMENTS 

The method of moments is basically r general methoo 
of forming estimates of the parameters of a distribution by 
means of a set of measured sample values. The first few 
moments of the actual distribution are calculated and these 
are used as estimates of the moments of the parent population. 
On the basis of these moments a suitable theoretical dis- 
tribut’cn r’irve is selected. For any particular distribution 
cv - tlv. moments are functions of the parameters of that 
curve. The parameters are determined and t'jsts of sig¬ 
nificance are made on the skewness and kurtosis. 

The momenta about the origin are defined asr 

l 

where /»¿C*') is the probability that a value selected at ran¬ 
dom from the population will lie in the tth Issk. i he 
vf riate x with which we are concerned may be discrete or 
continuous. 

The moment 

m ’ • L M-rK 
1 I/O 

i 

(7) 
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» 

ia defined as the mean value of x, ,ni ' s x. 

Another more important set of moments is obtained 
by changing the origin tc the arithmetic mean. Equation 8 
defines the moments about the mean. 

* r * L FtM (xt 

l 

For computing purposes, the relations between the 
m and the m ' are convenient. Expressing the m in terms 

/" 7* 

of the m we have the relations 
r 

- ml ' 

ma * ma ' - 'y8 

m3 * ma' - ' + 2(w, T 

» m4 ' - 4m3 /ml ' f 6ms ,dnl ')a - 3(m, y 

Grouping errors are negligible, so Sheppard's 
corrections are not applied. 

These moments can be expressed in standard units 
by the use of a standardized variable z, by dividing the 
variable or by s , the standard deviation. 

x 

, . 
a 
x 

The standardized moments a1“« defined by the equations 

m r 
OL r * , tor r * 1, 2, 3, and 4 

e 
x 

(9a) 

(9b) 

(90 

(9d) 

(10) 

# 
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The first four standardized moments are 

a i 0 (12a) 

as = 1 

c- * 
X 

(12b) 

(12c) 

(1 2d) 

The third moment, n3, is a measure of the skewness ot tho 

distribution. A positive value indicates a disti luution with 

a longer positive tail than a negative tail. 

The fourth standardized moment, a4, is a measure 

of the kurtosis of the distribution. In some cases it is a 
measure of the "peakedness" of the distribution, though it 

is now understood that the length and size of the tails are 

verv l. i; .. 'i this measurement. 

For a normal curve the values of a3 and a A will be 

0 and 3, respectively. We redefine the skewness and kur¬ 

tosis as 

- ■ ■ £ = a4 * 3 (13b) 

so that is 0 for a normal curve 

It is not very likely that the third and fourth moments 

of a random sample will be zero. Depending on the distri¬ 

bution and on the actual sample values, the third and fourth 

moments will have some value different from zero. To de¬ 

termine whether this ditic.ence is significant, it is neces-^ 

sarv to use the variances of the ihiru and fourth mormr.ts.4 

var(í?. ) * Ö ( -1)(/.-2) 10--1) O- •3)" (14a) 

20 



(14b) 

(15a) 

(1 5b) 

var(0a ) • 24//(//-1 )s (¿V-3)”1 (5-2) '(A-3) 1(ü-5) 

For large N use, 

var(^1) 3 6/// 

var(ffa) ’ 24/// 

The hypothesis to be tested is tha* the data sample is 
taken from a gaussian distribution. To U . ihe hypothesis 
compare to (6/.V)^ and g2 to (24///)? (see ref. 5), then 

if —-— >1.96 reject the hypothesis at the 5 per cent level 
(6/Æ)* 

> 2.57 reject the hypothesis ax the i per cent level. 

Similarly, for ga 

Ü—^— >1,96 reject the hypothesis at the 5 per cent level 
(24///)* 

> 2. 57 reject the hypothesis at the 1 per cent level. 

CHI-SQUARE "GOODNESS OF FIT" TEST 

The x? test will be applied to the hypothesis that a 
sample of // individuals form» a random ..ample fron, a 
popula.. .1 with a given probability distribution. The param¬ 
eters of a distribution are and are not estimated 
from the sample itself. Later * modification will be given 
for the situation /here the parameters are estimated from 
the sample. 

21 



The quantity* 

X 
a 

(16) 

is a measure of the deviation of the sample from the ex¬ 
pectation, where F is the number of observed frequencies 
in the ith interval, and Kf is the number of expected fre¬ 
quencies in the ith interval as predicted uy the theoretical 
distribution. Karl Pearson proved that the above quantity, 
in the limit, is the ordinary \2 distribution which is now 
tabulated in most statistics books. 

The \a computed with equation 16 is compared with 
3 a 

the 5 per cent point for (A-l) degrees of freedom from a \ 
distribution table. The tabulated v!>lue of at the 5 per 
cent probability level with 29 degrees of freedom is 42.6. 
Now, if x= • as calculated by equation 16, is greater than 

42.6. '' •• hypothesis is rejected by this test; that is, 
th« ■ is non-gaussian. 

The application of the x* test to the data was as fol¬ 
lows (fig. 7). Let fix) represent a probability density 
curve obtained from the PDA. Divide the curve into 30 
intervals from jf 3 -3.0 to ^ = +3.0. Let ^ be the mid¬ 
point of Aa-., one of the intervals, and /(the value of 
the ..vobability density at . The area under the curve is 
then estimated by where 3 /(^)AJf. Let ^ 

<p(z\lz, where <p(z) is the thci etical o obabil^y 

t-1 

*S*eref. 5, pp. 197-200 
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Fix) 

(«.* . ‘"'"»Fn PO AT <( 
., .(X) s i.Ui<VE OBTAINED WITH PDA 

Figura 7. Curvf. obtained with 
the PDA 'p = f(x)) vs. mea¬ 
sured probability density a 

7’>1' area within 
the rectangle (A^‘ ) is an 
estimate of the a^ea under the 
curve for t\' interval 

Ax = X -X . 

i i-1 

•V is estimated Recording to the method described in 
Appendix B. 

(17) 

(13) 

2? 



The only modification needed when the p irameters 
are estimated from the sample itself is a reduction in the 
number of degrees of freedom by ore for each parameter 
that is estimated from the sample. For example, if a 
gaussian distribution is assumed and ihe mean and standard 
deviation are estimated from the sample, then the number 
of degrees of freedom are (^-1)-2, v'here h is the number 
of groups. 

CUMULATIVE PROBABILITY PLOTS 

The use of cumulative probabili v paper was also in¬ 
vestigated. On this type of plot a gaussian distribution is 
represented a straight line. The data are normalized 
and plotted, and deviations from a gaussian distribution are 
seen as departures from a straight line. The data are the 

used for the method of moments where is the mid¬ 
point of = The points plotted are the normalized 
cumul'.tivt sums, i.e., the first point is 

M«x> . 

the second point is 

. «o 

The range used is from x * --'.OOtox * ■'3.00 so 
that a gaussian curve resembles figure 8. The curve de¬ 
viates from a straight inie at the ends because of the small 
amount of area (0. 27 per cent) outside three standard de- 
viatic. is. This curve should be used for comparison with 
the data instead of the straight line. 



Fi juré 8. .Vormal ited cumulative *ums of 
tclulated ".'lues of the area of a normal 
curve for value» oj j between -3.00 and 
*3.00 standard d e v fi: t one. 
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The type of deviations that would result for curves 
with skewness and kurtosis arc shown in figures 9 and 10. 
The distribution curves for certain amounts of skewness 
and kurtosis are computed using Edgeworth's first four 

AMPl.; iN STANDARD DEVIATION UNITS 
i 

Ftyur* S. Curvea illustrating positive and negative 
skewness, computei using Edgewo rth's serte.- 
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terms, equation 4. The/W were computed using a mean 
of zero and a standard deviation of one. For skewness, 
a 3 10.24. o = 0 were used. F'or kurtosis, = 0, 
13 1 

o = 10.48 were used. 
*2 

Figure 10. Curves illustrating positive and negative 
hurtosis. .c:/iputed using Edgeworth')1. >eries. 

t 
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Several cumulative probability examples arc shown 

in figures 11 and 12. 

Figur« 11. Cumulative probability of 
noise satr.plsr shown in figure 3. 
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AiTli-LiTuDt IN STANDARD DEVIATION UNITS 

Figure '2. Cumulative probability of 
noise samples shown in figure <* 



RESULTS 

An overlay of a normal curve was constructed and used 
on the probability density curves .btained with the X ■ 
recorder. This method was found to have a limited useful¬ 
ness since it would not yield results with the desired amount 
of accuracy in all cases. Cases where it could be used are 
for curves which do not deviate very much from the overlay. 
As the deviations become greater it becomes more difficult 
to estimate the parameters accurately. It was decided not 
to use an overlay with more than one curve (as described in 
"Data Reduction Techniques") because, even though the 
curves were nr ,-malized to a standard deviation of 1, the 
error in setting the input to a value of 1 vol» ms can be as 
much as 10 per cent — although in most cases it was less 
than 5 per cent. Such error makes it difficult to estimate 
the skewness and especially the kurtosis, since the overlay 
will rot. fit if the standard deviation is other than 1. 

mg method of moments it is possible to get 
es »le- Oi tue mean, the standard deviation, the skewness, 
and the kurtosis. The limited range of amplitudes analyzed 
(which was thought to be sufficient before the data reduction) 
causes an error in the calculated moments for those samples 
which have amplitudes extending beyond three standard de¬ 
viations. The error is more evident in the higher (3rd and 
4th) . loments, because of the higher powers of x used in the 
cal- .-lations of these moments. A correction can be applied 
to the computed skewness and kurtosis. The correction 
takes into accuun'. the "ignored" amplitudes, i.e., it com¬ 
pares the computed moment with ‘ho n omen of a truncated 
normal distribution. Actually only the moment of kurtosis 
was corrected, since skewness was not found very fre¬ 
quently among the noise samples. 

The hypothesis to be tested is that the noise samples 
are .nken from noise witn a gaustdan distribution of ampli¬ 
tudes. The test used is the same ore described on page 21 
and U is applied to both the skewness and the kurtosis. The 



hypothesis is then rejected by the test if both moments of the 
sample are significant at the 5 per cent level, and also it 
either moment is significant at the 1 per cent level. 

Table 2 lists the sample for which the 3rd and/or 1th 
moments were found to be significantly different from the 

TABLE 2. NUMBER OF CURVES SHOWING SIGNIFICANT VALUES 
OF SKEWNESS AND KURTOSIS. 

SAMPLE 
NO. 

g, (SKEWNESS) 9, (KURTOSIS) 

COMMENTS 5% 1* 5% 1% 

13* X X 
r”-— 

PIOtOGICAL NOISE 
17 X CLEAN NOISE 
20* X X BIOLOGICAL NOISF 
21* X ^X LOW-FREQ. HUM. CLANKS 
23 X CLEAN NOISE 
27* X X SHIP NOISE 
28* X X CLEAN NOISE 
29* X X X MOSTLY CLEAN NOISE 
**•. X SHIP NOISE 
50* X X r ICE NOISE 
si* X X ICE NOISF 
Si X ióènôiSe- 
si* X X X X ICE NOISE. 60 CIS 
60* X X 60 C/S 
62* X X 60 C/S 
69 X 
84* X X 

100‘ X X 

135* X X ALL THE FOLLOWING 
138 X ARE SHIP NOISE 
139* X X SAMPLES 
142 X —u 

143* X X X X 
147 X 
149 X 
150* 

x X 
151* X X 
159 ! X 
163* [ X 

•Hypotheîis rej».:*d for that sample. 



expected values. An asterisk by the sample number indicates 
that the hypothesis was rejected by that particular sample 
according to the conditions of the previous paragraph. 
Comments on the type of noise (clean, biological, ship noise, 
etc.) in the sample are also given. The number of noise 
samples that were found to be significant are listed by lo¬ 
cation in table 3. Note that the shallow-water locations 
have many more non-gaussian samples than the deep-water 

North Pacific location. 

TABLE 3. LOCATIONS Of CURVES SHOW in SIGNIFICANT VALUES 0f_ 
SKEWNESS AND KURTOSIS AT 1 AND 5 PER CENT PROBABILITY LEVEL . 

LOCATION 

q, (SKEWNESS) g, (KURTOSIS) NO. OF 
CURVES 

NO. OF 
SAMPLF* 5* 1% 5» 1« 

SHALLOW. 
•>0. CALIF. 

2 0 8 $ 29 9 

tr •*" 'm* 

ALACÍE 
1 1 7 S 24 9 

NORTH 
PACIFIC 

0 0 3 2 6$ 1 

SAN DIEGO 
(SHIP NOISE 
IN HARBOR) 

4 3 1 4 3« 9 

If the hypothesis that the noise samples are taken 
from a gaussian distribution is tr.e, then i* is exp'-~ted 
that one sample in 20 may have significant parameters at 
the 5 per cent level. If it is not true, it is expected that 
more than one sample in 20 may have significant parameters. 

Tabic 3 shjws that the values of skewness for the 
first three locations are well witn!’-. the expected number, 
excc '1 perhaps for the Southern Cai ‘ fnia location, where 
two samples out of 29 '"-‘re found with significant amounts 
of skewness. However, since this location had con iderable 
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biological and other non-gaussian type noises, a greater 
number of rejected samples is to be expected. The table 
also shows that for kurtosis the expected number (one out 
of 20) was exceeded for both of the shallow-water locations 
but was not exceeded for the deep- 'ater (North Pacific) 
location. For the ship-noise samples, the number of ex¬ 
pected significant valu s of skewness and kurtosis are ex¬ 
ceeded at all levels. Of interest are the number of sig¬ 
nificant values of skewness in the ship-noise data, sin^e 
there were not many of these for the other three groups. 
For all groups the data indicate that kurtosis is a sensitive 
indicator for the presence of ship noise, biological noise, 
ice noise, and in general any 4ype of noise which has a non- 
gpussian distribution. 

Table 4 indicates the bandwidth of the noise samples 
which had significant values of skewness and kurtosis at the 
1 per cent level. For the most part the bandwidths nvolved 
are the larger ones. 

‘101SE SAMPLES FROM FOUR LOCATIONS, SHOWING SIGNIFICANT 
MOMENTS OF SKEWNESS AND KURTOSIS AT 1 PER CENT PROBABILITY LEVEL. 

SOUTHERN CALIFORNIA 

BANDWIDTH 9, d« 9,(1« 

20-2S00 0 5 

20-1500 0 0 

a 

NORTH PACIFIC 

BANDWIDlH 9, <1« 9,(1« 

1 OCTAVE 
1600 C.f. 

0 2 

1/3 OCTAVL 
1600 C.L 

0 1 

BERING STRAITS 

BANDWIDTH 9, «W 9,(1« 

BROADBAND 0 1 

20-1200 1 2 

20-600 0 2 

b 
SAN DIEGO (SHIP 
NOISE IN HARBOR) 

BANDWIDTH 9,(1« 9,W' 

20-1200 3 3 

600-1200 0 1 

c d 
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An Edgeworth series was fitted to an experimental 

curve using the parameters calculated by this method, to 

insure that they were good estimates to the extent that they 

provided a good fit to the data. Figure 13 is the trace of 

an experimental curve of random noise which shows con¬ 

siderable skewness. The fit of an Edgeworth series ap¬ 
proximation to the experimental curve is seen to be very 

good. 

Fiji.ra j. Experimental PD curve of random noiae showing 
considerable skewness. The points shown are calculated 
using Edgeworth's series with the moments calculated from 
ihd curve itself by the method of aoments described in the 
ttoi.. A theoretical normal curve is j for comparison. 

The chi-square test was performed on a few selected 

curves and the results are shown in .able 5. An X marks 
those noise samples for which ^ we« equal to or greater 

than 4?. 6, which is the tabulated v .’v.c of *a for 29 degrees 

of fri -Horn at a 1 per cent probabi!ú¿ .r»vel. The value ot 

\s is given for the samples for which the hypothesis was 
nol rejected by the test. The figure also shows whet ter 

.14 



SAMPLE 
NO. 

X* 
s 9. 9, 

13 X X(5W XlSV 
14 31.2 
15 17.5 
16 32.« 
17 X Xl?* 
IB 18.2 
MJ 14.7 
32 2.8 
34 14.4 
37 3.9 
41 2,7 
42 32.4 XtfW 
49 40 
« 3.3 

- 38 
. 

104 22 
112 42 
132 i5 
134 X 
135 X X(MM 
147 XÇW 
ISO X X(5W 

TABLES. CURVES TOR toMîCîî à*' 
WAS COMPJTED. COMPARED 
A'lIH RESULTS b! METHOD OF 
MOMENTS. THE »'$ INDICATE 
THOSE CURVES WHICH REJECTED 
THE HYPOTHESIS. 

lhe 3rd and 4th moments were significant at the 5 per cent 
or I per cent level. Generally the results of the chi-square 
test agree with the results of the method of moments. 

Only one hypothesis was tested and this was that the 
noise samples were taken from a gaussian distribution 
with the mean equal to zero and the standard deviation 
equal to one. A better hypothesis is to assume that the 
distribution is gaussian with a mean 7 - and standard 
deviation a = .° . where « and a are estimated from the 

X* X 
sample itself. 

Table 6 shows parameters for several noise samples 
which were selected by the «ver’ay normal curve as ver*' 
closely approximating a gatta.*ian curve. The four computed 
moments of each sample are given (the mean, the standard 
deviation, the skewness, a d kurtosis). The ratio of 
the skewness and kurtosis to ../■ square root of their 
variances are gr en. The computed value of \~ _ is given 
for comparison. All three methods agree ih..t these samples 



TABLE 6. NOISE SAMPLES CHOSEN, Bv VARIOUS METHODS, AS BEING VERY CLOSELY GAUSSIAN. 

SAMPLE 
NO. 

MEAN 

COMPUTED 

STD. DEV. 

MOMENTS 
9i 

( SKEWNESS! 
9; 

(KURTOSIS) 

9, 

(vir g,)^ 

9i 

war g,) ^ 
X* 

c 

30 0.00006 0 97868 -0.00198 -0.06( 0.85 1.45 14.7 

32 0.00458 0 97796 0.01884 -0 005 0 36 0.05 2.3 

37 0 01141 1.00828 0.00793 -0 030 013 _ 0.25_ 3,9 

41 a 00690 099298 0.00965 0003 0 22 0 03 2.7 

67 0 05964 0 99511 -0 01290 0 014 0.33 018 _ 

68 0 06427 0 98920 -0 01077 0030 0.39 052 _ 3b 

83 0 02767 0 ' '493 -0 02185 0 009 0.56 0.12 5.4 

98 0 04498 0 97240 -0 01331 0019 0 24 016 r 
104 0 00398 0.99926 -0.01461 0003 0 30 Ú.U3 

112 004519 1.00764 -000009 0006 ooo 0.11 *2 

are verv closely gaussian. The largest value of chi-square 
oc“ »oi a. .,»16 no. 112, which has a very good shape; 
however it does have a mean which is different from zero, 
thus causing the large \® ,. Sample no. 68 also has a large 
Vs for the same reason. 

Cumulative probability graphs of the noise samples 
can reveal if the curve has skewness or kurtosis and can 
alsc ’oveal other deviacions. However this method was not 
used beyond plotting a few curves. The graphs would per¬ 
haps require an overlay to estimate skewness and kurtosis 
hut, as before, the sample distribution need': to be stan¬ 
dardized for ef.ch sample before the overlay can be applied. 

Analysis with the cumulative probability method was 
not performed, as it was felt that it would not provide me-h 
more information than the method o; moments and the chi- 
square test, and the eailmcues would not be as accurate as 
those obtained by the method of mo- ie.xts. This method 
does, nowever, give a better indication of whether a noise 
sample is gaussian than does the overlay method o-' the // 
probability density curves. 
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CONCLUSIONS 

PD of Ambient Ocean Noise 
The results obtained from the analysis of ambient 

ocean-noise samples from the three locations indicate í lat 
the hypothesis (that is, the assumption that the ocean 
samples are taken from a gaussian noise distribution) is 
not rejected when using "clean" ambient noise. The 
hypothesis is rejected for "contaminated" ambient ocean 
noise. The contamination may e ship noise, biological 
noice noise from ice (in polar regions) etc. Thu? it has 
been shown that ambient ocean noise, miner certain con¬ 
ditions, can be assumed to have a gaussian dietribs ion 
of amplitudes. 

PD of Ship Noise 
""-e same hypothesis used for the ambient noise 

camples was used to test the ship samples. The results 
indicate that ship-noise samples are not gaussian, since 
six out of nine samples tested rejected the hypothesis that 
the samples were taken from a gaussian distribution. It 
was not found possible to distinguish between the types of 
contamination of the ambient noise; that is, there were no 
obvious differences in the probability density distributions 
for ambient noise contaminated by sh p noise and that con¬ 
taminated by other sources. 

Comparison of Test Methods 
The method of moments we:' found to be the most 

suitable, of the four methods ci data reduction, for providing 
the most accurate and useful estimates of the parameters. 
However, when using this m ‘heJ the tails of the distribution 
should not be left out of the cul-.. J at ions, since their con¬ 
tribution at the higher moments is very significai.l. The 



chi-square test, although it does not provide estimates of 
the parameters of the distribution, does provide a good in 
dication of the "fit" of the sample distribution to the theo¬ 
retical distribution. The chi-square method can be used 
to give an independent check on th.' method of moments. 

RECOMMENDATIONS 

1. Use the method of moments uescribed here if 
better accuracy than that given by overlays is desired to 
estimate lhe moments and to determine whetne»* a sample 
is gaussian or non-gaussian. 

2. In ‘he probability density analysis of a noise sample, 
use a rang** of amplitudes covering at least ±4 standard 
deviations; otherwise larse errors in the estimates of the 
moment' «'«H frequently result. 

3. In future applications of the PDA, have the output 
of tne PDA in a digital form rather than a continuous curve, 
so that the data will be in a form more suitable for the 
calculation of the moments of distribution. 
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APPENDIX A: 

» 

DESCRIPTION OF THE PD^ AND ITS OPERATION 

The PDA was designe;' primarily for *'■ determina,io*. 
of the probability density (PD) oi random noise. Approxi¬ 
mations of the PD curves of other waveforms, such as s nc 
waves, square waves, and others can also Le obtained. 
The PD of a sine wave and square wave as obtained with the 
PDA arc shown in figure Al. Also shown are the theoretical 

PD's of the two curves. 

Figure Al. Theoretic.'' c id exoerimtntal 
probability density ci. >•** <?/ the square wave 
and the nine wave• 

0 
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The PDA has one input and several types of outputs. 
The input level to the PDA is controlled by a precision 10- 
turn potentiometer and the level can be in the range from 1 
volt to 50 volts rms. The frequency range is from dc to 
10 kc/s and this range shoulc never be exo-eded. The in¬ 
put level is set with the aid of a ume-rms voltmeter. 

There are two analog outputs. The X (amplitude) 
output is from -10 to HO volts and corresponds to +5 to -5 
times the rms input level. The Y (probability density) out¬ 
put is from 0 to about 7. 5 volts and corresponds to a PD 
from 0 to 10. However a meter on the instrument gives a 
reading of PD on either of two scales from 0 to 0.4, cr 
0 to 1.0. A PD greater than one can be measured using 
the digital outputs, of which there are two: ai-Mc/s and 
a 10-Mc/s output. Both digital outputs are on when the In¬ 
put signal is inside the amplitude interval Lx, at any 
selected amplitude. The PD is obtained by counting the 
number of cycles pe. second from either digital output. 
The c -untlng interval can be varied as the occasion demands. 

i - output available on the PDA is the pulse out- 
pu. This particular output gives one pulse each time the 
signal goes into the amplitude interval, or two pulses for 
signals exceeding the set-in level (one pulse when signal 
passes through on the way up and another pulse when it is 
on the way down). 

Some of the important controls on the PDA are the in¬ 
put potentiometer (to determine and set input level), the "X" 
10-turn calibrated potentiometer (to select the amplitude 
around which the probability density is to bf measured), 
and the output-damping-sweep time control (to select the 
averaging time and sweep speed). Other controls deal with 
the calibration of the PDA and are l etter described in the 
PDA manual.1 



APPENDIX B: 

» 

DETERMINATION OF NUMBER OF DATA POINTS OF 
EACH SAMPLE 

The application of the test to oi>r type of data was 
desired as a means of testing the goodness cf fit " of u c 
data to certain theoretical distributions and, in particular, 
the fit to the gaussian distribution. There is some difficulty 
in applying this test directly because K, the total number of 
points in our sample, is not known. However it is oossible 
to obtain an estimate of ft which can be used. The estimate 
of ft i? also used in determining whethe*- the moments of 
the distr.oution, that are calculated t>y the method of moments, 
are significant at a given probability level. The climate 
of ft is found as follows. 

From reference 1 use 

3 = (3/Btr)* 
°n f T ¿(je) Lx 

0 

(B-l) 

where is the input bandwidth of the signal, T is the 
sampling interval or a time constant which gives an equivalent 
averaging, and wt*r) is the value of probability density ob¬ 
tained from the PDA. The o 2 is the normalized variance of 
the estimate of the probability density, and is not to be 
confused with the variance of the distribution of amplitudes 
of the input signal. In reference 1, A' is given as 

(B-2) 

Here ft represents the total number of times that the input 
signal enters the amplitude interval L r at the (r) of interest. 
After combining equations P-j and B-2 we have 

ft 
(3l8nY 

</>(*) (B-H) 

9 

* J 



The total number of points in the entire sample is 
what is needed and N represents only that number in the 
interval Lx. However, we have normalized data and 
therefore 

II 
T 

Z nix) Lx - 1 

/ T 

- ZULx - -—7 
(3/810* 

Calculations performed with this equation agree well with 
some data taken using the pulse outpr of the PDA. Figure 
Bl, curve 12, shows the results of equation E 3 for T - 1 
second, and = w(0) = 0.4, or 

A’ = 1.16/ 
0 

The theoretical curve is compared with actual 
measuxements taken from the PDA pulse output using a 
counter with a 1-second sampling interval. The slight 
di" ene - . i- een the two is due to an error in the actual 
cutoff frequency of the filter. The effective bandwidth of 
the filter is a little larger, about 1.12 times the set value. 

(3-4) 

(B-5) 

(B-6) 



loo -1-1-L-1-1-1- 
0 150 300 1200 2400 4800 

CUTOFF r KEQUENCY IC/b, 

Figure Bl. Illustration, of toe nwnber of t .mes that 
ra ùom noise goes into an i-!terval about x ~ C for a 
of P.4, vs. the c,..off frequency of low-oass filter. 
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