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FOREW ORD

This scientific report summarizes partial results of an investigation
into advanced antenna techniques. The work was performed by the Philco
Scientific Laboratory for the Air Force Cambridge Research Laboratories
under Contract No. AF 19(628)-2403, Project No. 4600, Program Element
62405304, and covers effort performed during the period 1 December 1962
to 30 September 1963.

Major research effort during the study was performed by
Thomas K. Kashihara (Secs. I, IV), Stephen Czorpita (Sec V), Kenneth Abend
(Sec. III), and Terrence A. Lenahan (Sec. VI). General supervision of the
study was under Leo W. Procopio.
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ABSTRACT

A generalized theory of resolution for linear array antennas is pre-
sented. The theory indicates that angular resolution is determined by the
width of the autocorrelation of the field pattern and not by the width of the
pattern itself. Hence a well defined main beam is not a prerequisite for
achieving angular resolution; even noiselike beams can be characterized
by an autocorrelation function of narrow width. It is shown that this basic
principle leads to the concept of angular dispersion and compression, a
phenomenon for angular beam patterns akin to dispersion and compression
of radar pulses. A new procedure for synthesizing antennas for given
resolution properties is also presented. The theory is applied to antennas
with time-invariant and time-varying illumination functions, and is used
to reexamine classical theories of superdirectivity. Antennas which
intimately link resolution properties in range and angle are also analyzed;
arrays in which each radiator operates at a different frequency are shown
to be an example of this class. In addition to an en:position of angular
resolutions theory, preliminary concepts for achieving angular dispersion
and compression, and superdirectivity are also presented.

I

I
I

I
~-iii-



TABLE OF CONTENTS

Page

FOREWORD

ABSTRACT ..................................................... iii

SECTION I INTRODUCTION .................................... 1

SECTION II THE THEORY OF RESOLUTION OF LINEAR
ARRAY ANTENNAS

- Time Invariant Illumination Functions

I. Introduction ................................... I

II. Measure of Difference ..... ..................... 1

3 III. The Ambiguity Function ........................ 6

A. One Dimensional Formulation ............. 6

B. CW Transmission With Discrete Radiators.. 8

C. Two Dimensional Formulation .............. 11

D. Transmit - Receive ........................ 13

IV. Antenna Pattern and Ambiguity Functions ...... 16

V. Synthesis of Patterns and Ambiguity Functions .. 18

' A. Fourier Expansion ......................... 18

B. An Approximation Using Hermite

-colynomials ............................... 21

C. Some Interesting Patterns .................. 25

VI. Summ ary .... .................................. 26

-iv-



TABLE OF CONTENTS (cont)

Pa2e

SECTION III THE THEORY OF RESOLUTION OF LINEAR
ARRAY ANTENNAS

- Time Varying Illumination Functions

I. Introduction .... ................................ 1

IL Transmitting Array ............................. I

A. The Pattern ................................ 1

B. The Ambiguity Function ..................... 3

C. Synthesis of the Ambiguity Function ........ 4

III. Transmit - Receive Operation ................. 6

1 A. Ambiguity Function ......................... 6

B. Implementation ............................. 8

I SECTION IV THE THEORY OF SUPERDIRECTIVE ARRAYS

j I. Introduction .... ................................ 1

II. Classical Properties ............................ 2

III. Historical Approaches ........................ 3

A. Schelkunoff .............................. 4

B. Dolph-Riblet .... ........................... 4

C. Bouwkamp and de Bruijn .................. 5

D. Woodward and Lawson .................... 6

E. Berman and Clay ........................... 7

-V-



TABLE OF CONTENTS (cont)

Page

IV. Ambiguity Analysis Approach .................. 8

A. Review of Hermite Approximation .......... 8

B. Frequency Characteristics ................. 10

C. Physical Interpretations ................... 22

V. Conjectures ................................... 22

A. Implementation Techniques ................. 22

B. Synthesis Equations ........................ 24

SECTION V ANGULAR DISPERSION -COMPRESSION ANTENNA
TECHNIQUES

I. Introduction ... ................................. 1

II. Theoretical Principles .......................... 2

A. Ambiguity Function ......................... 2

B. Ambiguity Function Synthesis ................ 6

C, Angular Dispersion-Compression Concept ... 9

D. Limitations and Advantages ................ 1 1

111. Electronic Processing .. ....................... 17

A. Time Coded Antenna ....................... 17

B. Frequency Coded Antenna ................. 24

C. Time-Frequency Coded Antenna ............ 29

I D. Applications .. ............................. 31

i -vi-

I



TABLE OF CONTENTS (cont)

Page

IV. Spatial Processing .............................. 35

A. Counter Rotating Antennas .................. 35

B. Implementation and Implications ........... 41

V. Optical Processing .............................. 45

A. Processing Philosophy ..................... 45

B. Signal Recording ........................... 53

C. Processing Time ........................ 60

D. Application to Angular Dispersion and

Compression .............................. 61

E. Extension to Multiple Dimensions ........... 68

SECTION VI MULTIPLE FREQUENCY ANTENNA TECHNIQUES

I. Introduction .... ................................ I

II. Field Equations ................................ 4

III. Typical Patterns ............................. 8

A. Linear Frequency Distribution .............. 8

B. Symmetrical Distribution ................... 19

IV. Generalized Representation ..................... 22

A, Matrix Representation .................... 22

B. Time Varying Distributions ................. 31

C. Transit Time Compensation ............... 34

-vii -



TABLE OF' CONTENTS (cont)

Page

V. Gain.......................................... 36

VI. Ambiguity Function ............................. 37

SECTION VII CONCLUSIONS 1



LIST OF ILLUSTRATIONS

Section Figure Title Page

I 1 Array-Source Geometry For Linear Array
Resolution ....................................... 3

2 Transmit-Receive Geometry .................... 15

IV I Array Geometry .................................. 12

2 Aperture Response As A Function of Frequency
(Aperture fliumination = Single Hermite Poly-
nomlal) .......................................... 13

3 Aperture Response As A Function of Frequency
(Aperture Illumination = Sum of Hermite Poly-
nomial) .......................................... 15

4 Aperture Response As A Function of Frequency
(Aperture Illumination = Sum of Even Hermite
Polynom ials) .. .................................. 17

V 1 Angular Dispersion and Compression ............ 10

2 Signal Masking Advantages of Dispersed
Pattern Antenna .................................. 1 5

3 Time Domain Angular Compression System ...... 18

4 Component Beams Operating At SeparateT Frequencies .................................. 25

5 Return Signals In The Frequency - Angle Domain . 27

6 Frequency Domain Angular Compression
Technique ... ................................... 28

7 Transmission Frequency As A Function of Time
and Radiator Position ............................ 30

8 Counter Rotating Antenna Patterns .............. 36

9 Spatial Correlation Technique ................... 38

-lx-



LIST OF ILLUSTRATIONS (cont)

Section Figure Title Page

10 Dielectric Disk Antenna .......................... 42

11 Complex Conjugate and In-Phase and Quadrature
Antennas ........................................ 44

1z General Optical System ........................ 47

13 Fourier Transform Relationship In A Coherent
Optical System ................................... 50

14 One Dimensional Multiple Channel Optical

Processor ...... ............................... 52

15 Bias Elimination In the Frequency Plane ........... 55

16 One Dimensional Amplitude Spectrum of Video
Signal of Sampled Sinusoid. . ................. 57

4 17 One Dimensional Multi-Channel Optical
Correlator Using Moving Film .................... 62

18 Complex Conjugate Processor ..................... 67

VI I Antenna Geometry ................................ 2

2 Linear Frequency Distribution .................... 3

3 Aperture Geometry ............................... 5

4 Fresnel Integrals ................................ 11

5 Field Pattern - Wideband Linear Frequency
Distribution (20% BW) ............................. 13

6 Limagon of Pascal ................................ 14

7 Field Pattern - Linear Frequency Distribution .... 18

8 Symmetrical Frequency Distribution ............. 20

-X-



LIST OF ILLUSTRATIONS (cont)

Section Figure Title Page

VI 9 Field Pattern - Linear Symmetrical
Frequency Distribution .......................... 23

10 Multi Symmetrical Frequency Distribution ........ 24

11 Field Pattern - Multi Linear Symmetrical
Frequency Distribution .......................... 25

12 Rectangular Representation - Conventional
A rray .. ........................................ 27

13 Field Intensity Pattern - Pulse Transmitting
Array .. ........................................ 28

I 14 The Multiple Frequency Array Matrix ............ 30

T 15 Field Pattern - Random Frequency Distribution ... 32

16 Typical Multiple Frequency Array in the Set ...... 33

17 Target Separation Geometry ...................... 39

I
T

-Xi -



SECTION I

INTRODUCTION

A study program has baeen ;unduced Lu %ULadc.L1LLh LLC IJL uja LI%20 u"

signals and radiating systems which affect and limit the attainment of angular
resolution. Emphasis in the program has been placed on the development of
new antenna concepts which achieve resolution through unconventional signal
processes; time-varying and time invariant aperture illumination functions
have been considered, and linear rather than non-linear signal processes
have been stressed. This report contains a description of some preliminary
results obtained in the program thus far, including a summary of ambiguity
theory as applied to angular resolution, and analysis of several new antenna
techniques.

A significant result of the theoretical investigation indicates that the

resolution of a radiating aperture is determined by the autocorrelation of the
field pattern and not by the field pattern itself. Ihi& primary result, demon-
strated in general for linear arrays, implies a number of corollary theorems.

Ii For example, it states that resolution can be obtained with a noiselike field
pattern i. e. , a paLtern with no well defined main beam. It also implies that
phase tolerances at the radiators of an array are not important, a fact which

i. opens the way for drastic simplifications in the design of large array antennas.
Since these properties may be of great practical interest to the antenna
designer, a preliminary examination of resolution principles as viewed in1terms of new antenna concepts has been undertaken.

With the advent of a new theory of resolution for linear array antennas,I the general theory of pattern synthesis has been reexamined. Particular
emphasis has been placed on a reexamination of the classical theories of
superdirectivity with the hope that new synthesis procedures might be usedTto alleviate some of the severe problems heretofore associated with super-
directive antennas. Only preliminary results of this study are presented in
this report; further research is being conducted and will be documented later.

The report contains an exposition of resolution theory for both time
invariant and time varying illumination functions. In the latter case the
coupled nature of range resolution and angular resolution becomes evident
and the ambiguity theory must be extended to account for this. Hence, in
addition to developments concerning dispersed beam antennas and the means
for extracting resolution from them, analysis of antennas in which range

-1-



resolution and angular resolution is intimately connected has also been per-
formed. These antennas are apertures in which the individual radiators
transmit or receive different portions of the signal spectrum ("multiple
frequency arrays"); in the limit where each radiator transmits the same
signal spectrum this antenna type assumes the properties of the more con-
.Cnt4cnl n n.ann ,, inhin, or -w'. ll b,-n,4rir1, fh- -n .. A ,, ..

resolutions are separable.

The work has been subdivided into five main categories, each repre-
senting a particular aspect of the antenna theory which has been developed.
The sections involved include (1) resolution theory for time invariant illu-
minations, (2) resolutions theory for time varying illuminations, (3) theory
of superdirective antennas, (4) techniques for achieving angular dispersion
and compression, and (5) multiple frequency arrays. Finally, a section
summarizing the major conclusions of the study has been added. Recommen-
dations for further research have been discussed from time to time in the
various sections. More detailed recommendations for further research will
be described in future reports.

I
1
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SECTION II

THE THEORY OF RESOLUTION OF LINEAR ARRAY ANTENNAS
TIME INVARIANT ILLUMINATION FUNCTIONS

I. Introduction

This section reports on the development of a theory of angular resolu-
tion for antenna systems. The intent of this study is to define clearly the
basic limitations of angular resolution in terms of antenna and signal para-
meters and to develop techniques whereby optimum illumination functions
can be synthesized to obtain a prescribed angular resolution.

Angular resolution refers to the capability of separating, or distin-
guishing, two or more sources differing in their angular positions. A
basic problem is to establish some reasonable criterion to measure this
capability of separation and to indicate the ultimate limits of resolution in
terms of the illumination function and the signal structure. Such an analysis
could properly proceed from the formulation of ambiguity functions similar
to those used by Woodward, 1 Elspas, 2 and expanded in scope by Urkowitz
et al. 3 Woodward was able to show the ultimate limitations of the signal inj resolving targets in range and/or range-rate.

An analogous formulation is sought for angular resolution. This sec-
tion is limited to the consideration of angular resolution of antenna systems
with time invariant illumination functions and with linear processing of
signals.

II. Measure of Difference

In order to resolve two or more sources, some difference must exist
in the signals received from them. It is reasonable to expect that the larger
the difference between the signals, the more easily can the sources be

I. P. M. Woodward, Probability and Information Theory, with Applications
to Radar, Pergamon Press, London, 1953.

Z. B. Elspas, "A Radar System Based on Statistical Estimation and Resolu-
tion Considerations, " Stanford Electronics Labs, Stanford Univ. , Calif.,
Tech Rept. No. 361-1, August 1, 1955.

3. H. Urkowitz, C. A. Hauer, J. F. Koval, "Generalized Resolution in
Radar Systems," Proc. IRE, Vol 50, October 1962, pp 2093-2105.
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I

resolved. Hence, a measure of signal difference is required to determine
the resolution capabilities of the array. The measure used successfully by

I Woodward was the integrated squared difference of two signals. This
measure, which provided both a physically reasonable and mathematically
tractable criterion, also serves as the basis for determining angular resolu-
tion.

Consider the case where two identical sources, differing only in their
angular coordinates, are to be resolved with a linear array. The geometry
of the situation is illustrated in Figure 1. Let x be a point on the array and
let the angular orientation of the array be given by the coordinates 9, q.
Assume the two sources to be situated at R o , G0 , 0., and Ro, 00 + A90 ,
0o + A00, respectively. Consider now the various possible measures of
difference, all based on the integrated squared difference criterion, defined
by the equations below.

C. I =(fi ,S I)~

where sldx and s2dx are the signals received from the sources by an incre-Imental length of the array and Sl and SZ are the signals received by the
entire array. Considering only the dependence of the signal structures on
the array factor and using the far-field approximation, the signals are pro-
portional to*

The factor, w, has been added in the signal expressions because arbi-

trary bandwidth signals will be discussed in this and later sections.
It properly belongs in the diffraction and radiation equations (see, for
example S. Silver, Microwave Antenna Theory and Design, McGraw-
Hill, 1949, p 97 and p 167) but can be neglected, or assumed to be con-
stant, for narrowband signals.

-2-
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Figure I Array-Source Geometry for Linear Array Resolution
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SAK tA W-u~L Laa.u)Qe (5)

C,J(6)

where 1(x) is the illumination function, c is the velocity of propagation, A(a)
is the modulation spectrum of the signal, wo is the center frequency, a is the
half-length of the array, and

C.%ost 0,G. k mcoOc&454G 0 O( 4 ' (8)

cov(2 =.Co0%tS. (9)

The first criterion, Equation 1, used by Urkowitz et al 4 provided con-
siderable insight into resolution properties of radar systems. It suffers
from the weakness, however, that the phase function across the aperture
of the antenna is assumed, by definition, not to affect the resolution proper-
ties of the array. This can be seen by substituting Equations 4 and 5 into
Equation 1. If the signals Sldx and sadx are assumed to arise from an
illumination function I(x) = I(x) I e i * (x, note that the phase term 4 (x) will
be eliminated from consideration; hence, subsequent theory is powerless to
indicate a dependence of angular resolution on the aperture phase function.
This deficiency may be important, especially in the description of super-
directive apertures in which the rapidly varying phase function is believed
to be a necessity for the attainment of abnormal angular resolution.

The criterion expressed by Equation Z accounts for the aperture phase
function, but leads to difficulties in mathematical tractability and, in addition,

4. Op cit.
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leads to a description of attainable resolution in terms of the absolute angu-
lar coordinates of the aperture. Since the antenna can be rotated, this latter
deficiency is objectionable because it does not provide an inherent measure
of the antenna capability. The last criterion expressed by Equation 3 has
been designed to overcome all of these objections. It accounts for the possible
influence of the aperture phase tunction and provickes a Iundamentai para-
meter describing the aperture capability which is independent of the absolute
coordinates. This measure is used in the following discussion, where its
utility is demonstrated.

The integrated squared difference criterion to be used was defined as

where Sl(t) and SZ(t) are the signals received by the array, of length Za,
from the two sources. For good resolution, ez should be large for all A9 0 ,
A0 not equal to zero. The measure can be expanded as

Ce f~ t
1 e~~t .ffNeo\A (10)

I
where the real part of the third integral is to be evaluated and the asterisk
denotes the complex conjugate. It can be shown that the first two integrals
of Equation 10 are equal and independent of source angular coordinates;
both integrals are proportional to the energies of the received signals.

The function which determines the resolution characteristics of the
array is associated with the expression

The function 0 is called the angular ambiguity function. For good resolu-
tion properties, 0 is to be minimized for all A 0 , A0 not equal to zero.

-5-



I1. The Angular Ambiguity Function

A. One-Dimensional Formulation

Consider the restricted case where the sources to be resolved
and the linear array are constrained to lie in a fixed pLane. Withiout loss
of any more generality, this plane can be chosen as the 6 = Tr/Z plane.

The ambiguity function, with 0 = i/Z and AO 0 = 0, can be
written as

4?' f~.4~t (12)

where 6(0) is the delta function. Substitution of Equations 6 and 7 into Equa-
tion 12, and performing the integration with respect to 9 yields

2~ j~j~ C~~C(13)

Collecting terms in t and performing the integration

e it ~ ~ (14)

Hence, 1 has a value only for w1 =w and can be written as

~. Q e~fJJ ~L~j~ef~\(15)
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Performing the integration with respect to yields

. O(16)

where Jo is the Bessel function of the first kind of order zero. Application

of the addition theorem provides
5

Le* (17)

where is the Neumann number (ip= 1 for p = 0, e Zfor p > 0). The
ambiguity function can now be written as

(75t (19)

"1Note that, for a given signal spectrum and illumination function, the inte-
grals of Equation 19 are a function of p. Define the coefficient

so that

which will be recognized as a Fourier series expansion.

5. A. Andrews, G. B. Mathews, and T. M. MacRobert, Bessel Functions,
Macmillan& Co., 1931, p. 73.
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Note that the Fourier series expansion indicates the manner in
which the spatial harmonics, p A 0 , are related to the signal spectrum and
illumination function. The series also provides the necessary condition
that a realizable ambiguity function be an even function (as one would expect
from the physics of the situation) and that the coefficients be positive. In
addition, the synthesis oi an illumination function, at well at, a putisulu
trade-off between signal spectrum and the illumination function to provide
a prescribed ambiguity function, is indicated in the expansion.

B. CW Transmission with Discrete Radiators

The role of the illumination function in determining the charac-
teristics of the ambiguity function is more readily seen by considering CW
transmission from the sources, and a linear array consisting of discrete
radiators.

For the CW case, the definition of the measure of difference must
be slightly modified as

e' (22)

For discrete radiators, the received signals are proportional to

whe r e

in = relative complex illumination of the n-th radiator

Xn = position of the n-th radiator

N = total number of radiators

-8-



The ambiguity function is, then,

- C~~4 ~ -c(-'-.V (25)a4
But

(2.6)

as a function of , simply describes the principal field pattern of the array.
Thus, if 0 is the pattern function, then

(T 4)1, (27)

It is seen that the ambiguity function is the complex autocorrelation func-
tion of the pattern. If the array is allowed to scan (0 is varied) so that
the signals from the sources vary as the pattern functions, then a matched
filter is prescribed to obtain the maximum resolution where the filter is
matched to the antenna pattern.**

fI Integration of Equation 25 yields

(28)

* This is a general result which also holds for the continuous illumination
function.

* Some implications of Equation 27 are discussed by H. Urkowitz et al,
op cit.
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Application of the addition theorem for the Bessel function reduces the
ambiguity function to

1 E~ ~(29)

%~ (30)

The above Fourier series can be used to synthesize a current distribution.
For example, given a desired ambiguity function, its Fourier coefficients
can be determined. In general, an infinite set of coefficients is obtained.
However, with N radiators, there exists, at most, 3N - 2 factors to be
determined corresponding to N - 1 amplitudes, N - I phases, and N posi-
tions of the radiators. A technique which can be applied is to find the
current distribution that provides the best fit, in the least square sense,
to M(M > 3N - 2) of the Fourier coefficients. Another technique would
be to determine the current distribution which exactly satisfies any given
set of 3N - 2 Fourier coefficients. If some of the positions, phases, or
amplitudes are initially fixed, obviously the number of factors to be deter-
mined is correspondingly reduced.

Further insight into the ambiguity function can be obtained by
expanding Equation 28 as follows

~ (31)

or

(2

For the continuous illumination function, Ap 2i P (x) Jp( oX/c ) dxl

-10-



where 0 nm is the Kronecker delta (6 rn = 1 for n = m, 6 nr = 0 for n /m),

and *n and 'Pm are the phase angles of the illumination coefficients I and I m
respectively. Note that the first summation in Equation 32 represents the
sum of the ambiguity functions for the individual radiators taken independently.
Also, the importance of the phases of the radiating elements in forming an
ambiguity iunction is ciearly inaicated by the terms in the second (doubiel
summation. It is evidenced that considerable control of the ambiguity func-
tion is lost with the conventional uniform phase illumination.

C. Two-Dimensional Formulation

Consider the general problem of two-dimensional scanning with
arbitrary source positions. The geometry of the problem is shown in
Figure 1. A one-dimensional linear array is assumed,

The general ambiguity function, given by Equation 11 is now appli-
cable.

S, (6)

where

CvA.ecSset~4s.a 8 cs(-- (8)

Substituting Equations 6 and 7 into Equation 11, collecting terms in t, and

performing the integration with respect to time yields

(33)



Hence, 0 can be expressed as

Now the integral

ca b(35)

can be evaluated u(3ng the expansion 6

where jn is the spherical Bessel function, together with the addition theorem
for the Legendre polynomial 7

and the orthogonality relations

rr (38)1

t(39)

6. J. A. Stratton, Electromagnetic Theory, McGraw-Hill, p. 409.

7. Ibid, p. 408.
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Equation 35 reduces to

{J e ~ ~ ~ eA~4. Ar ~(40)

where 7, given by

'6 ~ ~c cc, ~ **Si S~(Btt~(41)

is the angular separation between the sources (see Figure 1). Substituting
Equation 40 into Equation 34, the ambiguity function can be expressed as

£ - (43)

or

~ (45)

Equation 44 expresses the ambiguity function as the sum of zonal harmon-
ics in terms of the angular separation of the sources. Viewed in this
manner, the ambiguity function expresses the fact that a linear one-
dimensional array is capable of providing only one-dimensional angular
resolution.

D. Transmit- Receive

The ambiguity function for a combined transmitting-receiving
system is considered here. It is assumed, as in Subsection IIA, that the
targets are in the scanning plane of the array. The geometry of the

-13-
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situation is shown in Figure 2. Assuming far-field conditions, the re-
ceived signals reflected from the targets are proportional to

AxAxj"(46)

where I 1 and 12 are the illumination functions of the transmitting and
receiving arrays, respectively. Substituting the above expressions into
Equation 12 for the one-dimensional analysis and performing the integra-
tion with respect to time yields

2' =.~ ff. 2-T e (48)

Integration with respect to provides

f-e (49)

Substituting Equation 49 into 48, the ambiguity function can be written as

(A (50)

Using the addition theorem for Jp, 8 the ambiguity function can be ex-
pressed as

8. A. Gray, G. B. Mathews, and T. M. MacRobert, op. cit. p. 36.

-14-



\TRANSMITTING
ARRAY

RECEIVING
ARRAY

Figure 2 Transmit- Receive Geometry
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or

I~ -cjtfW~C?4~J)(52)

Note that in the case of an isotropic transmitter (or receiver) where
Il(x) = 6(x), Equation 51 reduces to the one-way ambiguity function as
given by Equation 19.

In the case of CW transmission, the ambiguity function can be
written as the correlation of the product of the receiving and transmitting
patterns

where G and G 2 are the transmitting and receivin patterns and

Y, (56)

IV. Antenna Pattern and Ambiguity Functions

In this subsection, and in the subsequent technical subsections, the
discussion will be limited to the one-dimensional analysis of the array
pattern and ambiguity function for CW transmission as formulated in Sub-
sections IIA and B. The purpose is to present the main points of the
material as clearly as possible since there is generally greater familiarity
with cylindrical harmonics than with spherical harmonics. The develop-
ment for the two-dimensional analysis, corresponding to the formulation in
Subsection IIC, however, is quite similar and footnote descriptions will be
given to point out the differences.

-16-



The ambiguity function for CW transmission is given by

(27)

where G(O) is the field pattern of the array. Now G(O - 00) is a periodic
function and is representable in a Fourier series* as

~ ~ (57)

U ~oC 4~~J(59)

where

} (60)

Substitution of Equation 59 into Equation 27 yields

&~ (62)

Thus, the Fourier coefficients of the ambiguity function are the squared
magnitudes of the coefficients of the corresponding space harmonic of the
pattern. It is clearly indicated in the development that only the magnitudes,
and not the phases, of the harmonic content of the pattern are of importance

* In the two-dimensional analysis, the zonal harmonic expansion

is used to decompose pattern.
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in determining the resolution capability of the array. Hence a highly direc-
tive beam pattern is not a necessary condition toachieve high resolution

V. Synthesis of Patterns and Ambiguity Functions

A. Fourier Expansion

The discussion thus far has been concerned with the analysis of
tho ambiguity function and the array pattern in terms of the illumination
function of the array and the spectrum of the signal. The subsection, still
restricted to CW operation, will describe some aspects of the synthesis
problem.

The discussion will be directed toward the determination of illu-
mination functions to synthesis a realizable ambiguity function or array
pattern. As shown in the previous section, the expansion coefficients for
the ambiguity function and the pattern are simply related; that is, if

3 and

then

r (64)

The synthesis problem is considered by determining the set of illumination
functions which independently control the expansion coefficients.

Now

1(65)
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or

~~tiM 2.(66)

where

(67)

Let I'(x) be Fourier transformable with the transform F(z)

e- (68)

The transform of the Bessel function is given by9

1\~. (69)

j where T is the Tschebyscheff polynomial of the first kind. Substituting
Equations 68 and 69 into Equation 66 yields

I _______ A(~')\(70)

Now, if

9. H. Bateman, Tables of Integral Transforms, Vol. 1, McGraw-Hill,
1954, pp 43 and 99.
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at least within the interval (z/o) < 1, then, by the orthogonality relation
of the Tschebyscheff polynomial1 0

k 3A

Hence, all Ap's can be independently controlled and all A's can be gener-
ated by letting the maximum index, M, tend to infinity. *

The question, now, is the nature of the illumination defined by
Equations 68 and 71. Tm(z/o) is obviously a polynomial in z of order of n.
The Fourier transform of these polynomials consists of delta functions and
derivatives of delta functions. 11 Hence, if the transform of the illumination
function is identically equal to the sum of Tschebyscheff polynomials, the
illumination function itself will consist of the sum of delta functions,
doublets, triplets, etc., all located at x = 0. Note that the side condition,
given by Equation 67 is satisfied in this case.

Another viewpoint on the required character of the illuminationfunction is obtained if it is recalled that independent control of the Ap's
implies independent control of the coefficients of the Fourier series expan-

sion of the pattern (see Equation 64). Hence, the required illumination

S.10. W. Magnus and F. Oberhettinger, Special Functions of Mathenatical
Physics, Chelsea Publishing Co., 1948, p. 80.

In the two-dimensional analysis, the coefficients of the ambiguity

function expansion is given by

for CW transmission. By applying Parsevals' relation,

where the Legendre polynomial is the transform at the spherical Bessel
function (see H. Bateman, op. cit. , pp. 122, 123). Independent control
of the An's is obtain when

M

11. A. Papoulis, The Fourier Integral and Its Applications, McGraw-Hill

1962, p. 41.
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function to generate independent Ap's (ap's) is that function which produces
cosinusoidal patterns. That this function is given by the transform of the
Tschebyscheff polynomial is easily verified by substituting the illumination
function

into

and recognizing that

L~tb-4)(73)

B. An Approximation Using Hermlte Polynomials

In the previous section, it was shown that the illumination function
required to obtain independent control of the coefficients of the Fourier series
of the ambiguity function and the pattern was given by

But

so that

V~w*(75 )
VA A~



This illumination function, consisting of singular functions, is not of great
physical interest. Consequently, the effects of approximating the delta
function by a continuous function is investigated. In particular, the approxi-
mation to the delta function given by

(76)

where

is considered. The value of the constant, k, in Equation 76 is yet to be
determined. Now the m-th derivative of f(k, Pox) can be expressed as

e (78)

where Hem is the Hermite polynomial. 12

Using the above approximation, the illumination function is
I

~ -k - -(79)

Consider, for the moment, the pattern due to an illumination function
consisting of only the m-th derivative of f(k, Pox).

-____ (80)

where the* constant bn is suppressed. The finite limits of integration can
be replaced by infinite limits if it is shown that for any roa > 0 and any m,

12. W. Magnus and F. Oberhettinger, op. cit. , p. 80.
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or

To demonstrate, integrate Equation 82 by parts so that

L' *. ,#~4 .-ct t ,e'(Z°,", 4' (Ct (83

CIO

Referring to Equation 78, it is seen that

L~ftN'LOQ~. 4 ~ *~\-0'(84)

since the term is identically equal to zero at the upper limit of integration

and vanishes exponentially under the limiting processing for all m and
fo a >0. Continued integration of Equation 83, with application of Equation 84,
leaves only the term proportional to

q .f(b tt.c I e px)(85)

to be considered. But

oo-

so that

(87)
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Hence, the pattern given by Equation 80 can be written as

~ ~i1K c(88)

with arbitrarily small error for k sufficiently large. Integration of Equation
88 yields 13

(89)

and, since k is large,

W, c CCos' (90)

Returning to the complete illumination function, it is obvious that the func-

tion given by Equation 79 gives rise to the pattern

M'7 + C"' C' +~-- (91)

But, from Equations 74 and 73 this is equal to:

C1  (92)

The Gaussian-weighted Hermite functions, thus, provide continuous functions
over a finite aperture to approximately generate (independently) the Fourier
components of the bearn pattern and the ambiguity function.

13. F. Oberhettinger, Tabellen zur Fourier Transformation, Springer-
Verlag, 1957, pp. 45 and 156,
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C. Some Interesting Patterns

It was shown in the previous section that, if

-' " o ,,' ' -, e , , ' (93)

then the resulting pattern is

Note that Gm is a highly directive pattern with a front and back lobes of
equal magnitude. Further note that the pattern is not a function of array
length or operating frequency. In fact, in the derivation of the pattern,
it was shown that the above pattern could be obtained with any array of
length greater than zero. It has been further shown that the consinusoidal
patterns needed to independently control the coefficients of the Fourier
expansions of the pattern and the ambiguity function can be obtained with
an array of arbitrary length. Thus the possibility of obtaining super-
directivity and/or superresolution is present with illumination functions
consisting of Gaussian-weighted Hermite functions.

If the illumination function of Equation 93 is modified by a linear
phase shift

then

Note that for = 1 (or - I), an endfire pattern is obtained with no backlobe.
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If a broadside pattern 1 4 of the type

(1~c~>(96)

is desired, then the relation

27 .,(V) 5 M (97)

is utilized, from which it is seen that the illumination function is given by

S(98)

The factor n ) is the binomial coefficient.

VI. Summary

The kernal of a general theory on the resolution capability of linear
arrays has been developed. One of the major points of the paper is that the
resolution capability is characterized by the complex autocorrelation func-
tion of the array pattern and is limited only by the magnitudes, and not the
phases, of the spatial harmonic content of the array pattern.

Several expansions of the ambiguity function are given which provide
new viewpoints on the relations between resolution, array pattern, signal
spectrum and the illumination function. Further, these expansions provide
expressions through which array illumination functions can be synthesized.
The particular case of determining the illumination function which indepen-
dently controls the expansion coefficients of the ambiguity function and the
pattern has been analyzed in some detail. It is shown one set of continuous
functions consists of Gaussian-weighted Hermite polynomials.

Most of the detailed analysis is restricted to the case of CW trans-
mission. The interesting problem of examining the structure of signal
modulation functions to control the ambiguity function has not been undertaken,

14. The following pattern and illumination function is developed by C. J.
Bouwkamp and N. G. DeBruijn, "The Problem of Optimum Antenna
Current Distribution, " Philips Res. Repts. , Vol. 1, No. Z, Jan. 1946,
pp. 135-158.
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SECTION III

THE THEORY OF RESOLUTION OF LINEAR ARRAY ANTENNAS
.T.L.LLE VAf-4*Y'... ILL*LJ

I. Introduction

The resolution properties of an antenna are related to the manner in which it
can make signals receivedfrom differentpoints of differenttofspade dfentThe measure
of this difference will be taken as the squared difference of the signals integrated
over all space and time. Simultaneous resolution in range, as well as in angle,
will be considered; this will lead to the range-angle ambiguity function.

The function f(x, t), giving the signal at each point on the transmitting
aperture for all time, is the most general description of a linear trans-
mitting array, and can result in any desired time varying pattern. The nature
of the following treatment (in which the transmit-receive case is also discussed)J is general enough to include superdirectivity and aperture "transmit time"
problems. With a time varying illumination function, the time structure of the
returns from different angles can be made to be as different as possible.
Shanks I describes a special case without provision for range resolution, in
which the returns from different angles are at different frequencies.

II. Transmitting Array

A. The Pattern

Denote the signal originating at a point x on a linear array by f(x, t),
or equivalently by F(x, w)

I. H. E. Shanks, "A New Technique for Electronic Scanning," IRE
Trans. Antennas and Propagation, Vol. AP-9, pp. 162-166,
March, 1961.
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where F(x, w) and A(x, w) are the Fourier transforms of f(x, t) and a(x, t),
respectively. In this notation, a(x, t) is the complex time variable illumination
function and can be considered as an illumination function at any instant t,

invariant illumination function, a(x, t) = I(x) a(t) where a(t) is the modulation
function of the signal.

The signal at a point Ro , 4in tw,-dimensional space, with 0 measured
counterclockwise from the array axis, can be expressed as

if XC A K3)

where only the signal dependence on the form factor of the array is considered.
Equation 3 can be rewritten as

SW> ft.~t~k'4\t(5)

Now define the generalized beam pattern by the pair

A (7)

(8)

~Ct'5 Ak(9)

R ,
so that, with T" = Equations 3, and 4 become

C '_



Equations 7 and 8 have been defined so that they reduce to the standard expres-
sions for the beam pattern, multiplied by exp(iwot), in the particular case of
transmission of an CW sinusoid at frequency "o.

B. The Ambiguity Function

Consider the signals at the points (Ro , 0) and (R0 + AR, -O) and
define a measure of their difference as

Jj\ = ,-s '-$ff," '4 (13)

2For good resolution, e should be large for all AR, AO not equal to zero.Neglecting the amplitude dependence of the signal on AR (for small AR

Ro

it is negligible), the first two integrals are equal and independent of AR and
A4 The function of interest is

(14)

which should be small for all AO, AR not equal to zero. Substituting Equation 10,
ARwithA - , yields

C

( 4tT ' -4 ar (15)

Applying Parseval's formula

f I '1'Q~' (" J"3(16)
.Q U - 3
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to Equation 15, there results

Vt i kq d~j I t c -,643,(17)

It should be pointed out that the analysis, thus far, applies to finite
energy signals where

For finite power signals, which include periodic signals and where

KL~LA .~ ~(19)

the time integrations should be replaced by time averages and spectral densities
should be employed rather then Fourier transforms. 2 For example, Equation 15
should be replaced by

'rK

rr)A: (20)

Note that by putting A T = 0, the angular ambiguity function is the time average
of the autocorrelation function of the beam pattern and not the correlation
function of the time-averaged beam pattern.

C. Synthesis of the Ambiguity Function

Consider the class of finite energy signals. By substituting Equation 9
into Equation 17, the ambiguity function can be expanded as

e. , ,'

Z. A Papoulis, The Fourier Integral and its Applications, McGraw-Hill,
New York, 1962, Chapter 12.
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Performing the integration with respect to 0 yields

A4 (22)

where Jo is the Bessel function of the first kind of order zero. Application
of the addition theorem yields

where4p is the Neumann number (Cp = 1 for'p=0, rip = Zfor p >0). The
ambiguity function can now be expressed as a Fourier series in A,6

C C",(24)

= ((26)

For good range resolution, A (w) should be wideband in w; for good angular
resolution, Ap(c0) should be wideband" in p. To synthesize a desired ambiguity

function, A(x,o) must be chosen such that

A(4 I (4r) (27)

where the right-hand side of Equation 27 is a double Fourier cosine transform

of the ambiguity function.

Note that if the pattern given by Equation 9 is expanded in a Fourier
series as
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(/ . .., L C I t r.C,. , ... k 4 8)
I

~a ~C-V4 (30)

where

then it is seen that

III. Transmit-Receive Operation

A. Ambiguity Function

Let the time variable illumination functions of the transmitting
and receiving arrays be given by f1 (x, t) and f 2 (y, t), respectively, with
Fourier transforms given by Fl(x, w) and F?(y, w). The signal reflected off
at a target at R 0 ,0 and incident at a point y on the time variable receiving
array is of the form

(33)

The illumination function of the receiving array is
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[ r 64 dh, # (3 5)

so that the received signal is of the form

X, (36)

As in the previous section, define the generalized transmitting pattern,
GI(o, w), and receiving pattern, G2 (0, w) , as

(38)

and a two-way pattern as

(39)

4 R o
With -o  , the received signal can be expressed as

C

s(- ( Cd , ,:(40)

To

Note that, if G?(,) = G I (4, w)e the receiver is matched in range to
the transmitted signal and the output signal,
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((41)

(41)

is a collapsed pulse, obtained without any further processing, occurring at
t TO 2 Ro

2 C.

The form of the received signal in the transmit-receive operation
as expressed by Equation 40, is the same as that for the transmit case, as
expressed by Equation 11. Using the same difference measure of signals asIin the previous analysis, the combined range-angle ambiguity function for the
transmit-receive operation can be written as

e (43)

- (44)

C AT owhere, again, AR o  4 is the range separation of the targets.

B. Implementation

For illustrative pruposes, a direct method of synthesizing the
ambiguity function of Equation 44 will be described.

Assume that the output of the receiving antenna is fed into a bank
of filters, the p-th filter having an impulse response hp(t) and frequency response
Hp(W). The received signal, from a target at R, 6, is given by Equation 40 as

-8-



The filter output, Sp(W), is

Now assume that the filter is matched to the signal structure from a return at
the angle Cr' i.e., assume

Then

CA~LI~(47)

Let

(48)

so that

The filter output should be highly peaked at A r = 0 and t r T, and small for
all other values. It is seen that the real parts of the outputs at the filters
(which could be obtained through coherent detection) is an angle dependent
ambiguity function, each filter being matched to a different angle. In order
to facilitate the decision making process of determining the presence of a
target, or to resolve several targets, it would be desirable to have sp(t)
relatively independent of p. Note that the sum of the filter outputs, if the
filters are matched at discrete points throughout all 0, approximate the
ambiguity function of Equation 44.
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If the real part of the output of a single filter is used and the
antenna is rotated, then the output integrated over all angles is

i >rJf c ,,,/. .. (51)

which is the ambiguity function of Equation 44.

t
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SECTION IV

THE THEORY OF SUPERDIRECTIVE ARRAYS

Ji. MIL. UdUULl±u±1

Previous approaches to superdirectivity have been primarily concerned
with the direct synthesis of narrow beam patterns. This approach has been
applied even in situations where angular resolution, and not directivity per se,
was of particular interest. There is no denying that there exists a strong
relation between angular resolution and pattern directivity but the relationship
is not fundamental4 ' 2 In this paper some classical approaches to superdirectivity
will be discussed first. This will then be followed by a description of some
recent progress in the theory of superdirectivity and superresolution made
through analyses based on the angular ambiguity function.

Apparently, the first suggestion of superdirectivity was by Oseen 3 in
1922. The subject lay more or less dormant until 1943. In that year,
Schelkunoff 4 published a paper on the theory of linear arrays in which he dis-
cussed the synthesis of superdirective arrays. This paper received a wide
audience and is sometimes credited with having introduced the concept of
superdirectivity. In 1946, a paper of fundamental importance appeared by
Bouwkampand deBruijn; 5 these authors rigorously proved that there is no
limit to the gain obtainable with a linear array. Since then, the literature
on the subject has grown impressively: methods of achieving superdirectivity through

1. H. Urkowitz, C. Hauer, J. Koval "Generalized Resolution in Radar
Systems, " Proc. IRE, Vol. 50, Oct. 1962, pp. 2093-2105,

2. See paper on "The Theory of Resolution of Linear Array Antennas,
Time Invariant Illumnincation Functions.

3, C. W. Oseen, "Die Einsteinsche Nadelstichstrahlung und die Maxwellschen
Gleichungen," Annalen der Physik, Vol. 69, 1922, p. 202.

4. S. A. Schelkunoff, "A Mathematical Theory of Linear Arrays, " Bell
System Tech Jour. Vol. 22, Jan 1943, p. 80

5. C. W. Bouwkamp and N. G. deBruijn, "The Problem of Optimum
Antenna Current Distribution, " Philips Res. Repts., Vol. 1, Jan.
1946, p. 135.

-1-



various linear and nonlinear techniques with possible applications in radar,
communications, acoustics, sonar, and radio astronomy have been discussed.
A bibliography, compiled previously by Bloch et al, 6, 7 is included.

Despite the obvious theoretical advantages to be gained with superdirective
rray... .n a... -ad .ariety f applicatio, the experi-e4ntal work in the field has

been meager. For reasons to be enumerated later, large superdirective
arrays have been deemed to be impractical. Consequently, the experimental
efforts which have been performed have all had the limited objective of obtain-
ing a modest improvement in directivity. Spitz 8 reports on an effort to obtain
superdirectivity using a five element array, 0.75 wavelengths long, and an
eleven element array, 1. 67 wavelengths long at 9 Gc. The arrays consisted
of stacks of open-ended waveguides with the narrow dimensions reduced.
Using the five element array, he reports obtaining a 3 db beamwidth of 18
degrees with sidelobes down 25 db. Ferrite isolators were used in the feed
lines to reduce mutual coupling effect. Although the losses in the isolators
and attenuators (for amplitude adjustment) could not be exactly accounted for,
an approximate measurement of the gain of the five element array showed it to
be slightly greater than the gain of a uniformly illuminated horn of the same
dimensions.

There also appears to be some interest arising in the possible use of
superdirective arrays at the VLF frequencies. In VLF applications some of
the detrimental properties characteristic of superdirective techniques may be
tolerable. A similar situation may prevail in sonar applications

II. Classical Properties

One of the more concise statements of the problems associated with
superdirective arrays is given by Taylor.9 An indication of the problems which
Taylor discusses can be obtained from some typical illumination functions

6. A. Bloch, R. G, Medhurst, S, D. Pool, "A New Approach to the Design
at Superdirective Aerial Arrays, " Proc. IEE, Vol. 100, Part 11, 1953
p. 303.

7. A. Bloch, R. G. Medhurst, S. D. Pool, "Superdirectivity, " Proc. IRE,
Vol. 48, June 1960, p. 1164,

8. E. Spitz, "Supergain and Volumetric Antennas," AFCRL-TD-59-194,
15 June 1959, Final Rept. AF 61(052)-102.

9. T. T. Taylor, "A Discussion of the Maximum Directivity of an Antenna,"
Proc. IRE, Vol, 36, Sept 1948, p. 1135.
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computed by Yaru I 0 and Woodward and Lawson.

Briefly, the classical superdirective aperture is formed by exciting an
array of elements in which the interelement spacing is less than a half wave-
length. As the degree of superdirectivity is increased, the dynamic range of
currents which excite the radiating element increases and it is found that
adjacent elements are 180 degrees out of phase. These characteristics give
rise to the following problems:

1. Excessive mutual coupling - Large mutual coupling effects are due
to the close spacings of the radiators. The mutual coupling effect
can prevent the realization of the required illumination function.

2. Large error sensitivity - The peak value of the beam is a small
fraction of the field produced by any one radiator; hence, small
amplitude and phase errors can have large effects on beam formation.

3. High ohmic losses - Large copper losses are due to the large currents,
required at the radiating elements.

4. Low antenna bandwidth - Since reactive fields are generated in the vicinity
of the aperture, the antenna impedance must be matched with high
Q circuits; use of these circuits reduces usable bandwidth.

5. Dynamic range of currents - Large variations in the relative values
of the current at the radiators are required to achieve superdirective
beams; hence, practical problems exist in attempting to design
practical feed networks.

III. Historical Approaches

A variety of analytical techniques exist to determine illumination functions
for superdirective arrays. A small sampling of these techniques, as they have
been derived in the past, will be described very briefly.

10. N. Yaru, "A Note on Super-Gain Antenna Arrays," Proc. IRE, Vol. 39,
Sept. 1951, p. 1081

11. P. M. Woodward and J. D. Lawson, "The Theoretical Precision with
which an Arbitary Radiation Pattern may be Obtained from a Source of
Finite Size, J. of IEE, Vol. 95, Part III, 1948, p. 363.
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A. Schelkunoff1 Z

By a simple transformation of variables,

where

X = wavelength

d = interelement. spacing

6 = angle measured from array axis

0(= progressive phase delay

Schelkunoff was able to show that the form factor of a linear array of n elements,
with commensurable element separation, can be expressed as a polynomial in z,
of degree n - 1. The variable z lies on the unity circle in the complex plane,
and the range of z, corresponding to its range of values for jcos 61 <_ 1. is
determined by d/% and V . In this representation, nulls of the pattern correspond
to the zeros of the polynomial, and these values of z (as with all values of z
giving rise to fields in the range Jcos 61 s. 1) lie on the unit circle in the range of z.

The zeros of the polynomial corresponding to a uniform array are

equispaced on the unit curcle since they correspond to the nth roots of unity.
It was reasoned that zeros occuring outside the range of z could not effectively
contribute to the formation of the real pattern. With this descriptive logic
Sehelkunoff was able to demonstrate that considerable improvement in the
directivity could be obtained by equispacing all zeros of the array polynomial
within the range of z. This procedure presumably allowed greater control of
formation of the real patterns.

B. Dolph-Riblet
1 3, 14

If Schelkunoff's technique of equispacing the nulls is applied to the
broadside pattern, it is found that superdirective patterns are not obtained as

12. op. cit.

13. C. L. Dolph, "Current Distribution for Broadside Arrays which
Optimizes the Relationship between Beam Width and Side-Lobe Level,
Proc. IRE, Vol. 34, June 1946, p. 335.

14. C. L. Dolph and H. J. Riblet, "A Current Distribution for Broadside
Arrays which Optimizes the Relationship between Beam Width and Side-
Lobe Level, " Proc. IRE, Vol. 35, May 1947, p. 489.
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the element spacing is decreased. However, broadside superdirective patterns
can be synthesized by using the properties of the Tschebyscheff polynominal.
Dolph showed the method whereby an "optimum" pattern could be synthesized
by equating the array factor of n equispaced elements to the Tschebyscheff
polynomial of degree n - 1. The pattern was given by

CO Co (H -1) co.*k1X \l > i

(3)

Tn-l(x-- peak-to-sidelobe level

Dolph's original technique was valid only for cases when d > k/a. However,
Riblet extended the technique and showed, by a simple shift and scale change
of the variable x, that superdirective Tschebyscheff patterns could be obtained
if the number of radiating elements was odd.

C. Bouwkamp and de Bruijn 15

16
LaPaz and Miller attempted to solve the problem of determining

the "optimum" current distribution on a vertical antenna of given length
which would provide the maximum possible field strength on the horizon for
a given input power. In re-examining this problem, Bouwkamp and de Bruijn
corrected the paper of LaPaz and Miller, and showed that there was no exact
solution to this problem, and that the field strength could be made arbitrarily
large. In their development, Bouwkamp and de Bruijn proved the following
theorem:

15. op. cit.

16. L. LaPaz and G. Miller, 'Optimum Current Distributions on Vertical
Antennas," Proc IRE, Vol. 31, May 1943, p. 214.
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Suppose "a' is a given positive number and G(t) is a
given function, continuous or the interval (-1 < t < 1).
Then, given any E
function g(x) in the interval (-a < x < a) such that
uniformly in t:

f ' <

Hence, they reasoned, there exists an illumination function, g(x), distributed
over an array of arbitrary length which will produce a pattern approximating
any desired pattern, G(t) with arbitrarily small error. As an example,
Bouwkamp and de Bruijn used the Gaussian weighted Hernite functions to
produce superdirective broadside patterns of the type sin 2n . Riblet, 1 7 again,
extended the formulation to two dimensional apertures.

D. Woodward and Lawson 18

In this technique the authors employed the concept of the angular
spectrum 19 as a basis for their theory of superdirectivity. In esstftce, they
attempted to provide physical significance to the fields associated with the
integral of Equation (4) for Itt > 1; these fields, called evanescent waves,
travel parallel to the plane of the aperture and decay exponentially in the
direction of the array normal. No outward flow of power is associated with
the evanescent waves. As a consequence of this extended wave concept, they
developed a Fourier transform pair relation between the aperture field and the
pattern (as a function of t, Itl < -); the radiation pattern was determined within
the interval I ti < 1. Now using the facts that :"radiation patterns and their
corresponding aperture-distributions may be added linearly, and secondly,
that it is possible to define an unlimited number of linearly independent radiation-
patterns and associated field-distributions over a given finite aperture, " their
synthesis procedure was as follows: Let G(t) be the desired pattern and specify
G(t) at N points, tr where Itrl < 1. Then

17. H. J. Riblet, "Note on the Maximum Directivity of an Antenna, " Proc.
IRE, Vol. 36, May 1948, p 620

18. op. cit.

19. M. Born and E. Wolf, Principles of Optics, Pergamon Press, 1959,
p. 558.
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where Gs(t) are N of the linearly independent patterns. The constants, A s ,
were determined from the set of equations:

c, (tr ( t (6)

In their example,

(ISM ( L(7)

which is the pattern obtained from an aperture of width WX with constant
amplitude illumination and a linear phase shift across the aperture of Zirs
radians. By means of their synthesis equation (5) they were able to derive
superdirective aperture illuminations,

20
E. Berman and Clay

These authors considered receiving arrays subjected to nonlinear
signal processing. In particular, the array response to a single point-source
was examined for various multiplicative and time-averaging schemes. It
was shown that highly directive receiving patterns could be obtained. For
example, the time-averaged product of the output from a two-element array is of the
form cos (pd cos 0). Now a signal in the form of a polynomial in cos (dcos 0),

IN

I~tcs~Ac3 e~(8)

can be obtained through multiplications, amplifications, and additions. This
signal representation has the same form as the array factor of a linear additive
array of 2N+l equispaced elements, Hence, a highly directive beam could be
synthesized from a simple two-element array. Now the array factor, instead
of being written as in Equation (8), is usually represented as the trigonometric
sum .

20. A. Berman and C. S. Clay, "Theory of Time-Averaged Products Arrays,T
J. Acoust. Soc. Amer., Vol. 29, July 1957, p. 805.
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. C~~r~c~&~(9)

Drane in his investigation of nonlinear superdirective techniques has developed
the relation between the coefficients Cn and B

IV. Ambiguity Analysis Approach

An analytical formulation of the angular resolution capability of linear
arrays was developed through an ambiguity function., 2 It is shown through
the ambiguity formulation that, if the array pattern is decomposed in a Fourier
series, only the magnitudes of the Fourier components are of importance in
determining resolution capability. 22 Thus, a highly directive beam with a
particular Fourier decomposition is but one pattern function in a set, all members
of the set having identical resolution capability; the set consists of functions with
the same component magnitudes, In the subsections to follow, some super-
directive beams will be derived and their characteristics discussed. Subsequently,
some conjectures on superdirective and superresolving beams which circumvent
the classical problems previously outlined will be discussed.

A. Review of Hernite Approximation

It can be shown that the illumination function given by

K 
(10)

21. C. J. Drane, "Phase Modulated Antennas," AFCRC-TR-59-138, April 1959.

22. See paper on "A Theory of Resolution of Linear Array Antennas, Time
Invariant Illumincation Functions."
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L' -- (11)
C

whereTm is the Tschebyscheff polynomial, gives rise to the pattern

The angle 40 is measured counterclockwise from the array axis. Furthermore,
the illumination function

d PToxS' (13)

gives rise to the pattern

S >(14)

These illumination functions, consisting of singular functions, could theoretically
produce superdirective beams; they are, however, not of great physical interest.
For this latter reason substitution of the Gaussian weighted Hermite functions

e (16)

for the singular functions of Equation (13) was investigated The pattern
resulting from an illumination function given by Equation (16) is

: - J (17)

It can be shown that, for any m and any Poa > 0, the, finite limits of
integration can be replaced with infinite limits with arbitrarily small error
for k sufficiently large. Under these circumstances, Equation (17) becomes

" - (Endfire beam-forward and backward lobes) (17a)
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The following pattern-illumination function pairs were also previously
derived.*

C, ( teO4 (Endfire beam-forward lobe only)

C(Broadside beam)

B. Frequency Characteristics

The response of superdirective apertures with respect to varying
input frequency will be examined in this section. Patterns of the form expres-
sed by Equations 17, 18, and 19 will be considered; peak gain, beamwidth and
sidelobe characteristics, and coupled -ange-angle resolution properties will be
investigated.

1. Varying Input Frequency

Consider the case where the illumination function of the array
is

T~> _2n Hd( X (20)

and the signal transmitted by the source in the far field is of the form

The pair given by Equation (19) was derived by Bouwkamp and de Bruijn,
op. cit. Equation (18) is found in reference 2.
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The received signal is

e. (2 3)

where (Ro  ) are the coordinates of the source (see Figure 1). It can be shown
that, for any w, m, and Poa > 0, there exist values of k sufficiently large such
that the finite limits of integration in Equation (33) can be replaced by infinite
limits with arbitrarily small error. Performing the integration with infinite
limits yields:

054' \ (24)

For large k, *

Note that the endfire pattern is independent of w, but that the response varies
as riw+l. The function is shown in Figure Za.

As indicated by Equation (18), an endfire pattern with no backlobe
was obtained, at w = wo, when a linear phase taper given by exp (i Pox) was in-
serted in the illumination function. At an arbitrary frequencyw, the signal is
of the form

~ (26)

This pattern as a function of frequency is shown in Figure Zb,

Now examine pattern characteristics when the illumination
function consists of more then one Hermite polynomial. Let

In the following discussions, it will be assumed that k is sufficiently
large for the approximations to hold.

-11-
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% (27)

The received signal in this case is:

& U. ~(28)

The signal is expressed as a polynomial in the variable (w/Wo cos ). If the
coefficients Cn are expressed in the form:

c r (29)

where r is an arbitrary constant and the CR's correspond to the coefficients of
the m-th degree Tschebyscheff polynomial, then

St.'!- 6 ~ 0 Cos~ (30)

But Equation (30) is the expression for a Tschebyscheff-type pattern when
rc/w. > 1. For rw/wo > 1, an endfire pattern results with equal front and
back lobes and a peak-to-sidelobe ratio of Tmn(rw/wo) . The pattern is sketched
in Figure 3a.

If the phase shift expressed by

ad e (31)

is added to the illumination function of Equation (27), the Tschebyscheff pattern

~ (32)

is obtained with no backlobe at w = wo. The pattern is shown in Figure 3b.

If the illumination function of the array is given by Equation (19),
then the received signal at an arbitrary frequency w is

;,a(- 9 - - ,c , II(33)

and a broadside pattern is formed. Unlike fhe endfire patterns, (produced without
the added linear phase taper in the illumination'function) the broadside pattern
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is a function of w. However, for small relative deviations (w/ujo=1), the basic

pattern is preserved, Figure 4a shows the form of the pattern.

If a broadside Tschebyscheff pattern of the type

-- ,(34)

is desired, the relation

(35)

VA'.

is used to derive the illumination function

A ,A)f A ( (36)

At the frequency co

VA
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The broadside pattern is again a function of frequency. However, the peak value
of the beam is not a function of frequency. For w < wo, the beamwidth is
broadened; for w > wo, the beamwidth is narrowed but the sidelobes at = 0
and ir are increased. The patterns are shown in Figure 4b.

2. Finite Bandwidth Signals

The case where the signal in space has the time dependent form

. t (38)

will be considered in this section. From the preceeding discussion, the following
received signal -illumination function pairs are immediately derived:

I(, .(-) ( . ' (39)

-
(40)

e (42)

C% ILI,(44)
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(46)

(47)

(48)

3. 4 e.,(tpt (49)

je(50)

Note that the six transform pairs listed correspond, in order, to the narrow-
band transform pairs illustrated successively in Figures 2(a) to 4(b). Exact
effects of the finite bandwidth can be predicted once the signal modulation form
has been chosen and the integrals in Equations, 40, 42, 44, 46, 48, and 50 have
been solved.

3. Discussion

This subsection will discuss, qualitatively, the bandwidth limita-
tions and capabilities of the superdirective arrays considered. In particular,
the signals expressed by Equations (40) and (50) are of particular interest.
Note that the angle dependent part of the signal described by Equation '(40) does
not vary with frequency. The array, in this case, simply acts like a filter
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m+l
with transfer function proportional to w Thus, a filter with inverse
characteristics over the frequency band of interest, would restore the modulation
funtion, A(w). However, the bandwidth over which equalization can be achieved
with a practical filter would diminish with increasing index "Im"

An interesting implication of Equation (40) is that, in theory,
there is no fundamental trade-off between angular resolution and range resolution.
A connection between range and angular resolution exists through the parameter
tim"?, so that the trade-off appears to be one of practical, not of fundamental
considerations, i. e. , an equalizing filter following the aperture can adjust the
range response without affecting the angular response.

Note that the pattern expressed by the Tschebyscheff polynomial
in Equation (50) is independent of frequency at the peak of the beam ( i r/2).
At 1T/2

St(51)

so that severe practical limitations do not exist on the bandwidth of the signal
received at the peak of the beam. The pattern, however, is a function of
frequency (see Figure 4b) and the appearance of high sidelobes at 0 = 0 and ir
can limit the bandwidth in some applications. These extraneous high sidelobes
can be suppressed., however, by the proper choice of the element factor or
by a modification of the illumination function. For example, let wo + AW = (Mm
be the maximum frequency of interest. The signal received with an illuminltion
function given by

would be

S ~ ~(53)

Assuming that (Ac/o) is negligible compared to ZAwf o ,

S W0 (54)
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The pattern function expressed by the Tschebyscheff polynomial in Equation (54)
has a peak value independent of frequency; note that the sidelobe level for
w <w + A is also independent of frequency if the maximum frequency Wm is
such as to limit the Tschebyscheff function to its constant sidelobe region. For
narrow beams and a bandwidth of 2 Au, the ratio of maximum to minimum
beamwidths is approximately

Beamwidth ratio = (55)

It is seen that the pattern degradation and signal distortion are small for small

relative bandwidths with the superdirective illumination function of Equation (52),

It is obvious that the illumination function expressed by the
Hermite function has the same characteristics as all known superdirective
illumination functions, that of rapid amplitude changes and phase reversals.
Hence, it might be inferred that the resulting pattern is highly sensitive to
errors. Indeed, this may be the case. However, the Hermite function is only
one of many continuous functions, with continuous derivatives, which approaches the
delta function in the limit. Therefore, the conclusion is reached that it is not
the "fine structure" of the function but the "gross" features which are of
particular importance in superdirectivity. The illumination function expressed
by Equation (39) consists of only one Hermite function. It gives rise to an
endfire pattern, with equal front and back lobes, which is independent of frequency
Furthermore, a linear phase shift still provides an endfire pattern but decreases
either the front or the back lobe as implied by Equations (41) and (42). This can
be shown as follows: If

la.-K(56)

Then,

S ~ ~'of c~~L4 ~)(57)

All broadside patterns can be expected to be sensitive to errors.
This is not simply a reflection of the fact that the illumination function must
consist of the sum of Hermite functions. The reason is that only the zeroth
order Hermite function determines the peak value of the main beam; all higher
order functions only serve to shape the main beam and sidelobe of the pattern.
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C. Physical interpretations

The scale factor "k" is used to force the major part of the Hermite
function to lie within the interval I x < a. In affecting the distribution of the
illumination function, it appears as a multiplier of the free-space phase constant,
Po. The factor k, then, can be interpreted as being equal to lrr where r
and ILr are relaLive permittivity and permeability, respectively. In this inter-
pretation, varying the parameter k, to adjust the distribution of the illumination
function within a given interval, is simply an application of the principle of
similitude. 23 Note also that requirement of large values of k to achieve super-
directive action also implies alteration of the physical medium surrounding the
antenna, i. e., it imples use of high dielectric materials in construction of the
aperture.

V. Conjectures

A. Implementation Techniques

1. Modes in Confocal Cavities

The normal modes of an open cavity formed by two identical
concave spherical reflectors has been analyzed for reflector separations equal
to twice their radii of curvature. It has been shown that the mode patterns are
approximately given by the orthogonal Hermite functions. 4 In the ideal case of
a lossless cavity with infinitely large reflectors, the mode patterns are described
exactly by these funtions, 25 The field distribution of the modes, in one dimension,
at the focal plane is given by

-- =c,~C' b. (58)

where P is the propagation constant, b is the radius of curvature of the reflectors,
and Eo(n) is a function of the mode number, n. Assuming that the mode pattern

is concentrated within the diameters of the reflectors, the beam pattern which

23. See, for example, J. A. Stratton, Electromagnetic Theory, McGraw-Hill,

1941 p. 488.

24. G. D. Boyd and J. P. Gordon, "Confocal Multimode Resonator for milli-
meter through Optical Wavelength Masors, " Bell System Tech Journal,
Vol. 40, March 1961, pp. 489-508.

25. G. D. Boyd and H. Kogelnik, "Generalized Confocal Resonator Theory,"
BSTJ, Vol. 41, July 1962, pp. 1347-1369.
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results when the reflectors are partially transparent is approximately

G(0) T.(59)

(60)

Hence, the beam pattern, as a function of cos 0, is essentially a replica of
the mode pattern. Only the zeroth order mode provides a' single main
beam on the axis of the cavity system; all higher order functions provide multi-
lobular beam patterns.

One can conceive of a dielectrically loaded microwave cavity
which supports only (or primarily) the zeroth order mode. Now, as the

dielectric constant is increased, the dimensions of the system can be reduced
and, in effect, a superdirective array can be formed. If the mode pattern
can be further tapered exponentially to provide a distribution given by:

(~ N (61)

then the beam pattern given by cos n , will be obtained so that higher order
modes could be used to advantage. Note that the beam pattern changes from a
mulilobular pattern to a highly directive endfire pattern when the dielectric
constant in the cavity and the amplitude taper of the mode pattern are increased.

2. Synthetic Superdirective Arrays

The usual beam pattern of an array of elements is formed by
simultaneously exciting all elements. When this technique is applied to super-
directive arrays, all of the problems previously outlined become evident.
However, several undesirable properties of superdirective arrays can be
circumvented by the synthetic aperture technique.

Only one radiating element is used. However, the position of
the radiator is sequentially changed in time to coincide with the element
positions of the usual superdirective array. The returns of successive trans-
missions (corresponding to different positions of the radiator) are coherently
detected, amplitude tapered, phase shifted, and summed to form the super-
directive beam. Amplitude tapering can be performed at video frequencies
where large dynamic ranges are readily achievable. Note that the amplitude
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of successive RF transmissions can be identical. Coherent summation can be
performed in a reentrant delay line integrator or an optical integrator. Since
only one radiator is used, the severe RF mutual coupling effects present in
the usual superdirective techniques are avoided. Special provisions for impedance
matching at RF need not be instrumented since large reactive fields are not
created in the vicinity of the antenna; hencerestrictions on antenna bandwidth
need not be severe for the synthetic superdirective array. Sensitivity to errors
are not reduced by this technique; the amplitude of the effective beam formed
at video frequencies is still small compard to the amplitude of currents which
are stored.

Note that the radiating element can be a relatively large parabola
or conventional array; it's size is not restricted by interelement spacing. The
receiver can have two channels, one for conventional processing of the signal
received by the element, and the other for superdirective processing. Hence,
the basic output of the element can be used even if the superdirective output is
not useful under some circumstance.

The length of time required to form the superdirective beam is
equal to the total time required to sequentially move the element over all
positions. However, superdirective beams can be formed on a pulse-to-pulse
basis if a number of separate frequencies are used to form separate beams;
in this case, the number of discrete frequencies and discrete processing
channels must be equal to the total number of radiator positions.

B. Synthesis Equations

It has been shown that the ambiguity function for a linear array of N
discrete radiators is given by (26)

44a4>t (YP'COV4e>(62)

j ~p ~r)Ct~osA(63)

26. See paper on "The Theory of Resolutions of Linear Array Antennas, Time
Invariant Illumination Functions.
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Furthermore, the beam pattern can be decomposed in a Fourier series as;

Z ~ (64)

(65)

- (66)

Therefore:

I .a lrl (67)

All previous synthesis techniques were directed toward the
determination of an illumination function to provide a prescribed beam pattern.
In the case of an array of discrete radiators, the usual practice is to assume
commensurable element spacings. When this historical procedure is used to
synthesize superdirective beams the computed current coefficient, In , invariably
show large amplitude variations which alternate in phase by w radians. The
spatial frequency spectrum of the resulting beam can be found from Equation (66).

If superresolution is the desired end result, it is quite possible
that the large variations in the current coefficients can be avoided. In constrast
with the requirements for directivity, Equation (67) indicates that resolution
is dependent only on the magnitudes of the spatial frequencies. To illustrate
this difference, assume that a superdirective pattern (generated by N elements
whose positions are specified) has a spatial frequency spectum defined by the
set of complex coefficients, apo p = 0, 1 --- q, where aqo is the highest com-
ponent of significance. Now an array, with the same element positions, whose1resolution capability is essentially the same as the superdirective array can be
characterized by the set apo '~P where the phase */p is arbitrary. Using the
least square difference measure of the patterns prescribed by Equation (65),
note that:

- a e - , o(? ) I -A+ (68)
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Hence

' ' 4PI~ ' _ I (69)

a
and a must be minimized with respect to the complex current In- Substituting
Equation (66) for ap and performing the minimization derivative, the following
set of equations must be satisfied. In matrix form,

A (70)

The symmetric transformation matrix consists of real elements. Hence,
only one matrix need be inverted to determine the complex current coefficients.
The original superdirective current distribution is approximated, of course,
when * is independent of p; for all other cases, a current distribution is obtained
whose pattern, though not necessarily superdirective, has resolution properties
equal to the superdirective beam.

In the previous example, the elements were assumed to be

equispaced. Obviously, this is an unnecessary restriction and, in fact, does
not facilitate the computation of the current coefficients of Equation (70). In
fact there is considerable interest in nonuniformity spaced arrays at the present
time.

In summary, the number of parameters at one'sdisposal for
synthesizing an ambiguity function are considerably greater than those available
for pattern synthesis. Aside from the magnitudes and phases of the current
coefficients and the positions of the radiators, the phases of the spatial frequencies
can be arbitrarily varied. It is not unlikely that radical departures from con-
ventional superdirective arrays will result from the ambiguity function approach.
A possible sample will be a superdirective (or superresolving) array whose
current coefficient are conotant in magnitude or restricted to small variations
in relative amplitude.
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SECTION V

ANGULAR DISPERSION -COMPRESSION ANTENNA TECHNIQUES

7 I Introduction

The concept of angular dispersion and compression was first originated
by Urkowitz, Hauer and Koval( as an outgrowth of the attempt to formulaLe
the angular ambiguity function of a signal radiated from a scanning antenna.
It turned out that for CW or narrow band signals (fractional bandwidth 6 < 0. 2)
the angular ambiguity function could be written as the complex correlation of
the antenna pattern. This suggested that directivity could be recovered from
any randomly dispersed pattern by simply correlating the received signal with
the stored replica of such a pattern. In this respect the angular compression
may be regarded as a spatial analogy to the well known principle of pulse
compression. Furthermore, it became evident early during the investigation
that for narrow band signals the correlation processes defining range and
angular resolution are independent of each other and can be implemented in
cascade. The same is true, in general, of a six-dimensional processor
which includes range, two angles and their respective rates.

There are three main advantages to be realized from application of
angular dispersion and compression. The first two--lack of directivity and
low average power density in space--make it difficult for the enemy to detect

the transmitter. The third advantage results in simplification of array

construction by eliminating the requirement of accurate phase control in each
of its elements.

Three types of signal processing which could be used to achieve angular
dispersion and compression are discussed. These are: electronic processing,
spatial processing and optical processing.

Electronic methods are mainly implemented by proper matched filtering
or some variations of this basic technique. Spatial processing methods are
based on the fact that the received radar signal is proportional to the product
of transmitter and receiver antenna patterns, By introducing a relative
displacement variable between the two, and integration of the received
signal, a pattern autocorrelation function is generated.

Main attractions of the optical method include the two-dimensional
character of optical processors, and the virtually unlimited delay and

storage capabilities of photographic films. When angular compression is

applied to radars with slowly rotating antennas, typical integration times

(1) "Generalized Resolution in Radar Systems", H. Urkowitz, C.A. Hauer

J.F. Koval, Proc. IRE, Vol. 50, No. 10, Oct. 1962, pp. 2093-2105.
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required to compress the pattern are of the order of seconds. Delays
of such magnitude are difficult to obtain by conventional electronic methods
but are very simply realized by storing the signals on film for processing
by optical correlation.

This paper is not intended to be a rigorous mathematical treatment
of angular dispersion and compression. Whenever possible, rigor is
sacrificed in favor of descriptive approach. It provides what is believed
to be a simple and up-to-date discussion of the state of the art, and
provides conjectures for further application as well as suggestions for
further research.

II Theoretical Principles

A. Ambiguity Functions

The resolution properties of a signal are contained in its
ambiguity function. Thus, in principle, it is possible to resolve two
signals in any desired number of dimensions by displaying their appropriate
ambiguity functions. Unfortunately, it is difficult to obtain displays of
higher than second order by any conventional methods. The multidimensional
ambiguity displays are therefore obtained by such subroutine processing
techniques as gating and quantization (in time or in frequency domains),
these processes generally yielding a number of two-dimensional primary
displays, one for each discrete value of every parameter not represented
in the primary display. In certain cases the undesirable parameter can
be eliminated from the signal by proper compensation (e.g., doppler shifts
can be eliminated in this way).

In any case, it is the two-dimensional ambiguity function that
is of primary interest in this discussion. Since the application of the
angular compression concept seems to be most valuable in range-measuring
devices of the radar and sonar: type, range will be regarded as one of
the essential ambiguity dimensions at all times. The other dimension
then must be either elevation or azimuth angle if angular compression is
to be demonstrated. Thus the range-azimuth ambiguity function is introduced
first as the basic algorithm for signal processing. The extension of this
basic function to more than two dimensions (such as elevation angle or
range rate) is essentially straight-forward.

Using ambiguity function formulations based on the integrated
squared difference of two received complex signals, sI and s?, which
differ in range and azimuth, one can show that the required ambiguity function
is given by
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where 'r and Le are range and angle separations between s and 92, respectively

arid the integrations are performed over all time and total scanning angle of 27

radians in general.

I Assuming the transmitted signal to be

S., 0~ iW (2)

where a(t) is the complex modulation envelope, the ambiguity function
for the case of a continuous linear antenna with a complex illumination
function I(x), and length 2a, scanning in the azimuth dimension only,

can be written in the following form:

3t('T A&) LRP COS(PAS) (3)

where %p= 1 forp-- 0

3 2 for p >

, and the coefficients Ap are given by:

k? R, I4fJIf AC4X ja~~0n (4)

In Eq. (4) A(0W) is the Fourier transform of the complex signal modulation
a(t), J is the Bessel function of the first kind and pth order and c is the

velocity of light.

-
i
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Derivation of Eq. (3) involves the plane wave approximation of
the far field of the antenna and thus holds for signals which are receivedI from ranges greater than 4 2c o/c. At those ranges the antenna field
pattern is given by the Fouirier transform of the illumination function I(x),

T/

-0-

where e is the azimuth angle measured counter clockwise from the
antenna axis. Strictly speaking, Eq. (5) holds only for unmodulated CW
signals at frequency co . When the modulation spectral bandwidth is small
compared to the carrier frequency (less than 20 percent) Eq. (5), approximates
the actual antenna pattern sufficiently close so that it may be used to
simplify Eq. (3). After considerable amount of mathematical manipulation
Eq. (3) can be written as follows:

where

D) Ae)A (7)I
will be recognized as the complex correlation function of the antenna pattern,

@0

(t -+ r) At(8)

is the complex correlation function of signal modulation, and Re denotes
"real part of".

The significance of Eq. (6) cannot be underestimated. It states
that, regardless of the shape of the antenna pattern, targets can be resolved
in angle by forming angular correlation function R(Wo, A0). Furthermore,
it states that the process of angular resolution is independent of range
resolution which is contained in the signal correlation function R('r). A
more rigorous discussion of this relationship was first presented by
Urkowitz, Hauer, and Koval(2 ) using a slightly different formulation of

(

S (2) Urkowitz, et. al., op. cit.
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the ambiguity function. Eq. (6) represents the basic processing algorithm
for angular and range resolution. Equations (7) and (8) will be recognized
as angular and range arngibuity functions, c(Ae) and f(l') respectively,
so that Eq. (6) can be written as:

which further emphasizes the independence of the two processes. It
must be pointed out that although Eq. (6) was derived for a receiving
antenna only, it is equally valid for the transmit-receive case if G(cUo, 0)
is defined as the two-way pattern and the transmitting and receiving
patterns need not be identical

As noted before, Eq, (6) can easily be modified to contain more
than two dimensions. For example, the combined range and range rate
ambiguity function is given by:

~ nj'ic~fa'r~e(10)

This is not an autocorrelation function. In practice, the integral of
Eq. (10) is usually calculated in a discrete form, e.g. one autocorrelation
integral is evaluated for each discrete value of the range rate. This type
of processing is actually based on a much more solid theoretical formulation
of maximum likelihood estimation which will not be discussed here. It is
important to note, however, that the synthesis of any ambiguity function
containing a basic dimension and its rate involves quantization processes
which lead to a bank of processors rather than one simple device.

Similarly the ambiguity function for two angles, elevation and
azimuth e, may be written as a double correlation integral:

-5-
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For the very important case of a plane aperture whose illumination function
I(x, y) can be factored into a product of tw6one-dimenional functions, or

the double correlation integral of Eq. (11) can also be factored into two
parts

-AS) (13)

where G(wo, 9) and G(woc) are antenna field patterns in azimuthal and
elevation planes, respectively. From Eq. (13) it follows that

4(A~4(4)(14)

Finally, from Eqs. (9) (10) and (14) an expression can be written for
the general six-dimensional ambiguity function incorporating range, two
angles and their respective rates of change as

where e and are azimuthal and elevation rates in radians per second.

B. Ambiguity Function Synthesis

From the discussion above, it is fairly evident that the synthesis
of any ambiguity function which involves any of the three basic dimensions
of range, azimuth and elevation is accomplished by formation of a
complex autocorrelation function of the received signal in the domain of the
particular parameter of interest. Eq. (15) indicates that processing in
each domain is independent of any other domain and can be done in cascade,
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When the ambiguity function includes parameter rates, the resultant six-
dimensional processor is a tree-like .. structure of successive filters and

quantizers which at the present time is regarded as uneconomical for practical
applications and will not be discussed further in this paper. Within the
limitations imposed on derivation of Eq. (15) (narrowband signal and

separability of the two dimensional antenna illumination) it can be shown that
synthesis of the three-dimensional ambiguity function involving range,
azimuth and elevation can be performed directly by operating on the

received signal. If the transmitted signal is written as

then the signal received by a linear planar aperture from a far-field
range R ,elevation jb, and azimuth 6 can be written as:

To form a three dimensional ambiguity function which resolves two signals

of the type represented by Eq. (16) one needs to have stored replicas
of the complex conjugates of each of the factors contained in Eq. (16).
At each stage of processing the received signaL is multiplied by itsJproperly delayed replica and the product is integrated over all values of
the particular parameter. This, of course, will be recognized as the
processing performed by an ordinary matched filter whose impulse response] is the time inverse of the signal, Or h(t) = sR*(-t). To perform the
synthesis of a three dimensional ambiguity function by three cascaded
matched filters it is necessary that the antenna patterns be expressed as

functions of time. This can be easily accomplished by either scanning

the antenna at a uniform rate past the target (mechanically or electronically)

or supplying a time-varying illumination function I(x, y, t). In either

case the received signal will contain amplitude and phase modulation which
represents the antenna pattern as a function of time and can be stored
in a matched filter. For a scanning antenna this modulation is given

by a time varying pattern G(w0o, et - e) where S is the constant scan rate,

so that the proper matched filter has an impulse response h(f) = G*(wCOd- t).

Since every continuous autocorrelation integral has its discrete

counterpart, the required matched filters can be implemented by analog

or digital methods. The latter become more attrattive when one considers
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long delay times which are necessary to obtain autocorrelation over the
full azimuthal scan of a slowly rotating radar antenna. Perhaps a few
additional comments on the general nature of the ambiguity functions are
due at this point. One may get a mistaken notion that by processing
received signals so as to convert them into their ambiguity functions all
problems of resolution are solved in an optimum manner. While this
is very nearly true in most cases, there are a few prequisites which

the ambiguity function must satisfy in order to produce an unambiguous
resolution display.

As was stated before, ambiguity functions are basically derived
from maximizing the integrated squared difference of two received signals.
For a simple illustration consider formulation of the range ambiguity function
for two complex signals which differ in range by an amount IT. The
integrated squared difference is:

(17)

j'A 2 4f - SS A2~f~t-

where a denotes the complex conjugate of and Re denotes the
"real part of". The first two terms of Eq. (17) are constant and equal
to the total energy in each of the signals. Hence, if CZ is to be
maximized, the third term of Eq. (17) must be minimized. This integral
will be recognized as the definition of the range ambiguity function. For
optimum range resolution, this function must be minimum except at
the point r= 0 where s1 and are so close together that they may be
regarded as one signal. This is equivalent to the requirement that the
ambiguity function should have only one maximum in the range interval
of interest and this maximum should occur at the range of the target.
According to Eq. (8), this requirement will be satisfied if, and only if,
the autctorrelation function of the signal modulation has but one maximum
in the same range interval. Thus it is through the proper selection of the
signal modulation that the optimum ambiguity function may be realized.
Similarly, in the course of the ang1ar ambiguity function, it is the
modulation imposed on the angular antenna pattern that allows only one
correlation peak per each target and thus provides angular resolution.

Mathematically, only purely random functions possess this
property. In practice it is difficult to realize and to control a truly
random modulation function; hence one must resort to the best available

-8-
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substitutes. Long, pseudo-random sequences resemble random functions
in many respects including the unique correlation property, but their
"randomness" takes the form of a certain predetermined sequence
w"which is defined at every point and may be stored in a matched filter.
Pseudo-random sequences are also of finite length which makes their
use particularly convenient. It is this type of function which is assumed
whenever random modulation is referred to throughout the remainder
of this report.

C. Angular Dispersion-Compression Concept

The phenomenon of angular compression is a spatial analogy
to the well known principle of pulse compression. In a pulse compression
system a pseudo-random modulation is imposed upon the transmitted
signal and its replica is stored in the receiver. Upon reception the signal
is cross correlated with its stored replica so that the receiver output is
effectively a one-dimensional range ambiguity function. The location of
the peak of the output signal is a measure of the target range while its
width at the 3 db points determines the range resolution capabilities of
the system. Since the output signal-to-noise ratio of a matched filter
is only dependent upon the signal energy, and not upon its shape, long
pulses of low peak power can be transmitted and compressed in the
receiver into narrow correlation peaks, thus retaining the range resolution
properties of narrow pulse systems.

Similarly, if an aperture is excited with a random amplitude
j and phase illumination with zero average, its far field pattern has a random

appearance without indication of a mainbeam (see Figures l(a), (b)).
If the antenna is allowed to rotate past a stationary target the return signals
will be proportional to the random pattern as shown by Eq. (16). A filter
matched to this pattern will form a correlation peak at its output; its time
position will be proportional to the angular position of the target. When two

S targets separated in angle exist the output of the matched filter will
contain two correlation peaks. The time separation between the correlation
peaks will be proportional to the angular separation between the targets;9 hence targets are resolved in angle without using a strong directive antenna
beam. In the case of a pulsed radar the output of the antenna is propbrtional
to the sampied replica of the pattern. The angular correlation in this cese
is the correlation of the envelope of the samples as shown in Figure 1(d).
The number of pulses within the 3 db "beamwidth" of the correlation peak
can be adjusted to provide required range sensitivity after integration.

Even though the principle of angular compression was introduced
for a rotating radar antenna, this is not the only method of implementation.
Antenna rotation becomes unnecessary when the illumination function is

-9-
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Figure 1 Angular Dispersion anid Compression

-10-



I

j varied in time. Time variation of the antenna pattern causes a modulation
of the transmitted signal. If the illumination function varies rapidly
compared with the signal modulation a(t) the signal is dispersed in space.
In a discrete array, different pseudo-random sequences can be used to vary
the illumination function of each element. The signal received from such
a transmitter will depend upon the angle of the receiver with respect to
the transmitter, i. e. , the receiver will receive different signals depending
upon its location. Thus it is possible to transmit different puesdo-random
codes at different angles simultanebusly.

For a random illumination function the pattern at broadside of
an array is given by the average value of the illumination across the
aperture. Since it was assumed that this average value is zero, no
signal can be transmitted at broadside. If the array is supplied with
a uniform average illumination in addition to the random one, a strong
non-fluctuating main beam results while the sidelobes continue to
vary randomly with time. Thus, a transmitted signal is unmodified in the
direction of the main beam, but is modulated randomly elsewhere.

Additional techniques for achieving angular dispersion and compression
are discussed in subsequent sections of this paper.

D. Advantages and Limitations

What are the advantages of an angular compression system? For
the case of pulse compression, significant simplification of transmitting
equipment results due to lower peak power required for transmission.
Equipment simplification can be traded for increased sensitivity in
a peak power limited system. In addition, pulses can be coded to resemble
random noise thus making their detection difficult without the proper matched
filter.

Similar advantages result from use of angular compression, only
in this case the equipment simplification can become much more significant.
To illustrate this advantage, consider an ICBM radar employing a planar
array antenna. Now, planar array antennas have several important
advantages which make their use very 4ttractive to a radar designer. The
most important of these advantages are listed below:(3)

(1) Rapid scanning over the coverage of the antenna without
necessity to move the entire antenna structure.

(3) "Introduction to Radar Systems", Merril I. Skolnik, McGraw Hill, Inc.,
1962, pp. 318-319.
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(2) Simultaneous generation of many independent beams
from the same antenna aperture.

(3) Large peak and average powers obtained with separate
transmitters at each of the elements of the array.

(4) Electronic, rather than mechanical stabilization for
shipboard or airborne radars.

(5) Relative ease with which the aperture illumination may be
controlled.

F Outside of limited coverage, cost and complexity of a large array antenna
are perhaps the biggest limitations to the widespread use of the array
antenna in most applications. Within the present state-of-the art the cost
of an array is us'iaily proportional to the number of radiating elements
which it contains; this in turn determines the angular resolution. Reference (2)
,tates that an array which generates a 10 beamwidth requires -roughly
10, 000 elements while an array with a 0. 10 beamwidth requires almost
1 million elements, assuming that they are spaced a half wavelength apart.
When one considers that each array element ih fact must contain a
low power transmitter and receiver, in addition to beam forming and
beam steering circuits, the cost becomes prohibitive. The number of
elements is not, however, the only major factor contributing to the cost
of an array antenna. Pattern synthesis techniques require that
tolerances in element spacings be kept to within a small fraction of the
transmitted wavelength. The same requirement also applies to the
mechanical tolerances in the plane of the array, i. e., all elements
must be located in the same plane.

In addition to mechanical tolerances one has to cope with the
problem of accurate control of electrical signals being fed to each element.
Specifically, a very important factor which contributes to the cost and

complexity of an array is the need to maintain phase stability even under adverse
operating conditions. The conventional pattern synthesis requires
that the only phase changes in any array element be those deliberately
and knowingly introduced by the radar designer. In order to accomplish
this, all array components such as transmission lines, mixers, amplifiers,
etc.., must be kept at constant temperature and humidity and all bias
supplies must be heavily regulated. Servo phase-control systems for
phased arrays have been designed but they only add to the already high
cost of the array. Experience shows that most phased arrays which do
not possess automatic phase-control circuits require extensive
maintenance to keep them in constant alignment.

Most of the difficulties connected with construction and operation of
phased arrays can be eliminated when angular dispersion and compression is
used.

-12-
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Even though the number, of-elements cannot; in general, be •
reduced, mechanical and electrical tolerances can be relaxed to the

T point.where their contribution to the total cost becomes insignificant.

With random illumination the spacings between the elements
can become random which vastly simplifies mechanical construction.
Phase control of the beam forming networks becomes unnecessary
since all phases across the array are now raddom. Similarly, amplitude
control of the illumination function is eliminated. This means that
elements do not have to be fed by signals at IF frequencies through rigidly
controlled lengths of cables but may be fed by wave-guides at microwave
frequencies from one central transmitter. This eliminates most of the
electronic hardware that is usually associated with each element in a
conventional array.

It is unfortunate that no simple method has yet been devised
to electronically steer the random pattern of a phased array. Until
such a method is found the simplifications resulting from application
of random pattern compression must be confined to those arrays which
can be scanned mechanically.

Assuming mechanical scanning and time invariant, random
illumination the information required to compress received signals in the
angular domain is a replica of the antenna pattern which must be stored

_. in a matched filter to perform angular correlation. The pattern replica
is easily obtained by scanning the antennapast:a statibnary reference
target in space (such as aball'oonwith a corner reflector) and recording

the received signal after coherent detection. The matched filter is then
adjusted to provide the complex conjugate, time inverse of this recorded

signal. Even the random phases of the illumination functi.n will eventually
drift with change in environmental conditions. Periodic recordings of the
random pattern must be made and the matched filter must be *readjusted
to compensate for long term drifts. Thus it is most convenient to have
a matched filter with self-adjusting taps.

When optical signal processing is used the reference pattern
is recorded on film from the face of an intensity m lulated cathode ray
tube, For this type of processor the reference pattern recording and
storage becomes rather simple and can be done as often as required.

When this line of reasoning is-extended further one comes to the
conclusion that any irregularly shaped object which is capable of radiating
waves into space can be used as an. antenna, providing its angular field
pattern is sufficiently random to allow a fairly sharp correlation peak.

-13-
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This possibility deserves a much more thorough investigation which
most certainly will result in some highly flexible and economical antenna1 designs. Field radar antennas which can be constructed from small
parts and easily disassembled for transportation and storage may be onefapplication of this concept.

Simplification of equipment is not the only advantage to be gained
from the angular dispersion-compression concept. Another important
advantage is the signal masking capability. Because the power is dispersed
in space, a significant portion of the antenna gain is effectively "hidden"

within the receiver. This means that the radiated power at any point in
space will generally be much smaller than the power radiated by a
conventiznal pencil beam antenna of comparable angular resolution
properties. The radar which uses the angular compression and dispersion
technique is less likely to be detected and is less vulnerable to radar
homing missile attack. A typical situation is shown in Figure (2). Two
radars transmit the same power PT into space A radar homing missile
is at a range R from both radars. The power detisity received by the
missile detector from the dispersed pattern antenna is PTIGTD(e)1 2 /4rR2 ,
while from the conventional antenna it is PT IGTC(e) 12 /4rTR2, where GTD(6 )
and GTC(G) are transmitting field patterns of the dispersed and conventional
antennas, respectively. Assuming that both radars have the same range
sensitivity and angular resolution, IGTD()IZ«)< I GTC(e)l and

where the right side of Eq. (18) contains a correlation peak at the
angular position of the missile. This correlation peak is in all respects
identical with the main beam of the conventional pattern. Thus it is
obvious that the sensitivity of the missile detector must be increased by
an amount equal to the .peak value of GTC(e) to ensure equally reliable
detection of the dispersed pattern at the same range at which the conventional
pattern is detected. For a better illustration of this principle, assume
that both radars employ identical array antennas with a total of N elements
in the plane of the scan. The dispersed pattern radar has a random
illumination function and the conventional radar has a uniform illumination
function. Then the peak value of the field pattern for the conventional
radar is N while the peak value of its power pattern is N2 . Hence the
power density present at point R in range due to conventional radar is
PTN2 /41RR2 . The power pattern of the dispersed radar may be said to
consist of two components, the DC or average component which is unity

-14-
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(average power is uniformly dispersed over all space) and the RMS component

which is N. The effective value of the dispersed pattern is the same over

all angles and is equal to 1 + N or to N if N is sufficiently large. Thus

the power denil 'y due to dispersed pattern at point R is PTN/4wR 2 which

is smaller than the power density due to conventional radar by the factor
N or the peak value of the antenna field pattern.

In signal compression theory it is customary to express

the increase in the instantaneous peak power of the signal due to compression

it terms of the so called "compression ratio" or TW product. If the

energy of a band limited signal of time duration T and bandwidth W

is compressed in a'matched filter, the width of the compressed pulse

becomes approximately 1/B and its amplitude is tTW. The squared

amplitude of this pulse is given by the right hand side of Eq. (18) evaluated

at 61e - 0 if the pattern modulation of a scanning antenna is represented

as function time.

-TwA (19)

For the case of linear array, TW = N. This quantity represents the

net advantage (in power) which the dispersed pattern radar has over a

conventional radar of the same sensitivity and resolution properties. Because

of this advantage, the radar homing missile must be at a range R/T

to detect the dispersed pattern with the same reliability as it detects the

conventional radar at the range R. With TW products of the order of

10, 000 this is indeed a significant advantage, and may provide sufficient

time to destroy the missile before it has a chance to detect the radar.

Several dispersed-pattern, long range radars can provide an excellent

earlywarning system to protect a network of more conventional tactical

radars.

Some additional advantages and applications of angular dispersion

and compression are discussed in subsequent portions of this report.
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III Electronic Processing

The implementation of an angular compression-dispersion system
is most obvious when a matched filter is used to. collapse the random pattern.
Depending upon the particular method used for pattern dispersion, the
matched filters can assume various forms. Th':ee methods discussed
below employ electronic hardware to obtain pattern compression in
real time. (4) They are directly applicable to radar and sonar systems.

A. Time Coded Antenna

The time domain coding technique consists of a straight forward
application of matched filtering to synthesize the range and angle ambiguity
function. To make the system more applicable to a realistic situation,
doppler compensation is used, which, because oflong integration times,
results in extremely fine doppler resolution.

Essential parts of the system are shown in Figure 3(a). If the

transmitted signal is BT = a(t) e14)o0 t the received signal from a target
at range R, angle e, and traveling with a constant radial velocityvR is:

S C4% -8 tg*~>.~r~e t~ (20)

where 0 d is the doppler frequency corresponding to the target velocity
v R- Letting T= 2R/c the outputs of two product detectors are:

In-phase component:
(2 la)

and quadrature component

Le (21b)

The matched filter response is

c t) (22)

(4) "Angular Compression Techniques," C.A. Hauer, Philco Propriety
Statement, published by Philco Scientific Laboratory, Blue Bell, Pa.
March 5, 1962.
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.1
and its output is given by

1..
e,% (k) f So(t', * (t,-t)At, (23)

Solving for the in-phase component first;

t Jfe t~)(tee- Ig~1.r'*(?4)

Since

LL 2(25)

Eq. (24) can be written as

e

Terms involving t 1 can be separated out,

f 
(27)

Substituting Eq. (27) into Eq. (26) and using the sifting property of
the A fundion:

(28)

e e
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Equation (28) is considerably simplified by making small bandwidth and

small doppler frequency approximations, i. e., o + o and

cod CCo<<l. Another simplification results if cd < 2ir/T where T is the
duration of the transmitted pulse. Using these two approximations
Eq. (28) becomes:

(29)

where

J Kt 0(t,-4*yat,

(30)

Up to this point antenna rotation has not been considered. When the field
pattern is modified for a rotating antenna, Eq. (29) becomes,

.~6 (~~rW.)' it (31)

The introduction of rotation at this point does not invalidate the results obtained
thus far, because the antenna rotation is slow and the system is considered
stationary for reception of a given pulse.

The signal next is sampled in a range gate at t =T and the resultant
wave is time compressed. The time compressor is shown in Figure 3(b).
Time compression is used to reduce delay requirements on the second matched
filter. The time compressor operates by placing the sampled pulses out
of the range gate adjacent to one another by means of a reentrant delay line
system. The first sample of the input is fed to the delay line, the length
of which is slightly less than the interpulse period of the radar. This
sample propagates through the delay line and is fed back to the input
just before the second ample arrives. The first and second samples then
are recirculated around the delay line loop, after which time the third sample
is added. This process continues until the delay line is completely filled.

-20-



At this point, the oldest sample in the line is dropped to make way for the
arriving sample. The total number of pulses stored in the delay line
should correspond to the number of pulses required to adequately sample
the antenna pattern through one full revolution. Note that the time compressor
produces a time compressed signal which is repeated many times at the

f output. The time compressed output of the range gate is:

e 4 (u-)ett + 1 41 (32)

where kt is the time compression .cale factor. Because the input signal
is sampled at the pulse repetition rate, doppler ambiguities result for

d > wi/Tr where Tr is the interpulse periodt For example,
a signal vith a doppler of d,. 27r//Tr will appear as a.'signal without doppler.
These ambiguities cannot be eliminated by any simple method.

The time compressor produces the output many times in
succession. This output is fed to a balanced modulatbr after which it is

detected again by a product detector. The detector is fed by a deviable
oscillator whose frequency is swept at a slow increasing or decreasing
rate. Because the signal is effectively repeated many times, each repeated
signal is demodulated with a slightly different frequency. Sooner or later,
the frequency sweep compensates for doppler. When the signal is fed to
the pattern matched filter, correlation occurs only when the frequency error
is small. Thus, an output will occur only when the injection frequency to
the demodulator compensates for the doppler shift to within specified
limits. The doppler shift can be determined by observing the frequency of
the injection signal at the instant of correlation. Typically, a doppler
resolution of 0. 1 to 1. 0 cps can be achieved by this technique. The
number of dopplerbins available is equal to the number of pulse circulations
in the time compressor. Using analog techniques, 50 to 100 circulations
can be achieved. Many more circulations are possible if digital signals
are circulated with pulse reconstitution after each circulation.

At the time when the error frequency is small, the output of the

product detector can be written as

e Jt\: LLtts NtT4 kj-t'i )1 (33)
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where kd is a number less than unity and t = e/ekt is the time of obser-

vation of the target in angle.

Defining the Fourier transform of the pattern as

the transfer function of the filter matched to the pattern is

P~w At(35)

If the Fourier transform of the input signal ell (ktt) is Ell (0i), the

output voltage of the matched filter is given by

Integration with respect to cW can be separated

(37)

Substituting (37) into (36) and utilizing the sifting properties of tl = function,

I et+,J (38)
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4 This equation is true if, and only if, k.d 0, or when there is a complete

doppler compensation.

The actual signal output wil be the real part of Eq. (38), or

The output of the quadrature channel is derived in exactly the same manner,

and is:

e'~Aq (Rt +h --' I-~~" (40)

The remainder of the processing serves to combine the in-phase and

quadrature components. The in-phase signal is multiplied by cos 0 ct and

the quadrature 'signal'is .mtiltip.lied by. sin tbct (wc purely arbitrarily), -and

the two. are subtracted. The output of the subhtactor is

(41)

The envelope detector gives the magnitude of the signal in Eq. (41), or

ealt \ e N~ ~~tl')j (42)

which is precisely the angular ambiguity function. The angle of the

target is determined by observing the time t, = e/bk t when the

correlation peak occurs, and the doppler frequency is found by observing

the heterodyning frequency of the deviable oscillator at the time of

correlation. Range is determined by gating.

The system described above essentially overcomes the two

major problems inherently present in realization of the time domain

technique. These are the doppler desynchronization and the amount of
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delay medium required to collapse the pattern of a slowly rotating antenna.
If time compression were not used, the matched filter, which typically

i takes the form of a tapped delay line, would have to have a delay of the
order of seconds or longer. This is hard to realize in practice. Also,
Eq. (38) shows that angular correlation will not take place unelss doppler
frequency shift is eliminated. In-phase and quadrature processing is used
to eliminate the effect of unknown doppler and range delay phases as well
as any other phase delays (target aspect, etc.) not considered in the
analysis.

It must be noted that time compression is only possible in
conjunction with range gating. This immensely complicates the entire
system because it means that a processor such as shown in Figure 3
must be used for each radar range resolution element. Thus the time

coded antenna approach to angular compression may be applicable to
radars whose range interval of interest is not too large and whose range
resolution requirements are not too stringent.

B. Frequency Coded Antenna

A somewhat simpler approach to angular dispersion and

compression which also uses electronic procesbing is based on a
frequency equivalent of the time domain technique. The method eliminates
the requirement for antenna scanning and thus is applicable to array
antennas where electronic scanning of a random pattern is difficult
to accomplish;.

The frequency domain coded antenna achieves angular resolution
by establishing a correspondence between the spectral content of a
signal and its angle of arrival. The basic principle of operation can be

explained with the aid of Figure 4. Imagine that a number of similar beams
are formed by the antenna, each separated from the other bya small
angular increment and each formed at'a particular frequency; three
beams of this group are shown. Now examine signal reflected by targets
located in directions eAand eB. For direction eA, amplitudes A1 , A2 , A 3

are received at frequencies fo + fl, fo + f2, fo + f3, respectively, from
beams 1, 2, and 3. For direction eB amplitudes B1 , B, B 3 are received
also at frequencies f, + fl, fo + f2 fo + f3. Because of signal separation
in the frequency domain, outputs from beams 1, 2, and 3 can be filtered
out into separate channels. Amplitudes An and B. will have either positive
or negative signs, depending on whether they were derived from an in-phase
or out-of-phase portion of the field pattern. In this technique, the
signal sequences An or Bn are arranged so that tfhey form a coded ensemble
which will pass preferentially through one coded filter instead of another.
Coded Filter "A" will receive and collapse, or coherently add, the signal
ensemble A, whereas coded filter "B" will receive the signal ensemble B.
If the filter codes are chosen properly, there will be minimum cross coupling
between filters and sidelobes of the filter response will be low.
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i The form of the received signal will be clarified now, the receiving
filter will be described later. Some insight into the principle of the technique
can be gained by inspecting Figure 5. Because the beams are similar, the
form of the spectral function received from each angular direction will be the
same. But the spectrum is shifted in frequency for progressively greater
angles, as shown in Figure 5. The rate of fluctuation evidenced in the
spectral distributions usually is proportional to the characteristic beamwidth
of the antenna (%/L) and the frequency difference between beams. The in-
dividual beams, illustrated in Figure 4 need not be regular in shape, nor
contain any strong central lobe as in a conventional antenna. The next step
in this technique is to construct a set of filters which will accept the spectral
distribution derived at one angle, and reject those derived at other angles.
Basic elements of such a receiving system are shown in Figure 6.

Signals from the radiation beams are filtered into separate channels
and then mixed with a local oscillator to achieve the i-f frequencies
fo - fx ± fl, fo - fx ± fZ ..... fo - fx ± N. The signals at these i-f frequencies

form the spectral components of the transmitted pulse but with their amplitudes
and phases coded in some prescribed manner. Each i-f signal is amplitude and
phase weighted in accordance with the code. The signals then are added and
detected to produce an output pulse with a spectral bandwidth extending from
fl to fN" If the individual beams (shown in Figure 4) have been chosen to
have the proper shape, i. e., a sequence of positive and negative lobes, and
if the filter taps are properly adjusted to match the plus-minus configuration

I of beam amplitudes derived from a given angular direction, then an effectively
narrow beam will be formed by the filter configuration shown in Figure 6.
Moreover, if a proper pseudo-randomly coded-beamn shape is chosen, a
M beamwidth proportional to the "conventional" beamwidth of the aperture

(approximately equal to X/L) can be formed with low sidelobe level.

The technique described achieves simultaneous coding of the beam
shape and the pulse shape, and the compression in both domains is achieved
simultaneously. To restrict the field of view so that beams will not be
formed in all directions, directive radiators can be used and patterns can
be coded within the element beamwidth.

It is clear frcn the description above that the amount of hardware
required for implementation of the frequency coded antenna is considerably
smaller than for its time domain counterpart. The number of beams
required for synthesis of any given pulse is determined from the sampling
theorem. A band limited signal of bandwidth B and duration T is represented
adequately by ZTB samples. Since B = fN - fl, N = ZT(fN - fI) which
shows that -wide-band signals may be processed with a relatively small number
of beams.
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It is also possible to generate the pseudo-random pattern shape with an
array of randomly placed radiators, positioned in three-dimensional space
and fed by random-length transmission lines. In this case, large arrays of
radiators can be constructed to be free of the difficulties involving dimensional
tolerance and phase accuracy. Beams formed by an array of this type can be
plotted, and the amplitude and phase variations, in turn, can be recorded in
the "memory" represented by the coded taps. Alternately, the memory code
can be formed automatically by placing a target in the far field and then allowing
the taps of the filter bank to be sot properly by "photographing" or sensing the
form of the incoming signal. If a number of frequencies are fed into a random
antenna, random-pattern shapes would be different for each frequency; the
various shapes obtained must be consistent to achieve minimum cross coupling
between the various beam filters.

C. Time-Frequency Coded Antenna

The third electronic angular compression system is a hybrid
of time and frequency approaches.

This antenna operates through a combination of time-varying and
frequency-varying aperture illuminationb. Theoperating principle can be
understood best by examining Figure 7. A transmitter emitting energy at
frequency f is connected sequentially to radiators 1, 2, 3,.. .N, 1,2, . .. on'signal transmissions 1,2,3,... N, N+ 1, N + 2.... respectively. . Returns from
these transmissions are coherently added, pulse by pulse, in an integrator (e. g.,
a real-time reentrant loop filter, a coherent optical storage processor, etc.).
Pulse-to-pulse coherence can be achieved with a coherentlocaloscillator or a
fully coherent transmitter. Integration of signals at frequency fl, received
from radiator positions 1, 2, 3... N will form a beam approximately /2L
wide where X, is the wavelength corresponding to frequency fl and L is the
spatial extent of the N transmissions. If successive signal receptions are
properly phased, the resulting beam can be pointed in any desired angular
direction.

Transmissions at frequency f2 follow those at fl in sequence. When
transmitter f1 has reached radiator 2, transmitter f 2 has reached radiator 1,
when f, has reached radiator 3, f2 has reached radiator 2, etc. ; the remaining
N-2 frequencies follow, as illustrated in Figure 7. When frequency fl has
reached radiator N, it cycles back to the first radiator on the next pulse, and
frequencies f2, f3" -. follow. Transmissions at the different frequencies can
take place simultaneously; reception at various frequencies also can take place
simultaneously, because isolation is effected by filters. A single set of N
transmitters emitting signals at the various frequencies can be used. Eac h is
connected in time sequence to the various radiators with a switching circuit.
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The total frequency band covered by frequencies fI to fN' will be limited to
some degree by the spacing of radiators. Usually it is necessary to limit the
total frequency band to prevent the formation of multilobes caused by radiator
spacings somewhat greater than a half-wavelength. Individual beams formed
at the several frequencies can be pointed in independent angular directions;
the direction of each is controlled only by its own pulse-to-pulse phasing
program. Hence, the antenna technique can be used to produce multiple
simultaneous beams at different frequencies.

Within the time eriod of the pulse, transmissions can be coded as in
ordinary pulse-compression techniques. Decoding is performed before
coherent integration. On a pulse-to-pulse basis, coding can be achieved by
phase-reversal techniques; received signals can be decoded during the inte-
gration process. The signal level in the far field at any one frequency is low
during any transmission, which makes it difficult for the enemy to detect
the radiation.

D. Applications

Some applications of angular compression-dispersion techniques
became obvious during the previous discussion of the advantages of dispersedIantenna patterns. The possibility of significant equipment simplifications
in a planar array radar was pointed out. The signal masking advantages
of a dispersed pattern were discussed from the point of view of radarI homing missile protection. All of these seem to emphasize the fact that
radar and sonar devices will probably benefit from angular dispersion
techniques more than other types of systems.

Signal masking is of extreme importance in sonar applications.
For example, doppler navigation techniques are very useful in properly
guiding submarines by sonar signals. One of the major deterrents to wide-
spread application of doppler navigation techniques in submarines, however,
is the fact that they cannot be used at times when sonar silence must be
maintained. In most cases submarines must rely on purely passive listening
devices to avoid detection. Pulse coding and compression may be used in
active .systems to conceal the message content. Attempts to use pulse
compression alone to prevent signal detection are not adequate since the
enemy sonar will detect the signal as a sudden increase in noise level.
Complete masking requires that the signal level at the enemy receiver

site be at least equal to the ambient noise level. In principle, this can
be easily achieved by combination of the angular dispersion technique and
pulse coding and this can be achieved without any significant sacrifices in
range sensitivity. Within bandwidth limitations imposed by the propagating
medium, the frequency coded antenna may be used to achieve sound pattern
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dispersion. This method of processing avoids problems connected with
long integration times normally encountered in sonar due to the low velocity
of propagation of sound in water. Other techniques, more directly adoptable
to the peculiar propogation properties of ocean water may be devised.

As an outgrowth of angular dispersion and compression, a
technique for producing randomly varying antenna sidelobes was described.
This may be used in communications to enhance message security and
to provide additional protection against jamming.

When sidelobes fluctuate randomly any receiver not located in
the main beam is denied access to the message. This can be done without
encryption or decryption devices in the transmitter and receiver. (5)

Assume a message consisting of M binits which are phase
modulated onto the carrier (phase reversal modulation). The antenna con-
sists of an array of N radiating elements which are excited at random for
each binit of the message. If each element is excited at random with some
probability, p, the amplitude of the main beam fluctuates with a binomial
distribution. For the particular modulation system assumed, amplitude
fluctuations may be limited out, but the effects of a fading signal still will
be experienced. This will cause errors when the signal-to-noise is low.
To avoid this, a constant number of elements may be chosen at random, as
one chooses balls from an urn (without replacement). In this way, the signal
observed at the center of the beam will not fluctuate in amplitude or phase.

However, an observer who is not in the main beam will see
a sequence of vectors with randomly fluctuating amplitudes and phases and
hence is denied the message content. If the condition

(43)

holds, the probability of obtaining the satne antenna pattern during the
message is very small.

(5) G.A. Hauer, op. cit., pp. 8-11.
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One might ask, if the message can be received perfectly at
the center of the main beam, but cannot be received at all on the sidelobes,
where does the transistion take place, and what causes it? As the receiver
departs from the center of the beam, the quadrature noise increases quite
rapidly, causing phase perturbations. Therefore, in the main beam, the
phase vectors will be clustered around 0 and 7r radians. As the angular

deviation increases, the distributions gradually merge, and it becomes in-
creasingly difficult to distinguish marks from spaces. At the point which
corresponds to the first null of the full array, all phases are equally pro-
bable, and the signal does not disclose the transmitted signal. As the
receiver moves into the first uidelobe, certain phases are more probable
than others. --

The signal to noise ratio for a given sidelobe is given by

"" -(44)

where Aj is the level of the jth sidelobe.

For best performance, Aj, N, and p should be small. Hence,
performance can be improved by using aperture tapering to decrease the
sidelobe level. Three tapering methods can be used: amplitude, space and
probability. Amplitude taper is the conventional approach, but it makes the
problem of eliminating main beam noise more difficult. Space tapering is
accomplished by spacing elements further apart at the edges of the aperture.
In a probability taper, the edge elements are excited less frequently than the
central elements.

This technique can be also used as an adjunct to a simple spread-
spectrum system. A apread spectrum-system provides resistance to
jamming by using a much wider transmission bandwidth than the information
bandwidth. In a simple system, binary codes would be used for mark and
space, which would phase modulate the carrier. Thus, the signal is the
same as before, except it is faster and there are repeated sequences. Now
for each mark and space, the antenna illumination will be changed at random,
and each code sequence will use a random phase. The object of this is to
prevent the enemy from determining the codes which would increase his
jamming effectiveness by spoofing or repeater jamming.

In this case, the jammer has a slight advantage because of
the repetitive nature of the codes. He can take advantage of this in the
following manner: Assume a knowledge of the code length. (It can be ob-
tained by trial and error if not known.) There are four distinct ways to
arrange tw&o adjacent code elements, say one and two; in the mark code they
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may be the same or different, and the same is true for the space code. Now

take the inner product- (AB cos 0) of vectors one and two and add a large numberIof such products together. There are three possible results for this sum. If
elements-one and two are the same in both mark and space, the bit will be
positive. If elements one and two both are different in mark and space, it will
be negative. If one and two are the same in one -code and different in the other,
the sum will be near zero. By performing this computation between all possible
elements, the framing and the codes themselves can be determined.

The inner product detection process is basically noncoherent, and
for small signal-to-noise ratios the signal iz suppressed. Th erefore, they
require an extremely long sequence before the separation into the three classes
becomes apparent. In fact, for small S/N, the number of code sequences
required is:

f% % (45)

where (SIN), and (S/N)i are the output -and input power signal-to-noise ratios,
respectively. If the reqjuired (S/N)o is + 10 db and (S/N)i is -20 db, then a
message at least 5 x 10"' bits long is required to break the codes. All these
bits must be from one message, because it would be difficult to combine the

information from more than several messages.

One of the most promzising applications for these secure side-
lobe generation techniques is to provide secure command control signals for
military satellites. In this application, it is important to withhold informa-
tion about the command signals from the enemy to prevent him from acquiring
control of the satellite. The desirability of A/ J protection also is obvious.
However, the equipment in the satellite should be as simple and reliable as
possible. Therefore, the decrypting and decoding devices in the satellite
should be minimized. The secure sidelobe generatin technique is ideal

because almost all the complexity is on the ground.

I!
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IV Spatial Processing

A. Counter Rotating Antennas

For certain restricted applications, it is possible to perform
the angular correlation directly in space and thus eliminate the necessity
of pattern storage in a matched filter. This type of processing takes
advantage of the fact that the voltage of the narrow band radar echo signal

is proportional to the product of transmitter and receiver angular patterns
(Eq. 16). If one pattern is a complex conjugate of the other and a continuous
angular displacement variable is introduced between them, the integration

of the received signal over all angles of interest yields the true value of
angular autocorrelation function and thus compresses the signal in angle.

The method is best introduced by an example of two counter-

rotating, randomly dispersed angular patterns shown in Figure 8. Power

patterns are shown. These are identical in shape even though their fields
are complex conjugates of each other.

Practical difficulties connected with generation of two identical
conjugate patterns in space will be temporarily ignored. In Figure 8, the
receivinf pattern IGR(6)IZ is a mirror image of the transmitting pattern
I GT(e)1 with respect to the e = 0 axis. Both patterns are pseudo-random

in angle but constant in time and they rotate in the opposite directions at
a constant angular rate of e radians per second, as shown. The distance
L between their centers is assumed insignificant when compared with the
target range, R, of iLiterest. Thus in the far field both patterns are
effectively superimposed on top of each other and can be measured in the
same set of angular coordinates. * The rotation rate i is assumed to be
small with respect to the interpulse period so that each target in space

generates a sufficient amount of samples to reproduce the pattern shape as

a function of time. For many revolutions the signal returns will be a

periodic function of 8, e.g., (OT ) I = s(e T± Znw), where eT is the target

angle. Three cycles of such signal are shown for each pattern in Figure 9,

where rectangular coordinates have been used. The analysis assumes a

continuous envelope rather than the sampled version which does not in any

way invalidate the results. Voltage returns from any target at an angle e

with respect to broadside will be proportional to GT(O) GR(G) ; where e is

* The same condition is obtained in the near field if L = 0.
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considered positive counterclockwise from broadside (9 = 0). When the
relative angular displacement, o(, between the two patterns is zero,
(Figures 9(a) and 9(b)), transmission takes place over pattern GT(e) and
the signal is received over G.R(6), where

An arbitrary reference point, eR, is selected on each antenna so that it
rotates together with the antenna. With respect to this point, Eq. (46) can
be written as

(47)

and the corresponding point on the transmitting pattern becomes GT(t - eR).
When the receiving pattern is given a positive angular displacement A with
respect to the transmitting pattern, where d is constant over one full revolution,
(see Figure 8 and 9(c) ), Eq. (47) becomes,

*(48)

while the corresponding transmitting gain expression does not change.
Since the two patterns move in opposite directions, the patterns are represented
in the time domain by letting 9R - t In the transmitting pattern and eR =t
in the receiving pattern. Thus, in the time domain the transmitting gain
is GT(et + e) and the receiving gain is:

The output of the receiving antenna is proportional to the product of both
patterns, or to
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jIntegration in time over one full revolution gives

S24' 1r 6 i4 a l ittt41-At (50)
0

,where 1 *'/0 is the angular displacement represented in the time domain.
At first glance, Eq. (50) does not resemble the angular ambiguity function
in the sense that it is not a complex correlation integral. The equivalence
of the function represented by Eq. (50) to the desired ambiguity function can,
however, be demonstrated rather simply. The desired angular ambiguity
function in the time domain can be written as:

where eo is the target angle and 49 is the angular displacement variable.
Let eo = eo ' + &e/2 where 6o' is the location of the correlation peak and Ae
is an arbitrary angular deviation from this peak. Eq. (51) becomes

Similarly, in Eq. (50) let e = 0 /Z + Ae/2 so that

(53)

which is equivalent in form to Eq. (52) if 4 1 2 is the angle at which the
correlation peak occurs. Thus in a counter-rotating antenna system, the
correlation peak can only occur at 9 = 4/2 for any particular value of 0..
At this point, Eq. (50) becomes

(54)

-39-



I
The operation of the system now becomes clear. A value of displacement
*41 is chosen usually to be one angular resolution bin. For this value of

displacement the system is rotated one full revolution and the received
signals are integrated in time. This yields one point on the angular
ambiguity curve.

Next, the receiving antenna is shifted to another value of angular
displacement, v(,. and the received signals are again integrated over one
full revolution, giving another point on the ambiguity curve. The process
is repeated continuously so that full ambiguity function can be displayed
for each target. Note that the result is equivalent to a conventional scanning
antenna.

Unfortunately, e = /2 is not the only maximum that occurs within
the period of the antenna pattern. Anotlr maximum is at e = /Z + r
at which Eq. (50) becomes

~ (55)

since the pattern is a periodic function of e with period Zr. Thus the
counter-rotating pattern correlation has two angular ambiguity peaks in

the sense that any two targets at points (R, 94/2) or (R, o-/2 + r) cannot be
resolved it angle. Note that the targets must be at the same range for this
to occur. The information obtained from the lower half of the scanning plane
(Figure 8) is thus redundant. This redundancy can be eliminated if only
one half of each pattern is used, or if the signal is radiated only over 7r
radians instead omnidirectibnally.

The requirement of changing displacement angle after each revolution
may pose some significant mechanical difficulties. If the receiver antenna
consists of many patterns superimposed on top of each other in such a way

that each pattern is displaced from the transmitter by a different value of d.,
all points on the ambiguity curve are obtained during one revolution of the

antenna system. The number of stacked receiver patterns is, of course,

equal to the number of angular resolution bins required in the prescribed

angular coverage of the antenna. To keep mechanical complexity at a

minimum, a compromise must be reached between the amount of desired

jcoverage and the angular resolution.
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B. Implementation and Implications

I. The semicircular pseudo-random pattern can, of course, be easily
achieved by a linear array of directive elements illuminated by a pseudo-
random illumination function and scanned mechanically in angle. An
ornhidirectional pattern results when the array elements are omnidirectional.
The array, however, is not the most economical random pKtur± atentia,
especially because its main advantage, that of electronic scanning, cannot

be easily implemented. Figure 10 shows another concept which may be
utilized to construct a random pattern antenna. It consists of a solid
dielectric disc which has random cut-outs around its circumference. The
disc is mounted between two metal plates and the signal is fed to the center
of the disc by an open-ended coaxial cable or other convenient method. At
the center of the disc the energy is radiated equally in all directions but
is confined between two metal plates. The total phase shift imposed upon the
radiated wave by the dielectric material is Z3rm + A , where P can assume
any value between 0 and 27, depending on the direction of radiation. There-
fore, P effectively represents a random phase of the antenna illumination
function. To achieve random amplitude control, the disc can be sprayed
with a thin film of absorbing material whose thickness is random around

the circumference of the disc and whose phase shifting properties are
negligible.

The question may arise as to what type of random cut-outs should

be used to give a desired pseudo-random pattern in the far field. Even
though the dielectric disc antenna is sufficiently inexpensive to permit
extensive experimentation, a rigidly controlled synthesis procedure is
possible. It is beyond the scope of this report to give a detailed example
of such procedure because of rather lengthy computations involved. Other-
wide, the method is essentially straight forward. A desired pseudo-
random sequence having proper correlation properties (minimum sidelobe
level and beamwidth) is chosen for the antenna pattern. The length of the
sequence may be rather large since it must contain all of the desired angular
resolution elements of the antenna. If the antenna were a linear array, a
Fourier transform of this sequence would give the desired value of the
illumination function. In principle, however, a proper integral transformation

of the sequence will give the illumination function on a circular arc, instead

of a linear array. The phase and amplitude of the illumination function are

sampled along the arc and each phase sanple is represented by a proper

cut-out in the dielectric disc while each amplitude sample is represented
by the proper thickness of the absorbent film around the disc circumference.
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According to sampling theory, the number of samples taken around the
arc must be at least twice the number of angular resolution elements and

the diameter of the disc will be of the order of the ratio of X divided by the
angular resoluti~n &9co whfch for 10 resolution at X-band gives about 7 meters.
Hence the discs ca be quite large but comparable in size to ordinary
parabollic antennas.

To obtain the complex conjugate pattern in the receiver, the
receiving disc is cut out in an exactly opposite manner with respect
to the transmitting disc so as to present a phase shift of Znir - P to the
signal which was transmitted with a phase shift of 2nir + . In-phase and
quadrature processing is possible if the receiver antenna is made of two
discs, one having a phase shift which is everywhere 7r/2 radians larger
than the other. Details are shown in Figure i1. In this way, signals
containing unknown input phases can be processed by in-phase and quadrature
techniques with substantial simplifications in the electronic equipment.

There is no basic reason why the principle of spatial correlation
could not be applied to provide three-dimensional radar volume resolution.
The mechanical problems associated with application of dielectric disc
antennas to this problem may become complex, but further study may
uncover Ampler techniques.

-
I
!
I
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V. Optical Processing

One of the principal difficulties encountered in the systems discussed
thus far was the requirement for excessive delays to either design a proper
matched filter or tn provide sufficient integration time for one full revolution
of the patte.'n. Some of these probiems may be solved by application of digital
processing. Long time digital integrators are not necessarily simple or
economical, however. Also, for a truly six-dimensional processing many
duch integrators or filters may be required. It is for these reasons that
attentioi is now focused on optical signal processing as a means to simplify
the overall equiprent complexity.

The paragraphs which follow are not intended to offer the ultimate
solution to six dmensional processing. Their intent is to briefly summarize
the most imp:,,'tant characteristics of the state-of-the art and to point out some
of tht immediate applications as well as the necessity for continued research
effort.

A. Processing Philosophy

. In many respects there exists a close analogy between optical and
electronic syrstems. Except for the magnitude of the frequencies involved,
both deal with essentially the same phenomenon of wave radiation.

If microwave processing were used, the equipment involved would
be " exactly the same as that used in optics except for the physical size.
Thus the main difference between the two types of systems is due to properties
of the particular domain in which the processing takes place. Transmissions
of electronic signals. through a network can be only represented as function
of only one variable - time. Propagation of a light wave through apace may
be described as a function of two spatial coordinates in the plane perpendicular
to the propagation path. Thus, if the light wave serves the purpose of a car-
rier it is possible to modulate this carrier simultaneously in two dimensions.
This additional degree of freedom is the main advantage of the optical system.
Otner advantages are due to the simplicity with which operations such as
integration, correlation, and spectral analysis can be performed The under-
standing of optical systems is vastly simplified for the reader who has an
extensive background in microwave antennas. When a transparency repre-
senting a complex signal is inserted in the path of coherent light the emerg-
ing field pattern is completely analogous to that formed by a CW microwave
antenna, The coherent light represents the CW carrier the transparency
is the antenna illumination function and its size represents the antenna
aperture. All usual near and far field properties hold, including the existence
of a spatical Fourier transform relating the transparency and the far field
pattern.
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In the discussion above mention was made of the coherent properties
of light. This is perhaps a convenient starting point in summarizing the
properties of optical systems, since it is usually one thatpresents the most
problems.

An electronic signal originating from a microwave oscillator is
coherent in the sense that a simple phase relationship exists between any two
points on a sinusoidal wave. If a bank of such oscillators producing all possible
frequencies were added together (a physical impossibility), coherency would be
completelydestroyed and the resultant signal would be what is generally re-
garded as white noise in electronics. In practice noise does not contain all
frequencies and is band limited by frequency selective properties of nature.
This is exactly the characteristic of white light.

Thus incoherent optical systems can only be discussed in terms of
intensity rather than amplitude and phaoe just as noise is discussed in terms
of mean-squared power.

Coherent light consists of only one frequency (color) and has a
simple phase relationship between any two points in a p4ir of planes perpendi-
cular to the axis of propagation.

Coherency can be achieved by projecting non-coherent light through
a narrow slit (one dimensional) or a pinhole (two dimensional) which is located
in the focal plane of a collimating lens. This arrangement is completely
equivalent to filtering out one sinusoidal frequency from a complex noise
spectrum. Generally for processing purposes, light is regarded as coherent
if the simple phase relation exists for a distance of at least 3 meters from the
source. For communication purposes coherency requirements are much
more stringent and distances as large as 3000 kilometers have been achieved3 with laser beams.

Optical systems suitable for signal processing must be linear. ThusI their input-output relationship can be represented by the usual convolution
integral of their impulse response and the input signal, except that the convolu-
tion is in two dimensions. 6 This is shown in Figure 12. A signal transparency

I having a complex amplitude transmission A(xoy o ) is inserted into the path of
light at the signal plane (x,, y. ). If the light emanating from the source plane
(u, v) is incoherent the output in the image plane is given by the intensity
convolution integral

6. "Spatial Filtering in Optics, " E. L. O'Neill, IRE IT No. 2, June 1956,
pp. 56-65.
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(56)

which states that incoherent systems are linear in intensity but nonlinear in
amplitude. In Equation (56), h(x i , yi) is the spatial impulse response of the
optical system. If the light is coherent, however, the output intensity is given

j by

~ ~ { ~ *j~ k~, ~(57)

Equation (57) shows that coherent systems are linear in amplitude but non-
linear in intensity. Since most optical recording devices are sensitive to
intensity only, Equation (57) provides a very valuable relationship for iLter-
pretation of the recorded outputs of optical processors. It must be noted
that both Equations (56) and (57) could be written in the spatial frequency
domain as products of two-dimensional Fourier transforms.

The impulse response of an optical system can be measured experi-
mentally but is not easily obtained by analytical methods. For this reason,
other,less general properties of optical systems are investigated to provide
simpler methods of analysis. Such properties exist in coherent optical
systems and are very ably demonstrated in a recent paper by Cutrona. 7 Using
Cutrona's notation these properties are:

(1) If a coherent optical wave, represented by a complex function
E = A(x, y)eick(x , Y) is incident upon a thin transparency repre-
sented by an intensity transmission function t 2 (x, y) and a
thickness function a(x, y)/Zlr(n-1) (in wavelengths) then the
emergent light wave can be written as

£~~& -Y~ e (58)

Equation (58) states that the incident light was modulated
in amplitude and phase by the transparency or signal function.

7, "Optical Data Processing and Filtering Systems," L. J. Cutrona, X. N.

ILeith, C. J. Palerrno, L. J. Porcello, IRE-IT, June 1960, pp. 386-400.
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(2) The intensity of a coherent light wave is proportional to the

product of the complex conjugates of its amplitude,

(3) If the signal transparency is placed in the focal plane of a
converging (idealized) lens than the output wave observed at
the other focal plane is the exact spatial Fourier transform
of the transparency amplitude. If the transparency is ,ot
located in the focal plane then the output is the Fourier trans-
form to within a phase factor. With reference to Figure 13,
if f is the focal distance of the Lens, L I , and a transparency
whose amplitude function is E(x, y) is inserted into the path
of coherent light of uniform intensity Io at the plane Pl, then

1Z (60)

where g is arbitrary (g > f) and w-,,

X being the wavelength of the incident light. Both wx and wy
have dimensions of inverse distance or spatial frequency
and the phase factor outside of the brackets vanishes for
g = f, or when the transparency is in the focal plane of lens
L 1 (plane P2 in Figure 13). Thus for g = f, Equation (60)
becomes a true two-dimensional Fourier transform except
that frequency coordinates wx and wy are reversed in direction
with respect to the spatial coordinates x 3 , y3 (see Figure 13).
This reversal in coordinates is due to the fact that lens Ll
actually introduces a kernel e p[.(xp~t '0,. ,\j I in passing
fromplane PZ to P 3 and not its conjugate as required by the
conventional Fourier transform. A cascaded lens system takes
successive Fourier transforms rather than the transform

and its inverse, Since I [f(.\1 j c - \
a two lens optical system will map all points in xI into -x 4

and those in yl into -Y4 . For systems in which light travels
from left to right an automatic coordinate reversal system

can be adopted so that a nominal sign convention can be used
throughout.
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The integration over a plane (x 2 , y2) can now be performed by a
photo-detector at plane P4 whose resolution elemental size is greater thanJ the image of the transparency E(x 2 , y2) at plane P 4 (e. g., E(x 4 , y4).

Figure 13 immediately suggests several applications to signal pro-
cessing. First of all, filtering of the signal can be accomplished by physically
blocking any frequency component in the P 3 -phase. A matched filter may be
synthesized by placing a transparency in the P 3 -phase which is a complex con-
jugate of the signal spectrum. A cross-correlation integral may be generated
by superimposing two transparencies in the P 2 -plane and moving one with

respect to the other. The value of the cross-correlation can be obtained
directly at plane P2 without resorting to an integrating device. If s(x l , y l )
and r (x,, yl ) are the two transparencies and x' and y' are the values of

relative displacement among them then the signal at plane P 2 will be of the
form I{s(xl - x', yl -y')r (x I , yl )}. When the output is taken only at

= ,.y = 0 the signal becomes a correlation integral

,CyI ) I )(61)

Whenthe coordinates of s(x 1 , yl ) are reversed prior to recording , Equation
(61) becomes a convolution integral. Hence two types of synthesis procedures
are available - the spatial domain and the frequency domain. The combination
of these two offers great flexibility in design of optical processing systems.

It may be often desirable to perform correlation or filtering
operations in one dimension only. In this case the other dimension may be
utilized to provide multiple processing channels. This can be accomplished
with the aid of a cylindrical lens placed in the system as shown in Figure 14.
Signal plane and spectral plane are located at two focal planes of the
spherical lens L s . Nominally this lens would provide a double Fourier trans-
form at plane P 2 . When a cylindrical lens Lc is inserted between L. and
plane P 2 in such a way that its focal length ic coincides with the plane P 2 ,
an additional Fourier transform will be taken in the x-dimension only. Thus
the output at P 2 has spatial coordinates in the x-dimension and frequency
coordinates in the y-dimension, and is a one dimensional Fourier transform.
When the x-dimension of plane P1 consists of many discrete channels the
output gives a Fourier transform of each channel separately and thus enables
multichannel processing. The number of channels is limited only by the size
and resolution properties of the optical aperture. The function of cylindrical
lens Lc may be understood more clearly by considering Equation (60) and
application of simple geometric optics. Plane P 1 is located at the focus of
the spherical lens L . Thus the cylindrical lens Lc "sees" an objectI
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effectively located at infinity. When g in Equation (60) the phase factor goes
to zero giving an exact Fourier transform at the output focal plane of the
cylindrical lens.

B. Signal Recording

In theoretical discussion it was very convenient to introduce a hypo-

thetical signal transparency possessing both amplitude and phase. In practice,
however, this may not be very convenient since an accurate phase modulation
of the incident light beam requires that the thickness of the transparency be
controlled to within a fraction of a light wavelength over the entire aperture
plane. While phase modulation of light is generally possible by ultrasonic cell
techniques * it is very difficult to achieve on a permanent transparency such as
film. The thickness of an ordinary film is usually nonuniform to begin with,
so that special precautions (such as an oil bath) must be introduced to prevent
random phase modulation of incident light and to achieve a more or less uniform
phase shift over the aperture. The resultant film transparency may be of the
form E(x, y) = A(x, y) e ' where 0 is a constant.

There is one other major difficulty involved in recording of electronic

signals on film. As a recording medium, film is only sensitive to light intensity
and not to amplitude. Hence in order to record a signal on the film it must
be converted to intensity modulated light. This is usually accomplished by
photographing the face of an intensity modulated cathode ray tube where the
signal is used to modulate the intensity of the electron beam. The intensity,
however, is a positive quantity while an electrical signal is usually bipolar.
This difficulty may be resolved when the signal is recorded around an
intensity bias which is chosen so as to accommodate the largest positive and
negative excursions of the signal. This procedure limits the dynamic range
of recording but does offer a simple and practical solution to the problem.
The maximum bounds of a film transmission function are 0 and I. When the
transmission is zero, the film is completely opaque and when it is unity it
is completely transparent. Thus a function of time f(t) can only be recorded
on film as fo + f(x) where fo is the bias value such that 0 < fo + f(x) < I for all
values of x(or t).. When two such transparencies are superimposed in an
optical correlator the output signal contains not only the desired signal product
but also the cross-products between the two signals and their biases as well
as the bias itself. The bias term may be removed optically by placing an
appropriaet stop in the Fourier transform plane to block the dc term of the
transparency spectrum. This .:an only be done when the portions of the
spectrum due to the bias and those due to the signal are separable in space,

e.g , when the signal is a band pass function. The higher the center frequency

See Subsection C of this report.
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of the signal spectrum the better the separation. Unfortunately, however,
high signal frequencies require large optical apertures with good resolution.
The final design is usually a matter of compromise between all of these
factors.

To illust,-Lte a common method of signal recording and some of
the problems connected with the bias elimination consider the example of
Figure 15. A coherently detected video signal with some modulation is
recorded on a film as a column of N samples in the y-dimension in Pl-plane
This signal may for example, be a series of doppler modulated radar
returns obtained from a target at a certain range R (x-dimension on the film)
or a series of pattern modulated signals obtained during one resolution of
a pseudo-random dispersed antenna, etc. If the signal is at video it must
be assumed that the shortest modulation period is much larger than the
signal duration T(T=d, the diameter of the dot on film). Thus the signal
train on the film represents a sampled replica of the modulation function
and can be written as

s~~gw.7 K*iRCW\ot04tM? (62)

where A o is the bias level, A(m Tjr) is the value of amplitude modultation at
the mth sample, Tr is the sampling period * (t - m Tr) is an arbitrary phase
modulation, and 0 is a constant phase shift. To obtain meaningful results
consider the simplest case when s(yl) is a sampled sinusoid of frequency
w with an arbitrary phase shift 0, e.g.,

C K r 7 i ~(63)

The net effect of the lens system of Figure 15 will be a Fourier transform
of the pulse train of Equation (63).
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Using the relationship

Equation (64) is evaluated to give

-~ .~- ((6)

Equation (65) clearly consists of 3 components. The first component is due to

transparency bias and the other two are due to signal. A sketch of Equation (65)

is shown in Figure 16. In order to be able to block out the DC component the
center frequency of the modulation, w, must be sufficiently large so that all
spectral components of the signal are removed from the origin (0 = 0). If W
is constant this can usually be accomplished without excessive lo~ses in intensity
of the spectrum. Suppose now that the sinusoidal frequency is at IF, i. e. ,
several cycles of w are contained wYithin the dot size d. The signal on the film
can then be represented by 7

s&~>j ) 4 OVT A (66)

7. "Processing of Simulated IF pulse Doppler Signals," W. G. Hoeffer,
IRE Trans., MIL-6, No. 2, Apr. 1962.
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where k is the number of cycles of IF contained in the sample of length dI(not necessarily an integer). Hoeffer shows that the spectrum of this signal

is identical to Equation (65) except that the envelope terms

of the positive and negative signal spectrum components are now centered at

± K instead at wy = 0. This method of recording assures

complete separation of the spectrum with minimum intensity losses.

Even though the bias filtering principle was illustrated for a sampled
sinusoid' .it will hold for any other type of modulation. Specifically it also
holds for a pseudo-random pattern modulation. If the pattern modulated signal
is not heterodyned all the way down to video but is left at some low offset
frequency prior to recording there will be no:sspectral components present at
y 0 other then those due to the bias term.

The use of an IF frequency in signal recording increases the require-
ments of aperture resolution and size. This will be demonstrated by a rather
simplified argument for both video and IF recordings.

Assume that the signal is recorded on a moving film from a stationary
spot (or trace) on the face of a cathode ray tube. Assuming linearity through-
out the system the process is roughly equivalent to low-pass filtering operation
in the sense that the CRT output is given by the convolution of the Pignal and the
spot impulse response while the film record can be written as a convolution
of the CRT output and the film impulse redpone, plustappropriateblas levels. The
increasein required film space can be obtained approximately without detailed
evaluation of the convolution integrals. Considering video recording first, if
a time interval T is represented on a CRT trace of length L and the time and
phosphor resolution elements are r and , respectively, then

7 "r (67)

Suppose that the smallest film resolution spot is fixed to the size d,

where M is the image size reduction factor between the CRT and the film. Thus

"A (68)
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But LM = A, the required film aperture size and , is the number of time

resolution elements which must be accomodated in this aperture. Also

is approximately equal to the video bandwidth W. If ; is regarded as an

equivalent film bandwith Bf then

1 (69)

I Equation (69) states that for recording of video signals with high TW products
on a film with fixed bandwidth Bf the aperture size increases directly with
the signal TW product.

Consider now the same signal at IF frequency f1, The highest
significant spectral component is of the order of ;., k y = A e-,W

Thus the new required time resolution element is at least T = K

The film bandwidth to accommodate this resolution is

If the film bandwidth is fixed, i.e. , Bf I Bf the new aperture dimension must
be A' or

- Solving for the ratio A/A',

I " (71)

where is the signal fractional bandwidth. For narrow band

I signals ti<< i and

I A (72)

This shows that with an increase in fo (or decrease in 6) the required aperture

size increases as 1/6. To ensure spectrum separation 6 must be at most
unity which means that A' = 3A. Thus an offset frequency of only twice the
video bandwidth requires a three-fold increase in aperture dimensions. It
must be pointed out that the required aperture increase can always be traded off
for signal duration, T, e.g. , smaller amount of discrete channels (or samples)

can be recorded in the sarne aperture,
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C. Processing Time

One of the standard objections to the use of a moving film correlator
in continuous processing of radar signals is the high cost of film used for signal
recording. Since an ordinary photographic film cannot be re-used after
development and if the system apertures require non-standard film dimensions
this can indeed become objectionable.

Another standard objection is excessive time delay required to expose
and develop the film before it can be processed. The time delay problem may
become very serious in case of a ballistic missile radar but some modern films
have reduced this time to the point where it may be acceptable for ordinary
radar. For example, ANSCO Radar Copy Type 450 film, 8 designed especially
for correlator processing can be processed (wet) only 0. 2-0. 3 seconds after
exposure. The development is done with the film moving through a monobath
spray. This processing speed approaches very nearly the real time processing
for most ordinary radar applications. There is no reason to doubt that future
research may shorten this time interval even further.

One recent development which may provide a solution to film waste
is the method of photoplastic recording. 9 A thermoplastic photoconductive
polymeric material is used. L'he film is grainless, dry and re-usable. It is
sensitized by a uniform electrical charge in the dark, immediately prior to
exposure. Positive or negative potential using corona discharge can be applied.
The film is then exposed to the light image. To develop the image in the form
of deformations or grooves, the photoplastic film is heated to its melting point
rapidly. The inert support to which the film is attached remains essentially
at room temperature and serves as an efficient heat sink to cool the film
quickly and freeze-in the deformations. On remelting, the surface is smoothed
over and is ready for re-use. The resolution properties of photoplastic films
are claimed to be of the order of 0. 4 microns for a 1 mil film with 100 volts
charge at room temperature. Since the information recorded on such film
appears in the form of thickness modulation its behavior in the beam of
coherent light must be investigated. As far as is known such investigation
has not yet been undertaken but is certainly warranted when one considers
obvious advantages of photoplastic films for use in radar signal correlators.

8. "Rapid Processing Black and White Films of High Resolving Power,"
J. Duffy, Photographic Engineering, Vol. 6, No. 2, 1955, p. 130

9. "Photoplastic recording," J. Gaynor and S. A. Aftergut, Photographic
Science and Engineering, Vol. 7, No. 4, July-August 1963, pp. 209-213.
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As already mentioned, film is not the only method to modulate
coherent light. Other standard methods, suitable for short time correlation
techniques, utilize stress modulation in a solid or liquid transparent medium
produced by application of signal in the form of ultrasonic waves. The stress
changes in the medium modulate its index of refraction which, in turn, can
provide phase modulation to a beam of coherent light shining through the
medium. Various types of such modulators, using both liquid and solid media,
and different physical processes, have been described in the literature.
Although they dispense completely with signal recording requirements their
application to dispersed pattern correlation problem is not possible because
of insufficient delays available (For example, 1 ft. of quartz can provide
roughly 100 sec delay at ultrasonic frequencies ). Ultrasonic cells are
particularly suitable for pulse compression filters and have been often used
for that purpose.

D. Application to Angular Dispersion and Compression.

Before discussing actual application of an optical correlator to corn-
pression of a pseudo-random pattern, a few general remarks about the opera-
tion of a moving film correlator must be made.

Refering to Figure (14) it is seen that if the system is to be used as
a correlator then both signal and reference transparencies cannot be super-
imposed in plane Pl because of resulting bias-signal cross products appearing
at its output. If the plane P1 is used for moving the signal film alone, then
a bias stop can be inserted at plane P 2 (see Figure 15) and the signal may be
recovered by a subsequent Fourier transform. This arrangement is illustrated
in Figure 17. The reference mask is placed in the plane P 3. This mask consists
of identical signal recordings placed side by side for each incremental value of
x. Since the mask is on film it will also have a bias value. The effect of this
bias must be eliminated before the true correlation function can be recorded.
This is nominally accomplished by utilizing specific properties of the input
signal.

When the signal film in plane P1 moves with a velocity Vf the signal
output at plane P. after bias removal is*

If the system is designed c-orrrectly all dimensions in space are equal
and the subscripts can be omitted.

-
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where y' = Vft and t is the time variable. The mask signal is of the form
A0 + stj (x, y) so that the output at the plane P 3 isJ0

= ~ ±(74)

The combination of lenses L.3 and Lc3 takes a one-dimensional Fourier trans-
form (in the y-dimension) of Equation (74). Consequently the output signal at
plane P 4 is,

X. , g)] I (

When the output at plane P 4 is read through a narrow slit placed at Wy = 0

(along the x - axis), Equation (75) will change to:

S, 1 (Xo -, 0 . 4) fh.1%, .'),LbJ (76)

The second integral in Equation (76) will be recognized as the desired auto-
correlation function. This autocorrelation can only be obtained if the first
integral of Equation (76) is zero for all values of y'. Now, if the signal
s I(x, y) represents one revolution of a pseudo-random antenna pattern
with zero average value the first integral will be zero. If, however, s 1 (xo, y)
contains some additional modulation (target scintillation, etc. ) its value
integrated around the pattern in time may not be zero. At this point it may
be convenient to recall that all signals and masks in this system are recorded
on an off-set frequency wc. In the plane P 4 there will be two Fourier spectra
on the left side of the slit as given by Equation (75). The first of these is
due to be the product Aos 1 (xo, y-y') . It will actually be a .'running" spectrum
because y' is constantly changing with time; when the film speed is slow it
will be the same as a stationary spectrum. Since the signal is recorded on

an offset frequency the spectrum JAos toji1 -t )e 2 will never have a
d-c component and hence will not interfere with the recording of the auto-
correlation function through the slit at w = 0. This will be true regardless
of the modulation on the input signal and its average value. Thus the offset
frequency recording of the input signal will automatically eliminate the mask

bias term.

The system shown in Figure 17 represents a"brute force" method

of synthesizing a correlator. Yet, as will become evident later, when the
signals to be correlated extend over appreciable time intervals it may be the
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only system which is immediately applicable with present day techniques.
Its main disadvantages are its length and excessive film usage for signal and
output recordings. Another disadvantage may be the time delay required
for film processing. This, however can be cut down considerably with
contemporary techniques. Since the system uses only processing in y-dimension,
the light beam must be coherent only in the y-coordinate. This can be accom-
plished with a slit perpendicular to the y-axis and passing through x = y = 0 at
the focus of a collimating lens as shown in Figure 17. The use of a slit increases
light intensity throughout the system but even then the physical length involved
may require that a low power laser be used as the light source.

Figure 17 represents the essential features of an optical correlator
suitable for angular compression and dispersion. A few comments on some
specific problems connected with this particular application may be appropriate.
First of all, to achieve proper -angular : correlation in time, the film
velocity Vf in plane P1 must be closely synchronized with the antenna rotational
speed 0 . The time at which the correlation occurs will then indicate the target
angle, and the -width of the peak at the 3 db points will give the angular resolution.
The processor is capable of angular correlation in one angle and at all ranges.
In order for this to happen the aperture must be sufficiently large to accomodate
all required range bins in the x-dimension and all signal pulses received during
one full antenna resolution in the y-dimension. A common variety field radar
has a range resolution of the order of 0. 5 nautical miles or 6 .sec. A film
with a resolution of 100 lines per mm can conveniently accomodate at least 50
range bins or 25 n. miles in one mm. If a standard 35 mm film is used a
range interval of 875 nautical miles can be processed in the x-dimension.
This may be regarded as sufficient for most applications. For an angular
resolution of 0. 5 degrees the pulse train which represents one antenna
revolution will consist of about 720 pulses. If only half of the film resolution
properties are used this train can be recorded in a total distance of 14.4
mm, or less than 50%o of the aperture. Thus the storage properties of the film
can hardly be compared with those of ordinary electronic devices. It is
mainly this availability of practically unlimited delay on film that makes its
use so attractive for purposes of angular pattern compression. One signal
pulse train in any range bin can be represented on film as

{ - (77)

when the film is stationary. If the film is moving with a velocity Vf as indicated
in Figure 17 a time displacement variable proportional to O/Zw is introduced into
all modulation terms. In Equation (77) So is the bias level, Tr is the prf period,
W c is the offset frequency, a(a) contains only the target modulation (e. g., the
signal is doppler compensated and already compressed in range), *Gm
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is the pattern phase associated with the particular mth sample and 16 is an
arbitary phase which accounts for all other possible phase shifts. The maskJ recording contains a pulse train which represents a complex conjugate of
Equation (77). In the real signal domain this means that the argument of the
cosine term in Equation (77) is reversed in sign, e.g. , the term is cos (Wcm Tr -

This type of recording can be made with a special type of processor which
is aescribed next.

jConsider a fully coherent radar, transmitting RF pulses at frequency
Wo and phaseo<0 The received signal (at RF) in any pulse may be written as

T , C0 %" (78)

where G a is the product of the product of the properly delayed antenna pattern
and signal modulation functions, and P is the phase associated with G and a

(combined). "Rellstands for real part of the otherwise complex signal SR.
Observe that

(79)

The purpose of the processor is to convert the signal of Equation (78) into (79).
In a coherent radar there are two convenient CW reference sources

( S (80)

Using two product detectors one gets

and

Upon filtering out of the 2 wo terms two coherent video signals are obtained
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(82)

When the signal S 2 is shifted in phase by ir radians

S A (83)

Signals S 1 and S 2 ' are used to modulate the in-phase and quadrature reference
CW signals in two balanced modulators. This gives

t 2.

(84)

Addition of both terms of (84) results in

A

S~ cn(L*-'cbsf(85)

The block diagram of the processor is shown in Figure 18. When the output of
the processor is heterodyned down to the offset frequency tc, and if the signal
phase modulation is removed from P by range compression the resultant signal
is recorded as a mask in plane P 3 . The output recording will only register
the squared absolute value of the angular autocorrelation function. Thus, there
still remains the problem of the unknown phase angle I in Equation (77),

7This angle incorporates all unknown signal phase shifts acquired in space and
during the processing. It can make some of the signal samples go to zero
when there is actually signal present at the antenna. For this purpose another
processor working in quadrature with the first one (including the mask) must
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be used. When the outputs of both processors are monitored by photomultiplier
tubes instead of film they can be added to produce the final signal. Note that if
the input signal contains doppler shift it will manifest itself in the spectral planes
P 2 and P4. Positive and negative signal spectrum components will have theirI. peaks shifted by an amount proportional to the doppler frequency. This will
prevent proper signal multiplication in the plane P 3 since the mask is recorded
for zero doppler. Thus a different set of masks must be used to process each
doppler frequency. This, of course, complicates the system immensely. An
alternative method may be to record the signal for two full antenna revolutions
and utilize one revolution to monitor the doppler frequency at the plane P 2 .
Observed signals can be used to activate a deviable oscillator located ahead of
the optical processor at IF; this would compensate for the doppler shift during
the next antenna revolution. Since doppler shifts in all range; bins are not
necessarily equal, a separate compensation for each range bin must be generally
employed.

The description above has been rather suggestive than rigorous in
the sense that little mathematical analysis of the system has been presented.
Many practical details such as the effect of the finite aperture size on the
inverse Fourier transforms, the presence of noise in the system, and the de-
gradation of resolution due to cascading of optical components, were completely
neglected. Nevertheless the example above served to point out that the two
dimensional nature and availability of large storage delays in the optical systems
makes then useful in applications such as antenna dispersion and compression.
If the system of Figure 17 is regarded as a stepping stone toward the implementation
of a six-dimensional radar rather than as an ultimate and practical signal pro-
cessor then, perhapes, some of the omissions and lack of rigor may be justified.

E. Extension to Multiple Dimensions

In the last section a rather crude method to achieve pattern com-
pression in one angular dimension and at all ranges was discussed. It was
shown that presence of doppler shift in the received signal may complicate the
required processing very significantly. It is conceivable that with a cleverly
designed scanning pattern a two dimensional optical correlator may perform
a simultaneous pattern compression in both angles; with present state-of-the-art,
however, one such processor would be required for each range bin. Hence the
extension of optical processing to more than two dimensions seems to encounter
all the usual problems of excessive equipment complexity.

There are many problems in optical signal processing still awaiting

solution. It may be possible that extension to more than two dimensions can be
achieved by synthesis of proper pattern and signal modulation functions in order
to obtain signal recordings with the self-focusing properties of a zonal plate.

-68-

I



TI

The art of light modulation by methods which would permit long
delays without requirement of film storage is still in the beginning of its
development. Efficient methods for combination of several modulated light
beams either by addition, subtraction or multiplication are still not available.
Finally, utilization of such properties of light as color modulation and polariza-
tion for purposes of signal processing are not fully explored. The potential
use of fiber optics as a means of multiple channel processing should be investi-
gated.

Answers to all of these problems may eventually provide the tech-
niques for synthesis of a truly six-dimensional correlator.
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SECTION VI

MULTIPLE FREQUENCY ANTENNA TECHNIQUES

I. Introduction

The term "multiple frequency array, " as used in this paper, will refer
to antenna arrays in which each radiator operates at a single frequency.
Analysis of the properties of these antennas will be restricted to one dimen-
sional, linear arrays; consequently, the radiator frequencies can be repre-
sented as a function of one position variable. The geometrical configuration
of the array is like that illustrated in Figure 1, where the array appears as
a line segment. A simple example of a multiple frequency array is one in
which the operating frequency varies linearly with the array coordinate.
The operating frequency in this case can be represented by the graph in
Figure 2. Frequency distributions of this type, in which no frequency is
repeated, are of primary concern in this paper.

Study of multiple frequency arrays originally was motivated by the search
for high bandwidth antennas in which the element transmitters were limited
to narrowband, CW operation. The multiple frequency array defined in
Figure 2, for example, is capable of transmitting wideband signals despite
the fact that each element is excited by a CW transmitter. Total bandwidth
of the emitted signal is limited only by the number of radiators in the array,
and the frequency separation between adjacent elements. In fundamental
concept, the spectral components of the desired radiated signal are assigned
to the individual radiators of the array. The frequency difference between
adjacent radiators therefore determines the repetition rate of the transmitted
signal.

One of the main problems associated with multiple frequency arrays is
an apparent loss in angular directivity. Because of the spreading of individ-
ual spectral components among the array radiators a range-angle ambiguity
pattern results, i.e., appreciable beam energy can be found at a number of
range-angle values, instead of one range-angle value as in the case of a
simple pulse emitted through a narrow beam. This loss in directivity can
be circumvented, however, by varying the multiple frequency array illumi-Ination such that each frequency appears at each radiator, in sequence, as a
function of time, - and then integrating the received signals. The output of
the integrator in this case resembles that obtained from a conventional
antenna system in which the entire pulse spectrum is emitted from each
radiator. The obvious disadvantage of this process is the loss of time
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involved in cycling each spectral component so that it can radiate for a
period from each radiator in the array. However, the advantage gained is
one which is usually found in pulse compression systems - high peak powers
are obtained with low power CW transmitters. Moreover, hNgh bandwidth
signals are easily generated since the lare bandwidth is created through
addition of a large number of narrow bandwidth signals. A less obvious

T advantage of the multiple frequency array technique is its relative immunity
I to mutual coupling effects. Since each radiator operates at a different fre-

quency, narrowband filters can be used to attenuate coupled energy. The
transmission of the multiple frequency array can also be modified to over-
come the classical transit time problem usually associated with large
radiating apertures. In conventional arrays transient buildup of the radiated
signal is incurred (equivalent to a pattern distortion) when the spatial extent
of the signal is small compared to the aperture size and when the aperture

beam is scanned off broadside. As will be shown in later sections this
transient effect can be eliminated through use of a time -varying multiple
frequency illumination in which the phases at the radiators are changed as
a function of time.

A knowledge of the propagated energy distribution in space and time
is required to quantitatively analyze the properties of multiple frequency
arrays. For this reason equations relating the radiated field and the aper-
ture excitation will be reviewed first.

II. Field Equations

The classical diffraction problem is concerned with finding the radia-
tion distribution caused by a known current distribution over a plane aperture.
The nature of the radiation distribution must be such as to satisfy the wave
equation. Suppose the aperture, A, containing the excitation currents is

described by the coordinates shown in Figure 3. The aperture coordinates
are x and y, z is the coordinate perpendicular to the aperture, and (R, 0,0)
is the usual spherical coordinate system. When the current operates at the
frequency w, and when it has an amplitude and phase given by the function
F(x, y), the radiation field is given by(1 )

(1) S. Silver, Microwave Antenna Theory and Design, Radiation Laboratory
Series, McGraw Hill, 1949, p. 173, Equation (8).
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I :~e (tAR)
'1k ] e S o4

I
(1) S. Silver, Microwave Antenna Theory and Design, Radiation Laboratory

Series, McGraw Hill, 1949, p. 173, Equation (8).
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The quantities, t and c, represent the time and the propagation velocity,
respectively. The quantity S is a unit vector normal to an equiphase surface.
This surface becomes the aperture itself when the phasing is uniform, in
which case iz S=.

The radiation expression is based on three assumptions, usually found
in array theory. These are: (1) uniform polarization of the currents,
(2) small wavelength compared to the aperture dimensions, and (3) the far
field approximation in which R is assumed much greater than the aperture
dimensions. The assumption is also made that only one frequency coinponent
is radiated. The purpose here is to derive the radiation distribution when
the more general excitation, a(x,y, t), appears on the aperture. Provision
is made in this formulation for more than one frequency to exist at a point
in the aperture. A Fourier transform of the excitation a(x, y, t) can be defined
as A(x,yco),which denotes the excitation spectrum for each aperture point.

Application of the expression (1) to a particular spectral component
of the excitation, a(x,.y,.t)-, 'yields'

Notice here that the equiphase surface, S, generally depends on the frequency.
To consider all the frequencies in the excitation spectrum, apply the super-
position principle to Equation (2) to obtain the total radiation distribution.
This is

I latw~a)(3)

where several terms have been consolidated into the quantity,

, , -- (
T74 (4)
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This represents the time delay of a disturbance traveling between the point
(x, y) on the aperture and the point (R, 0, *) in space. It is possible to trans-
form (3) so that the quantity, Tx, has more conceptual value. Interchange
the order of integration in Equation (4) to obtain

Le4. eLJ('4A t  (5)

The integration, here, with respect to frequency, w, is recognized as the in-
verse Fourier transform of the quantity, iw(cos 0 + i* S) A(x, y, w) e .
Assume first, as will be later justified, that iz. S,, equals some constant, tl.

A well-known transform relation can now be applied:

where T 1I represents the inverse Fourier transform and the function F(w) is
the Fourier transform of the function, f(t). The quantity to is just a constant.
In the expression the excitation spectrum A(x, y, w.) is analogous to the function
F(w) in (6). Therefore (5) becomes

~'C

This is the radiation distribution for the general aperture excitation, a(x, y, t).
The assumption made during the derivation, that iz .Sw equals a constant
holds in the two cases of interest here. The first case occurs when the

phasing is uniform, implying that i,-S, I. The second case, applicable to
electronic scanning techniques, occurs when the phase varies linearly with
the aperture coordinates, x and y, and the frequency w. The fact that iz S"
is con nt in this second case follows on inspection of the equation for
iz S , ,

A, i a.,-&i (8)

I
g (Z) S. Silver, op. cit., p. 162, Equation (107).
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where i/ is the phase distribution. In cases where the quantity i ' SW is not
constant, slightly more complicated radiation expressions ensue.

A noteworthy aspect of the expression (7) is the appearance of a time
derivative. This operation may be interpreted as the effect of proceeding
from the aperture disturbance to the disturbance in space. The other effects
described in (7) are the usual range diminution, the obliquity factor which
accompanies all flat arrays, and finally the time delay of the disturbance
traveling from the array into space. This latter effect of time delay is the
only factor which gives information as to the interaction of the radiators;
consequently attention will be focused on the quantity

if(9)

which is defined as the space pattern. The effects of r.ang diminution,
obliquity factors, and time differentiation will be taken for granted.

III. Typical Patterns

A. Linear Frequency Distribution

Since the arrays of interest are one dimensional, the multiple fre-
quency array can be represented by the form, a(x) eiW(x)t. The quantity 4)(x)
denotes the frequency component as a function of the array coordinate; a(x)
denotes the array illumination, which specifies the amplitude and phase of the
disturbance for every array position. Referring to (9) and making the necessary
dimensional adjustments, the space pattern for the general multiple frequency
array is given by:

?L WN,( -- -Z, (10)

This expression assumes the array is located between x = -a and x = a. The
multiple frequency array having constant illumination (a(x) = 1) and having
the frequency distribution,
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where wo is the center frequency, 2 w.6 is the bandwidth, and Za is the array
length, has a representative space pattern. The problem here is to put the
resulting integral, Equation (10), in terms of tabulated or common functions.

T Substituting,

(12)

- ye e

When

the expression becomes

A change of variables, y A + x, reduces the expression to

o+A~J 
(14)

Expressions of the form

are known as Fresnel integrals, and they have been tabulated. (3) Denoting
these S.(u) and C(u), respectively, the space pattern is finally:

(3) E. Jahnke and F. Emde, Tables of Functions, Fourth edition, Dover
Publications, New York, 1945, p. 34-37.
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This expression includes all cases except B O, (i.e., the broadside case)
but this case may be handled separately. Set 8 = 0 in (12) to obtain

k
" " (16)

Thus the Equations (15) and (16), jointly determine the energy distribution
in space and time, caused by the particular antenna excitation described
above.

In order to interpret the space pattern, described by (15) and (16),
one must first understand the nature of the Fresnel integrals. These have been
plotted in Figure 4. Both functions are antisymmetric, e.g. , C(-u) = -C(u),

and as a result their graphs go through the origin. Also, depending on the
sign of their arguments, they have a damped oscillatory behavior about the
values of 1/2 or -1/2. In fact, the functions approach these values asymp-
totically. The exact asymptotic forms (for large x) are

I

Use upper signs when is positive and lower signs when is negative.
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From these properties, the qualitative behavior of the space pattern can be
determined; but as a conceptual aid the space pattern is plotted for the para-
meters, acn6/c = 40 7 and 0.2. This plot appears in Figure 5. The
fact that the quantity, R-ct, is an independent variable in the figure. instead
of R, means that the pattern propagates from the antana, .... ,,e speed, c.
Consequently, the plot is one which an observer, moving with the velocity
c, would see.

There are four descriptive aspects associated with the space pLt-
terns of Equation (15) and (16), three of which are conveniently described by
introducing the concept of the radial pulse. Indeed any pattern may be
thought of as a set of radial pulses whose forms depend on the angle. Usually,
the form is the same for all angles, so that each pulse is connected to the
others by proportionality constants. The situation here is different in that
the pulse forms will vary with angle, The outstanding feature of the pattern
is the set of the radial pulse maxima which form a ridge about the antenna.
Referring to Equation (12), it is seen that, for a fixed angle 0, P is maximized
when

Hence, the locus of the maximal ridge is

?. , (18)

This locus is known as the Limagon of Pascal, and is plotted in Figure 6.
Notice that the parameter a/6 affects the shape of the ridge, such that small
a /6 implies a more circular shaped Limagon.

The next aspect is the field strength on the Limagon itself. An
expression for this is found by substituting A = 0 into Equation (15). The
result is
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The point to be seen here is that the field is peaked about B =0, the broad-
side direction, where it has the value Za. At other positions on the Limagon,

T, (20)

Therefore, when

since 29/n < sin 9 for all values of 0, the following inequality ensues,

1. Applying this inequality to (19) yields

Thus the half power point on the Limaqon occurs between the angles 0 0
and 0 = Tr 2c/Zawo . By either increasing the bandwidth w, 6 or the arrayJ length, the half power points approach closer to the broadside direction.
In this way, the Limagon field becomes more peaked.

Although the field level of the radial pulses decreases for in-
creasing angle, 0, the pulses broaden; and as a result all the pulses contain
the same amount of power. The fact that the pulses do broaden can be seen
by finding two "half-value ridges. " These are defined as the ridges which,
for any angle 0, have half the field strength as that on the maximal ridge.
It will be shown that these two ridges separate more for larger angles,
which implies of course that the pulses broaden. When neither 0 nor

do a/c is small, the half value ridge can be shown to be given by A =+ a or
R = ct + (a/6 + a) sin9. By (15) the field on these loci is given by

-15-



Since the Fresnel integrals vary little for arguments removed from zero,
PlH will indeed be half of P)A, despite the fact that the argwnents of C and S
are different in (19) and (22). The radial distance between the two ridges
is 4a sin U wnich, as cialmed previousiy, increases as the augie increast.

The remaining consideration is the asympotic behavior of the field
strength on the radial pulses. On broadside the behavior is clear from expres-
sion (16). For angles off the broadside, the radial dependence of the pattern
is obtained through the use of the asympotic forms of the Fresnel integral in

(17). When 0 and R-ct are not small, it follows from (15) and (17) that

2 _ o
7, A- (23)

Hence the space pattern asymptotically decreases, radially, faster than
i/R-ct as R-ct increases, and most of the energy in the radial pulses will be
located between the half-value loci.

Under certain circumstances, the expression for the space pattern
can be simplified, When awo6/c is small a simplified expression is obtained
by making the approximation,

kc 5- (24)

Substitution into (12), when b = w6/ac (R-ct), yields for the space pattern

I. (I (+ig')C0 (bX\ AN (25)

Evaluation of the integral produces the final result,
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In the limit of very small bandwidth, B becomes small, and the pattern is

i, . . (27)

This is a situation where the field is constant over the Limacon. Also the
pulse will be relatively wide since wo6 is small. A plot of the narrowband

case appears in Figure 7.

The continuous array, just analyzed, is an approximation to the
actual array with discrete elements. When the discrete array is analyzed,
however, only the concept of a "pulse repetition rate" is introduced. As for
the form of the space patterns, they are very similar to the corresponding
continuous array. Suppose the frequency of the n-th radiator is given by

+o (28)

where xo is a constant. Assuming anwn is constant, the pattern can be
written

~ '~(+(29)

When the substitution for w,% is made, when the small bandwidth approxima-
tion is made, and when well known summation formulas are applied, the

pattern becomes:

~i~(~) ~ON It~~4 vs C (30)

This expression assumes a maximum value, ZN + 1, wheneve-

-(31)
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Hence the pattern is a succession of constant field ridges which, for a fixed
range, occur at time increments, At = 2TrN/wo6 . In other words, the pulse
repetition rate is ',6/wN per second.

The analysis here has uncovered several differences between the
multiple frequency array space pattern and the patterns of conventional
antennas. The radial pulses have different forms for different angles; the
energy in the radial pulses is independent of direction; the locus of the set
of radial maximas is no longer a circle, but instead a Limacon; a pulse
repetition rate is achieved without radiator modulation. The major draw-
back of these arrays is the large amounts of sidelobe energy which they
produce; the advantage is in their bandwidth capability. A possible instru-
mentation might make use of the bandwidth capability on transmission, then
a conventional array could add directivity to the system on reception. In
this way, the advantages of both arrays would be utilized.

B. Symmetrical Distribution

A modified version of the linear frequency distribution is the
symmetrical distribution given by

o' (I t X (32)

The distribution is illustrated in Figure 8, and there it is shown that the band-
width is wo6, the array length is 2a, and the minimum frequency is wo. The
space pattern of this array is similar to that of the last section; however, an
improvement in directivity exists, and the array is important for that reason.
Furthermore, much of the analysis of the previous section can be used to
derive the space pattern.

The pattern expression, when a(x) w(x) 1, is

-9(33)
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which is most conveniently written as two integrals:

I06
-- ( l . . J . ... . ( 3 4 )

From the last section, borrow the notation:

and let

Then by arguments identical to those of the preceding derivation, the space
pattern becomes

IA LEf e~ ~ (35)

Using the triangle inequality, i. e. , Ip-+ q :5 1 p I+ q for any p and q, an
upper bound for (35) will be:

A'

A A

Referring to (14) and denoting the space pattern of the previous section,
IL (A, B, a), (36) can be rewritten as

A- 7 (37)

1.
-21 -
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This is the desired result. It means that an envelope for the symmetrical
distribution space pattern is the sum of two space patterns for a linear
frequency distribution. The envelope is shown in Figure 9. 4

The envelope is characterized by two intersecting maximal
ridges, Limagons, whose loci are given by R-ct = (a + a/6) sin 6 and
R-ct = -(a + a/6) sin 0. The important parameters are,(a + a/6), which
affects the shape of the Limapons, and awo6/c which affects the rate of
field strength descent on the Limagons with distance from the broadside
direction. As for the sidelobe energy, it is approximately half that of the
array in the previous section. This is a result of the fields adding linearly
on the broadside to give twice the amplitude as that on either ridge. This
means the power level here is four times that of either ridge. Although
this is only a crude argument, actual computations have shown close corres-
pondence to the prediction. Actually the new sidelobe energy is 3/4 the
amount of the old sidelobe energy. This is true regardless of the parameter
values.

Since the symmetrical array has greater directivity it may be
desired to combine this array with a directive receiver achieving even
better directivity. The bandwidth of this array, however, is half that of
the array in the previous section. It has been shown that the symmetrical
array can have increased bandwidth only by increasing the number of radia-
tors or by changing the pulse repetition rate. It is also possible to extend
the symmetrical array as is done in the cases illustrated in Figures 10 and
11. These have an even greater amount of directivity, but the bandwidth will
be limited to greater extent. The mechanism for these multiple frequency
arrays is described below.

Frequency duplication along the array increases directivity, but
it also eliminates the possibility of increasing total bandwidth. This trade-
off is based on two factors. First each frequency,component must be
separated from adjacent components by the same frequency increment to
keep a specified pulse repetition rate. Secondly, each radiator emits only
one frequency component. When either of these conditions are eliminated
the tradeoff will disappear.

IV. General Representation

A. Matrix Representation

This section is concerned with arrays whose radiators are not
limited to a single frequency. The only restrictions are that the array be
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band limited and that the array extend from x -a to x a. If the center
frequency is denoted by wo and the bandwidth is 2a, these arrays can be
represented by a matrix rectangle extending from x = -a to x = a in one
dimension and from w --. - a to w = w, +a in the other dimension. The array
is then completely specified when a magnitude and phase is associated with
each point in the rectangle. An example of this representation appears in
Figure 12, where the entire bandwidth is emitted from each radiator. When
the amplitude and phase are assumed to be the same for all radiator pqsi-.
tions and for all frequencies, this example defines the continuous uniformly
illuminated conventional array. The space pattern for this array is

S fe e ,,, (38)

After the array integration has been performed,

By a simple substitution this becomes

I-ic Cu (40)

I Except for cxtremely high bandwidths a good approximation for (40) is

I
or

A &OL C_(41)

Figure 13 illustrates the graph of this expression.
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Normally, there are a finite number of radiators, each of which
emits a periodic signal. Periodicity implies a certain finite frequency
spacing between the spectral components; hence, owing to the finite band-
width assirnptinn. thA m rtiiae-,tR 'vit ^m h !:k u finite, ffreq.ency

components. Such arrays are most conveniently represented as matrices.
When the available spectral components and the radiators are evenly spaced,
the matrix concept arises from the mesh-like structure imposed on the pre-
vious rectangle. As shown in Figure 14, the nodes of the mesh correspond
to the matrix positions. Later, the concept of the array matrix will be useful
in describing gain for thc general array, It will be scen also that the matrix
representation concisely describes the "time-integration process. "

The patterns of two sample arrays will be considered first. Analo-
gous to the continuous array above is the discrete array where all matrix
elements have an amplitude of unity. Again, this is a conventional array
since each radiator emits the same signal; the space pattern is the double
summation

X.-M MI-

where d is the radiator spacing and A, is the spectral spacing. After making
the small bandwidth assumption and then carrying out the summations, the3 space pattern becomes

e. ~ 1(43)
I.

As in (41), the pattern will have a low amplitude when either t - R/c or the
angle 0 is large. The peakedness of the pattern is controlled in range by
the bandwidth and in angle by the array length.

Another example which can be illustrated is the "random array."
The matrix elements in this case are either 0 or 1, and the excited elements
(l's) appear randomly in the matrix. The field strength for the point R. = ct
and 0 = 0 will be equal to the sum of the matrix elements. Whereas the
signal in other regions will have a low level noisy structure. In other words,
the excitations coherently add for only one range-angle direction. This
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follows from the fact that randomly chosen Fourier components create noise-
like signals. The plot of the pattern of this array appears in Figure 15.

B. Time Varying Distributions

A time-varying distribution is one which is represented by a series
(in time) of static distributions. If each of the static distributions arises
from a particular array (matrix), the excitation producing the time-varying
distribution will be the time sequence of these arrays (matrices). Conversely,
when a set of matrices are excited in sequence, a time-varying distribution
of pattern ensues. Assuming the targets move little during the sequence
period, the return will be a series of individual returns, corresponding to the
various matrices. These returns consecutivelyfollow one another. If it were
possible to separate the individual returns and then coherently sum them, the
resulting signal would be the same as if all the matrices where simultaneously
excited. This is just an application of the superposition principle. Such a
process can be carried out by storing the individual returns in a recirculating
delay line. Each new return is automatically added to the signal present in
the delay line. This operation is called the time-integration process. Through
use of this process, the desired effect of any matrix can be achieved from a
decomposition of that matrix. The set of matrices which are of interest here
consists of ZN + 1 different multiple frequency arrays, where a typical fre-
quency distribution appears in Figure 1U. This figure shows that the para-
meter, r, serves to label the array excitations in the set. There are two
important properties of this set of arrays. For any frequency distribution,Ia given frequency appears once and only once on the array. Secondly, the
sum of all the matrices in the set is a matrix which represents a uniform
weighted conventional array. Therefore, the set of multiple frequency arrays,Ias illustrated in Figure 16, combine by the time-integration process to give
the effective pattern,

(44)CI

The expression (44) indicates two facts: (1) multiple frequency arrays can
combine to give the range and angular resolution of a conventional array
(2) the total power return from the time-integration process is the same as
when a conventional array is used. The major sacrifice of the process is
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operational speed. Effectively ZN + 1 arrays arc required to examine one
angle, whereas normally one array is sufficient. Th%. facL that the -- 'us
arrays car 1% svched on and off in an electronic fashion will m'1;. Lhe
r-lc-m less severe. Also it vIl bs Elhuwn next that the time-integr-tien
process is amenable to electronic scan techniques. In this way the opera-
tional speed can be maximized.

C. Transit-Time Compensation

Techniques for achieving electronic rotation of antenna patterns
are limited by the transit-time problem. The problem arises in cases
utilizing pulses which are shorter than the antenna length. Unless com-
pensating time delay elements are used, the array signals (transmission
or reception) will not coherently add for angles off the broadside of the
antenna. The delay durations depend on the angle of interest; therefore,
time varying time delays must be employed for scanning. These elements
are to be avoided, for efficient variable time delays are beyond the state
of the art.

The transit-time problem exists only when the radiating or
receiving elements operate over a wide frequency bant4. Narr-ow band con-
ventional arrays can use phase distributions in place of time delays. It
will be shown here that multiple frequency arrays require a phase distri-
bution, depending on the frequency distribution, to overcome the transit-
time problem. This is reasonable because multiple frequency arrays have
only one frequency per radiator, in which case a phase distribution is
equivalent to a time delay distribution. The distinction between phase- and
time-delay appears when more than one frequency is involved at an array
position.

Consider the case described in the previous section in which
ZN + 1 multiple frequency arrays combine to form the equivalent of a con-
ventional array. Assume further that the receiver is a multiple frequency
array superimposed on the transmitter, and that the receiver is matched
to the transmitter. This means that for each array in the set a receiver
element accepts only the frequency transmitted from the same point. In
this case, the returned signal is the sum of the radiator signals with twice
the delay as that experienced on transmission only. Hence, for a given
array excitation the signal return may be written
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2 .. e(45)

where x(k) is the position of the kth frequency. This consideration has the
effect of doubling the range and sine of the angle in (44), and hence the
processed signal will be

In order to rotate this pattern, sin 9 must change to y + sin 8; the
rotation will then be through an angular amount arc sin 7. It follows that by
multiplying the pattern by the factor

the term sin.B is replaced by sin 0 + -t, and the pattern will have been rotated
by arc sin -. This multiplication is the same as adding the phase distribution
given by (47). The phase distribution is more conveniently written in terms
of the parameter r. As stated before, this parameter identifies particular
frequency distributions in the set. By Figure 16,

' ( ) ,Y-. t4 --r (48)

i the frequency distribution corresponding to r. By substituting in (47)
for m, the phase distribution which rotates the pattern becomes:

(49)



For a given array, r, in the set, the expression in (49) shows the required
phase distribution to rotate the pattern by arc sin y. In other words, this
equation specifies the phase at a radiator, k, when the m-th frequency
appears at that radiator. That frequency is given by (48). Hence the need
for time delays has been eliminated and the time-integration process can
operate with a wide frequency band, without the limitation of the transit..
time problem.

V. Gain

Gain, like any other single measure of the antenna pattern, can supply
only a limited amount of information concerning antenna propertie,.. Evalua-
tion of antenna patterns requires knuwledge uf the entire energy distribution
rather than some characteristic of the distribution. Nevertheless, it is useful
to know the peak power delivered to a target for a given input power. This
is the purpose of the gain measure defined here; the purpose, as will be
evident, is not to measure directive properties of the antenna.

The gain, G, is defined as the ratio of peak power to the input power.
When the radiators emit only a finite number of frequency components, i.e. ,
periodic signals, the input power is understood to mean the input power in
one cycle. If the spectral content of the array as a function of radiator
position is A(x,w), the pattern will be

C , A4 C64 t -41)(50)

For uniform phasing the pattern assumes a maximum value when 0 0 and
t = R/c which is

= (51)

The input power is given by

(-36-



I

Therefore, in general

C IN~.A~ (53)

When A(x, w) involves only a finite number of both frequency components,

(2N + 1), and radiators positions, (2M + 1), the gain expression becomes

~ ~. Mr-(54)
The symbol, Ak,m, denotes the magnitude and phase of the m-th frequency
component at the k-th radiator. In the case where A(x, w) or Ak, m is either
1 or 0 (uniform weighting) the gain has a special geometrical interpretation.
Referring to the rectangular representation for available frequencies and
array positions, (53) may be identified as the area of the excited region
within the rectangle. If the entire rectangle is excited, as for the conven-
tional array, the gain is the area of that rectangle.

Referring to the matrix representation of arrays described earlier,
(54) can be identified with the number of excited elements in the matrix.
Thus the pulsed point source emitting N frequency components has the sane
gain as the array of N radiators opcrating at the same frequency. Notice
in this latter case the.gain definition coincides with the conventional one,
The gain definition combines the concepts of angular directivity and range
resolution; hence it is called the composite gain in range and angle.

, VI. Ambiguity Function

In order to determine the inherent resolution characteristics of an
antenna, the concept of an ambiguity function has been developed.
Woodward (4) defined an ambiguity function to show the basic limitations in

I resolving the range and range-rate (doppler) of two targets. The concept

(4) P. M. Woodward, Probability and Information Theory with Applications to
Radar, Pergamon Press, London, 1953.
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was then extended by Urkowitz, Hauer, and Koval (5 ) to account for angular
resolution. The basic objective of Urkowitz, et al, was to state quanti-
tatively the difference in signals, processed by the antenna, originating
from two sources separated in range, range-rate, and angle. Antennas
whose signal differences were great for small separation of the sources
were said to have fine resolution capability.

The first step, therefore, has been to define a quantitative measure
of signal difference. The measure of difference defined here is designed
to account for range and angular separation, and it differs from the pre-
vious measures of difference. It can be written:

esr s t c(55)

where S 1 is the processed signal originating from a target at the point.
(R, 0) and S2 is the processed signal originating from a target at (R + &R,
0 + A0). The situation is shown in Figure 17. Note that this measure
depends only on the separation of the two sources and not on the absolute
coordinates.

1 When the squared term in (55) is expanded, there results

If -k JIl S. f ~AbA - -I, Ss 6 ? (56)

The first two terms represent the energy from the respective targets, and
they are assumed to be equal. The third term contains the resolution infor-

i mation, and is defined as the ambiguity function, O(AR, &0):

When the signals S1 and S- are such that the function @(AR, A6) is sharply
peaked about the point AG = AR = 0, the range-angle resolution of the
antenna will be good,

I (5) H. Urkowitz, C. A. Hauer, J. F. Koval, "Generalized Resolution in
Radar Systems," Proc. IRE, Vol. 50, Oct. 1962, pp. Z093-2105.
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The processed signals, S 1 and S2 , merely represent the pattern of theJantenna; for an illumination function, a(x, t), these signals may be written

(58)

The second signal is equivalent to the pattern shifted AR in range and AO
in angle. Therefore, as a first formulation, the ambiguity function may be
considered as the autocorrelation of the antenna pattern.

For purposes of resolution synthesis, the Fourier series formulation
of the ambiguity function is useful, To obtain this series first substitute
(58) into (57) to get:

~ *~liA) Aj'.~- -~ ~ ~ ~(59)

Assume the illumination function has a Fourier transform given by A(x,w).
By interchanging the integration order, and then applying Parseval's theorem,
(59) becomes:

I ~ e A~AIJA~ (60)

Integration over the variable 0 involves the expression

I ~f e~-.-at&e (61)

where J. is the Bessel function of the first kind of order zero. Application

to (61) of the addition theorem( 6 ) provides

I
(6) G. N. Watson, Theory of Bessel Functions, Second Edition, Macmilliang Co., New York, 1944, p. 358, Equation (I).
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e'~i (62)

where E is the Neumannnumber (cp 1 for p= 0, a = 2forp 0). The
ambiguiy function can now be written

(L~~~~K \A ~(63)

Letting

f (64)

the ambiguity function can be written as a Fourier aeries with coefficients
equal to Ap.

(40 L,4 t, (65)

For multiple frequency arrays, described by the illumination function
a(x) e fw(x)t a Fourier transform will not exist; the analysis must be altered
for this situation. Referring to (59) one obtains

e ei e-(6 6)
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Performing the range integration first and holding time constant there obtains:

(67)

As usually defined, 6 [w(x) - w(x 2 )] is non-zero when w(xl) - w(x 2 ) = 0. When

no frequencies are repeated along the aperture w(xl) = w.(xZ) only when x, = x?,

and (67) becomes:

Performing the integration with respect to e, one obtains the final result:

04

Therefore, for this case the Fourier coefficient, Ap, is

~r ~ (70)

As asserted in previous sections, multiple frequency arrays where

no frequency appears more than once on the aperture have large sidelobes.

Equal power emanates in all directions from these arrays. By means of the

ambiguity function and its Fourier series representation, however, it is

seen that there exists latent directive or angular resolution characteristics
for these arrays.

I Let

I 1-4)-
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This quantity is the total power,as a function of angular separation Ae, in

j, a radial pulse of the ambiguity function. Substitution of (65) into (71) yields

IDce AeovJ & (72)

Now substitute (70) for Ap and perform the integration over AR to obtain:

(73)

For the frequency distributions of interest (w(xl) w(x?) only when x= x 2 )
(73) becomes:

Unlike the radial power in the corresponding antenna pattern, the radial
power in the ambiguity function is seen to depend on the angle AG. The
extent of sidelobe improvement can be determined by the use of the resolu-
tion constant, H. This is defined as the maximum value of 0 divided by

the average value:

a a (75)

Da

g Upon evaluating H in terms of the antenna illumination one obtains:

--~. (76)
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It is seen that the numerator of H contains all the terms in the denominator

plus several others. Since all terms are positive, the resolution constant
H could be substantial. In contrast, if in (71) the antenna pattern replaced
the ambiguity function, the corresponding resolution constant would never be
greater than unity. From this "gain" definition, therefore, note that

(AR, A0) is concentrated about Ae 0.

I-

I
t
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SECTION VII

SUMMARY AND CONCLUSIONSI
Theory of Resolution - Time Invariant Illumination Functions

One of the major conclusions of this section is that the resolution
capability of an antenna is determined by the complex autocorrelation func-
tion of the field pattern. As a consequence, the point to be stressed is that
angular resolution is not fundamentally dependent on the directivity of the
pattern. In analogy to dispersion and compression of signals in the time
domain, a "dispersed" pattern (one with no well-defined main beam) can be
"compressed" into a high resolution pattern.

Considerable insight into the factors which determine resolution
capability has come about through the concept of "spatial frequencies" in
the field pattern (i. e. , the Fourier decomposition of the field pattern). It
has been shown that the Fourier coefficients of the ambiguity function are
proportional to the squared magnitudes of the corresponding Fourier co-
efficients of the pattern. Hence, it follows that it is only the magnitudes of
the spatial frequency content of the pattern, and not the phases, which are
of importance in determining resolution capability. A number of field
patterns of identical resolution capability can be obtained by assigning arbi-
trary sets of phases to the spatial frequency patterns.

An illumination function to independently control any spatial frequency

component, thereby providing the capability of synthesizing any ambiguity
function and pattern, has been derived. This "optimum" illumination func-
tion is shown to consist of the weighted sum of the delta function and its
derivatives. Since these singular functions are not physically realizable,
a particular approximation, the Gaussian-Hermite function, was examined
and shown to provide independent control of the spatial frequency components
with arbitrarily small error. Furthermore, as shown by Bouwkamp and
de Bruijn, T patterns synthesized through the Hermite functions have the
significant property of converging uniformly on a desired continuous pattern
instead of converging only in the mean.

I
i 7 op cit.
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Theory of Resolution - Time Varying Illumination Functions

Generalizations of the previous analysis on time invariant illumination
functions are considered in this section. In addition to considering the
angular resolution obtainable with time varying illuminaticn functions,
the effects of the antenna on range resolution are also described. It is
concluded that, for good resolution in angle and range, the signal must be
"wideband" in spatial frequency as well an in temporal frequency. Further-
more, it has been shown that the combined range-angle ambiguity function,
for periodic signals, is the time average of the angular autocorrelation
function of the time varying pattern. This suggests the possibility of in-
creasing the resolution capability of arrays through proper choice of the
time varying function, since the resolution of arrays with the same time
averaged pattern need not be the same.

A time varying illumination function can also be viewed as an aperture
which transmits, or receives, different signal spectra from different por-
tions of the aperture. An illustrative example utilizing this viewpoint has
been suggested where, on reception, a filter is matched to the signal arriving
from a particular angle in space and discriminates against all signals
arriving from other angles. A set of such filters can bc used to examine a
particular sector in space.

Superdirectivity

The ambiguity function approach leads logically to a particular super-
directive formulation. Using the Gaussian-Hermite functions, a number of
illumination function-superdirective pattern pairs have been derived. The
particularly attractive feature of synthesizing a continuous, but otherwise
arbitrary, superdirective pattern with the Gaussian-Hermite functions is theI assurance that the approximating pattern coverages uniformly to the desired
superdirective pattern as higher order functions are instrumented.

The pattern characteristics with finite bandwidth signals have also
been examined. An endfire pattern which is independent of frequency has
been found indicating that there need not be any trade-off between range and
angle rcsolution; the connection between range and angle resolution, in this
specific case, appears to be one of limitations in practical implementation.

The superdirective formulation is strongly influenced by a factor, k.
This factor modifies the free space wavc number, which suggests that it be
interpreted as the square root of the product of relative permittivity and
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permeability. Viewed in this manner, superdirectivity requires a slow
wave medium for its realization. It appears that the principle of similitude
gives rise to the superdirective characteristics, i. e. , that high resolution

is achieved with a smaller structure because the characteristic wave velo-
city is smaller.

Two possible methods of implementing a superdirective array have
been considered. One method is based on a similarity between the expres-
sions for the fields in a confocal cavity and the illumination function re-
quired for superdirectivity. The other method, using synthetic aperture
techniques, is devised to circumvent some of the severe problems normally
associated with the implementation of superdirective arrays. The synthetic
aperture technique is particularly attractive because mutual coupling
problems simply do not exist. All of the processing to form the beam can
be performed at video frequencies, and the superdirective output can be a
supplemental, and not necessarily a primary, output.

Angular Dispersion and Compression

Some practical aspects of implemen ting angular dispersion- compres-
sion antenna systems ared-iMithis section. Among the techniques
.Qonu4Ag * tMFn6v-e- concept of "spatial correlation. U In this technique
the pattern of a receiviiu.g antenna is used to collapse the dispersed pattern
of a transmitting antenna, It has been shown that the integrated output of
the receiving antenna is given by the ambigu.ity function, if the patterns are
counter-rotated and are complex conjugates of each other. Dielectric disc
antennas have been suggeated as an economical method for implementation
of pseudo-random counter-rotating antennas. An important feature of the

technique is the relative sn:1piiy of the receiver; the roceiver requircs
an integrating device only, and need not conrain complicated matched filters.

Optical correlation techniques have been found to have a number of
properties suitable for angular dispersion - compression systems. Among
these properties are the capability of performing simultaneous two-dimensional
correlation, and the virtually unlimited storage and delay capability of the
film which is employed in these devices.

It has been pointed out that, with the narrowband approximation, it may
be possible to obtain dispersion and compression independently in each of the

jthree basic dimensions of azimuth, elevation and range, and in addition
extract resolution concerning the rates of changes of these coordinates.
Although attention was centered on compression in one angle and range, an
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important extension was sugeited toward the I n4mo.nlatwio o a iW,
dimensional ralda, i.e,. one with reslving power in rallge, e6iM1h, 1111W
vation, and their rspective rate$ of hange,

Three main advantages of & disperseo antenna pattern were polted
out, Thes!* are low powet density in spaes, look of direstilvlty, tmd the
simplicity with which it cian be Inetrltionlsed, lhe first two fUi of peril'cular importance to radars whose signals Im t be iIii Ihd so th 10 preve1n
dstection by the enemy, Thu third advantage Ii dirlevu trotii ihe ta 41 that
resolution capability is tostaly indepennt W the phase$ of the spAtil tie
quinsy (c'mponents of the pate in MIvle, etgnifivant limpltfival tlf Inphased array designs may i irelIsi Illn.me randoIm ptesthl INU hot 1l14"VOiclose phtee tolerantu@ *l the radiating elemlen.

Multiple Frequency Array

The Moltiple Frequluney Array tnehnilip to a methud i 0tt1h Wildeband arrays with nsrriwhand transmitters Or radiating elementS, The 114010,technique is a method to synthesis. a wiuleband lanal by "ine Of a 11"100
of CW transmitters attached to separate radilaoro, Ainve the elemnts
radiate at different freqtitnuiel, mutual ,oupling can he easily minimlased Iy
filtering, An additional advantage Is tiat high peak power pulllll can it
iynthesiled using low power transmitters since the pulse if synthesiaed
exterior to the array,

The fact tt uluctroniL b am steering can be accomplished with phase
shifters, regardless of the bandwidth of the silnal, is a significant property
of the array. An contrast, a conventional array requires variable Lime
delays at each element to steer the beam when the bandwidth of the *igmil
approaches the inverse of the aperture trarvit lime.

The unfortunate aspect of this basic array technique Is that the powIor
radiated per solid anglo is independent of angle. However, this deficiencycan be overcome by a generalization of the technique. It is shown that, byf time varying the frequency distribution suc- that all frequency componentsare radiated, in time sequence, from all radiator positions, directivities
equal to that of conventional arrays can be obtained when the received signals
are integrated.
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