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FOREWORD

The 1963 Joint AFMTC/Range User Data Conference, the fourth in

a series of annual meetings between the AFMTC and Range User data
analysts, was held at the Air Force Conference Facility, Orlando Air
Force Base, Florida. The theme of the conference was '"New Data
Reduction Methods to Improve Range Data' which included a descrip-
tion of both the new mathematical methods being developed and the
data reduction procedures for new instrumentation systems.

Certain types of problems, such as the determination of improved
filters, refraction correction methods, and techniques for developing
error models are common to all analysis efforts. Since this suggests
that something is to be gained by pooling vur knowledge and experience
in working on these problems, several of the other AFSC Centers were
invited to participate in the conference program. Inclusion of these
papers is believed to have broadened the scope of the conference,

Once again we are including all of the papers in a report as a means
of documenting the current status of the AFMTC eiforts in data reduc-
tion and analysis. This report will be furnished to the attendees who
have requested it, but will not be available for a general distribution,
Also, it should be noted, that the collection of papers is disseminated
by way of providing information and does not represent an official
AFMTC or Air Force document.

The 1963 conference was the most successful to date in terms of
attendance., Tentative plans call for a continuation of this endeavor
as long as it appears fruitful. Again we would like to invite comments
from all who attended the meeting as to any suggested improvements.
These comments should be addressed to:

Director, Data Acquisition & Processing (MTOE)
Air Force Migsile Test Center
Patrick Air Force Base, Fla.



INTRODUCTORY REMARKS

DR. GEORGE K. HESS, JR.

Good morning, ladies and gentlemen,

Welcome to the Fourth Joint AFMTC/Range User Data Conference.

Our theme this year is ""New Data Reduction Methods to Improve

Range Data'. o

To some people, statistics are something to lie with. However, to
those of us here today statistics is the body of principles and methods
that have been devel oped for collecting, analyzing, presenting and
interpreting large masses of numerical data. Statistical treatment
cannot in any way improve the basic validity or accuracy of the raw data.
The basic information must be collected in such a way that it is accurate,
representative and as comprehensive as possible,

As you know, the general purpose of science is to predict and control
what will happen in a series of events. The scientist himself must be

a careful and tireless worker. He must experiment and he must be
extremely honest in recording what he observes, He must be willing

to do things over and over tunil he is sure of his results. You are going
to hear today about a wide variety of measurement and data reduction
techniques. The scientific honesty which is the root of this work is of
utmost importance, I might add that this forum has no place for the
scientific swindler. The data reduction methods to be reported here are
complex and sophisticated. You will not find the material easy.

If you will look over your conference agenda you will see that the heavy
emphasis is on the technical subject of trajectory measurements, Our
national missile strategy calls for accurate shots. Guidance and tracking
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technology are in a close race. This state of measurement accuracy
has been achieved by painstaking care in gyroscope and accelerometer
manufacture and by corresponding advances in radar systems,

But dominating the entire picture is our scientific integrity. It is
professionally embarassing to me to see so much science hocus-pocus
advertised in the technical and public press. But, in the end, it will
be your efforts and interests in Keeping the measurement sciences
honest that will save this golden age of science.




INTRODUCTORY REMARKS
G. DENTON CLARK

Once again it is my pleasure to be the official spokesman for
the Air Force Missile Test Center Range Contractor and the

Radio Corporation of America.

In my area of interest, the RCA Missile Test Project, contri-
butions are in the technical operating, and scientific fields.
We are very proud of the role we have been playing in the

gathering of data ~ on the Range - The reduction of data, and

its analysis.

Ag each year passes you, who represent the Range Users, are
bringing to reality an ever increasing number of feats which,
only a few years ago, were considered science fiction. Last
year, to mention a codple of these feats, we saw manned
orbital flights and real-time television programs relayed
between two continents. This coming year we will see the
fruition of much that has been in the laboratories and shops;
and the future will unfold that which is on paper and in the

fertile minds of our devoted people.

This rapid advancement in technology has placed great demands
on: 1) the accuracy and precision of data collection, 2) data
reduction and data analysis techniques and, ultimately, timely

delivery of data to you the Range User. [See Figure (1)1




Our work starts the moment Range User requirements are placed
on the Range; which is usually well in advance of hardware
delivery. As launch day is reached we are in high gear at
our battle stations for the acquisition of your data. Next

follows its processing, reduction and, finally, delivery.

In order to fulfill this full loop of responsibility to PAA

and the Air Force we are organized as shown in Figure (2).

We not only hope that our data product is useful to you but
that joint meetings such as this will promote a flow of ideas
and useful information. I encourage you to discuss with us,
not only during the next few days but at any time, subjects
which may be of particular interest to vou. We sincerely’

hope you will enjoy your stay.
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"ERROR PROPAGATION
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The random errors known to exist in a measuring device are propagated through
the mathematical model of the device to the final measurements, so that we can
obtain estimates of the errors in the data to be expected when future measure-

ments are taken, This is commonly referred to as Geometric Dilution of Preci-
sion (GDOP).

A description of the theory and the mgthods of computation will be given,
B 7 plerls

INTRODUCT ION

GDOP, or Geometric Dilution of Precisicn, is the title given at AMR to the co-
variance propagation arising from the maximum likelihood, or least squares
adjustments, of tracking data. It is a measure of the accuracy of an instru-
ment or combination of instruments to be used for a particular tracking assign-
ment, It is utilized by those who plan the instrumentation to be used in future
tests., Given a theoretical trajectory of some missile program it is necessary
to prove that the proposed tracking instrumentation can deliver the accuracy

demanded by the Missile Contractor on the particular flight in which he is
interested,

COORDINATE TRANSFORMATIONS

Before computing the GDOP of an array of tracking devices, it 1s necessary to

transform the trajectory from the given coordinate system to each of the track-
ing stations,

If a point in space {s represented by

x® (%, v, 2) (1)
in some coordinate system and by

%= (x, y,2) (2)

in some other coordinate system, then there exist an orthogonal matrix A, of
order 3, and a 3-dimensional vector b, such that

o

xeAx+D (3)

"A" represents the rotation of the original system to one parallel with that of

the second coordinate system, and b represents the translation from one location
to the other to complete the coordlnate transformation,




“re time derivative of (3) gives
.

‘a
X = Ax + A
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where in all cases the dots denote time derivatvies, A is the matrix resulting

from the time derivatives of each term of A, as is b, the vector of derivatives
of elemants of b, Equations (3) and (&) may be combined inte one matrix equatien,
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In the event the two coordinate systems are stationary with respect to one
ancther, A and b will contain zeros omly, An example of this would be two
earthmfixed systems, say, one at the launch pad and the other at some tracking
station, On the other hard, an inertial transformation, say, from soms system
fixed with reference to the sun to an earth-bownd tracking station would produce
nonmzero terms in A and b,

COVARIANCE PROPAGATION

Covariance propagation arises from the need to know certain quantities that we
cannot measure directly., Cartesian coordinates are sensible and easy to visue
alize, but electronic tracking devices don't measure %, ¥, &and z directly. They
measure ranges, range differences, range sums, angles, direction cosines; quan~
tities that are not quite as easy to visualize in space. These measurements

are then transformed to "easy-to-gee' coordinates. Included in these transfor-
mations are the errors in measurement that these tracking dsvices, being machines,
must have,

When a measuremsnt is made there is a diffarence, however small, between the

measurement and the true value of the quantity being measured, Let this dif-

ference be called Ax, If the measurement is repeated several times it is

hoped that ¥ the average or arithmetic mean of all the measurements, defined by
n

1

n

X = ,'_E-]_ X3 (e)

e
¥
B
£
-]
5
£
«

is ¢lose to the trus value, say, %ee ©
of the truve value plus the error

alue xi 15 made wp

NCS &aSn
%y = »e + ( AX)Y (7
the average of n measurements is from Equations (8) and (7)
n

- Lz
X=N g4 E‘t’(A")i ‘ (8)

10
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x=n ¢ ox+n g (ax) (9)
i=1 i=1

Xz % + A% (10)

The first term on the right of Equation (10) comes from the corresponding term
in Equation (9) where the true value is added n times to itself and the sum
divided by n to give the x¢ or true value again, The gsecond term is the
average of the n errors which suggests the %X notation,

If as is hoped the average msasurement is in fact close to the true value, then
the average of the errors is very nearly zero, Ideally, when the average error
is zero, the average of the squares of the errors shown in

1
(ax)? = 1

(AK)12 (11)

=
ne
-

equals a value known as the estimate of the variance of x.

In our application we, of course, do not have the ideal case to work with, but
the average of the errors can indeed be considered to be zerc for if it were nct
it would indicate a bias in the measurements which, once identified, could be
subtracted to leave a zero mean once again. It s further known that the dise-
tribution of the errors ls not necessarily Gaussian, however, we blithely pro-
ceed with the optimistic agsumption that it is for two reasons:

1, It is believed that the approximation is a close enough one, and
2, We have no other means of attacking the problem.

As the number of terms taken in the determination of the average grows largsr,
(8%)? begins to settle down to the variance, This can be symbolized

l n
0,2 . lim = £ (s 2
* 2 p500 B Ly (ax)*y (12)

Where 0‘2 is called the variance of x, The square root of the variance is oy,

the standard deviation about the mean, which is associated with the bell~-shaped
curve of the normal probability distributien.

Closely associated with the variance ig the covarianes. If, each time x is
measured, another variable, y, is also measured, then as in Equation (12) for
x the variance of y can be calculated, along with a "eross" variance or covar-
Lance

1im

l u
I o B 121 (8x); (By); (13)

betveen tte variable x ar’ A

11
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;o variance is a measure of the size of the error to be expected in the mea-
surements, The standard deviation bounds soms 68.26% of the expected errcrs.
The covariance i a measure of the dependence of the errors of one variable

upon the errors of another variable, R N Co

Suppose that there is a group of f. quantities (xj,’ x2, "3 e ey x() to be ‘
measured, The covariance of any pair of them can be written

Oxgxi = n&_i)go%' iEl (A"j)i (Axk‘Ji (W),
New, if the x's are each functions of a list of variables uj i.e.

%) = %3 (ugy u2y s o o 5 Up)

X2 = %y (uly U2y « « «  Up)

xg = xg (U3, U2y ¢ « o » Up) (1%
then small errors in x§y may b; approximated by the differential sxpression
axj
ij = q”:l ﬁ'b"‘l (18)
Substituting Equation (16) into (1k) we get
lim 1 n P i’_‘i P %
a.
® = = (buy) = (Au) (17)
£ 700 3 if1 qﬁl duq 't i1 Jp it

1im 1 n P P Xy %

Oxyxy = oo B 1=1 qsl ”1 g ;‘u: (Auq)i (aun)g (18)

Now, because the partial derivatives are independent of the observations, we
can again change the order to

P Poaxy % 1um 3y O
Ixyxx = q)é'l !'El g E; npoo ¥ izl (Auq)i (avpdg (19)

and by applying (14) to the limit in (19) we have

O)ka = TJ' ﬂ. (20)

Qs 1 r'
The genaralized law of covariance propagation.

THE PRINCIPLE OF LEAST SQUARES

Let us think of the variances and covariances set down {n a matrix

12
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"6, s, R

6.
xxxl xlxz x1x3 xlxl-
Oxgx) xy%; 6"2"3 v d"z*{

Oxgxy Smgxp Gxgxy - o - Sxgxg

2~ . (21)

6, 4

6 x‘xs.'..:(*l

xqxp

It is & good picture of the errors to be expected when measuring the { variables
X1, X2, + « . , X{. Notice that 3 is an ¢ x { array.. This {s the covariaance
matrix of { variables, Associated with the covarisnce matrix E is another ( x (
matrix W.

v . s W

Yy %) Vx1 x5 x)x¢
'xle “xz xz L) v:z‘l
W = . (22)

wxlxl "S’sz * e e VW
which {s the inverse of thoz matrix, or
wey"l (23)

We shall refer to W as the weight matrix, The generalized method of least
squares shows that W is propagsted in wuch the same manner asJ . Corresponding
to Equation (20), the generalized law of covariance propagation, is the propaga-

tion of weight,
dug dup

b3
Uxyeg ¥ gel  Tml 3y oxm Vugu, (264)

Note that the partial derivatives are taken in an inverted manner from those in
Equation (20). As the covariance matrix gives a picture of the arrors of a sys-
tem the weight matrix gives & picture of its accuracy. If a term in the weight
matrix 1s large the corresponding variable can be measured accurately, if the
weight is small so is the expected accuracy of measurement.

1f we are considering measurcments from several devices which may be supposed
completely independent of one another, such as radars, etc., then, {f their
measurements are all properly taken into account to solve for the best estimate
of the set of Cartesian coordinates, the weight matrix of this set of coordinstes
is the sum of the weight matrices of all the stations in the solution. This
additivity of W can be shown for the so called least squares method.

Weotal = W1 +W2 3 + . . . + Wy (25)

13




vvothis were written in terms of covarilance matrices we would have
S U Y - oy -l
Zcotal SN R B I T A (26)

However, Equation (26) brings up & problem which Equation (25) solves immediate~
ly, the covariance matrix in masny cases for a single instrument does not exist
while the weight matrix always exists.

Recall from Equation (13) that in order to generate the covarisnce matrix of
an instrument it was necessary to solve for the Cartesian coordinates in terms
of the measured parameters alone. At times this 1is impossible., For instance,
if the instrument under consideration measures range only, the relationship
between the measured quantity and the Csrtesian coordinates can be written:

R? = x2 yz + 2% (27)

but one cannot solve for the Cartesian quantities in terms of R alone., Another
example would be a camera which cannot measure range. Azimuth and elevation
are all that can be cbtained, The relation here may be written

1/2
sin A = %/(x2 + y2) (28)
sin E = 2/(x% + y2 + 2212 (29)

but again, one cannot solve for x, y, and z in terms of A and E alone. The par-
tisls of the terms on the left of each of the three praceding equations can be
evaluated with respect to x, y, and 2 so that Equation (24) can dbe writtem for
any system. That is, one can always write the weight wmatrix for any system.

Let us combine Equations (23), (25), and (26)

-1
T total m (UL + Wy F W3+ .. .+ W) (30)
so that with Equation (24) we have all the mathematics we need to compute GDOPs.

For conveaience we will couvert Equation (24) to a matrix equation and then give
an example for clarification. Suppose that there are { x's and p u's so that
all of the partisl derivatives of the u's with respect to the Xx's may be listed
thus:

dui J-2¥) S o |
3% 3%3 le
duy duy ., du
B = vX]  d¥xy Bxg (31

Ny g L. %
dxy 3xp Bx(

\ 14




1f BY means the transpose of the matrix B then Equation (24) can be written

Wy =~ BT wy B (32)
Let us consider the exsmple of & range measuring device. The manner in which
it determines range is of no concern here (it may even be & foot rule); all we

need to know is the variance 6rl of the measured parameter. The covariance
matrix ¥ of this instrument 1s a 1 x 1 matrix consisting of the single number

2 = (6% 33

The ioverse of & 1 x 1 matrix is easy to find. It is the reciprocal of its
element.,

W= (3%7) = (wgg) 34

Let us now solve for the matrix B associated with this instrument. From Equation

(27) we have the relation bc:ween coordinates and

R x R _y. K R_:z
R’ 3y R’ 3 & (3%)
and Equation (31) give
-G b )
From Equation (32) we f£ind
2\ (e FEP
b4
Vxyz = R (37N
z
R
or
« xy x
2 R 22 "RR 03 YRR
2 \
Vayz * R% War RLZ' Wer ;:-;- Ver (38)
2
Xz )
R2 "RR Raz Wrr &2 "RR

15




“yverse of the matrix in Equation (38) does not exist for the reasons stated
Ligr, however, Lf two more range-only measuring devices were introduced and
-me i matrices added to the matrix {n Equation (38), then the theory predicts
zhat there will be a solution to Equation (30) and a covariance matrix can be
computed, The dlagonal elements of the covariance matrix are the variances of
the Cartesian coordinates.

SUMMARY

The procedure just outlined is what is now in our regularly used IBM 7084 GDOP
Program ZAAR, The program is capable of estimating the combined GDOP of up to
ten separate instruments in any combination of all the tracking devices on the
range or now anticipated.

The ability to propapate the error in geodetic location of the tracking station
is available as well as the ability to refer the GDOP to any sarth-fixed coordi-
nate system desired,

Another feature in the program is the ability to increase the error due to re-
fraction at lower elevations.

ZAAR will process from one thousand to two thousand trajectory points per hour
per tracking device depending upon how much information is requested., It is a
large scale program which requires mest of the core storage in the 32K memory
availabla, The program was written to be able to process any instrument on
the range and is arranged for easy modification to include new Iinstrumentation
when required.

The prozram requires the location and orientation of the tracking Iinstrumenta-
tion, It must have a trajectory along which to compute GDOP's, Of course, this
means that the origin of the trajectory and its orientatien are required. Final~
ly, the independent errors in the tracking devices themselves must be entered,
Thase are the errors which are to be propagated,

The program then produces the transformation matrices it uses, As it processes
points along the trajectorv it lists those that can be measured by any instru~
ment, It then lists ths transformed trajectory or at least that part of it
which can be seen by each instrument, Tollowing this information are the look
angles from each instrument, i,e., A, T, R, 1, and m, Firally, the GDOP, the
errors, in any Cartesian coordinate system desired, the standard daviations of
the individual coordinates and the total position and velocity errors to be
axpected are listed,

The program assumes that the parameters mezasured by a tracker are independent
of one another. It is realized that a certain amount of error is introduced
by this assumption but estimates of the covariances between these parameters
are not presently possible,

16




.

BALLISTIC CAMERA ACCURACY REVIEW . - L

rresented by:
G. H. Rosenfield
prepared by
The BACAR Committee
(c.R. Scott, Chairman; A.FE. Glel, Sub-Chairman
G.H. Rosenfield, Sub-Chai rman)
RCA-Missile Test Project

PAFB, Florida

Presented at:
FOURTH JOINT AFMTC-RANGE USER DATA CONFERENCE
orlando Air Force Base, Florida

26-28 February 196%

1Y




T——

BALLISTIC 'CAMERA ACCURACY REVIEW
Abstract

PHASE I
(Preparation for MISTRAM Calilbration)

goa @)

Thie report 1s a complilaticn of the separate final reports
from each of the major areas of activity concerned with the deter-
minatlion and the correction of errors of the AMR Ballistic Camera
systemg requlired for calibration of the MISTRAM System.

The history of the Ballistic Camera Accuracy Review project
(BACAR) 1s described, The reasons for, the objectives, and the
methods of the project are discussed in detail. An indication of
the amount of effort expended to evaluate and calibrate the Bal-
listic Camera System is given. Discussion of the major accomplish-
ments to date, as well as the limiting problem areas for the future
1s also presented, The project will result in better data for the
Range User and in increased credence in the accuracy of the Bal-
listic Camera System. The results of this phase will be used to
determine the present accuracy of the Ballistic Camera Systems.

AP 7udd) £
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Preface

In order to establish the improvement resulting from Phase I,
it was necessary to first evaluate the accuracy of the earlier
Ballistic Camera data. Data were already on hand from 38 plates
and 20 tests from the AZUSA MK II evaluation of the summer of
1959. 1In addition, data were accumulated from 103 plates and
] 26 tests from 1961, The measure of the accuracy of the systems
e e — can be obtained from analysis of the standard errors of unit
weight from the orientations and also from the triangulations.
These data are summarized in Table I. Equivalent data are to be
continuously accumulated on all future plates and tests using the
BACAR computer routines.

TABLE I
focal orientation
length /TI5 210 _ 300 - Cumulative Triangulation
1959: S, 3.5 3.7 43 3.8 4.5
s - - - 0.9 2.0
1961: 5, 3.5 &,0 4.5 4.2 4.8
8 0.7 0.6 0.8 0.8 1.8

standard error of unit weight

= standard deviation of data about the standard
error of unit weight.

All values are in microns,.

L]
L

The total errors computed from actual data were then sub-
divided into component errors as shown in the following table:

SUORY

20




Error budget for BC-BOO'Camera (from actual da;g)

Estimated: before BACAR

Orientaticn 8 8" B,
Setting error 1.5mu 2.25
Comparator error (STK1) 2.7 7.29
Emulsion error 3.0 g.0
Star catalogue error 0.7 sec 1.0 1.0
Refraction error (stars) 0.2 sec 0.3 0.09

(19.63] = ¥, 4my
2%93

Triangulation
Orientation error 4.4 19.63
Sztting error 1.5 2.25
Refraction error (atmosphere) 2.0 .0

1.5 sec (25.88) = 5.1mu
340

s = estimated standard deviation or standard error
5, = standard error of unit weight

The improvements brought about by Phase I of the BACAR work
are expected to reduce the component errors as shown below., The
data estimates are being validated by evaluation of actual data,

Expected: after BACAR Phase I

Orientation B s B,
Setting error 1,5mu 2.2%
Comparator error {STK1) 1.0 1.0
Emulsion error 1.0 1.0
Star catalogue error 0.7 sec, 1.0 1,0
Refraction error (stars) 0.2 sec, 0.3 .09

(5,31 = 2.3mu
1154

Triangulation
Orientation error 2.3 5.29
Setting error 1.5 2.25
Refraction error (atmosphere) 2.0 4.0

1.5 seec. [11'5 ]i = 3.4mu
2427

2l




Section I - Scope of Work

This section discusses the founding of the original BACAR
committee and the tentative outline of work to be performed under
the BACAR Project,

In any system of precision instrumentation, the equipment is
designed, engineered and manufactured %o produce & particular level
of geometric quality. When the system is-operated in accordance.
with the manufacturer's specifications, the user is Jjustified in
expecting the geometric quality requirements for the system to be
fulfilled, The certification of the manufacturer 1s, of course,
not sufficient to assure the operational goemetric quality of the
instrumentation system. Thus, the necessity exists for evaluation
by the user, Wwhen a higher level of geometric quality, over and
above the design requirements, is needed it becomes neceasary to
calibrate the equipment; and to use the calibration coefficients
in the data reduction process to remove systematic errors. The
major question in hoth evaluation and calibration 1s what to use
as a standard. These concepts may be applied to any system of
measuring equipment.

During past years., the Ballistic Camera System has been con-
sidered to be the accuracy standard at AMR with a prime mission
of evaluatiocn and callbratlion of other instrumentation systems,
both optical and electronic. The state-of-the-art of electronic
measuring has now reached the point where the geometric quality
required of the Ballistic Camera System now becomes a function of
the focal length - the lever arm. Thus the geometric quality of
a 1,000 mm focal length camera will be represented by the ratio
of 2 parts per million., A two-camera reduction with good geometry
will transform this geometric quallty to the spatial position
point, Additicnal cameras with good geometry will increase the
geometric quality of the position data by approximately the square
root of the number of cameras added.

A working committee was established in September 1961 to
review the present status of the Ballistic Camera System on the
AMR and to develop and implement a plan capable of meeting the
objectives defined below:

Specific: Phase I

1. To improve the AMR Ballistic Camera System geometric

quality capability in order to meet the MISTRAM evalu-

ation requirements.

Determine the maximum theoretical geometriec quality

capability of the system in its present configuration

on the AMR today.

3. Evaluate the geometric quality of the present system as
it performs today.

N
-

HWeléase date By committee - 15 July 1962
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Broad: Phase IT

Having reached the practical maximum geometric quality
capability of the present system, to establish a program to
preserve tals raxiium geometric quality as well as developing
on a continuing basis refinements to the system compatible
with the state-of-the-art capabie of leading tc improved
system geometric gquality,

Plan of Attack

The technical elements of the Ballistlc Camera System have
been broken down into four major areas with each major area further
sub~divided into more detailed parts, as outlined below. Because
of the complex inter-weaving of the technical elements and their
dependence one upon the other, it has not been feasible to establish
one or more elements as being the most critical area affecting
system accuracy,

Acquisition Instrumentation Considerations

! Camera
) Timing

Photographic Considerations

Plate

Emulsion
Processing
Storage

Plate Performance

Operational Considerations (Acquisition)

Pedestal Stability
Environmental Conditions
Procedures

Personnel

Data Reduction Considerations

Mathematical Error Model
Statistical Estimation
Equipment

Procedures

Personnel

Method of Operation

The Ballistic Camera Accuracy Review project 18, thus, a two-
phase operation:
1) the evaluation of the geometrie quality of the Bal-
1istic Camera System as it is engineered at the present time, and
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2) the calibration of this system so that increased geo-
metric quality may be obtained. In doing this, the entire BC
System has been considered by its various components, such as:

a) the photogrammetric aspects, which include the
theory and operation of the system for measuring;

b} the photometric aspecta, which include the ability
of the system to record and measure the light which passes through
the optics and impinges onto the photo-receptive elements. The
extension of photometrics concerns all aspects of type of photo-
graphic environment, to the care, handling, processing, and storage
of the emulsion and plate;

¢) the optical aspects, which concern the actual glass
which makes up the lens 1itself and tle in with the photometric
characteristics;

d) the mechanical aspects, which concern the shutter,
operatior and vibration, and the camera mounting technique and
stability;

e) the electronic aspects which concern the timing re-
quirements of the system, the delays of the timing impulses between
Central Control and the camera station. All of these: photogram-
metric, photometric, optical, mechanical, and electronic, have
been investigated from a calibration standpoint, because of the
higher geometric juality now required of the Ballistic Camera
System,

Restrictions

Because of the late delivery for operational use of the BC-
600 and BC-1000 cameras, the BACAR Phase I effort was primarily
directed to the Wild BC-4% type cameras. The Vero Beach B(-600,
however, was evaluated because of its planned use with the MISTRAM
calibration,

Section II - Summary of Results

This section summarizes the results and conclusions of the
BACAR Committee's work during the period 1 November 1961 to 1
July 1962,

A. Acquisition Instrumentation

1., Camera and Asscciated Ejuipment

a, Training .
Engineering and Shops personnel received factory
type training on the Wild BC-4 cameras which have
focal lenpgths of 115, 210 and 310 mm, and the wild
Goniometer, PFrom this training, information was
collected for the preparation of a complete opera-
tions, maintenance and overhaul manual,
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d,

Calibration procedures were developed from the
training course,

Goniometer

During the training course it was learned that Wild
produces a new model goniometer which eliminates many
deficlericles in their first model. The new gonio-
meter provides greater accuracy, performs some
measurements beyond the capability of the o0ld gonio-
meter and permits quicker set-up for tests, thus
saving many hours of set-up time for each camera.

Vibration and Stabllity
Preliminary results of a study of Wild BC-4 cameras
and camera pedestals indicated a need to evaluate
the significance of camera vibration and pedestal
stabllity on the geometric quality of the data.
(1) 711t Angle Transducer: A tilt angle transducer
was procured for pedestal stability tests.
(2) vibration Measuring and Recording Equipment:
New 1tems were procured and other items modified
for these specialized problems. A special pulse-
operated camera recording system was made up
from surplus equipment.
In measuring the performance of the Ballistic Cameras,
oscillations of the optical axis were found of a
comparatively high frequency (18-20 c¢ps), These
oscillations were caused by shutter vibration, motor
vibration, and wind disturbances. A second type of
axis moticn was encountered wherein the camera shifted
its elevation axlis in response t¢ the shock transmit-
ted to the elevation assembly by the action of the
shutter, Such a shift introduced a constant bias,
wWind screens are being designed to eliminate vibra-
tion from wind disturbances, The camera mounting
18 being modified to reduce elevation axis shifting.

damera Callbration

'he geometric quality of the BC-210 and BC-300
cameras was inadequate for MISTRAM prior to the BACAR
program. Even though the best geometric quality ob-
taingble from the cameras, when in peak operating
condition, may be short of that necessary to evaluate
and calibrate MISTRAM, these are the best available
equipments for this task, It was necessary to over-
haul seven BC-300 and four BC-210 cameras before they
could be calibrated., It was necessary to fine-adjust
all components to minimize or eliminate systematic
errorg and to calibrate the remaining systematic errors.
Techniques were devised to: provide the best over-all
results for the entire photographic plate area;
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improve ienad conooeings ce-alion flducials for greater
precision: alten the rrineinle axis to .the camera
flducldis more proct: n';. sauare tne focal plane with
the principle anic, ¥l were designed and fabri-
cated to achieve this cn!lhrdbion. The calibration
data were publisned. The remaining BC-210 and BC-115
cameras will be overhauled and calibrated.

BC-600 Cameras ,

™o BC-600 cameras weit analyzed in the Optics
Laboratory and tested for maximum resolution. Analysis
of the focal plane SEvUiF? was made in order to evalu-
ate factory dzte. Wwo cameras have been installed on
the Range. :

e. Optical Laboratory Coliilmator
A precision-type flash unit was procured installed
and evalvated. The results of suhsequent tests have
shown great accuracy and high resolution., The uni-
formity of exposure across *be field is excellent.

2. Timing and Assncliated “aqutipment

a. Photemulti~lier ,
Prior to tha DACAR program, an improved photomulti-
plier was beirs develioped because:

(1) reajuests Tor a reliadle photomultiplier (the
old unité are so u;vellablh tkat four units
might ®» used to insvre sollecting data); .

(2) reausst rfor better .u411~5 gata for greater ac-
curacy aneé ease of data redudtion;
(3) rejuirements for accuracy of 0.0001second.
The BACAR progranm pricvcity accelerated the develop-
ment of a new photomultivclier head. A prototype
unit was develcoped, tested and found to be acceptable.
A total of elgnt unlts have been fabricated and two
more will be fabricated. Unite have been success-
fully usea on aircrafy and live missile tests.
Accurg is expected to run about 0,0001lto 0.0002
second,

b. Timing Maznetic Tare focorders
The orizinal tape recocders which were used with the
old photomu~tip1‘er< wnre portable, light weight and
easily damaged. Their relinpility had deteriorated
with age ard continucus handling throughout the Range,
The a&ch*ac- was inade ]Udfu to fulfill the present
requirements. Surplus tioe recerders with sufficient
accuracy were located and earmarked for use with the
1mprovec photomultiplicrs.
A systen which will permit the photomultiplier tape
to be used with TART IIT results in.a 32 manhour/p
test savines ir the raducstion of photomuliiplier data.
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c.

Timing Communications

A major problem in the communications area was in
the area of measurement of timing delays and in ob-
taining adequate communications to all of the
Ballistic Camera sites that were assigned for MIS-
TRAM checkout. As a result of tests it was concluded
that the communication system must be replaced by a
new VHF system,

Measurements of time delays in all field equipment
havebeen satisfactorily recorded. Measurements

of time delays in the communication links will be
accomplished upon completion of the VHF inatallation.

BC Shutter Time Delay

BC shutter delay measurements were measured and found
to be different for each camera. The studies associ-
ated with these measurements showed that the delay

is varied by adjustment of the shutter, or by changing
the belts on the shutter drive. Procedures were set
up to re-measure shutter delays after each adjustment
or repair, The measured delays are used in Data Re-
duction to remove the timing errors.

Terminal Timing Unit Time Delay

TTUs Models G605 and 36770 were measured. It was
found that changing the level of the activating tone
burst varied the delay from LO to 80 milliseconds.
Relays in the unit varied from 15 to 35 milliseconds
in delay time. As a result, these units were re-
placed by modified Dynatronic's TTUs for all future
tests. The delay of these units is within limits of
0.007 seconds and is constant.

Photographic Considerations

Each component of the Ballistic Camera Plate has

certain important characteristics that are evaluated. The
final performance of the plate is dependent on the inter-
related functions of 1ts components. Component and performance
characteristics for best AMR use were defined as follows:

1. Plate

a,

Support -~ flatness, stabllity

The 2" glass plate was selected as a support to pro-
vide the greatest temperature and humidity stability
available as a support for the light sensitive
emulsion., The plate provides a coating surface with
a flatness which 18 not to exceed ¢.00002 in, per
linear inch.

Emulsion - spectral sensitivity
The present emulsion (103-F) 4s light sensitive
over the entire visible range, For routine usage
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there 1s no need for an additional spectral sensi-
tivity capablility. FExtension of the sensitivity
into the infrared region is not needed for our
general purpose work and would tend to inorease the
plate handling problems due to the influence of heat.
- photographi¢ sensitivity vs. spread funotion -

The 103-F emulsion is able, with § sec. exposure and
good weather conditions, to record more stars. than
can be utilized due to the star catalog limitationsa.
This sensitivity is needed to record stars of the
required magnitude under optimum and unfavorable
weather conditions and is the logical selection as
the workhorse of the Ballistic Camera System,
-dimensional stability -

The inherent emulsion dimensional stabllity is es-
tablished during the manufacturing process and this
inherent stability is influenced by the chemical and
physical reactlons during the developing process.
Experiment {local and Eastman Kodak) show that the
dimensional stability of emulsion prior to processing
is satisfactory.

2. Developing

a, Chemical Process
The chemical process used for developing the exposed
ballistic plate is based on the manufacturer's recom-
mendations. Gas burst agitation 1s used to obtain
process uniformity. Sensitometry, a controlled ex-
posure on photographic material, is used to sample
the developing process to verily the process position
and uniformity.

b. Dimension Instability
Dimensional instability occurs because of the swell-
ing of the emulsion, the chemical reactions and the
shrinkage of the emulsion during the drying cyele.
The most critical portion of thie process occurs
during the dryving stage. It is imperative that the
emulsion be uniformly dried with no water spotting.
The effect of dimensional instability or emulsion
creep on the acquired data is being determined from
the emulsion creep experiments now being completed,

3, Storage and Handline

The vendor has provided a protective packing that
protects the plate from breakage, heat and high relative
humidity., The shelf-life of the packamed 103-F plate 1s
approximatelv one year under our bulk storage conditions
of 50%F, 504 RH. The field handling procedures for bal-
listic plates appear to be adequate. The mes t important
steps are to be sure that the moisture seal is kept intact
as lons as possible prior to use and the plate should not be
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sub’zcted to elevated temperatures (above 80°F) for long
periods of time,

4, vplate Performance

I a. Receptor Capability

' The 102%-F plate used in the Ballistic Camera System
L as the imare recertor has sufficlent recording capa-
bilitv to acquire data with present camera systems
wnder the varied Rance condlitions of weather and
flare or strobe characteristics.

b, TImaze Formatlon

i The minimum imare dlameter produced from a point
source light of the 103-F emulsion 1s the limiting

i factor for lmare size when used in the BC-300, BC~

; 210 and BC-11l5 cameras, but the lens is the limiting
‘ factor when the 103-F plate is used in the BC-600

‘ camera, An improvement in the emulslon for imaginge
capabllity with no 1loss in sensitivity would require
& shtate-of-the-art advancement in emulsion making.

¢, Imame Position
The position of the recorded image must not change
from the time the image 15 recorded to the time
the 1mage positlion is determined by the plate reader,
This means the emulsion must not swell, move or
shrink. The imase position instability due to
emulsion movement of 3.7 to 4.2 microns RMS is be-
coming better understood through the emulsion creep
experiment, On completion of the emulsion creep
experiment we should know how to appl;” exac’ cor-
rections for the image pnsition movement,
It is expected that use of a reseau willl allow a 2
to 3 micron mean correct'on to be applled during
the data reduction process. A residual error of
1.0 to 1,2 microns will be left. PFurther investi-
zations will be made to find methods for reducing
the residual error to 0.7 microns,

C. Operational Considerations

1. Pedestal Stability (MISTRAM Required Pedestals only)
Amenr, the factors found to affect the stability of
pedestals are:

a. Differential absorption of heat from the sun with
congeqguent bending of the structure,

b. Mechanical coupline between the operator's working
platform and the pedestal, causing the operator's
movem:nts to be transmitted to the pedestal,

c. Exposure of the pedestals to wind which disturbs
both camera and pedestal.
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d. Possible shifting of the earth caused by the pas-
saze of heavy vehicles or tidal shifts,

As a result of these findings all mechanical couplings
have been removed, Three of the four concrete pedectals
have been wrapped with a double layer of approved insula-
tion a¢ a temporary solution to reduce thermal shifts.,
Provisions have been made to shade all exposed sites for
at least two hours prior to each test. A prototype wind
shield has been designed. Operational procedures have
been published to prevent shifting of the soill taused by
heavy weights or vehicles during a test, TLand tidal ef-
fects are still being measured and evaluated.

2. Environmental Conditions

In addition to the environmental effects described the
effects of wind and temperature on the cameras set up for
a test were studied. Alr condition of existing BC domes
was found to be unsatisfactory for several reasons. Pri-
marily, the existinc systems were not desipgned to handle
the heat problem without creating air drafts or turbulence
that could affect the quality of the recorded image. Pro-
totype portable domes have been designed to shield the
camera and pedestal from wind where the sites are not
protected by permanent domes.

3. Procedures

Procedures were written for:

a, Shop calibration of all Ballistic Cameras,
b. Field operation and maintenance of the BC systems.

4, personnel (Training)

Training was requested on all new Ballistic Camera
equipment. Eight men attended classes and will train the
remalnder of the Ballistlc Camera personnel., Of the items
left to be covered, the most important is the electronice
system to be used with all cameras, A training program on
this subject is beins prepared.

All personnel have received complete training on the
wild BC-4% Camera Svstems. Along with this, they have re-
ceived training in Astronomy, Meteorology, Transistor and
M™ming Circuits, Radio Transmitter and Receivers. It was
realized at the bvesinning of the Ballistic Camera System
that full training was necessary to assure good data. The
person manning a Wild BC-4 site 1s normally operating alone
or without support that can be reached in reasonable time;
therefore, he must be capable of making his own decisions
based on his trainire and experience.
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D. Data Reduction Considerations

1. Mathematical Error Model and Statistical Estimation

Investigation into the error parameters of the Bal-
listic Camera System revealed that existing error data was
not of sufficient quality needed to construct a mathematical
model that would provide a basis for meeting the new, strin-
gent MISTRAM accuracies., The following specific areas were
investigated:

a. Plate reading error.

b, Random and systematic emulsion creep,

c¢. Random and systematic accuracy of star catalogs.

d. The location of the center of perspective in
object space,

Computation tools for performing the necessary systematic
error studles did not exist. It was, therefore, necessary
to develop the analysis for such problems as calibration of
the measuring comparators, calibration of the systematic
errors of the emulsion and base, and investigation of the
residual lens distortion.

Finally, it was necessary to combine all the analysis
knowledge into the working data reduction computer routines
80 that knowledge and correction of the errors, both
systematic and random, could be properly considered, There-
fore, analysis for new programs, and for revisions to existing
programs had to be performed. This analysis had to include:
perform the nocessary object space computation of the per-
spective center; accept the repeated readings on the image
points and correct the observations for 1) temperature -
fluctuations during the measuring process, 2} for the com~
parator calibrations, and 3) for the systematic errors of
the emulsion and base,

The following RCA Technical Memos have been published
as a result of the BACAR Project:.

™ 62~2: Computation of a Mathematical Model to Describe
the Systematic Errors of a Photographic Emulsion
and Base, G. H. Rosenfield, 19 March 1962.

™ 62«4: A Summary of a Study of Star Catalogues and Their
Accuracies, H. K. Eichhom, 20 March 1962.

TM 62-5: On the Relation Between the Catalogued Mean Posi-
" tions of the stars and the Coordinates of Their
Photographic Images, H. K. Eichhorn, 20 March 1962,

™ 28: Redesign of BC-4 Elevation Arm Lock, R. A. Brown,
16 November 1962.
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The following RCA Data Processing Technical Reports
have been published as a result of the BACAR ProJject:

TR 62-2: Calibration of a Precision Coordinate Comparas-
tor, G. H. Rosenfield

TR 62-3: Monitoring Photogrammetric Plate QObservations,
G. H. Rosenfield .

The following computer programs were prepared:

slg BACEC, Emulsion Creep Calidbrgation

2) BACSC, Secular Screw Calibration (comparator cali-
bration)

BOMB3, Computation of Standard Deviation

BACPE, Periodic FError

BACHA, Polynomial and Harmonic Analysis

BACWW, Weave of the Ways Calibration

BACPP, Misperpendicularity of the Comparator Axes

BACMR, Ballistic Camera D.ta Monitor

BACDR, Ballistic Camera Distortion Calibration

BACPO, Double Precision Ballistic Camera Position

O GO~ Ot £\

Equipment

The MANN and Wild Comparators were calibrated for peri-
odic error, lonzer period leadscrew errors, curvature and
weave of the ways, and misperpendicularity of the compara-
tor axes. These errors were reduced as follows:

wild Comparator - from 2.7 microns to 1,0 microns;
Mann Comparator - from 5.8 microns to 1.1 microns,

3. Procedures

Reading errors were reduced by incorporation of new
reading techniques to the range of 0.1 to 0.5 microns., These
errors are now computed in the data reduction programs and
will be propagated through the estimates of error in the posi-
tion data.

Procedures have been developed to compensate for emulsion
creep on a plate-by-plate basis by the use of a reseau

arid exposed on the plate (superimposed with the star and
flare imagzes). As an interim procedure, a lens distortion
calivration will be performed to absorb these errors as well
as refraction errors,

L, persoinel
A rigorous training program and readins error tests have

been initiated to cnable selection of personnel for the
reading of Ballistic Camera plates,
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Section III - Conelusion

The results of the BACAR effort to date serve to indicate the
magnitude and direction for future investigations. The major
amount of future effort is to be expended in reducing those factors
which were found to be iimitinz the accuracy of the Ballistic
Camera Systems. Future work includes but 18 not restricted to:
optimum camera operational site facilities, a certified initial
standard of accuracy, sufficient corrections for atmospheric re-
fraction and knowledge of refraction anomalies, errors in the
star catalorues, and finally, manufactured cameras which approach
the 1deal optical instrument. Statistically correct and photogsram-
metrically rigorous data reduction procedures are being developed
and implemented. Further applicatlions of the results of the BACAR
work will appear in future developments of range ejuipment,

The results of the BACAR project will give better data for
the Range User, The evaluation of the Ballistic Camera System
will allow reliance on the range standard of known accuracy,
The calibration of the System will allow for improving the ac-
curacy of the range standard. Also, problem areas have been
pinpointed, and the needs for future research indicated,

Section IV - Results of Ballistic Camera Operatlon for MISTRAM
7 “valuation of October 1962,

A total ot 127 Rallistic Camera plates were evaluated to
determlne the oper-tional capabilityr of the Ballistie Camera
system as used on the MISTRAM evaluation ol October 1962, The
plates were distributed as follows:

BC 1000- 57 plates,
BC 600 - 8 plates,
BC 300 - 62 plates.
The vlates were evaluated for the factors of:

1. emulsion creep: setting error on images and standard
error of the emulsion calidbration adjustment. The
emulsion calibration was performed on only 28 plates;

2. sBettling error on star imases;
3. setting error on flash data point images;
4, standard error of unit weight for camera orientation.

Except for emulsion c¢reep, the data were evaluated inde-~
pendently for each tipe of camera system, No attempt was made
to separate triangulation error into components for the indi-
vidual cameras, or camera types, since the present triangulation
routine does not properly welecht the stations used in the ad-
Justment., Because of the Improper weights, the residuals have
no valid meaning for the individual cameras, A triangulation
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routine with a more statistically valid weighting procedure
wlll shortly be released. Consideration of the proper weight-
ing in the triangulation was not possible until all errors in
the system had been recognized and evaluated (results of the

BACAR effort).

The followlng definltions are used in the evaluation:

average setting error (standard deviation of one setting)
computed as the arithmetic average of the individual set-
ting errors for all the plates considered.

standard deviation of the individual setting errors about
the average value,

SDM standard deviation of the mean for the setting error,

Since the value of each measurement is_the average of 4
readings, this value is determined by 8 divided by-1/37

the average standard error of unit weight from the emulsion
creep adjustment computed from the reseau residuals fol-
lowing a 2nd degree calibration f:it,

the average standard error of unit weight for the orienta-
tion adjustment of the plates. Computed as an arithmetic
average; since each plate had sufficient degrees of freedom
for a satisfactory orientation and is therefore considered
as a separate unit.

s, the pooled standard error of unit welght for triengulation

of all images on all plates.
N the number of plates used 1n the analysis.

The following tabulated results are presented (21l values are
in microns unless otherwise indicatled):

Emulsion creep: N 26

standard error: Ee 1.53
8 0.21

reseau imaces:
setting error: 8 2.37
8 0.55
SDM 1.08
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BC100 BC600 BC300

number of plates N 57 8 62
Star images: s 3.23 3.63 3,04
setting error: 8 0.64 0.54 0.53
SDM 1,86 2.10 1.76
Orientation
standard error: s, 5.29 4,51 3.68
8 0.61 0.68 0.78
arc sec: §° 1106 150 245
pooled: Eo 4 .52
Flash images:
setting error: 8 4,05 4,11 4,13
8 0.65 0.78 0.66
4 SDM 2,34 2,37 2.38
Triangulation
pooled standard
error: §° 5.23
are sec: 1%04
Conclusions:

The Ballistic Camera system lends itself to complete analysis
of the major sources of contributing errors, The individual
major errors can be evaluated and/or calibrated, and the geometric
quality of the reduced data can be statistically estimated. Thus,
it 1is realized, the least squares adjustment is not a magic pro-
cedure by which good results can be obtained from poor data. The
results can be.no better than the data entering the adjustment.

It 18 therefore ly mandatory that the best possible measure-
ments (lowest stand deviations) be obtained, and that all
known sources of systematic error in the data be eliminated.

Thus, in order to obtain Ballistic Camers data of high geo-
metric quality it is necessary that proper consideration be given
to the data procurement and data reduction. The field operation
should be performed utilizing stable mountings and pedestals,
and the cameras should be protected by atmospherically conditioned
shelters, It 4s mandatory that the emulsion be calibrated in
order to correct the developed photographic image to the posi-
tion on the plate of the latent optical image. The plates must
be measured in an atmospherically controlled environment which
is vidbration isolated from disturbing influences, An accurate
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method of recording temperature and humidity should be available
during the measuring process, The measuring equipment must be
protected from accumulation of oxidized oil and settling of dust
and lint on the ways, bearing, and screws. The mathematics
utlilized in the computer processing of the data should be photo-
grammetrically and statistically correct.

Recommendations:

1. The data acquisition and data processing operations
should be re-examined to correct any existing deficilencies.

. 2. It i1s mandatory that all sources of systematic error
be calibrated or eliminated on all Ballistic Camera plates for
which data of high geometric quality is desired,

3, Selected plates from the MISTRAM evaluation will be re-
measured and re-reduced with tender loving care, in order to
determine how much improvement in the data could have been

achieved.

Section V ~ Editorial Comments

The BACAR effort has resulted in Ballistic Camera data of
inown and improved geometric quality. Each of the major sources
of error in the Ballistic Camera system has been evaluated and
where possible calibrated or eliminated so that the resulting
data 18 of high geometric quality, as evidenced by the low
standard error of unit weight resulting from the least squares ad-
Justnent. The error budget indicates that the cumulated standard
error is equivalent to the standard error of unit weight resulting
from the least squares adjustment of the data. We can now state
that we have a true range standard for evaluation or calibration
of other range instrumentation,

However, let us consider some newer types of range instru-
mentation: specifically, the electronic trajectory measuring ejuip-
ment. These newer instruments are manufactured to meet a
particular design requirement, which in some cases calls for a
higher level than the present geometric quality of the Ballistic
Camera used as & standard., But this is a design requirement only,
and does not automatically indicate that the delivered inatrument
meets this deslgn requirement., The instrument must be evaluated
against some existing standard, which at the present time is the
Ballistic Camera system, If it is not desired to accept an evalu-
ation of electronic equipment against the Ballistic Camera standard,
then the geometric quality of the electronic instrument must be
established by an independent statistical determination of the
standard error of unit weight for the reduced data, This inde-
pendent evaluation must be performed by analyzing the various
component errors of the ejuipment, in the same manner that has
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been done for the Baliistic Camera system. The standard errors
for each of the major components of the ejuipment must be
established, and it must be proven that the total standard error
of all the components are statistically equivalent to the standard
error of unit welght for the reduced data.

There is another lmportant topic upon which I would llke to
comment, This concerns the different philosophies of data re-
duction: the pure mathematical-statistical approach versus the
technological approach. The mathematical-statistical approach
18 based upon the error model. It considers that all the instru-
mentation problems can be solved in the data reduction process,
if only a good enough mathematical error model can be formulated,
The technological approach is based upon & more involved philo-
sophy, First, that the instrument system is designed, manufactured
and adjusted to the highest possible degree, Second, that each
contributing error of the system is isolated, analyzed, and cor-
rected before the major data reduction adjustment takes place.
.Personally, I am a proponent of the technological approach to
instrumentation systems. The results of the BACAR effort with
the Ballistic Camera system indicates the improvements in geo-
metric quality of the reduced data, and the advances in the
state-of-the-art of instrumentation, that can be obtained by
following this technological philosophy. 1In summation, and in
support, I should like to quote from Hald, "Statistical Theory
with Engineering Applications," John Wiley and Sons, New York,
1955, pg. 758:

"The formulatiocn of a mathematical-statistical model which gives
a satisfactory description of the data, is not in principle a
statistical task, but belongs within the professional subject
from which the observations have been derived. In practical work,
however, we often find that professional knowledge is so small
that it is not possible to formulate a proper (theoretical) model,
i1.e., a description based on general laws regarding the process
whichias generated the observations. In such cases the speci-
fication becomes merely a phenomenclogical deseription, i.e.,

a purely empirical description of the observed phenomenon with-
out any attempt at linking this description up with theoretical
reasoning based on professional knowledge.

... It should, however, be born in mind that in the long
run it does not pay to be satisfied with a phenomenological de-
sceription; this should be resorted to only when all attempts at
giving a theoretical description have proved impractical."
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INTRODUCTION
potentially

MISTRAM i{s one of the latest and /nost accurate electronic tracking aystems to
be agquired by the Atlantic Missile Range, The System wus designed and built
by the General Electric Company, Two aystems have been installed, one at

Valkaria, Florida about thirty miles south of Cape Canaveral and one at Elsu-

thera, about 3% miles down range.

This paper is devoted to a general description of the MISTRAM system, & more
detalled description of the Precision Measuring SubeSystem, an cutline of
the data reduction process and a discussion of the accursey performance of

the system,

GENERAL DESCRIPTION

The physical desoription of the system is taken directly from one or more of
the doowments published by the General Elsctric Company and enumerated as

references,

A, Tne seven (7) Subsystems of MISTRAM a3 shown in Figure 1

The Mistram System is composed of eight major parts: seven subsystemss and

a systems componentes group, They are as follows:

1, Precision Measuring Subsystem (PMSS)
The PSS is an X-band c-w radar that uses interforometer techniques
to measure the poszition of a vehicle,

2¢ Adirborne Transponder Subsyatem
The Airberne Transponder Subsystem consists of a transponder, a filter,
and suitable antennas, all of vhich are aboard the vehicle., The air-
borne transponder receives, amplifies, frequency~offsasts, and re-trans-

mits the two c~w X~band signals from the central station with a very
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b.

S

low unte=tsirey ir tne prase shift betwaen the received and transmitted
frenuencies.

Acquisition and Tracking Subsystem

The Acquisition and Tracking Subsystem acquires the transponder and
automatically tracks the incoming signal in azimuth, elevation, and
polarization., The ATSS antenna supplies pointing information to the
central PMS3 antenna and to the Analog Computer Subaystem, The ATSS
antenna is used as the transmitting antenna for the PMSS as well as the
receiving antenna for the ATSS,

Analog Computer Subsystem

The Analog Computer Subsystem dirscts the four remote receiving anteanas
of the Precision Measurement Subsystem, Normally, it cbtains the angle
data of the ATSS antenna and the target range from the PMSS, This
information then is transmitted to each of the receiving antennas by
the Data Multiplex Subsystem and the Commmication lLink Subsystem
where correction for parallax is inserted, It also has the capability
of receiving slaving data from the range, correcting for parallax,

and directing the transmitting antenna, In addition, slaving data can
be supplied to the range.

Data Transmission and Recording Subsystem

The Data Transmission and Recording Subsystem includes the necessary
equipment for encoding the five primary data words generated by the
PMSS, the three words generated by the data multiplex equipment in
response to input signals from a refractometer at esach station, and

the time codes generated in the PMSS; this data is encoded into a form
suitable for transmitting over the R-F Communication link Subaystem

to Cape Canaversl, In addition, this subsystem provides for the
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6.

7

decoding of the signals in a form suitable for insertion into the IEBM
7094 real time computer located at Cape Canaveral and provides a
capability for recording these signals for later playback for post-
flight data reduction.

R-F Communication Link Subsystemn

The Communication Link Subsystem consists of the following two major
groups:

(1) Baseline communication group, a microwave system which contains

the necessary equipment for transmitting all signals betvicen the central
station and the 100,000 foot stations, with the exception of those
coherent signals transmitted within the PMSS link.

(2) External Communication group, a& microwave link which contains

the necessary equipment for transmitting all signals between the central
station and Cape Canaveral, including the special Data Transmission and
Recording Subsystem signals and the timing synchronization,

Data Multiplex Subsystem

The Data Multiplex Subsystem is used for encoding and decoding, in

the correct format, data required for transmission between the central
station and the 100,000 foot, remote stations via the baseline communi-
cation link, and for data required for transmission between the central

station and the 10,000 foot remote stations via wire lines,

In addition to the seven subsystems there is a Systems Components Group

which includes all the miscellaneocus equipment required for proper operation
of the subsystems described in 1 through 7., It includes the intercommunication
equipment, real time refractometers, optical tracker, power equipment for
primary power generation and transmission, and installation material that is

not supplied as a part of any of the above subsystems or as part of the
facilities,
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By Location of the Equipment (Figure 2)

The major elements of MISTRAM are arranged in an Le-shaped configu-
ration of a central station and four remote stations spaced aiong 10,000
foot and 100,000 foot baselines, Three microwave antenna towers are
located, one each, near the corner and two extremities of the configurge
tion, Ideally, the baselines subtend an angle of exactly 90° and the
remote stations are located on these baselines 10,000 feet and 100,000
feet from th: central station. In practice, however, the relative posi-
tions of the atations with respect tc each other are not critical as long

as the distances and angles are known to extreme accuracye.

The central station equipment includes the ATSS tracking antenna and
receiver, the PMSS transmitter and receiving antenna, ten receivers,

data extraction ¢ircuits, communication and recording equipment, refrace
tometer, optical tracker, simulator, operator and coordinator consoles
Plus miscellanecus powsr equipment and normal utilities, Of the ten
receivers at the central station, one is used for beacon signals arriving
direct from the wvehicle, five for return signals arriving via the central
station and four remote stations, and four are used for phase stabiliza~

tion purposes.

Each remote station houses a simple receiving antenna slaved to the

central station PMSS antenna, a receiver for beacon signals, a receiver
for phase stabilization purposes, a refractometer, communication equip~
ment, power supplies and normal utilities. The receivers at the remote

stations and those at the central station are nearly identical,

Communication between the central station and the four recmote stations
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C.

is accomplished via wavegulde over the 10,000 foot baselines an' via

microwave link over the 100,000 foot baselines. Cormmunication between

the central station and Cape Cangveral and Patrick Air Force Base is by

microwave relay,

The MIST<AM central station is located approximately 30 miles south

of Cape C'naveral, One baseline extends anproximately twemty miles in

a western direction from the central station and the other baseline

approximately twenty miles south from the central station.

Trheory of Operation

1.

24

General
Position of a vehicle ic determined by triangulation techniques
involving measurements of ringe and range differences. Velocity of
the vehicle is determined by comparing the rates at which range and
range difference measurements are changing., The trajectory data
available from MISTRAY are one range and four range differences.
Position vetermination

Position is determined as show? in Fipure 3 Range is measured
from the central station by measuring the time required for radar
aignals to travel from the central station to the transponder in the
vehicle and back to the central station, From this measurement the
range of the vehicle from the central station can be computed but its
angular position relative to the station is not defined, It will be
known only that the vehicle lies on the surface of an imaginary hemi-
sphere whose center lies at the central station and whose radius is

equal to the range.

At the instant of the above measurement, the difference in distance
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between the v-hicle and the central station, and between the vehicle
and one of MISTiAM's 10,000 foot remote stations, is measured to
obtain a range Jifference. From this difference measurement it is
known that the veicle, regardless of its range from either station,

must lie on the surface of an imaginary hyperboleid whose axis passes

through both stations,.

At this same instant, the difference in distance between the vehicle
and the central station, and between the vehicle and the other 10,000
foot remote station, is measured to obtain a second range d:l!'fereuco.'
From this second difference measurement it s known, as before, that
the vehicle must lie on the surface of another hyperboloid whose axis
passes through the central station and this second remote statiom.

It is now known that the vehicle lies en the surface of both hyper-
boloids and the hyperboloids intersect in space, consequently, the
vehicle will 1ie somewhere along this line of intersection. Since
the vehicle's range from the central station describes a3 hemisphere,
the intersection of this hemisphere with the above hyperbolic inter~
section is a point which defines the vehicle's position in space

relative to the ground stations.

Velocity Determination

Velocity is determined in the MISTRAM system by comparing the rates
at which the range and four range differences are changing. Range
rate ;.i.s extracted from the central station range measurament while
range difference rates are extracted from the four range differences
as measured between the central station and each of the four remote

stations.
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THS PRECISION MEASURING SUBSYSTEM

A. Two Channel Concept
The detailed operation of the MISTRAM system is very cumplex; only the
basic principles upon which the system is designed will be discussed in
this paper. Comprehensive descriptions of the circuitry can be found in
the documents published by the General Electric Company some of which are

enutierated in the references.

For puri-~~r~ of explanation it is sometimea convenient to consider MISTRAM
as consisting of two separate channels: (a) a continuous channel and (b)
a calidbrate channel, Since the ealibrate and continuous channel signals
are separate (except for phase reference circuits) from the time they
leave the transmitter until they enter the data extraction circuits, the
MISTRAM system behaves much like two c~w radar systems operating simul=
taneously, Consider first the fundamental behavior of the contimuous
channel,
1. Operation of the continuous channel,
The Continuous channel consists of electronic equipment designed to
utilize the Doppler effect to praduce range-type measurements. The
MISTRAM transmitter emits a continuous X-band signal of 8,148 mega~
cycles which is received by the missile transponder, offset by 68
megacycles ani retramsmitt:>d to the ground receiver, The outputs
of the ground transmitter and grouni receiver are compared in phase
and the phase difference produced by the Doppler effect is digitized

and read out,

The continuous channel provides coarse and fine range data which is

calibrated by the calibrate channel as well as fine rate data which
66 '
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is not calibrated, The coarse range data are accurate to 64 feet;
the f{ine range data, to 0,12 foct., The lsast sigmificant bit in the

fine rate data is 0,00k foot and it is not ecalibrated,

The continuwous channel, therefore, utilizes the Doppler principle to
provide range and range difference data the validity of vhich must be
determined by comparison to other independent measurements of the

same quantities. These are made by the calibrate channel which is
described next,

Operation of the Calibrate Channel

The calibrate channel is designed around a pre-determined real change
in frequency of a continuous wave signal, A Counter records the number

of cycles change between tie received and transmitted signal.

Fi
The principle is illustrated in gure L

Cousider the following sequence of events:

TIME EVENT
'1’1 The ground transmitter is radiating a signal of

frequency !'1 and the ground receiver is tuned to free

quency ’1'

'1'2 The ground transmitter changes frequency and radiates

a signal of frequency !2.

'1’3 The transponder receives frequency f; and re-radiates
a signal of the same frequency.

r,‘ The ground receiver receives the new frequency f.‘,
and hence realizes the ground transmitter has shifted
frequency,
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The area indicated by A is given by the following expreasion:

Alarea) = (f2~f1) <T4'T2) cycles
The time interval T,‘-T2 is the round trip transit time of the
ground-radiated signal and is represented by < « If the speed of
propagation is taken to be that of the speed of light, the followe
ing expression can be written relating the area A, the change in
frequency &f (= fz-fl), the round trip transit time T (s‘r,'-T,,),

and range, R:

Tede - 33
and cA
Re—zar
The calibrate channel of the MISTRAM system provides circuitry teo
measure the area A and record it in cycles in a counter; it also
provides an oscillator and sweep generator to produce a change in

froquency,l&f s of exactly eight megacycles, 'The Calibrate channel,

therefore, furnishes an unambiguous determination of range.

The actual implementation of this principle involves the generation
and transmission of a continuous X-band signal which is swept between
7,892 and 7,884 megacycles, the eight megacycle change in freguency
Just described, A sweep change frequency is actually used instead of
the abrupt change illustrated in Figure 4, Counting the cycles pro-
duced in the calibrate channel of the receivers during the 8 mega-
cycle sweep of the X-band calibration signal provides an unambiguous
range measurement to un accuracy of one wavelength at 8 megacyclea or

about 64 feet in the coarse-range calibration data Counter. The

continuous channel range measurement, however, is made with an accuracy
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of one cycle of an x-band frequency which is approximately
0.128 feet, Initializing and checking the continuous-range
reading to this degree of accuracy is accomplished by measur=
ing the phase Bhift of the 256 megacycle beat frequency which
sxists betwsen the x-band signals in the continuous and cali-
brates channels at one end of the sweep, Measurement of every
22.5 degrees of phase shift at 256 megacycles provides the

required accuracy of 0.128 feet.

B, PRINCIFLE OF BASELINE STABILIZATION

One of the features of the MISTRAM system not common to
other interferometer systems on the range is the automatic
compensation of phase=shift produced by the transit time of
signals traveling from the outlying sites to the central
site, The principle is illustrated in Figure 5 « The
wave emitted by the transponder is detected in the Central
receiver Ry and carries on it the phase information @,
representing the transit time, The same wave !s detected
by an outlying receiver Ry and carries on it thse phase in-
formation 4& representing the transit time to the outlying
gsite, 7To make a phase comparison this signal nust be fore
warded to the Central site and,therefore, incurs a phase

shift & representing the transit time from the remots to the

Central site,

The method of removing this unwanted phase shift consists of

four steps:

1
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1, Transmit the signal received at the Cenfral site to
the remote site and return it; This signal now has
superimposed upon it twice the phase shift of the one-
way trip,

2. At the Central site, subtract from the raturned signal
(1024 (wt+e+28 )] the signal from the remote site
[1024 (wt ¢ §; + 6;)] to yield [1024 (§y-8y+¢86)3.

3, At the Central site, subtract from the signal recelved
at the Central site [1024 (wt + {)] the signal received
at the outlying site [1024 (wt + §; +6)] to yield
L1024 (bo-8;-8,)1.

4, At the Central site, add the two signals generated in
steps 2 and 3:

(1024 (ho-01+ €)1 + [1024 (4o-#- 6 = 1024 (2)(ho-¥).

The baseline phase shift has, therefore, been eliminated.

GENERAL DESCRIPTION OF THE DATA REDUCTION PROCESS Figure 6

The Mistram system at Valkaria transmits via a microwave relay link
the tracking information produced by the Precision Measuring Sub-
system. This is received by antennas on top ¢f the Technical
Laboratory located at Patrick Air Force Base, The data are relayed
to the Cape by another microwave relay link and also recorded on

2 729 low density tape to produce another raw data tape. This

tape provides the input data to the 1M 7090 computer and is opera-
ted on by two programs (MTMA 1 and MTMC ) which convert the raw

data from counts to feet, apply corrections and transform
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the MISTRAM parameters into X, Y, 2 Coordinates. More detailed

descriptions of these two programs taken from the prograwm de=-

scription documents are as follows:

ATNA -1:

"The purpose of this program is to process data from raw

MISTRAM tapes., Each tape record consists of data quantities

packed into an eight-word record as specified in the mathe-

matics section. This program unpacks and processes thess

quantities, Range and range differences are converted from

binary integers to scaled floating point values in double

precision, Time is converted to seconds as either generated

time with increments of ,05 seconds or raw time., First,

second, and variate differences are computed for vrange and

range differences, Refractive index data is converted to

floating point values in single precision,

Three channels of output are provided.

1)

Tims, range, range differences, refractive indexes to

floating binary tape.

(2) Time, range, range differences, lst and 2nd differences,
refractive indexes, and variate differences to CD taps.

(3) One file of the raw MISTRAM input is copies on an output
tape as an optional feature,

NTHE -1

"This program accepts as input a binary tape writtenm by MTMA-3

containing the basic Mistram output, R, P,, Qs R, and Qz, in
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double precision fleoating point along with time, flags,

refractometer readings, signal strength, and spares,

Corrections found to be necessary through editing are read

from cards and applied, All internal syastem time delays

are corrected by the program according to the error model
provided by the manufacturer relative to such delays. The
program computes and applies a refraction correction to each
basic measurement, This correction accounts for the apparent
bending and shortening of the actual ray path due to an

index of refraction profile described by a set of points con-
nected by an exponential through each two points and asymptotic
to unity, The set of points mentioned is the profile read

from cards,

The ocutput contains fully corrected R. P. ’ Q| N P,. s 4nd Q,
data (in feet) in double precision floating point form as well
as the indicated cartesian data from the |0K £t. and 100K ft,
baseline systems, Alsol sy My, R data from sach system is
produced for use as input into an AZAR4 like program or i{nto

the existing quick~look programs,

"This program is specifically designed for use in the initial
Mistram evaluation program and operates almost completely
with double precision arithmetic in order to insure against

loss of precision,"
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THE ACCURACY EVALUATION OF THE MISTRAM SYSTEM

A,

The Design Performance
Before proceeding to the discussion of the observed per-
formance of the Mistram System, the expected design perforam-

ance will be reviewed.

The General Electric Company conducted an intensive error
analysis study orn the Mistram Syatem and published their
results in 1959 in a five-volume report. At that time,

the five Mistram parameters were expected to be measured
with the accuracy shown in Table 1 +« These numbers in-
cluded propagation effects, but specifically excluded the
uncertainty in the free-space speed of light, They were
based upon & data recording rate of twenty pointa per second
and a smoothing time of 1/2 second. These error estimates

were the result of combining equipment errors, referencing

errors, propagation errors, and survey errors,

Further studies were conducted by the General Electrie
Company and, in July of 1962, the results of additional

study were published with an error budget illustrated in
Table 2
These errors were then propagated into the trajec~
defined Table 3
tory in » 4 nominal trajectory of a liquid

fuel missile, TFor this particular trajectory, the errors
produced by the uncertainties in the speed of light and

Tatle 4
refraction were computed and are shown in .

18




PREDICTED MISTRAM STANDARD ERRORS, 198¢

GENERAL ELECTRIC COMPANY

. BosITION . vmoormy
A A
op - 0,03 FoorT op. = 0.001 ¥O0T/BECOND
1 1
A A
UQ = 0,03 POOT 0& = 0,001 FOOT/SECOND
1 1
A A
g, = 0,3 FOOT gy = 0,002 FOOT/SECOND
P Py
s 0.3 FOOT /d\ 0.002 YOOT/SECOND
[+ - V. M - V.
) S

INCLUDES: PROPAGATION, ZERO-REFERENCING, EQUIPMENT
AND SURVEY ZRRORS,

EXCLUDES: UNCERTAINTY IN FREB~SPACE SPERD OF LIGHT.

Table 1
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ERROR BUDGET FOR VALKARIA MISTRAM SYSTEM

PREPARED BY

THE GENERAL ELECTRIC CUMPANY

JULY, 1962

Survey Errors

" a) external angles
b) internal angles
¢) 10X baselines
d) 100K baselines

e) external lengths

AR = RAt AR
Timing Errors AP = PAL AP
AQ = JAt AQ

one sigma error
1.48 sec of arc

1.04 sec of arc
1.48 ppm
2,96 ppm
2,96 ppm
fat
Pat
At

where At = ¢ § microseconds

Speed of Light Errors
AR
AR

MISTRAM Error &(R) = 4 ft

03 ft
.3 ft

6(?29 Qz)

Refraction Errors

Rﬁgis = .667 x 10”8(R) £t.
REXS = 667 x 10°6(R) ft/sec

&(R) = ,02 ft/sec
a(il, 61) .001 ft/sec
8(P,, Q) = .002 ft/sec

Refraction errors are interpolated from graphs

of range error vs. apparent range for various

target altitudes,

TABLE 2
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NOMINAL TRAJECTORY OF A LIQUID FUELED MISSILE

1edo

RN TR T,

GENERAL ELECTRIC COMPANY
TRAJECTORY (REFERENCED TO MISTRAM)
X - east y - north 2 - normal to sphereid
POINT Coordinate Position Velocity
1, x 8501.3 602,358
y 199867, 75 ~180,623
z 28568,.3 1111.79086
! 2, X 69688,7 2791.290
? y 181028.36 -857,3304
f 2 91970.6 2120.u4505
E 3. x 409310.1 7821.070
; y 74038, 01 -2478,7114
; z 275831.5 3383.0281
4, X 972954,6 11183.098
y -133870.24 -4793,9729
z 468030.7 2941,39L3
S, % 1807397,3 17490.518
E y -537091.89 =9179,3539
% - 626431.3 2295,7690
2 6, X 3154516,.,5 20625.795
} y 1267683.34 -11302.856
1 z 726596.6 663.2224
TABLE 3
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ERRORS CAUSED BY REFRACTION AND SPEED OF LIGHT

PREPARED BY

sttt fheibi it e Elcsi

THE GENERAL ELECTRIC COMPANY

. JULY, 1962 §
REFRACTION ERRORS
IN FEET
POINT R P, Q P, Q, R #1 61 ) 2% q,
1. 787 l.14 1.16 1,31 l.48 - = - - -
2, o3 L424 JH24 +557 578 = «@ - - -
S «238 .338 .338 « 38 362 v & o = a
4, .312 441 JU4l 344 312 - e e e -
5. J4u3 6286 626 «638 8l - & & - -
6. .707 1.0 1.0 1,01 1.0 = = = = = ‘
SPEED OF LIGHT ERRORS
FEET | FEET PER SECOND
POINT R P1 Q1 P, 0 R Py Q) Py.0Q,
1. W13l - - - - - - - - -
2. G139 - - - . Tt
3. 324 - - - - - - - 003
4, 2706 = - - - - - - - -
S. 1.29 - - - - 012 - - -
6. 2,288 - - - 068 .008 - - -
Errors due to refraction and speed of light uncertainty are funce
tions of position. Listed are the significant values calculated
for the sample trajectory. Quantities which have negligible
effect on the total error are deleted.
TABLE
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Figures 7, § and 9,
The standard errorsin positignare illustrated in ,

The lower curve is the errop introduced by equipment errors
only and the top curve is thy total of all errors. These
curves indicate that the stgppdard error in X and Y vefer-
enced to the launch pad for ghis typical trajectory varies
from approximately 2,0 feet ( minimum) near acquisition to
approximately 40 feet maximym near burnout with all errors
considered. In the &vcompopgnt the error extends from 4
feet (minimum) just past agquisition to approximately 180
feet at burnout, The velog{ty accuracies are illustrated
Figures 10, 11 and 12

in When the tota)l errors are propagated, '—i and
¢—§ vary from approximately 0.0l foot per second to 0.2 foot
per second; 0_.5 varies froy as 1ittl; as 0,1 foot per

second to as high as 2 feet per second near burnout.

These accuracy capabilities gre, by design, to extend over
the following volume of covgprage and range of velocity and

acceleration,

Volume of Coverage

Azimuth: 360 degregs
Elevation: 1. § to §8 degrees
2. =zero tg 90 degrees, decreased accuracy.
Range: 1. 20 to §00 nautical miles, full accuracy.
2. 20 to 1000 + nautical miles, decreased

accurgagy. (Range is signal-level

codantt i el b tsesit
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limited, and full range depends
upon the application.)

Velocity pnd Acceleration

Range velocity: zero ta 50,000 ft/sec.
Range accelerationt zero to 750 ft/sec’.
Rate of change of

range acceleration: zero to 80 ft/sec? per second,

Range difference velocity: zero to 45 degrees/sec,
Azimuth and elevation tracking
rate! zZero to 45 degrees/sec.

Azimuth and elevation acceleration: zero to 250 degrees/sec?,

The Observed Accuracy Performafice

The Mistram system was‘originllly intended to be subjected
to an orderly evaluation based primarily upon aircraft

tests before it was committed to tracking live missiles.
Unavoidable dol#&s, however, afeated the situation in whigh
the system tracked several miskile tests before the aircraft
tests were flown, The evaluation, thearefore, has been that
of appraising system performanide on both missile and air-

craft tests concurrently.
The summarized results appear in Table 5.

The estimated accuracies of thd system parameters are within

a factor of two of the predicted values except for the range

88
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parameter which is about 3 1/2 times the predicted value. When
these errors are propagated into a nominal trajectory, the re-
sults are as shown in Figures 13 and 1li. The observed accuracy

estimates are not too different from the predicted values.

In addition to the accuracy performance of the system, some
information has been compiled concerning the length of time the
system provides data useful for posteflight analysis. The number
of seconds of data characterized by the accuracy figures just
presented is illustrated in Figure 15 for five missile tests.

The loss of data in the last two tests was caused by loss of the
transponder signal, though the transponder itself may not have

been at fault.

C. BRIEF DESCRIPTION OF THE AIRCRAFT EVALUATION

1. Statistical Desipn of the Exberiments

Last year I had the privilege of presenting a paper at
this meeting whose title was "System Evaluation Philo-
sophy and Its Application". This paper discussed the
statistical design of experiments., Two general types of
experiments were describedj (1) those in which the
factors believed to be producing deviations (errors)

in the.data can be controlldd and (2) those in which
they cannot be (or, at leasty are not) controlled. The
analysis of variance was praosented for an example of the
first type, and the basic principles of regression
analysis which are used to extract results from the

second type were set forth, The current aircraft tests

80
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are based upon these principlas,

The original experimental design concept for the MISTRAM
aircraft evaluation is shown in Table 6. This is a
factorial arrangement in whiceh the effects of each of
four factors [camera complex,; flight direction, target
(beacon plus aircraft), and test (night)) as well as
their interactions can be quantitatively assessed for
statistical significance., This design required sixteen
aircraft runs each night to dchieve complete orthogo-
nality, and this was consideded to be too expensive from

both the financial and time points of viev.

The design finally agreed updn is shown in Table 7.

It is based upon the charactéristica of a Latin sgquare,
but it i{s not a pure Latin square design, The inde-
pedent variables to be assesfsd for their significance
in producing unwanted deviations in the output data were
camera complexes (not shown); flight directions, signal
levels, and altitudes, The 8ffect of different beacons
cannot be dete-rmined from this design because only one
beacon {s used during each té8t (L.e., each night). The

flight plans are shown in Figure 17,

The orthogonality shown in eilher of these tests was
not realized in the results which are to be discussed.

The reason for this is, of course, the many practical

94
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STATISTICAL TEST DESIGN BASED UPON A LATIN SQUARE

TEST LOOP RUNS
NUMBER NUMBER

1 1 5 and
2 6 and
2 1 8 and
2 1 and
3 1l 4 and
2 7 and
4 1 9 and
2 2 and

GENERAL ELECTRIC .COMPANY

DIRRCTIOR
C~CLOCKWIAR
CC~-COUNTER-CLOCKYISE
c

cC

cC

cc

Table 7
t

SIGNAL ALTITUDE BEACON
LEBVEL (THOUBANDS

Or FEXT)
HIGH 25 1
Low 40 1
HIGH as 2
LOW 40 3
RIGH 40 3
Low 238 3
HIGH 40 4
ow 25 4

-
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difficulties of conducting & test. The factors of

weather, equipment operatiofnn, and coordination of all

personnel and eguipment almost precludes the successful
conduet of such a design. It is for this reason that
one finally resorts to the method of analysis called
regression analysis, 'The eMercise of designing an
experiment as shown in the previous slides, however,

is of great benefit because {t brings out those factors
that are likely to be most 8ignificant, the manner in
which the test might be conducted to the greatest
advantage from the point of view of obtaining orthogon~
ality, and allows estimates tc be made of the nature
and number of flights necedfary toc estimate a given

nunber of parameters with & desired confidence.

The degree of success in attaining the planned design {is
gshown in Table 8, No varlation in signal level or
altitude was introduced so there is no information on
the effects of these factors. Of the 21 runs producing
usable data, 12 fit the cofidept of the original design
(with exceptions noted above) and represent three

tests, two camera complexes, two directions, and three
beacons., The data from the remaining nine runs com=-
bined with those of these 12 provide other possibdle

comparisons,

08
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2,

The principle method of analysis, however, is that of
vegression which ailcws all of the data to be used
whether or not orthogonality exists. The results of
this analysis are not complete At the time of §r1t1ng.
but they are expected to be &vailable by the time of the
meeting and will be presented,

The Error Model

In order to conduct a regres#ion analysis on a set of
data one must decide upon a set of independent variables
which are believed to contribute to the deviations in
the data. Each of these indépendent variables is mul-
tiplied by a constant and it is these constants that

must be determined from the data,

Before a choice of‘independont variables can be made
one must have some degree of understanding of the nature
of the system producing the data and the possible
sources of error, It is for this reason that it is
highly desirable to have what is often refarred to

as an errcr model for the syftem under investigation.
The term "error model" means different things to dif=~
ferent people. I specifically refer to an equation
which relates the deviation in a systenm parameter
(range, for example) to the parameters of the system
that eater into its determindtion. On a system as
complex as Mistram this equation can be extremely

complex if all factors are tdken into consideration.

We do not have this equation at this time. We do have,
100
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however, a regression gquation that is based upon

physical considerations of the system behavier. The

five major sources of eppor and the form of their ap-

pearance in range, rangg differences, and range rate

differences are illustrgted in Figure 18, The repre-

sent timing, both interpal and external, propagation

{this is, refraction), the uncertainty in the speed

of light, the change in frequency of the master oscil-

lator, and the zero-set,

The regression equationg for R,

follows:

AR = ay +a; Ro + ag [3; csczlsol

Apl
A
AP,

AQy

by
Co

do

(o}

+ by P+ by Ry o+ by Ei'o
t ey Q) + ey Ro + 3 E§°
+d1?2+d2§°+d3['§0

10}

P, and Q are as

(esc? EO)JRQ (esc? Ezﬂ
(ese2Ey) Ry (esc? Ep)]
(ese2Ey) Ry (esc? Ey) ]

(csczzo) -ﬁ% (esc? 23) ]
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& R, D P, & Q are the ¢ifferoences between the MISTRAM
measurements in R, P, and Q and the corresponding measure-

ments of a comparison stgpdard,

(74
Ro » E; is the range refppction correction and elesvation

angle measured from the gentral receiver,

?T s Eq is the range refpaction correstion and elevation

angle measured from the gentral transmitter.

!1 s By is the range regpaction correction and elevation
angle measured from the pntennas at the end of the North-~
South baseline.

3;‘, Ey 1s the range refraction évioctlou and elevation
angle measured from thg antennae at the end of the East-

West bdaseline,
t is the time of measypsment,

Each regression equatien contains one or more terms
representing each of these main effects and in addition,
some other terms to tgst for possible statistical signi-
ficance. If the stabiiity of the coefficients can be
demonstrated over sevgral tests, the squations can be
used to correct flight¢ data, or at least yield an in-

sight into the behavigr of the Mistram system,

Treatment of the Dng;

A bricf_gescriytion of the data treatment is presented

103
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in Figure 19, The data frem both MISTRAM and ballistic
camera systems weré reduded by normal procedures, but
the large number of ambiguities in the MISTRAM data

necessitated special consideration.

A special search program was quickly prepared to detsct
the existence of ambiguitles and discontinuities in

the MISTRAM data., Once they ware located by time points,
a team of analysts and efigineers ﬁade ﬁn on-sight inspec~
tion of the analog recordd to try to identify physical
causes system transfer, 4Bbiguity and equipment mise
behavior, With this infoePmation correctiona were made
to each point. Mean différences ware corrected by hand
calculation and regressiofl analyses attempted., The
results of these ahalyses are not nearly complete at

the time of writing., They will be presented if they are

available by the time of the meeting.
Results

At the time of writing th8 only results availadble are

bias estimates of the MISTRAM system with respect to

the ballistic camera syst@M, They are shown in Table S.
The only two which a8 statistically significant

at the §5% confidence levél are those in range and Py

D, QOUTLINE OF MULTIPLE-SYSTEH COMPARISON

1, Methodology

Multiple system comparisons have been made primarily
104
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with data from live misajle tests, The procedure is

shown in Figure 20.

Data from several syatemg are acquired and subjected

to geodetic transformati{ons appropriate to the system
being evaluated. Diffepgnces between systems can be
computed and subjected to a Simon-~Grubb's analysis
which, under certain asgymptions, permits estimates of
errors for sach individyg)l system, Other types of
analyses can be performed according to the purposes of
the investigation. If fyse fall data are available,
residuals can be computed between the system data and

a theoretical trajectory fitted to the data. A very
powerful analytical tocl for estimating rate biases is
that of fitting a theoretical trajectory through two
measured end points (one, up range; one, down range)
using the time-of-flight as a constraint, (This method
was brought to the authoprs' attention by the Staff of
Space Technology Laborateries.) Residuals derived by
computing differences begtween the system under investie

gation and this trajectopy yield such information.

Most of the noise error g¢gstimates presented in this
paper have been derived from applying the Simon-Grupbs

analysis to multisystem Jifferences.
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SUMMARY

Five missile tests and twenty-one aircraft flights over 36 camera
complexes have been analyzed thys far, Our analyses would suggest
that the system is approaching {ts “specification" values, especially
in thd range-difference and velgecity parameters, No determination
has been made yet of the existepce (or non-existence) of rate-

drifts, though there seems to bg some indication that they exist.

The MISTRAM system has at least two serious problems at the time
of writing: (1) drift of the zepp-set, and (2) ambiguities, If
these problems can be overcome, the system would seem to be poten=-

tially capable of producing datg of excellent quality.
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THE GLOTRAC SYSTEM

Abatract . , 5) 2 q @

The GLOTRAC System is desgyibed together with its geographical com-
figuration. The types of electroniy equipment involved are given in detail.
The system is described mathematically, its meaguremeiits are defined
and the anticipated significant error scurces are discussed. A detailed de-
scription of mathematical formulation to be used in processing tha GIOTRAC
data is presented.
e The application of the method of maximum likelihood adjustament to

the process is briefly e od,
INTRODUCT ION

The Global Tracking Net was designed and developed for AFMIC by
General Dynmmﬁ\?uﬁ .—_m

OLOTRAC measures doppler range retes, unambiguous range, and direc-
tion cosines referenced to a land syyveyed baseline using continuous wave
techniques. By measuring range and pange rate from three or more stations,
the position and velocity components for a flight vehicle can be determined.
To cbtain this information, Azusa instrumentstion, pulse radars and a doppler
type system are used.

The development of a program to make optimum practical use of least
squaras procedure in the reduction of the tracking data wes part of GDA's
contractual commitment for GLOTRAC. §ince GLOTRAC was system-engineersd about
the assumption that this program or gpother like it would be used to reduce
GLOTRAC data, any evaluation of GLOTRAC capability made by means of an error
analysis should correspond to both the hardware components of GLOTRAC and to
its data processing program, Thus ap error analysis was performed by GDA on
the GLOTRAC system which incorporated the optimum processing of data. The
inclusion of an error analysis of the system was also & contractual commit-
ment for the GLOTRAC system, ]

The GLOTRAC System is often described as one contalming both pulse
radar equipment and continuous wave padio equipment. Although the data from
the pulse radars is used in the procegsing of the GLOTRAC data, there is no
electrical connection between the two systems except for acquisition and point-
ing purposes.,

The continuous wave equipagmt of the GLOTRAC System cperates at a
nominal transmission frequency of 5052 me per second. All of the equipment
operates in conjunction with an airbopne transponder which maintains phase
coherence between its input and its output signals. Nore precisely, for each
67 cycles received by the transponder, 96 cycles are re-transmitted. The
ground equipment in the GLOTRAC System has been divided into five groups.
This grouping is based on the area of goverage of the system for certain
particular trajectory types.

GLOTRAC 8 TRUMENT ATION

. Segment: I. There are saven different geographic locations associ-
ated with Segment I. The first of these is Cape Cansveral, The existing AZUSA
tracking equipment at Cape Canaveral forms part of the GLOTRAC oquipment. This
squipment contains a CW transmitter plus ground equipment capable of measuring
range differences, often called cosingg, and an unambiguous range to the trans-
ponder, as well as an ambiguous range formed by integrating the CW range rate
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measurement. The multiple modulation rlnging system provides the- non-ambigusus.
ranging system. In the first portion ol the flight the transpondef will alweys
be excited by transmissions from the Caps Canaveral system. On the island of
Bermuda the GIOTRAC equipment c¢onsists 6f a transmitter, & non-ambiguous reng-
ing system and an ambiguous ranging system. The San Salvador system conteins
the sam® type of equipment as the Bermuda Station., At Cherty Point, North
Carolina, et Grand Turk, at Antigua, and possibly at Puerto Rico the GLOTRAC
equipment will consist only of ambiguous ranging equipment. All GLOTRAC
equipment operates with frequency standards of the atomicron type. Clearly,
Segment I is for use in the launch phase and must provide the most accurate
data possible,

Cape Canaveral (Main Station) Modified Azusa Mark II
Cherry Point, North Carolina Range Rate Station
San Salvador, EWI Range Rate Station

(with tranemitter);
AN/FPS-16 Radar
Antigua, BWI Range Rate Station;
AN/FPQ-6 Radar with
28-foot dish
Bermuda Range Rate Station
AN/FPS-16 Radar

ERRORS ESTIMATED BY GDA FOR INSTRUMENTARION

An error analysis for the GLOTRAC system to be used on a typical
CENTAUR trajectory has been based on ceMain error estimates in instrumenta-
tion.
Errors estimated for the Azusk, Radar and CW Doppler systems sre as

follows: ' .
Azusa

Bias in range measurement = 2.8 ft.

Bias in direction cosine measurement = 8.0 ppm,

Noise in range measuremsft = 3,0 ft,

Noise in direction cosin® measurement = 3,2 ppm.

Noise in direction cosifi® rate measurements = 0,657 ppm per seec.
Pulse Radar :

A, £, Bias = 0,1 mil

A, E, Random = 0,1 mil

R, Bias = 10 ft.

Random = 10 ft.
CW (Rate Stations)

Error in R » 0.1 ft/sec (Tranemitter with Receiver)

Error in R = 0,144 ft/ee8 (Radar with Receiver)

Error in R = 0,51 ft/se¢ (Receiver alone)
CW Range 6

Error in k= 10 ft + (5 x 10°°)R
Survey %
Zyror in short distance Burvey = 82.5 x 10™) Measurement
Error in Hiran Survey = (10 x 107°) Measurement

Error in long distance = 1000 f%
Timing Errer

Error + 10 ms
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REGUIRED TRACKING ACCURACY DATA FOR. QLOTRAC

A mathematical error analyais is required to satisfy the contrac-
tual obligations of the contractor that these following accuracy recuirements
arafm:ti. The accuracy required of the GLOTRAC system for trajectory data is
as follows:

Time Accuracy (L Sigua Values)
(Seconds of flight) FPosition X, ¥, 2 Velocity X, ¥, 2

1 225 - 500 100 feet 0.5 ft/sec

In the error analysis, the optimum practical use least squares pro-
cedures in the reduction of tracking data was employed. Since GLUTRAC was
system-engineered about the assumption that this program or ancther very much
like it would be used to reduce GLOTRAC data, any error analysis of the sys-
tem must include both the hardware components of GLOTRAC and its data proc-
essing program,

MATHEMAT ICAL DESCRIPTION OF THE SYSTEM AND IT MEASUREMENTS

Clearly, all of the CW GLOTRAC equipment actually makes measure-
ments of phase differences between pairp of signals, The geometrical mean-
ing of this measurement, of course, depsnds upon the origin of the signals
whose phase is being continuously compaped. While the phase comparison ls
actually a time difference measurement, it is much more convenient, dus to
the near constancy of the velocity of propagation of the radio signals in-
volved, to think of the rhase measurements as actually being distance measure-
ments of some type. In particular, if we disregard the fact that there is
actually & frequency shift within the transponder and again at the recelving
point, we can describe the various phage measurements as follows: comparing
the phase of a transmitter with the phase of the signal returning from the
transponder provides us with what may he called a range sum measurement.

That is, we have & quantity which is related to the total time required for
passage of a signal from the transmittep to the transponder and back to the
receiving point. If we compare the phgge of signals recelved on the ground
at two different points we are making & time difference or range difference
measurement. That is, we have formed & quantity which is proportional to the
difference in distance from each of the receiving artennas to the transponder.

AZUSA, VWhen the AZUSA System is acting as a transmitter, the signal
leaving the AZUSA site consists of the continucus wave carrier as well as &
modulation signal which is on the carrisr. The AZUSA System operates so as
to control the exact frequency of the continuous wave signal being transmit-
ted, so that the received signal at the AZUSA site does not deviate from 5000
mc per second. This is, of course, known as an automatic frequency control.
The frequency of the modulation transmitted from AZUSA is held constant. If
we contimiously measure the phase difference between the modulation returmning
from the transponder and that being transmitted, we have a measurement of
the range from transmitter to transponder to receiver. This is the range sum
measurement. By the use of lower frequency modulations we can actually re-
solve the ambiguities in this measurement. That is, we can determine the
precise number of cycles in this transmission path. If we also measure the
phase difference between the transmitted carrier and the received carrier,
we are also making a range sum nmeasurempnt. Since this particular measure-
ment is not initialized and is not resolved, our measurement is actually an
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integration of rate information with the constant of integrutioh missing.

In order to initialize or zero set this ambiguous range information, we must
provide this constant ol integration from some other source, The range dife
ference measurements made by AZUSA are often called cosines, This is true
because the quotisnt of the range difference and the baseline length is very
nearly equal to the direction cosine to the transponder. Although, strictly
speaking, this is only a range difference measurement. This measurement is,
of course, made by comparing the phass of the signal from the transponder
being received simultaneously at two different points on the ground. The
AZUSA System contains actually three sets of baselines - a 5 meter set, a 50
meter set, and a 500 meter set, Pointing information from a tracking antenna
is used to resolve or find the proper ¢ycle in the 5 meter range difference
measurement, Once this is found, it can be used to find the proper cycle in
the 50 meter measurement., The 500 meter measurerxent is not initlalized nor
resolved; hence, it is an ambiguous range difference measurement. It must be
initialized, as the ambiguous range, from some outside information.

Range Sum Stations with Transmitiers In describing the range sum
measurement, it was shown that a comparison of the phase of the transmitted
signal and the signal returning from the transponder provides a range sum
measurement. That is, the total distante from transmitter to transponder to
receiver. In order to make this measursment it is, of course, necessary that
the phase of the transmitted signal be &vailable at the receiver in order to
provide sufficient electronic information for comparison purposes. If the
transmitter and receiver are at the sams seographic location, this type measure-
ment is, of course, possible.

e Sum Stations Without Transmitterg Clearly, if the trans-
mitter is not at the same geographic location as the receiver, it is impos-
sible to directly compare the transmitted signal's phase with that of the
received signal., We can approximate this measurement though if we can syn~
thesize the actual phase of the signal being transmitted. We can approxi-
mate this condition if we use an ultra-stable, very accurate oscillator as
a substitute for the transmitted signal. If this oscillator is at the same
frequency as that of the transmitter, wé simply measure its phase minus that
of the received signal. This provides us alsc & range sum measuremsnt pro~
vided the actual transmitter is operatifig at a frequency equal to that of
the accurate ocscillator being used at the recelver,

Associated se Radar Measurdpents The data measured by pulse
radars is range information derived {rom the iwo-way transit time of the radar
pulse. Also angular information; that is, azimuth and elevation angles are
derived by a monopulse tracking system which causes the antenna to automati -
cally track the line of sight to the tapget. The angular measurements are
taken by measuring the position of the attenna mount.

DESCRIPTION OF ERROR SOURCES

Biases Almost all trajectory measuring equipment is subject Lo
bias errora of some sort snd from some okigin. Oftentimes, bias errors are
due to imperfect or inaccurate zero sctting, initlalization, or calibration
precedures, Errors of this type are prezent in the GLOTRAC data, These
{nitialization errors can obviously be very large in cases of uninitialized
measurements. As an example, wc mizht éxamine the measurement made by the
ambiguous ranging equipment at Cherry Point, N, C. Since this measurement is
simply a phase difference between a local oscillator and the signal coming
from the transponder, and no electronic method is available to measure the
actual number of cycles in this transmisfion path, the measurement is com-
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pletely uninitialized, These very largq error sources must be remeved in the
processing of the data, : .

Ambiguities Another type of error which is not infrequent in con-
tinuous wave tracking systems is that known as ambiguities. This is simply
a loss of count of the number of cycles jn the range sum or range difference
measurement. This type srror appears often as a atep function in the data.
Since an ambiguity 2an have only a fixed size, that is, the lenglh of cne
cycle, it may be detected and removed by simple editing methods.

Time Dependent Errors In systems making measurements using a local
oscillator instead of the actual transmitter there will be soma, hopefully
small, difference between the frequency of the transmitter and the local
oscillator. This frequency difference will lead to what might be described
as a time dependent error., This description is meaningful in that if the
transponder were stationary, the data would appear tc be moving as a linear
function of time, The rate of this motion is related to the amount of the
frequency error. Since this errcr is not insignificant, it also must be
accounted for and removed in the processing of the GLOTRAC data,

Timing Errors It is hoped that the transmission of timing signals
through the transponder to the other GLOTRAC receivers will eliminate all
significant timing errors,

Survey Error Due to the remoteness of many GLOTRAC locations and
also due to the fairly stringent accuracy requirements placed on the system,
the survey meagurament errors present & problem. Since thers is redundant
information available, particularly in Segment I of the GLOTRAC System, it
is reasonable to think that some of the survey arrors may actually be de-
creased with the use of the GLCTRAC data, For example, if we continuously
track a target from & peint with an aceypacy of approximately ten feet, we
can detemine, if we lknow the position of the target, the location of the
tracking station also to approximately ten feet. Hence, it is likely that
for the stations having large survey errors we may actually be able to re-
position these stations in the processing of the GLOTRAC data,

Geodetic Errors Another error source which appears in the GLOTRAC
data processing is related to the earth model being used as well as to the
accuracy of our gravitational force equgtions. This should not be & signi-
ficant error, although some improvement §n our knowledge of thess constants
may result from processing of long spans of GLOTRAC data acquired from orbite-

ing transponders.
These errors and observations are described mathematically as

followss

b .

u(t) = Z ay |x-54| +85A(X, 85) «a E (X, S¢)
i=1
san sagm (L) + agt + €

m = measurement at t

a; < arbitrary coefficients needed to describe measurements

t = time

A = azimuth of X from &

E = elevation of X from 8

€& = random error

X = missile position vector

S = station location vector

Here the a's and S's may be adjusted and the X is to be estimated,
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BASIC MATHEMATICAL FORMULATION

In order to convert the raw JLCTRAC data into a form which is
useable by the mlssile contractors, certain mathamatical operations are
-obviously necessary. The de-coding of the raw data format transmitted from 3
the GLOTRAC sites to the Cape is the first basic operation which is required. ;
The data must also be combined into a single group on magnetic tape, which
is more easily processed and manipulated by the electropnic comput.ers involved, :

The principle underlying processing of the GLOTRAC System data is ;
that of maximum of likelihood adjustment. This method is very much akin to’ ‘
least squures adjustment. dere we have a set of cbservations from which we ‘
would like to estimate the true position wx velocity of the transponder as
& function of time. We will make this estimate subject to the constraint |
that the weighted sum of squares of the differences between our estimate and
the measurement be minimized. In Lhis mathematical formulation if we have
redundant information, that is, more than the minimum neceszary number of
measurements required to derive the basic position and velocity measurements,
we extract from this additional informatioh regarding systematic errors. In
particular, we may seek to improve the sutveys of the stations involved and
to estimate the previcusly mentioned frequency and timing errors.

Measurements, Random Error and Smoocthing Our basic measurements, as
previously described, are range sum measufemenis, rangs difference measure-
ments, azimuth angle measurements, and clsvation angle measurements. These
measurements are accompanied by random error., There are other errors in ‘
the measurements also, which we will desctibe shortly. Sometimes the noise
or random error on & measuremert is large enough to make it necessary to smooth
this measurement before further proceasing. Since smoothing actually removes
some information {rom the data, this is avoided when possible. In the system -
which I have described, all measurements are actually position measurements. .

Since we are interested in velocity and often acceleration, as well as posi-
tion, it is necessary to produce derivatives of the basic measurements.

These derivatives in general are provided by numerical differentiation of

the basic position measurements., We will refer to these derivatlvas of the
position measurements as measurements themselves. In order to make the maxi-
mum likelihood adjustment, it is neccssary that we have estimates of the random
error content of these measurements. Varlous methods will be used to produce
these estimates, such as numerical [ilter techniques and variate difference

schemes,
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Error Model Certain systematic errors have besn described as being |
present in the measurements. In particular, we must describe this systematic
error with some mathematical formulation., The three systematic error sources |
mentioned before, thst is, biases, frequency errors, and Liwing errors, can
all be described rather simply, mathematically, That is, biases become un-
known additive constants, frequency errors become first degree time functions,
and tinming errors may be well described by velocity functions, that is, an
error proportional to the first derivative of the measurement which is in
error. Any other systematic errors which may be detected as present in the
GLOTRAC data, which are describable, mathematically, may alsc be included in
future error models,

Constraints In addition to our knowledgze of the nature of the basice
measurements and the error sources, we inay have additional information about
the trajectory itself, A very simple and frequently ercountered trajectory
: constraint is that of free-fall, That is; the motion of the vehicle when it
"ﬂ is not in powered flight. We may use our information about the trajectory
in order to reduce significantly the number of unknowns which must be estimated
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in the data processing; since only six initial conditions are nesded to fully
aescride fres-fall, assuming we have kpowleige of the gravity and drag forces,
we may literslly have thousands of ohgervations from which to determine only -
six parameters. These parameters arq often taken as the initial position and
velocity of the free-fall or orbital motion. Statistically speaking, we have
greatly increagsed the number of degrqgs of {reedom possessed by the formula.
tion. We canrot apply these constraipts during periods of powered flight, .
although the extension of the data frgm powered flight into free-fall and the
increase of the amount of freedom of Yhe formulation in this pericd will
actually lead to better determination of systematic error which applies to
powered flight as well as free-fall; thus the use of the free-fall constraint
can improve powered flight data. Theye is also additional information which
we are not presentlr using in the progessing. This is information which would
describe the motion in powered [light ps a series of connected points. We
are presently working toward a manageable mathematical formulation which will
make use of this additional physical gonstraint,

Assumptions and Weaknesses In & complex mathematical formulation of
a physical problem it is generally negessary to make certain assumptions. The
validity of these assumptions strongly influences the validity of the solution.
Basic assumptions which allow the m wt likelihood adjustment to be done in
a reasonable amcunt of computing time involve the assumption of no serial
correlation among the errors on the bagic measurements., Also we must assume
that the non-ramdom part of the error is adequately described by the error
model used in the formulation. In ordgr to make this first assumption more
nearly valid we simply use only points in the processing which are separated
by one, two or more seconds for determipation of the systematic error model
coefficients, We must examine each solution in order to attempt to determine
the validity of the assumption of the adequacy of our error model. We intend
to test the validity of these assumptigns and we also intend to determine the
effect of the viclation of these assumptions on the data reduction method
for GLOTRAC. This test will be made by simulating errors of the serially
correlated variety as well as undescribed systematic error sources; thus we
may determine the response of our processing techniques to these assumption

violations.

CONCLUSIONS

Expectation Since I have begn describing a system which is not yet
functional, essentislly all I have sald could be described as expectation.
If we examine the philosophy used in the design of the GLOTRAC System, we sece
that the system lends itself well to mathematical processing schemes of the
maximum likelihood variety. It possesges two basic essentials for a formula-
tion of this sort; the first of which {s redundancy; the second is geometry.
In this first respect, redundancy, the processing ls very similar to that
known as the Best Hstimate of Trajectory and the mathematical methods are
very similar, In the second respect, geometry, we have gone beyond the systems
which have in the past been used in the Best Estimate of Trajectory project.
We have very precise tracking systems down range. ¥We have been studying the
formulation of the GLOTRAC dsta processing mathematics for some time, and we
can say that we are encouraged by the results to date, We believe that the
major error sources are adequately desopibed by our errof models and that the
assumption of minimal serial correlation will indeed prove valid., The primary
error source for which we have no real feeling at the moment, as far as its.
behavior and its effect on our solution, is what is best called the residual
refraction correction error. Since the GLOTRAC System is so widely separated
zeographically, many of the stations are operating at elevation angles which
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are below 10°. Those familiar with tropospheric refraction effects lmew
that this lsads to range errors of about 300 feet or mere. Our ability to
~emcve this systematic error from the avaeilable stmospheric information along
t:e ray paths involved may present a problem: This problem is also undar
investigation at this time. The final answer will not be available until
actual GLOTRAC data is available. The adequacy of the presently lnown
refraction correction metheds will be clearly indicated by an examination of
the residuals from our adjustment,

Planning Schedule Present plans call for testing of this system's
(Segment I) equipment tc be conducted in late spring and early summer of 1963;
Segment I is to be operational by late summer 1963,

The preliminary test program calls for four GLOTRAC vans to be in-
stalled and tested at temporary locations from time of arrival at Patrick AFB
until permanent sites are available, Vans will be installed and operated at
MK II Azusa site, the Technical Laboratory site, Jupiter site and MK I Azusa
at Crand Bahama Island site. Test directives will be written for aircraft’
and missile tracking tests and these tests will be conducted to obtain the
necessary data for GLOTRAC network preliminary evaluation. These tests will
include chassis tests, sub-system teste and domplete van tests preceding
qualitative sircraft tracking tests with three and/or four vans operating

simultaneously.
Wnen the GLOTRAC equipment is installed at permanent sites, all

tests up to and including the complete van tests will be conducted again.
Migsile teats will be conducted at the permanent sites and an evaluation of
the performance characteristics and accuracy of the system will be made.
Results of the evaluation will be used to commit the GLOTRAC network on an
operational basis.

Future Applications If our hopes for the GLOTRAC System indeed
materialize and the adjustment possesses the power which it appears to have at
present, we may actually use the GLOTRAC data to improve positions of many of
our down range tracking sites. Also, the use of the GLOTRAC System with an
orbiting vehicle could possibly provide us improved geodetic information.
Since the GLOTRAC equipment is easily tranaportable, it is not unlikely that
this equipment or some similar to it may be placed on board ccean-going
vegsels to provide this extremely accurate doverage in geographical areas now

inaccessible.
In closing, I will say that the redundancy of the GLOTRAC System,

when combined with the other existing range instrumentation, can lead to the
improvement of all precise range data. Undoubtedly, at some future date com-
binations of the GLOTRAC methods with the Best Estimate of Trajectory methods

will lead to extremely good quality trajectory information.

120

:MMJ'H;MM&.“ S e

S .<‘Jmuu<..<hmiﬁ‘muﬁ




T~

\x.?/ }
AN
-~
]

A

ADVANCED RANGE INSTRUMENTATION SHIPS

by:
Nils L. Hanson
and
A. B, Ward
RCA-Missile Test Project

PAFB, Florida

Presented at:
FOURTH JOINT AFMTC-RANGE USER DATA CONFERENCE
Orlando Alr Force Base, Florida
26-28 February 1963

121

T

RTYI RS




ADVANCED RANGE INSTRUMENTATION SHIPS

ABSTRACT

| ECe,
A brief description of the past and current use of ilnstrumented
ships on Atlantic Missile Range (AMR) will be given. As new
requirements were placed on the nge, i1t became necessary to
provide more advanced ship capabilities which led to the develop-
ment of ARIS 1 and 2.

The ARIS 1 equipment configuration and operating concepts are
oriefly described as is the propesed method of picking up data
from the ship at sea.

The reduction of data at AMR from & typical ARIS mission 13

developed and finally a description of AMR Plans for the ships
evaluation is presented. A7 TAIERS

PAST AND PRESENT UTILIZATION OF SHIPS ON AMR

s o . Sl At P -, B WAL L B

The use of instrumented ships on AMR started with simple te-~
lemetry ships operating in the 200-megacycle band., (Fig. 1)

The Twin Palls, a converted Victory ship came on the Range in
1961 primarily to support the Pershing program. It was de-
signed to acquire accurate radar trajectory data which could
be transformed to a known point §n a land-based coordinate
system. (Pig. 2) This required a high precision radar and
stable reference system as well as an accurate means of locat-
ing the ship. (Pig. 3) Experience in the use of this system
has shown that the radar itself will perform with essentially
the same precision on a ship as on land. Additional errors
are in the neighborhood of 100 feet in survey while the ship
is in LORAC areas, and a peak of 1 1/2-milliradians radar error
caused by ships motion induced lag ermors, Post-flight cor-
rections to lag errors are about 85% effective. When the Twin
Falls is operated out of the LORAC area of coverage, survey
errors up to three miles may be expected. PFig. 4 shows the
accuracy experlenced with Twin PFalls data during 1961.

The DAMP ship equipped with a "(¢" band and UHF radars was de-
signed primarily to produce cross-section data and has had very
limited AMR usage.

NEW SHIP REQUIREMENTS ON AMR

More advanced programs coming to the AMR have dictated new
requirements for instrumented ships. Among these are:

133




1. Accurate trajectory information on small targets at
long ranges.

2 Accurate cross-sectlion data at several frequencies.
3. Simultaneous data on more than one target.
4, More advanced telemetry.

5. Accurate survey information in broad-ocean areas.

MISSION OF ARIS 1 AND 2

In 1961, a contract was let to the Sperry Gyroscope Company to
instrument two advanced range insttumented ships. The primary
mission of these ships is to gather terminal data on ballistic
missiles in areas where land-based instruments will not provide
coverage. This will provide data for evaluation of overall
missile system performance as well as penetration aids studies.
Secondary benefite will be nose-cone recovery and teminal area
weather data. These ships will have extended crulsing ranges
and the abllity to remain on station for long periods of time.

Flg. 5 shows a possible deployment of ARIS 1 and 2. One ship
is about 10 NM from the intended impact point while the other
is about 100 NM uprange and offset 50 NM from the plane of the
trajectory, This deployment provides side-aspect angle and
nose-on tracking coverage. If another tracking ship is avail-
able, it could be used to cbtain mid-course metric data.

ARIS 1 and 2 are converted C-4 ships, 520-feet long and with a
beam of T2 feet and a draft of 25 feet. Maximum sustained speed
18 17 knots and the crulsing range is in excess of 5000 miles,
The ships are equipped with large tracking antennas and a navi-~
gaticn system which will be used to measure accurately the
trajectories of ballistic missiles: The reflection character-
istics of varlous types of bodles Yeentering the atmosphere will
be determined at frequencies in thé C, L and X bands. They will
also receive and track telemetry signals. All functions which
are necessary for the gathering and recording of signature and
trajectory data are provided.

Instrumentation Eguipment and Operation

The ARIS ships can be easily ldentified by their radar and
telemetry antennae as seen in Fg. 6. The primary tracking
device 1s a C-band radar set utiliging a parabolic reflecting
antenna 30-feet in diameter. A dull frequency L and X-band
antenna 40-feet in diameter gathers signature information while
slaved to the C-band antenna position. The 30-foot telemetry
dish tracks passively in angle and if it starts tracking before
the C-band radar acquires the missile, 1t will provide master
designation angles., Other distingWlshing features above decks
include the navigational star tracker and the meteorological
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balloon tracker. Not vigible from outside, but suspended from
the supporting base of the stay tracker, is the ship's Inertial
Navigational System (SINS). The radar electronics, communi-
cations equipment, operations gontrol center and data handling
equipment are locatéd below degqks. The data handling equipment
consists of a UNIVAC 1206 Compwter and the Central Data Con-

version Equipment (CDCE).

The C-band radar will provide trajectory data on a primary and
two secondary targets simultaneously. The X and L radars pro-
vide signature data on the primary and two secondary targets
simultaneocusly.

The stabilization/navigation sub-system provides inertial navi-
gation information updated from star fixes and sonar beacon
fixes as well as data stabilizgtion against ships motion and
accurate heading and vertical pefarences.

The telemetry sub-aystem is an gequisition aid. It receives
and records telemetered data from the test vehicle and retrans-
mits recorded data to near-by alreraft for transportation to
the data reduction facility.

" The flexure monitor sub-system measures ships flexure between:

1. Star tracker/SINS and ¢-band barbette
2. C-band barbette and LX«band barbette.

This data is used for both realetime and post-flight data cor-
rection. The sub-gystem includes & two-axis monitor for pitch
and yaw and a twist autocollimator for roll,

The data handling sub~system consists of the Data Processin
Equipment (DPE) and Central Data Conversion Equipment (CDCE).
The functions of the DPE are to provide:

1. Shipboard calculations of designate and navigation
information,

2. Real-time displays and position/velocity solution for
transmission, )

3. Computer alded tracking information.
4, Data formatting.

The CDCE functlons are to

1. Provide communications control between the computer
and all other equipnr.at.

2. Make necessary data conversions for this communication.
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3. Record primary data, such &8 cross-section and
trajectory.

The timing igb-system is designed with a basic accuracy of five
parts in 101Y/day in real time and Will remain correlated with
Cape Canaveral timing to better than 10 mllliseconds.

The communications sub-system provides the rollowing capabilities:

High Frequency - Snip-to-ship
Ship-to-Aircraft
ship-to-Shore

Very High Frequency - Ship-to-Airerart
Ship-to-Recovery Vehicle

Ultra High Frequency - Ship-to-Aireraft

Very Low Frequency - Shore-to-3Ship

Plus intercom and PA syétems

The meteorologlical sub-system provideés the standard weather
observations and includes an Arcus rdcket launch facility.

The Operations Control Center (OCC) provides centralized control
and consists of the following:

1. Trajectory plotter
2, Designate control console

3. Master control console for She Ships Operations Manager
and the Ships Instrumentation Manager. ,

Some of the 0CC functions are:
1. Select master sensor
2. Monitor system status
3. Control ships course and pofition
4, Ccoordinate all activities with AMR.
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Instrumentation System Operational Frocedures

The general operational proceduyre of the ARIS ships i3 as
follows:

? 1. The ships sall prescribed courses in the viecinity of
the expected impact pgint, measuring position accu-
rately with referencsg $o0 surveyed sonar beacons,

'ﬁ 2. The communlications sup~system recelves post-burnout
s orbital parameters from Cape Canaveral via teletype.

3. The computer integrates the equatlons of motion of
the migsile faster than real time to determine an
dequisition point prior to the missile's arprival,
Using measured valueg of latitude and longitude from
SINS, the result 1s a continually corrected stable
acquisition point reilagtive to the ship.

L. SINS supplies heading, pitch and roll through CDCE
which the computer combines with the acquisition
point to produce designation orders in deck coordi-
nates at a rate of ten samples per second,

- 5. CDCE converts digital designation orders to synchro
vecltages for positlioning the antennae.

6. The tracking antenna which firsﬁ.acquires the missile
eignals the Designate Controller who designates that
antenna as master.

T. The other antennae arg slaved to the master through
CDCE with corrections for ship's flexures,

U. when Lhe C-band radap goequires the missile, CoCRB
: converts trajectory and signal strength data to
- digital form and recopds on magnetic tape.

9. The computer smooths trajectory data by providing a
least squares f'lt of 31 points to a cuble curve,

10, Based on the predicted missile trajectory, up-to-date
position orders are magintained at ten samples per
second in case the radar loses track. To assist in
tracking through reentry, a computed angular velocity
term allowing for air density and ballistics is
supplied to the tracking servos.

! 11. The missile path is plotted from acquisition to impact.

: S
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ARIS Operating Modes

‘Routine operating procedures abotrd ship specify periodic
celestlal or SONAR fixes and in#trumentation checkout. Moat
of the time the data handling aystem will be in the navigation
mode. During this mode, the (DOE converts latitude, longitude,
heading, pitch and roll synchro data from SINS to dlgital form
and enters them intc the comput#r. Time from the ship's time
mode generator is buffered in alsc. Using these data and star
coordinates manually selected from a stored table, the computer
generates star tracker designation angles. CDCE converts the
star designation data to synchm»® form to position the star
tracker, After acquisition, CDOE reads digital star tracker
angles inte the computer for processing position fixes, SINS
reset orders are supplied by CDOE as voltage levels whose -
duration is determined by the Somputer., The procedure 1is
simlilar for SONAR fixes except that SONAR readings are entered
into the computer manually.

Perlodically, but always prior te a shoot, the instrumentation
equipment 1s placed in a checkout mede. For the mest part, the
sub-systems perform their checkouts independently, but final
checks are run with the computér, CDCE and the otﬁer sub-systems
tied together. Pre-« and post-ghoot radar calibration runs are -
made recording data on CDCE taPes. After a missien, the computer
and CDCE receivers are used t¢ translate recorded data into a
format suitable for transmission or transportation to the data
reductlion center.

During a mission, the compute? program is in the Designation-
Acquisition-Track mode while CDCE is converting SINS synchro
angles, AC flexures and DC slghal strengthe to digltal form,
entering them into the computeé?, and/or recording them, The
sample rate, sequence, and synghrenizatison ars controlled by
CDCE. AC analog outputs are provided for flexure corrections
and regeneratlve tracking term8, and DC for plotting. Various
interconnections are effected by CDCE on command of the Desig-
rate Controller in the Operations Control Center. The con-
troller determlnes whether th# computer, C-band rader, or
telemetry should be master by 8valuating sub-system status indi-
cators, intercom information ahd the trajectory plot.

In summary, the shipboard data processing for navigation, check-
out, formatiing, designatlon, acquisition and tracking are
aceomplished by the Computer. All communications between the
computer and the other instrumentation sub-systems (with the
exception of teletype) and dath recording are controlled by the
Central Data Convergion Equipment,

DATA PICK-UP
The introduction of data picks=up by aireraft on the AMR,

particularly from ARIS 1 and 8, follows the succeasful evaluation
of this system by SSD in coopération with PMR. PFig. 7 shows a
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JC-130A aircraft picking up a daya package Ifrom an ARIS oper-
ating 400C to 5000 NM downrange,

Data preparation aboard ship for aircraft pick-up will take
about six hours. Aircraft data delivery mission time will
take four hours, with one hour ¢f low altitude flylng time for
the actual pick-up. Thus, the J§-130A pick-up range will be
1150 NM, Once delivered to a rapnge station, the return to
Fatrick AFB depends on the data processing schedule urgency.
Normally, the data will be retupped by a MATS scheduled alr-
liner which makes three weekly ¢pips. Earllier delivery may
be made by non-scheduled flights, Or, if priority permits,
speclal alrceraft may be used, since the average flylng time
is 17 hours from Ascension to Pagrick AFB.

After splash or loss of target hy the ship, all recorded tra-
Jectorry and nontrajectory radar data, telemetry and pre-flight
calibration data can be picked up within one howr. Under these
conditions, on-station telemetry aircraft can make the pick-up
without ascheduling a separate ;ilsion. In the case of extensive
post-flight data, or if there is no need for telemetry aireraft,
a flight will be initiated aftep splash; this will depend on the
ship's preparation time.

For a typical test mission, weight of the data tapes will be
small compared to that of the waber-tight plck-up contalner.
This results in a weight of about 85 pounds. The master tapes
will be kept aboard ship for tape reproduction as needed.

Pick-up 18 achieved by launching a ballcon kite to an altitude
of about 200 feet and attaching it to the package to be re-
trieved. The balloon has a loop which is caught by the arrest-
ing gear aboard the aircraft. he alrcraft's friction brake
winch and the nylen line chavasysrictice raduce package ac-
celeration and the balloon station increases vertical 1lift rrom
the deck of the ship. The revepse transfer may be made with
the aid of a parachute, allowing the package to be hauled to
the ship's deck. This allows a transfer in which the package
is always in physical contact with the aireraft or ship.

OPERATIONAL. DATA PROCESSING

Data Processing for ARIS will gonsist almost entirely of
techniques already familiar to AFMI'C Data Processing people.
The computer routine for ARIS ean quite properly be described as
massive; 1t will be unique in size but not in technique. The
propesed processing scheme will be virtually automatic as re-
gards a standard output of trajectory data, impact location, and
gzdarscross-section (magnetic tape and tabular output). (See

2.

H L)




Thne followlng pre-processing prbgrams will be used:

Input - (raw data on one-half inch magnetic tape from ship)

1. Misslle trajectory data, signal strengths and error
signals.

2. Pre- and post-callbration navigation data.
3. Pre- and post-calibration radar data.

4, Missile signature data.

Other inputs will be:

1, AMR processed weather data.

2. Station constants.

3. Digitized boresight film data.

The first job of the program will b8 to edit and summarize the
data by determining such items as:

1. Amount of data.
2., M™me history of switch conditions,.

3. Rough estimate of variancé and the number of bad
points replaced.

Editing can be performed on all of the trajectory parameters by
obtaining outvut of the number of Points edited, and making a
rough estimate of variance to lndidate quality ot data. Pre-
and post-calibration SINS data will betreated by comparison with
SONAR. Program option allows printout of any parameter with
first and second differences. The output of the pre-processing
program will be magnetic tape contl@ining the necessary constants
and edlted data.

The flow of data through the Redudiion Program may be described
as follows for trajectory data:

1. Magnetic tape input contalning all trajectory parameters
and necessary supplemental information such as filtering
parameters and weather data.

2, C-band radar will be combined with error signal data
to produce A, E, R data of each object being tracked.
The error signal data 1s 8lso saved for signature
progessing.

3. Correction of all paramet¥rs (removal of known errors).
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&, Transformation of radar data to required coordinate
system, utllizinz navigeation and [lexure data.

5. Computation ol Impact point and error ellipse.

Slgnature data prezessing consists of determining the effective
radar cross-section urez o the target or the C, L and X-band
frequencles, relative to that of a calibration balloon: Antenna
beam pattern attenuavlon, atmospherle attenuation and slant
ran_e datg are utilized in the calculations,

raze mission will produce two to three T7200-foot reels of
e t2 re, plus four to 3iX rolls of strip-chart recordinzs.
fiim is 35-mm movie film; the quantity will be small.

DETAILED EV.LUATION FLAN

e

nas veen planned to encompass the testing of
: mentatlion syatem. The acceptance test progran,
X ;“,.Ldes by tb tinetlonal arl quantitative tests, began as
tne Ln i‘v-uuu- sun-systems were in thelr final stapges of manu-

TneTtUvre. Taese factory teonts lncluded complete acceptan e tests

(2]
t

on some components 1nJ l!lmited tests on others. All sub-system
testing will be completed after the individual sub-systems are
nstaiiecd on the ship. At the completlion of the individual
tosts, dociksiic ojoten intesration tests will be performad.

Thae evaluation prog"am w11l commenze as each ship salls from the
shiprard ernroute to the AMR. At this time, all acceptance tests
will have been performed. The evaluation program will perform
metric evaluation of the capabilitlies of the ship's instrumen-
-Oﬁ system based on a working and integrated system. The

3 i e”fort, has been planned to encompass a period of
r'n2 ween Tor each ship. This 1is known to be a "tight"
.::;Af;c, sl will require an efficlent and coordinated progran
TIowiLl iz come degjsree o range priority to have a reasonable
..C oI 2onpletvicn on oschedule.

“herc are basically tihirec objectives in the evaluation progran.

"hese are:

1. To¢ Jdemonstrate the capabllity of the system to operute
within the cpeeilicd accuracies.

’.  To rrovide data which wi.l serve 25 a basis for the
system calioration,

(9%

To nrovide & hoslis ior develoding a long-tcrA arnalrsis
end evaluation program alter cemmitment 0.0 ships to
ranse supgort.
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Tne calibration of the system and the check or. the accuracy are
inierdependent objectives which result from the manner in which
tne acouracies are specified in the Air Force Technical Exhibit.
This exhibit states that accuracy values refer to reduced and
corrected data. Therefore, the evaluation program will first
determine the systematic errors by means of statistically
selected data runs. These errors will be removed by proper
corrections to the operatlonal data reduction program, thus
calibrating the system. The data will then be reprocessed,
using the corrected calibration of the system. By this means,
the evaluation program objectives of calibration and accuracy
determination will be meb,

The planning effort for the evaluation period was divided into
two phases: the experiment design and the evaluation plan.

Evaluation Flan

The initial phase of the planning program consisted mainly of
mathematical work designed to determine the bhasis f{or the
preparation of the evaluation experiments. The mathematical
work included consideration of the three-step data handling
process: operational data reduction, data differencing, and
reasression to determine the error model ccoefficients., These
three steps willl provide a closed-loop handling of the data
from the evaluation experiments. The experiments, in turn,
have been designed to produce data of the type and quantity
required for the applicatlon of thls three-step data handling
process.

The operational data reduction will correct and adjust the raw
experimental data. This effort will provide inputs to both the
data Qiffcroncing and rogression steps, In the data differenc-
ing, the reduced data will be compared wlth data from a suiiavie
standard instrument. The difference data, when statistically
analyzed, will provide the loglc necessary to demonstrate
complliance with the specified system requirements.

The regression will effectively close the loop by determining
the error model adjustments to be made on the raw data during
the operational reduction effort. The adjustment procedures
have been designed to correct the raw data for systematic

errors 1n the instrumeatation. By requiring that the difference
data be a minimum in the least square sense, sultable values of
the error model coefficlents will be obtalned. Froper determi-
natlon of these coefficients wlll result in reduced data which,
in a sense, will have been corrected for calibration type
deviations and which will more realistically portray the accuracy
capablility of the system.

To implement the data handling steps outlined atove, an error

model has been generated to fulfill the requirements set forth in
the regression procedure. 1In addition, every effort has been
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made to insure that the data received from the experiments will
be of a type which will allow the subsequent calibration or
adJustment of the error model coefficients. The variation of
data parameters is of essential importance in this consideration.
The statistical basis for the evaluation program has been
investigated to determine the sampling parameters such as length
of data runs, number of times a test must be run and similar
gonsiderations which will result in a relatively high confidence
evel,

Experiment Design

The experiment design phase of the planning effort has been
closely coordinated with the evaluation planning program. Thls
insures that the data produced, as a result of these experiments,
meets the needs of the mathematical and statistical procedures
developed for the data processing. The experiments which are
planned for system evaluation are based on the use of alroraft,
balloons, satellites and missiles of opportunity. The evalu-
ation program as planned does not necessarily demonstrate all

of the quantitative and qualitative requirements of the Techni-
cal Exhibit. The program is , however, designed to cover those
portions which are not covered by the Dockslde System Acceptance
or 3ystem Integration Tests. Through a combination of these
dockside tests and the evaluatlion program, a demonstration has
been made of compliance with all of the Technical Exhibit
requirements whenever feasible. -

Due to the limitation imposed by time and cost considerations,

it was not possible to design a program which would provide

test data in every combination of geometry, rates and acceler-
ations, or other parameters as defined by the Technical Exhibit.
In order to complete the evaluation over the Range of the techni-
cal exnhiblt requirements;, it is necessary to extrapolate the data
into values not covered by the particular experiments. The
amount and appropriateness of extrapolation into particular
areas varies between experiments. For instance, it 1s possible
to track an aireraft over the full range of azimuth angles and
nearly the full range of elevation angles prescribed dby the
technical exhibit. But it is not possible toc provide experi-
mental conditions which will give tracking at the maximum
angular rates or accelerations required. On the other hand, it
ls possihle to set up an experiment which will determine the
capabllity of measuring the secondary target position with re-
spect to the first, at both extremes of target separation.
Satellite and missile tests will be used to extend the range of
variables as much as possible.

Description of Experiments

In order to demonstrate the capability of the ARLS System to
acquire, track and determine the trajectory of a primary target
(e.g., nose cone) with respect to the ship to a high degree of .
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accuracy, our experiment utilizes a single target aircraft,
squipped wlth appropriate Instrumentation, which is tracked
sifultaneously by range lnstrumentation and the ship's instru-
mentation. The posltlon of the ship Guring the experiment is
verified by tracking 1t wlth accurate optlcal instruments
located on shore, or by having the ship at dockside. Data are
then reduced to ccmpare the deviation between the target
position as determined by the ARIS System and by range instru-
mentation, which in this c¢ase is the standard of measurenment.
This positlonal data will, in addition, be used for veloclty
computation,

The abllity of the system to cobserve secondary targets and
record thelr positions with respect to the primary target will
also be evaluated in this experiment. This will be done by
flying two aircraft, spaced so that they will both be in the
radar beam for a portion of the flight path. Both airecraft
will be tracked by range instrumentatlon to determine their
spacing while the ships instrumentation system simultaneously
tracks the targets to determine the position of the second
target wlth respect to the first, Thils tracking data will also
be used to determine the ability of the system to compute the
velocity of a se~ondary target,

The ships system 1s required to measure the radar cross-section
of a target at L, X and C-band frequencles. This measurement
must be made to within +3 db (reduced data) for primary targets,
decoys and fragments. The standard deviation shall not exceed
3 db for observable secondary targets which are within 0.4 of
the one-way half-power beam width from beam center.

Metalllized six~-foot balloons of known radar reflectlon charac-
teristics will be used to perform the experiment. Balloons will
be released from the ship, acquired and tracked by the Star
Tracker telescope to & point outside of the minimum range of
the radars and then skin tracked until they reach an altitude
of approximately 60,000 feet. The balloon rise will be limited
to a pressure corresponding to approximately 60,000-foct alti-
tude automatically. Tracking will continue until a slant

range of over 100-nautical miles is reached. This test will
also be run using a six-inch sphere attached to a balloon.

During these runs, data wlll be gathered at specified range
intervals, by three radars, in two polarization modes. ad-
ditional data will be gathered in a similar manrer except that
the radar beams will be offset to simulate the observation of
a secondary target. This will appear to place the target near
the half-power beam width point.

Another experiment is designed to evaluate the accuracy of the
shipboard instrumentation in determining ship position in geo-
detic coordinates. By conducting an actual SONAR beacon sowing
and venchmarking operation and by navigating by means of the
beacons, the Stabilizatlon-Navigation Sub-system will
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determine ship position in astronomical coordinates and obtain
the geodetic position by applying the known gravity anomaly for
the test area.

The placement of the beacons will be in water depths ranging :
from 1000 to 3000 fathoms. The ship will locate the beacons by
measuring the slant ranges to them, at the same time determining
its own position by celestlal fixes. From a knowledge of the
water depth and slant ranges at various ship's positions, the .
position of the beacons will be determined. The ship uiil then
navigate by means of the SONAR beacons, and its position will be
compared to the ships position as determined by Lorac B to
evaluate the system, The technical exhibit requires that the
system be capable of planting and locating a SONAR beacon to a
vector error of 1340 feet. In addition, the ship must be able
to locate ltself with respect to the SONAR beacon to a vestor
error of 300 feet rms.

The abllity of the system to perform this function will be
evaluated by actually carring out an operation in placement,
locatlion and navigation from these beacons. For the purpose
of the experiment, the beacons will be placed in the vicinity
of Great Abaco Island in the Little Bahama bank. This area
has water of sufficlent depth and is within the range of the
Lorac B net, which can determine the ship's locatlion to suf-
fleient accuracy to be used as a standard of measurement,

Throughout the nine week evaluation period, as scheduling
permits it is planned that the ship will track satellites and
misslles of opportunity on a non-support basls. These tests
will determine the ships abllity to acquire and track live
targets under realistic operating conditions. They will be
scheduled as often as possible in order to supplement data
gathered in the previously described tests.

Acquisition by telemetry, star tracker, real-time orbital
elements and classical orbital elements in the case of satel-
lites will be attempted. Lists of useable satellites and
avallable missiles will be prepared for the period of the evalu-
ation. Some of these tests which might require operation down-
range beyond the Bahamas will have to be conducted after the
nine weeks because of the excessive steaming time involved.

These tests will be primarily operational in nature and will
assist in developing operator confidence and techniques as well
as serving to round out the data gathered in the evaluation.
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THE ERRORS OF INERTI%'QUIDANCE SYSTEMS

A survey of the activities of the Central Inertial
Guidance Test Facility at Holloman Air Force Base,
New Mexico. Compiled by Dr. Martin G, Jaenke,
Technical Advisor to the Deputy of Guidance Test,

I, INTRODUCTION

The Central Inertial Guidance Test Facility (CIGTF) of
the Air Force Missile Development Center (AFMDC) at
Holloman AFB, New Mexico, servgs as an inter-agency facility
for the developnent testing of guidance systems, Among the
many points of view which are relgvant in guidance testing, e.g.
the problems of reliability, repeagability and environmental sensitivity,
the determination of their accuracy, their calibration or the
evaluation of their errors, is thought to be of most direct interest
to this audience, Therefore, besides giving rudimentary
background information to the uninitiated in guidance techniques, v
this paper endeavors to outline a basic analysis of the errors
encountered in the avaluation of the errors of guidance systems,
Due to the high quality of present ‘dw and future guidance systems,
the provision of sufficiently accurate calibration standards, i.e
range instrumentation or reference systems, ie problematic and
thus this point of view will be emphasised,

The mathematics to be used are schematic and simplified and
thus are sufficient only to indicate trends. One must be aware,
howesver, that the complete mathematics of this area are

_extremely complex and mostly not amenable to closed form

solutions, Thus, extensive computer simulation studies are
needed to perform a fine grain error analysis, an effort which
is a continuing important part of the activities of the CIGTF,
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The list of references shows a relative abundance of unpublished
notes, internal memoranda and office correspondence, an indication
of the fact that the art of guidance tasting is still under active
development, R shows further important contributions by Spic:e
Technology Laboratories (STL) who, under contract with the Air
Force, evaluate the guidance systems of the Minuteman and Titan I
missiles, The exchange of information and ideas with STL ’
was extremely fruitful and it is hoped that this paper will open
the way for such discussions on a wider basis,
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II, DEFINITION OF THE ERRORS OF INERYIAL GUIDANCE SYSTEMS
The basic principle (1) of inertial guidapvgo is the measurement

of acceleration, a function which is perfaymed by inertial accelerometeys.

To allocate a defined direction to the measured acceleration, thy

platform carrying such accelerometgys must be of known and controllable

orientation. This function is performed by gyroscopes, which

maintain the platform in a given reference orientation in space,

and, by application of proper torques to the gyro gimbals,

allow this orientation to be changed in a prescribed manner,

Due to the integrating action of the gyros, the angular turaing rates

of the gimbals axrc proportional to the respective torques and thus

a measurements of these torques provides information on the

turning rates of the vehicle carryipg the platform in inextial space,

These two measured quantities, linsar acceleration and sngular

turning rates are not sufficient to perform the desired guidance

function, It is rather necessary to lmow velocity, in particular

"velocity to be gained ' if the vehigle is going to be injected into ballistic

or orbital flight and to develop digcrete commands for termination

of thrust and correction commands for the attitude control of the

vehicle, All these quantities are gcomputed from the original

measurements in the guidance computer, in most cases a digital

computer, Thus, an inertial guidgnce system consists of the

"Inertial Measurement Unit" (IMU), the stabilizsed platform carrying

the triad of accelerometers and the gyroscopes and the guidance

computer as shown in Figure 1. For purposes of evaluation

of the system, the quantities of interest are telemetered to

ground, the outputs of the computer through PCM, the outputs

of the IMU either through FM/FM or PCM channels.,
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Inertial Guidance Systemnu are techualcal systems and as
such limited in their accuracy, Their érrors are partially
systematic, i.e., they can be described by functional relations,
and partially random, i.e., they can be described in statiastical
terms only. The systematic errors can be compensated for
and thus eliminated, at least theoretically, if sufficient information
about them is available, It is therefore the primary goal of
guidance testing to obtain the necessary information about these
systematic errors to a sufficient degrée of accuracy, The most
important systematic errors and the ansuing error models,
where definable, are listed in the figuses, in Fig 2 and Fig 3
the ones of the basic systems componéits and in Fig 4 the ones
which are not directly attributable to the components but are
characteristic for the whole system, Assuming that it is posaible
to formulate a comprehensive error niodel in a specific case
either from theorstical considerationg or from a careful
analysis of test results, it is then nestssary to determine
the error coefficients accurately enough to achieve desired goals.
One of such goals was already indicated, namely, to obtain sufficient
information for the compensation of the errors during a mission
of the vehicle of which the guidance system is a part. In order to
define the necessary accuracy of error coefficient determination,
an "Error Budget' has to be esiablished which is based on the specific
mission requirements, Selecting as & representative example
an ICBM mission, the following considerations can be made:

The measure of accuracy in such A mission is the CEP
obtained at the preascribed range, It depends on the conditions
which prevail at the moment of injoction into ballistic flight, in
particular on velocity and flight patli angle, both conditions which
are under control of the guidance system. The dependency on
velocity is shown in Fig 5. For theé present demonstration
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purposes and to keep this paper unclassified, this description is
derived under simplifying assumptions, namely, classical elliptical
trajectory in a central, unperturbed force field, ;‘non'-rotating‘ earth
and identity of injection and launch point. (3) Furthermore, the -
assumption is made that the flight path angle at injection is =~
optimum, i.e,, leading to a minimum injection voloéify requirement.

In this case, the derivative of range with respect to ﬁje'ctioﬁ angle '
vanishes and thus it is justified to concentrate in this presentation

on the primarily important velocity errors. However, other

errors than those caused by the guidance system enter in the

uncertainty of the impact point, Examples are uncertainties with
respect to the form of the perturbed gravity fisld, the geographic
location of the desired impact point and the survey of the launch

point. Since they are not under discussion in this paper, their

effect is considered in a round-about way by allocating half of

the allowable squared impact errors to such non-guidance sources, (4)
Having defined the allowable injection velocity uncertainty it must

be translated into an allowable uncertainty in the determination of

the error coefficients of the guidance system, This uncertainty '

is quantitatively described by the covariance matrix , N\ k, of the
coefficients and is a characteristic of the test from which the

error coefficients were evaluated, as will be explained later.

Fig 6 shows the relation between this matrix and the admissible

injection velocity error or the CEP of the mission, respectively,

Again it must be kept in mind that sources other than the

uncertainties of the error coefficients contribute to the injection

velocity error, Examples are approximations in Fomﬁuting

processess, in particular the mechanization of compensation

terms, and other hardware errors, Their effect is considered

in a roundabout way by the factor 2 in equation (8) , i.e. by allocating
about 75 percent of the squared injection velocity error as resulting from
other sources,

B
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Another important goal of error coefficient evaluation is a
thorough analysis of the guidance system during its development,
Thus it is necessary to separate its various error sources, the
terms »f the error model, To achieve this, the guidance test must
be conducted in such a way, that the off-diagonal terms of the
resulting coefficient covariance matrix are as small as possible, .
Assuming that it were possible to obtain a covariance matrix consisting
of diagonal terms only, it still remains to define the admissible
amount of these variances of the individual coefficients. Again
the flight conditions of the operational missile at injection are
used to weight these uncertainties properly, leading to an error
budget which is identical to equations (5) and (6) except that
the sums containing the off-diagonal terms of the covariance
matrix are omitted (equation (6a)). Since the separation of errors
is the primary goal of guidance testng at the CIGTF, this latter
error budget is used to design the tests, It specifies two
bagic testing requirements, namely, to select test conditions such
that the off-diagonal terms of the resulting coefficients covariance matrix
became as small as possible and to make testing errors sufficiently
small in order to keep the terms on the main diagonal of this matrix
within specified limits,
m, DETERMINATION OF THE ERRORS OF INERTIAL GUIDANCE

SYSTEMS

Testing of Inertial Guidance Systems for determination of their
errors can be done in various ways., One fundamentally important
approach is laboratory testing. (5) These tests are designed to find
specified individual error coefficients of a theoretical error model
by using special purpose test equipment under carefully controlled
test conditions, But a preconceived error model may not be
realistic, there may be additional error terms under the conditions
of actual migsile flight, It is therefore necessary to conduct
tests which exercise simultaneously and strongly all the error
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nouz"l:e‘n which come into play during an actual missile flight and
provide sufficient accuracy and flexibility of arranging test conditions
in such a way that a separation of the error scurces is possible.

This type of testing will be called "operational" testing, but it must

be understood that its conditions are only tentatively identical

to those of an actual operational flight of the miseile for which the
guidance system under test is developed. The operational test

meéthods which will be discussed are: Sled testing, Flight testing

of the completed missile under actual flight conditions and GEM
(Guidance Evaluation Missile) testing. In all cases of operational
testing the velocity of the vehicle carrying the guidance systers must

be measured by a "reference’ system with sufficient accuracy

to meet the requirements of the error budget which was established
above, Fig 7 describes the basic mechanism of estimating the

desired error coefficients and in particular spells out the propagation
of the errors in the observation of the guidance systems error function into
the errors of the coefficient estimates, or, the coefficient covariance
matrix, Te clarify concepts, Fig 8 shows a chart of the complete error
flow from its sources in the test reference system to its final effects
on the mission accuracy of the missile of which the guidance system
under test is a part, The present discussion will be restricted to
define the admissible effective velocity error of the reference system as
represented by AQ._W. and no attempt will be made to perform the
complicated error anal;lrsi.n of the reference system itself. I is now

of interest to compare the effective velocity error which is admissible
for the various types of operational tests in order'to achieve a specified
testing goal. In doing this, it is assumed that this error is serially
uncorreleated and stationary, an assumption the justification

of which will be discussed later, Fig 9 gives the resulting accuracy
requirements for a representative example, The other important
requirement, separability of error sources, is discussed in Fig 10.
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In order to obtain one figure to describe this separability
quantitatively, it is suggested to use an overall correlation
factor derived from the ratio of the sums of off~-diagonal and
diagonal terms of the A X matrix, weighted by the respective
coordinate functions at burn-out of the operational missile,
However, other descriptions are possible and the feasibility

of this - factor has not yet been proven in practical use.
Inspection of Fig 9 and 10 shows clearly the superiority of

GEM testing under the given points of view, In interpreting

the quanititative accuracy requirements one must keep in

mind that they were derived primarily for comparing the various
test methods under equal and simplified assumptions, A
thorough error analysis leads to higher requireménto in all cases,
One must further keep in mind that the correlation factor
becomes critical only for values greater than 0.9. A
comprehensive operational guidance test program which

yields the desired results in the fastest and most economical
way must use all three test methods and their respective
merits: Sled testing as an economical means for shake-down
testing in a severe environment and preliminary error evaluation,
GEM testing for fine~grain error evaluation and flight testing
for final CEP verification, (6), (7).

The error analysis above was simplified and it is of importance
to obtain an understanding of the impact of these simplifications,
One of the assumptions made was stationarity of the errors,
Presently, there are no conclusive results availahle about
the consequences of this assumption in an error analysis,

Thus, this aspect will not be pursued in this presentation, The
other assumption was that the errors are uncorrelated, Again,
a systematic investigation was not yet performed and thus it

is possible only to demonstrate with representative examples
how much a serial correlation in the effective velocity error

of the reference system, which was assumed to be uncorrelated,
will affect the results of the error analysis obtained above,
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The correlation structure used in these examples is derived
from a special filtering process (8) for the cutput of which the
inverted covariance matrix can be described analytically,’

(See Fig 11) The consequences of assuming uncorrelated

errors in such an analysis while the srror actually is correlated

are shown in Fig 12, (9) Depending on whether the correlation

leads to peaking of the error power spectrum at low or high
frequencies, the accuracy requirements for the rofe’rqnce .
system can be significantly higher or lJower than those -

"calculated for the uncorrelated case. If no prior information

about the expected character of the error spectrum is available
for the error analysis, the estimate based on the assumption
of uncorrelated errors thus leads to feasible resuits.

To describe the practical problems connected with the
evaluation of operational guidance tests, the example of sled
test evaluation will be used, for which considerable experience
has been accumulated at AFMDC, Fig 13 shows first a typical
vehicle which is used for this purpose and Fig 14 a typical sled
trajectory in terms of its acceleration and velocity profiles.

An important characteristic of sled motion is an extremely high
vehicle vibration, (12), (13) Fig 15 shows a plot of total
vibrational power in the longitudinal direction, demonstrating
the non-stationary character of these vibrations and Fig 16
their spectral composition, The '"Space~Time': system (10)
serves as reference system, It produces electrical pulses when
the vehicle passes precisely spaced markers (13 +1,3 + 104 )
along the track. (11} These pulses are transmitted thru
telemetry to a ground station and are precisely timed (%1 /‘n s),
yielding the basic reference information: time as a function

of distance, This informaticn is available on a digital data tape
for further computer processing., The signal outputs of the
guidance system under test are transmitted primarily thru
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FM/FM telemetry and after first demodulation are available
as a composite signal on magnetic tape. Before computer processing,
these signals have to be decommutated and digitized. A special
digitizing process is required for the outputs of the accelerometers
which produce discrete aignals at the times at which certain
velocity increments are accrued, The accurate determination of
these times and their presentation on digital data tape is performed
by the ""Event Timme Reader", a custom«built device which is
incorporated in the "General Input Converter', (19) Fig 17 shows
a flow chart of the digital computer programs required for the
evaluation of sled tests. There are about 35 of them and they
are designed in such a way as to permit any desired intermediate
outputs of data tapes, tabular and graphical information and to
adapt to special situations caused by infericr data quality, Fig 18
describes the main operations in this chart in a schematic form,
Of special interest are the following areas:

Editing Processes

Their basic purpose is to improve obviously wrong

data points by removing such points which are due to
noise alone, inserting improved estimates for highly deviating
points and filling in 2stimates for missing points, This is done
by extrapolating an expected point from an edited stretch of data,
by defining a region of acceptability and finally making a decision
about the actually observed point, Extreme care must be taken
not to bias the data in this process, Such editing programs must
be closely tailored to the specific type of data, employing a
thorough knowledge of the physics and the logic of the instrument
which produces the data, the properties of the data tranmission
channels and of the data conversion processes. The systems
analyst who evaluates the computer results in many cases
can allocate error trends to erroneous editing decisions and a re-run
of the computer programs is frequently necessary,
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Linear Operations _
This heading includes two fundamental operations

which are necessary to obtain the desired rolul.tl. nlmoliy;
differentiation of Space~Time data and lntogution of accolormter '
data to obtain velocity. Botk oporations are non-ideal, t.n. thoy
are accompanied by a band-=limiting (smoothing) low-pnu filter action,
One has to keep in mind that the same amoothing process hag
to be applied to the Space time and accelerometer data and to
the coordinate functions to maintain the validity of the error
model equation which will be solved for the error coaiﬁciontl.
If this is done properly, then the accuracy of the coefficient
evaluation is independent of the smoothing process. Two practical
approaches for data smoothing were investigated: moving polynomial
arc smoothing and velocity averaging. (14) The first is applied
to the space time data which are functions of distance and thus
necessitates inversion of the results to obtain velocity on‘g
function of the independent variable, time. I leads to time -
variable, velocity dependent filters which are difficult to duplicate
for application to the accelerometer data and coordinate functions,
{15, 16, 17) The smoothing process which leads to velocity averqtna
is particularly easy to mechanize on the digital cunputor in
all three applications, Space Time data, accelerometer data
and coordinate functions. I is therefore presently used for guidance
test evaluation,

The third area of interest is the least squares fitting to
obtain the error coefficients, The process presently employed is non-
optimum, leading to non-maximum likelthood coefficient estimates
because the error in A is handled as uncornelated and stationary,
represented by a covariarnice matrix which has only constant diagonal
terms. The reason for this simplification is the fact that the
actual structure of the covariance matzrix is not known and even
if it were, its inversion would constitute a formidable task.
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But fortunately simulation and analytical studies have shown

that the process is relatively insensitive to these simplifications,
Fig 19 gives a representative example. However, one must be aware
that this is an area of possible hnprovetﬁent. One promising
approach which avoids the computational complexities of
inverting large matrices would be to remove the correlation

of the exrrors, or to "pre-whiten' the noise, by applying a
suitable equalizing filter to the Space-Time and accelerometer
data and to the coordinate functions, To design such a filter,

the actual structure of the error must be known, Thus, one can
define a linear operator to be applied to the obaerved data and
the coordinate functions of a maximumelikelihood estimation
process which is "optimum/'’ in the sense that it minimizes

the computational complexities of the procass. This approach
was brought to our attention by Dr. A, J, Mallinckrodt of
Communications Research Laboratories in discussions

at the Inertial Guidance Test Symposium at Holloman AFB

in October 1962; it will be further investigated,

Another important area of interest in the discussion of sled testing
is the accuracy of its reference system, the Space~Time system.
Its basic accuracy is high due to the virtual absence of
systematic errors and its insengitivity to electromagnetic
propagation properties. With the given errors in spacing of
the markers and in timing of the marker pulses zn estimats -
of the resulting velocity error yields a value of about 0,01 ft/sec
and thus the system would easentially meet the requirements
developed earlier. However, there is one major source
leading to errors in A,,--which is independent of the accuracy of
the Space~Time system. It is due to the fact that the reference
system measures vehicle motion on another point of the vehicle than
the guidance system, a fact which may very well play a role
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in the other types of operational testing also, (18) Thus, the
vibratory motions sensed by the guidance system are diﬂonlit from
the ones measured by the reference system and this difference
is @ major component of the error in a) v, The analysis o! thn
structure of this error, which is of the 0.1 £/sec order of mwtudo.
is still under way, There are indications that the spectrum of
this error is of the type which peaks at high frequencies and has
relatively little power in the critical low frequency area. '
This is confirmed by the consideration that a substantial very
low frequency differential motion can not exdst without
endangering the structural integrity of the vehicle, Thus
this error may not contribute significantly to the uncertainty
of the coefficient estimates,
v, GUIDANCE SYSTEMS AS GALIBRATORS FOR RANGE
INSTRUMENTATION SYSTEMS

In view of the difficulty to provide refarence systems of sufficient
accuriacy to calibrate inertial guidance systems, it is challenging
to discuss the possibilities of using modern high quality guidance
systems for the improvement or calibration of existing reference
systems, One has to be fully aware of the logical dangers of '
such 'boot=strap! methods, but in certain cases this philosophy has
been used successfully, If the errors of the reference system
are clearly separable from the ones of the guidance 'nyltem.
then they can be determined by inspection of the A o function,
This was done successfully to find misplaced markers of the
Space~Time systems in sled testing, In case of finite correlation
between these two groups, certain error coefficients of the
reference system model can be considered as ‘a;lditional unknowns
and can be estimated together with the ones of the guidance system
error model, Though resulting initially in a deterioxation
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of the covariarce matrix of the guidance systems coefficients, an
fterative procedure in which the estimates of the respective
reference systerns erzors are removed from the 4 ~function

may lead to a final improvement of the test results. Studies are
under way to investigate the applicability of such a procedure to GEM
testing but results are not yet available. A related approach is
described in Fig 20 in which the output of the guidance system
under test contributes to the redundancy of the reference measurement,
The listed equation for the resulting /\ k matrix holds for the
assumption that the errors of the guidance system and those of

the reference system are uncorreslated and the measurements

from each group are at least sufficient to determine the unknowns,
The effects of deviations from the first assumption and thus the
feasibility of the approach have to be investigated by a suitable
simulation process, (See also (20) Finally, Fig 20 describes

the possibility to calibrate the reference system of a given

test range with a guidance system which was pretested at another
range, In this case, the guidance system serves as a vehicle to
transfer accuracy from one test range to another, It shows the
error flow from its source Q ¢+ the error covariance matrix

of the original reference system, to A\ 4 the covariance matrix

of the error coefficients R of the reference system to be
calibrated, The efficiency of the process is under control

thru proper selection of the flight profiles in both tests as

indicated by the various coordinate functions matrices: ‘P ,

the derivatives matrix of the velocity errors with respect to the
error coefficients of the guidance system in the original test, Q" ’
the same derivatives in the calibration test and M , the derivatives of
velocity error with respect to the error coefficients of the reference
system in the calibration test, No quantitative evaluation of this
approach is available yet, but it will be kept in mind as a possible
tool of improvement of the GEM reference system in the

preparation of thase tests.
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V. CONCLUSION ‘
I, in addition to providing a basic familiarisstion with the

problems of guidance testing, this paper will initiate discussions
and exchange of experience with other users of test ranges, it will '
have served its purpose, To improve existing and develop new test
methods using all information which can be made available is one
of the most important objectives of the Central Inertial Guidance
Test Facility at Holloman AFB,
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DATA SMOOTHING

Historically the problem of smoothing or filtering data
as we know 1t today may be said to have originated ebout 20
years ago. The appearance of radar during World War II brought
with it the problem of smoothing and differentiating time series
data. A satisfactory solution to this problem was needed sc that
electromechanical devices could be provided which would enable
the radar to determine and predict position and velocity of
moving objects in the presence of signal noise arising from
countermeasures, equipment, maifunction, or natural causes.

In 1942 Norbvert Wiener solved this problem. His assumptions
were that the observing system's characteristics were invariant
in time, that the system operated on all past data, that the .
input signal and noise were statistically stationary, and that
the optimum system was characterized by the minimum output mean
square criterion. In 1944 Phillips and Weiss analyzed the pro-
blem of smoothing position data for gunnery prediction under
assumptions similar to Wiener's. Zadeh and Ragazzinl published
a paper in the Journal of Applied Physics (1950) in which Wiener's
results were extended to permit the input signal to contaln a
ggn;zandom polynomial component and the observation time to be

nite.

Solutions to this problem have taken the form of an
integral equation whi¢h must be solved for the system welghting
function. lees, Johnson, Ormsby, Pavley, Arabadjis, and a host
of others have considered various aspects of deriving the filter
that is optimum in some sense. The concept of a quantity which
has been optimized is a very appealing one, but one which can
be misleading. The implication is that the circumstances sur-
rounding a problem are perfectly understood if the solution has
been "optimized." Since a perfect understanding is not always
possible, certain simplifying assumptions must be made relative
to the physical or mathematical facts, and then accompany these
by some definition of optimization in terms of some criterion.
Thus, if the probability distributions are Gaussian then the
minimum mean squared error criterion leads to optimization.

If this assumption 18 not realistic then other standards are
needed, and the output of the filter will depend in some way

on the underlying assumptions. Accoxdingly, the design of the
filter will, therefore, depend upon the use which is anticipated
for it.

The digital data obtained from a missile trejectory
measuring system consists of a desired signal, i.e., the actual
Position of the missile as a function of time, and unwanted
‘noise," which represents errors due to atmospheric effects,
thermal noise in the electronic circuitry, servo Jitter in the
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tracking system, ard so forth. In order to reduce the effect
of the noise, some type of digital smoothing technique can
often be employed. Ong technique which is often used is the
moving-arce linear midpeint filter. This class of filters can
be represented as follows:

itgzhkxhl-k (1)

where x represents the unsmoothed data, X represents the smoothed
data, h represents the fllter weights or data multipliers, and
the subseripts denote sug¢cessive data points in the time domain.
The frequency response H(f) of such a filter can be obtained by
taking the Fourier transform of q‘ as a function of k.

In miseile trajectory work the usual assumption is that the
desired signal consists malnly of low-frequency components,
whereas the noise is more or less evenly distributed throughout
the spectrum with perhaps local concentrations at certain fre-
quencies. The filter therefore should generally be some type
of low-pass fiiter. That 1s, it should have an amplitude
response of approximately 1 at low frequencies and approximately
0 at high frequencies, with a gradual cutoff at some frequency
chosen by considering the nature of the signal and noise. For
purposes of comparison, I shall define the cutoff frequency of
a low-pass filter to be that frequency at which the amplitude
reaponse of the filter 1s 0.707 of 1ts response at zero fre-
quensy .

Since the signals occurring in missile trajectory work
normally have a very large zero frequency ccmponent, the response
of the filter at zero frequency should be exactly 1. This
condition can be met by establishing the following constraint on
the position data multipliers:

Catt

) B =1 (2)

In addition te a constant component, the signal may contain a
significant trend in the form of falrly large low-og er deri-
vatives with respect to time. To insure that the r'~ derivative
does not bilas the smoothed position data, the following constraint
is necessary:
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In terms of the frequency domain, this is equivalent to:

:15) B R

ar’
f=0
provided that

a"! H(£)

art"? 18 everywhere continuous.

If the condition of equation (2) holds and the condition
of equation (3) holds for all values of r from 1 to p, the
filter can be said to be gpnstrained to pass a pth order poly-
nomial, since if a pure p°" order polynomial with no noise is
fed into the filter, the output will reproduce the polynomial
exactly with no error.

Last year at this conference Pavley described two types of
moving-are linear midpoint filters. These were the least-squares
polynomial filter, and a filter first described by Ormsby, de-
signed to approximate & linear rolloff in its frequency response.

The least squares polynomial filter was designed by
establishing constraints given by equations (2) andO}B) for
values of n up to and including the desired degree poly-
nomial, and by establishing the additional constraigt that for
a given span (2n + 1) in the time domain the sum £h, musat be
minimum. The cutoff frequency of this type of filter is deter-
mined by the span and the degree orarolynomial chosen. The
frequency response of the 31 point 28¢ degree veraion is shown
in Figure 1. It can be seen that an undesirable property of
this type of filter is that it has a significant response to
high frequencies which we usually assume to contain mostly
noise. An advantage of this type of filter, however, is the
fact that, to achieve a given cutoff frequency, the time span
of input points which influence a given smoothed point 1is
minimum.

The Ormsby filter which was described last year was
designed to have an ideal frequency response as_follows:
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H(r) =1 (0s £ s fx)

£, - f
H(E) = (£, s £5£,)
£ - f
H 1
H(f) = 0 (f>£,)

The above frequency response cannot be achieved exactly unless

an infinite time span were used. Taking the Fourier transform

of the above function and truncating it to produce a set of data
multiplicr with a finlte time span produces a filter with a some-
what altered frequency response. Pavley then gshowed how this
filter could be constrained to pass a polynomial of desired degree
by adding additional terms to the above derived data multipliers
80 as to satisfy constraints (2) and (3). The frequency response
of such a filter is also shown in Figure 1. The example shown
was chosen to have the same cutoff frequency and the same degree
of constraint as the least squares filter also shown in Figure 1,
8c that they can be directly compared. Note that with the Ormsby
filter an improved frequency response is obtained at the expense
of a somewhat longer span.

I will now describe a type of filter in which the frequency
response can be improved even more without further increase in
the span.

The reason for the response remaining at the higher fre-
quencies in the Ormsby type filter shown in Figure 1 is that
when the filter was truncated in the time domain, data multi-
pliers of significant amplitude were discarded, thus introducing
Aiscontinuities in the time response of the filter. These dis-
continuities in the time domain result in the osclllations in
the frequency domain at the higher frequencies. In order to
reduce this effect a function must e chosen which decays more
rapidly in the time domain, so that truncation at a reasonable
span length will discard data multipliers of much smaller
magnitude. Slowness of decay in the time domain is caused by
discontinuities in the derivatives, particularly the zerotd
and other low order derivatives, in the frequency domain.
Therefore, it was decided to use a function in which all of the
derivatives are continuous.

The function decided upon is of the followling form in the
time domain:

h = oet(2nex)” sin(2ebl) (5)

2n bk
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where the constants a and b are chosen as will be described
shortly and ¢ is adjusted to satiafy constraint (2). The
frequency response of this filter 1s a pair of superimposed
error functions (integral of the normal curve) of appropriate
amplitude arranged symmetrically around zero frequency, &as
shown in Figure 2. .

It can be seen that this ideal fregquency response and all
of its derivatives are everywhere continuous, that its first
derivative at zerc frequency is equal to 0, and that the function
rapidly approaches 0 as the frequency increases. For fairly small
values of a the response for positive frequencies is cldsely ap-
proximated by a single error function. In this case thdé frequency
at which the response is } is approximately equal to the constant
b, although the cutoff frequency as defined earlier 1ls somewhat
less than this, and the rapidity of cutoff (or rolloff) is deter-
mined by the constant a, since the response drops from approxi-
mately .68 to .32 in a frequency interval of 2a. For larger
values of a the two error function curves merge together more, and
the cutoff frequency becomes dependent chiefly upon a. In the
limiting case where b = 0, the frequency response curve becomes
the gaussian function, or normal curve, with the response at a
frequency of a equal to .607. This fact can be obtained by taking
the limit of The sums of the two error functions as b approaches
zero, but is more easily derived from the fact thet equation (5)
reduces to the gaussian function when b = 0, and the Fourier trans-
form of this is another gausslan function, as follows:

H(r) = ) (b = 0) (6)

For reasonable values of the constant a, equation (5) decays
to zerc very rapldly as k increases. Therefore, reasonable span
lengths can be used without discarding values of that are ap-
preclably different from zero. This fact enables the ideal
frequency response described above to be approached very closely,
thus insuring nearly complete rejection of high frequenﬁies.

When values for a and b are chosen in order to produoe the

cutoff and rolloff desired, a sultable value' of the semi-span n
rust then be chosen. A good rule of thumb for most purposes 1s:

n>-1_ !

2a
although best results are obtained if an integral multiple of
1/2b 1s chosen when b 1s not close to zero compared to 8.

Next the value of ¢ is chosen so that:
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The filter 18 therefore automatically constrained to have a re-
spongse of one at zero frequency.

Since the filter is symmetrical in time, the conditions of
equations (3) and (4) are met automatically for all odd values of
r. For even values of r it can be seen that these conditions are
never met exactly for the ideal filter (infinite span). However,
as the constant a decreagses and the rolloff becomes steeper, it
is obvious that the response at zerc frequenty becuies fiatter.
This means that the low order derivatives are becoming smaller.
Therefore, condition (4) can be approached as c¢losely as desired
for a glven value of r by making a sufficiently small. For ex-
ample, in order to pass a second degree polynomial with no
appreciable change, the sum Zh k? must be close to zerc. This
can be achieved sufficiently well for most purposes if a/b < 1/3.
For higher order terms the ratio a/b muat of course become even
smaller.

For certain combinations of a, b, and n, the above condition
for any one order can be met exactly due to the effect of the
truncation in the vime domain. A case of particular interest in
where the following relationships hold:

a = .3420
(7)

o
]
(o IS

In this case, Ihk’ is for all practical purposes equal to zero
for any value of b. Thus, without any additional terms for con-
straining purposes, the filter automatically will pass a second
degree peclynomial.

Figure 3 shows the actual frequency responses of the filter
described in this paper with three different rolloff rates but
with the same cutoff frequency for purposes of comparison. The
curve in the middle represents the case constained to pass a
second degree polynomial (and therefore a third degree also) by
satisfying equation (7). It thus can be compared directly to
the two types of filters previously described and shown in Figure
1, since these also are shown for the same cutoff frequency.
Note that its rejection of higher frequencies is superior to
elther of the other types. In addlition, 1ts span length is
glightly less than that of the Ormsby filter shown, although it
is of course greater than that of the least-squares polynomial
filter. The filter in the right of Figure 3 will pass a f{irst
degree polynomial exactly, and the one in the left of the figure
will pass a fifth degree polynomial almost exactly.
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In order to obtain different cutoff frequencies, a, b and
1/n are adjusted proportionally to the cutoff frequency. ~When
the same ratics are kept among these quantities, the shape of
the frequency response curve is the same except that it 1is
"stretched" proportionally to the cutoff frequency.

S Figure 4 shows & portion of a hypothetical signal which

P might be considered to contain both & desired signal amd un-.
R wanted nolse. The 17 point and 47 point filters show the

oy result of smoothing this signal with the species of filter
defined by equation (7) and illustrated by the middle curve on
Figure 3 but with different cutoff frequencies in the two
figures. The last curve on Figure 4 shows the result of smooth-
ing the same data with a 2na degree least-squares polynomial
fiiter with the same cutoff frequency a&s the 47 point filter
shown in the same figure. In comparing 47 point filters and
the least squares filter, some of the high frequency components
can be seen in the data smoothed by the least-squares poly-
nomial filter, whereas they are absent in the 47 point filter.
This illustrates the effect of the improved frequency response.
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APPLICATIONS OF DIGITAL FXLTERING TECHNIQUES
TO DATA PROCESSING

by

MARCEL A, MARTIN

MISSILE & SPACE DIVISION
GENERAL ELECTRIC COMPANY
PHILADELPHIA 1, PENNA.

Interpretation of digital filters as linear transducers characterized
by their transfer functions leads to practical methods for specifying filters
and evaluating their performance. Applications of the theory to filters
used in smoothing, differentiation, interpolation and power spectrum analysis
of sampled data are discupsed. During the last six years, these filter-
ing techniques have been ysed extensively in the Misaile and Space Division
of General Electric Company. Classical methods, as polynomial least square
fit, Lagrange interpolation formula, are svaluated as» particular cases of
filtering techniques. Quglity of the information provided by filters de~
signed from frequency domgin considerations and pucmum to take {ia the
use of these £ilters are pointed out. 2
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For the last six (6) years, filtering techniques have been extensively
used in data processing operations at what is now.eaned the Missile and
Space Division of G, E. I would like to discuss some eguential character=
istics of the filtering techniques, the power and limitavions of those
techniques and the precautions which have to be taken in the applications.

It 18 well known that a get of sampled data, that is data taken at
émtmt sampling rate or sampling frequency, define a continuous function
only i{f the two following simultaneous conditions are met: First, the dats
must cover times which go from -v2 to +v0 ; secondly, the data must not
contain any component of frequency higher than half the sampling frequency.
If these two conditions are satisfied, the defined function can be consfd-
ered as a sum, finite or infinite, of components hdving each its owm

frequency.

\w-:arrf
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Each component can be defined by its frequency £, its amplitude A(S)
and its phase angle Y (£f) at time zero. The value of the contribution of
the component at a time t is a complex number which can be represented
by a vector a (Figure 1) of length A(f) rotating at angular rate co= 27f
and which makes at time t = 0 an angle Y with the real axis. Since to
each couponent nf frequency £ can be associated a componant of frequency
-f represented by a vector o which, at all times, is symastric of &.
the sum of the contributions of these two frequencies can be represented
by a vector El, vhich s twice the projection of the vector ON on the
real axis. Consequently, when we consider a range of frequencies from
- -;l to -2! » the contribution of each frequency component is ths complex

number
ac) JIWCD +2mee]

A(f){ cos[ (D) + 2mee] + § stalkD) + zvn]}

£
When we consider a range of frequencies from 0 to -il , the contribution

of each frequency component is the real number 2A(f) cos W(f) + 2mwet].
A pumerical filter, or digital filter, we will say simply & filter,

is 8 set of weights B, (k varying from an integer N; to an integer N,)

vhich can be applied to the successive sampled values g‘(kr) at times

t = kT, wvhere T is the gampling interval, so that 'a weighted average

8o(m ) is obtained and assigned to the time t = mC, where m is any

specified number (Figure 2).
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That is:

N
@) = & ? (x W
g lox . B 8y (k)

y & ﬂ" )

-------- e e e e ccnila o e e o b————
/X > : 0 , X (44 M E-t,
=l mT
Fs
FIGURE 2

Piltering a set of sampled data consiste in performing this weighted
average on the first N, = Ny + 1 data points, then moving the f£ilter over
the data displaced by one sampling interval, and so on until all the data
have been processed.

When a sum of functions is filtered, the output is the sum of the out-
puts obtained by filtering each individual function. Since the inmput functfon
gi(t) can be considered as sum of frequency components, the sffect of filtere
ing & function 8y (t) can be analyzed by #valuating the effect of filtering

each of the frequency components.
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It is convenient to noxmalize the frequency £ by considering the

frequency ratio, ratio of f to the sgmpling ftequeney- £

r= £

£

If the origin of times is at time of application of the weight B,
that 1s at the sampling time corresponding to k = 0, and if the frequency
component of frequency £ = r £, has ypit amplitude A(r f;) = 1, and zero
phase (Y(r £5) = 0 at time zero, the output of the filtering process,
assigned at time t = m'c, is called the transfer function Yl(l. r) of
the filter for the time ratio m and the frequency ratio r, that is
(Figure 3a)

N
27k
AR 2 p

k--ll1 .

This can be written as
Y (@, r) = G (m,1) o #p (m1)

which shows the gain G;(m, r) and the phase shift #,(m, r).
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a) b)

From (3), it can be seen readily that if r is charged to ~-r, the
transfer function Yl(m, r) 4is changed £o its conjugate. The representa-
tive vectors are symmetric with respect £0 the real axis; consequently,
we will often consider only positive values of r.

If the filter is applied to a frequéficy component of amplitude ACE f'}"
and phase \Y(r fg) at time zero (time at which the weight B, is applied),
the effect of filtering is to multiply thd amplitude A(r £5) by Gi(m, x)

and to introduce a phase shift 01 (m, r)« If the filter is moved along the
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sampled points of the input frequency component represented by the rotating

vector 3?(; (Figure 3b) the output of the filter is represented by the

vector ON, rotating at the umcj rate. The filter acts as a linear trans-

1
ducer characterized by its gain and phase shift for each frequency.

The design of a filter consists in gelecting the limits “1 and ll2
and in determining the weights B, (k from Nl to Nz) so that the actual
transfer function Yj(m,r) of the filtey approximates a transfer function

Y(m, r) desired for a fixed value of m and a selected range of values of r.

J

o
J

|
|
!
|

wirfs) + 29rf;

3
FIGURE 4
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figure 4 is a generalization of Figure 3 which shows the desired and
actual transfer function and the desired and actual effects on a frequency
component of amplitude A(r fs) and phase \/ (r fa) at time of applica-
tion of the weight B, . It can be seen that {f E£(m, r) is the complex

error in transfer function
E(m, ) = Yl(m. ) - Y(m, ) )

the error on the contribution of the frequency component is A(r £5)-é(m,r).
If che magnitude of Y(m, r) is different from 1, it is usually more
convenient to consider the relative error

€ (mrr) )
' Y(m:r),

g m, ) =
If we associate the components of frequencies f and ~f, the contri-
bution of the pair of components is as explained previously, double the
projection of E‘Zi on the real axis. Since the transfer function of the
filter exhibits the same property of symmetry with respect to the real axis,
the desired output of the filter for that pair of components is twice the
projection of a on the real axis, the actual output of the filter is
twice the projection of Fﬂl on the real axis and the error in the output .
is twice the projection of —m—:l on the real axis. Sirce all the vectors
.0_221, E‘nq and O—M'I rotate with the same angular ratic «w, the maximum.output
occurs when 6«’1 is parallel to the real axis, and the maximum error in

-
the output occurs when MM

1 is parallel to the resl axis.
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The maximum error in the output is gqual to the magnitude of & (m, r)
multiplied by twice the maximum amplitude A(r f') of the input complex

frequency component.,

J

q(f"" T Y(m,r)

The maximum error occurs at the time of the maximum output only if the
vectors 3;1 and 6-11.1 are colinear (Figure 5), that is when the deaired and
actusl phase shifts are equal or diffey by 180°. In order to avoid this
ambiguity, it is convenient, when ?l: and 314: are colinear, to con-
gider ph;ae shifts always equal, and glmebraic gains: if the vector Er'l
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zepreseating Y, (m, r) makes the angle @(m, r) with the real axis, the gain

is peeitive; if 6?; makes an angle @lm, tv) + 180° with the real axis,
i the gain is negative.

There are usually constraints (relations between the weights of the
filter) which have to be satisfied. When these constraints are taken into
account, the problem of designing & filter consists in determining the
coefficients a; of a linear combination of known functions ‘..{’1(1') to

approximate a desired function H(r), that is

= a, € L) T HE ¢))

The coefficients a; vepresent suane of the weights of the filter;
the other weignhts are subsequently determined by the imposed constraints.
Whern the permissible ervor é (my, ) on Yl(m’ r) 1is known, the permissible
error on H{r) 4is known. At the Missile and Space Division of General
Electric, we have developed a method (the min-nux technique) which minimizes
the absolute errov on NH(y), This method requires seloction of discrete
values of +. Ti¢ iy basically an iterative process of weighted least
squares, the first itevation being a regular least squares fit (all weights
equal to one); the weights for an iteration are proportional to the residuals,
that is the errors on {r), obtained in the preccding iteration. The
wmatlod applivs to comples fa. tiomms d}i(r) and H(r) as well as to treal
functions. In the case of real functions, some systematic procedure permits

usually to speed up the convergence of the proceas, e
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So far I have talked about general methods of evaluating the pexrformance

of filters and of designing the filters, Now I would ‘11ke:’to,d'.!_.i§9sg’ bgiéﬂ_y i

a few specific types of filters we have found useful in our dggq pggegglmg

investigstions.

The first category of filters I want to talk about is what I call the ‘

cosine type filters. They are symmetric filters in which

N, =N N, = N B, "B

and the output is assigned to the time of application of the weight Bo.
The actual transfer function of sych filters is a real functiom, in
other words the phase shift is zero, and the transfer function is equal to

the algebraic gain, that is

,(0, x) &0

N
Y.(0, 1) =G (0, x) »B +2 & B, cos 27kr
1 1 o Kel k
Such filters do not change the phase, but alter the amplitude of the

frequency components of the sampled input. Filters of that category we
are going to discuss are the low low-pass filters for very strong smoothing

detemination of mean and trend analysis, the cosine type sampling filters

for frequency analysis and the low-pass filters for smoothing.

The low low-pass filter, ideally passes the DC component without altera~

tion , passes the very low frequencies with an attenuation which increasas

with the frequency ratio, and does not pass any frequency beyond a frequency

ratio Tqe

2017
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For the &esign, we specify the conatraint 01(0.0) = 1: this condition
is necessary so that a constant input 1s unchanged by the filter. As a
consequence of the symmetry of the filter, any straiéht line is preserved
by the filter. Also for a certain number of values of r from Ty to .3,
the dgoired gain is gero (Figure 6a). No aspecification is necessary for t_he
downcurve (for r between 0 and rd), but it is hoped (and this is

effectiively the case) that the actual gain of the designed filter will Arop

monotonically from 1 to about zero in the downcurve. In the minemax

R ]

method of design, for a specified number N (the filter has 2N+l weights),
the value r, is selected by trial and error so that for r between T4
and .5, the error £ (0, r) on the gain does not exceed .01 in absolute
value. That is, such a filter does not pass more than 1% of the maximum
awplitude of any frequency of frequeficy ratio higher than =z, (Pigure 6b).
It has been found that for N betweén 5 and 50, the product Nry is

approximately equal to the constant value .85.

6(0,r) ¢, ©,r

1.00 4 1.00 §
.99 Min-Max N = 10
.98 T, =0 ry= .08

maoe
-

101 s
0 ¢
'001 T rd

a)
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Consequently, the larger the numbper of weights in the filter, the lqﬁer

the maximum frequency which can be pua'ed by the low low-pass filter, hence

s e

BT Py

the cloger to the mean the ocutput of the filter remains. At one ‘extrene, -

: if we have P sampled data, 1if we could design a low low-pass 'filtgt-

. having P weights (N = %—1-). we would have only one possible output: the

' mean. In order to determine a trend, several output points are required.. . -
The smaller N, the larger the number of output pointe uvaihbio. but ‘»l'va
the more wiggling the trend curve can have, because the low lowepass filter

passes higher and higher frequencies, At the other extreme, a filter with

B NeQ (Bo = 1, and all other weights zero) passes all the frequencies, does
not do any smoothing at all and gives the maximum number P of points to
determine the trend, but with the maximum wiggling. Hence, one must be
very careful about what is desired to determine the trend.

Very well known low low-pass filter is the filter giving the commonly

| called mean or gverage. All the weights are equal to '2_1};-;; . That filter

A is also the filter equivalent to least square polynomial fit of degree zero.

| The filter which gives the DC_ Component in Fourier analvsis is a low

low-pass filter having all its weights equal to -;‘—N- except the weights
By and BN which are equal to ﬁ « For large values of N, the_gain
of that filter is practically the same as the gain of the filter for deter-

mining the mean.
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FPigure 7 shows the algebraic gains of two low low-pass filters with |
© ¥=50: one designed by min-max, the other the Fouriexr low low-pass filter.
It can be seen that the Fourier filter drops to zero gain more rapidly
than the min-max filter, but exhibite a strong phase reversal (gain down
to -.22) and has oscillations which do not exceed .01 only when r be-

comes larger than .20 .,

Gl (o [} r) Gl (o’r)
Min-Max N = 50

«20 Fouyier N = 50

.10

o‘
.05 .10 .15 U \/ V ViV V¥
: -010- ‘.lor
; -.20 <20 /.-
a) b)
FIGURE 7
Ve
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If we multiply the weights Bk( ) of a low low-pase filter by

2 cos 2kt , r, being a selected valyg of r, the algebraic gain of the

cbtained filter is the sum of the algebypic gain curves of the low low-

pass filter centered at frequency ratiog T, and -t..

Since for frequency ratios departing from zero by more than Ty the

oscillations of the low low-pass filter are negligible, the resulting S i
; filter has a gain which is practically the gain of the goncratingvld'w' .
low-pass filter centered at frequency ratio r'( and '-r.. since all the
cosine type filters have algebraic gaing which are even functions of r). P
The resulting filter is then a narrow bgpd-pass filter centered at fre- i

quency ratio r,. It 1s called the cosipe type sampling filter. Usually

slight corrections to the weights are naeded to satisfy the constraints

s

R

1t

61(0,0) =0 and Gy (O,r‘) = 1. In case of the Fourier filters, these con-
1 straints are satisfied automatically when r; is one of the multiples of '%!'

. vhich are the values always used in Fouyjer analysis.

WS e e e

The sampling filter can help us in understanding something I consider

e e nie -

fundamental in the interpretation of the filtering techniques: this is the

i

frequency content of a finite set of sampled data., When I started this
exposé, I assumed that the set of sampled data was infintte, hance the
various frequency components were defined and the effect of a filter om
the input function represented by this {nfinite set of sampled data could
be predicted by analyzing the effect of the filter on each individual fre-
quency component. But the filter has only P weights (or 4f we want all

the weights for k outside the range «N to N are zero), hence the output

of the filter depends only upon the sampled values to which these weights
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can be applied. On the contrary, the function defined by the infinite
series of sampled data depends mostly upon the sampled values not used

by the filter. Consequently, it can be said that there are iﬁttinsic fre-
quencies in the finite set of sampled data which are filtered, and properties
of these frequencies can be shown by moving sampling filtering along the
data. A few examples will illustrate this point. If the sampled data

have all the same value, the sampling filter with rg =0 {this is the
low low-pass filter) will produce a constant output equal to the imput
value; sampling filter with any other value of T, will produce an output
identically zoro. If a pure sine function 48 sampled, tla output of a
sampling filter is a sine function of same ftequency and of amplitude equal
to the amplitude of the input.sine function multiplied by the gain of the
sampling filter for that frequency ratio. A third example: after sampled
data have Deen passed through for instance 4 low-pass filter or & band-
pass filter, some frequencies have been eliminated; any sampling filter
centered on any of the eliminated frequencies produces an output which is
practically zero. Consequently, we can say that in.a finite set of sampled
data, there are frequencies, but we cannot separate them, because the avail=~
able tools (sampling filters) have a finite bandwidth. The larger the
number of weights of the sampling filter, thé narrower the bandwidth can
be: Lf the number N becomes infinite, the bandwidth becomes zero and

each frequency can be isolated; such a filtey is the Fourier filter with

N infinite.
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But now, we come to the critical problem in frequency analysis. If
we move the sampling filter along a @@t of data, we can notice that the .
amplitudes of the approximate sine functions obtained as output vary. The
spectrum is not constant. Hence compromise must be made betweex'\' freq;iency

analysis over a small number of data with relatively crude tools, bnt suffi~

ciently accurate to detect the spectrum variations of interest, and frequency.

analysis over s large number of data points which provides a fine, but possi-
bly useless, average spectrum,

It is the beauty and power of the filtering techniques that, through
an algorithm as simple as a weighted average with a moving atrip, it is
possible to operate with great precision on a very complicated combination
of frequencies.

I would like, now, to talk about the low=pass filter. This is a filter
which, ideally, passes without alteration, all frequencies for frequency

ratio from 0 ¢to 2 (the cut-off frequency ratio), and does not pass any

frequency beyond a frequency ratio T+ T4 In the downcurve, for frequency
ratlo r between r, and r, + rq, the gain should decrease monotonically
from 1 to 0.

As for the low low-pass filter, the comstraint, GI(O,O) = 1 1a_ippased,
and, in the min-max method of dea‘ign, Ty is selected by trial and exror to
limit lE ©,r)) to .01. It has been found that ft\)r N Letween S and SO,

the product N rq is approximately equal to unity.
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celn oAb, e :arnei the numbervgi weizets in the fiiter; the
it is poszidble ta make cha ﬁruncurVQ.b This iz advantageous in
smoothing, because ne frequéncy tor ircquency ra;¢o-smailer than rc is
altered, all frequencies berovnd fr;queniy Tatis . 4 rs arc eliminated,
but the frcquencic:‘in the déuncntbc dre only.at;onunted. When smoothing
is perforﬁed; it isaassymcd that 811 the Information of interest is con-
teined wizhin frcq;encioslicwcr than T f‘,’anq that the downcurve contains
a negligible amount of information. Alrthcugh o low low-pase filter can be
considereé as a loy-pass f{ilter with T, G, Lz ¢iffers fundamentally from
the low-pass £31ter in Lo~ lait that all the informacion of_interest is
contained in the downeurve.

The cut~oft frecuoncr tuuic ¢ should te soelecred iarga cnough so.

that no infermazion of interest is lost, but as small as possidble to reduce

o~

PooLse to a minimum, This selection #ay he vory diﬁficult and cnly the
T énginaer of physici?: whe is cser ﬂi.fﬂf dn;a 3s ustally in position to make
‘the decision. The data procassing wan can u-e -vpooximately what frequencies
are present in the data, £ instgncs A cduntingythé numﬁerrof data points
‘in s pericd (either ip tbe yrincipal haswonic o In some of the ripples):
the corresponding {requedey ratio is the vesinrccal of that mmber 6( boin#s.
But, withous aCwlatas ;b" phcnomuuun undaw siugy, the data processing
ran oantor stata which fteee g log Lolong to-thé pirencmenon, and which ave
noise. Incidently, inowueme laren, che engineer ox pﬁysicigt'cannot either

and processing with various values o T, way be useful,
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The least square polymomial fit of sampled data is equivalent to a
low-pass filter whose weights and algebraic gain can be determined. For
instance, Figure 8 shows the algebraic gains of filters equivalent to least
square polynomial fits of degrees 2 and 4 over 11 points (N=5) and two low
pass filters designed by ﬁin-max with the same number of weights., It can be
seen that beyond the first zero crossing, the least square polynomial
“ilters exhibit strong oscillations. For {nstance, the least square quad-
ratic filter still passes 10% of the amplitude of frequency components of
frequency ratio .30. The least square polynomial fit of sampled data is
just a particular casc of filtering technlfues. Consequeatly, there iu: no
sense in talklug of least sguare pelynomial tit versu. Zillering techniemiree,
The question is: Do we want & filter with a gain curve like the one correg=~
ponding to a least square polynomial fit? Personally, I do not think this
is & very good choice as the Figure 8 shows for instance. The degree and
number of points of the least square polynomial fit determine the gain curve.
On the contrary, the great advantage of the general filtering techniques is
that the same gain curve can be specified for any number N: the larger N,
the closer it is possible to approximate the specified gain curve, that is
all. In our data processing of flight test data, we commonlv use low-pass
filters with N=50 (101 weights) and a large variety of cut-off frequency

ratios.
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I would like to say a few words ahput another category of filtexs,

the sine type filters. They are skew gymmetric filters, in which

Nl-~N NZ.N 3_k.-nk Bo-O

and the output is assigned to the time of application of the weight B,.
The actual transfer function of sych filters is a pure imaginary
function; in other words, the phase shift is +90°, and the transfer func-

tion is equal to the product of j by the algebraic gain, tiut is
9,0, )% 90°

¥;00, x) = § G;(0,r) aun

N
with 61 (0,1) = 2 2 B sin 2Tkr
k=1
We will discuss two examples of sine type filters: the differentiator

and the sine type sampling filters.

A differentiatox is & filter used go determine the derivative at the

central point of a set of 2N+l sampled data. The gain of an ideal dif¥-
erentiator is

6(0,x) = 217 € = 27r £, (~.5& 7S 5 (12)

For r = .5 and -.5, the respective values of the ideal gain are
Vfa and ~ ™ f5. But for r = + .5, the value of the gain of an actual
differentiator is O, hence an actual differentiator can approximate an ideal

differentiator only for a limited range,»rp to rg, of values of r.

217




Siuce, when v varies from 0 to Tos the ideal gain varies from 0 to

27T, £y, the performance of the actual differentiator can be best evaluated

s

by the relative error

. £€0,x)
n (0, G0, 1) (13)

In order for the relative error to remain small in the neighborhood of
r = 0, the derivative of the absolute error £(0,r) for r = 0 must be zero.
This provides a constraint between the weights of the differentiator. When
this constraint is satisfied, the actual differentiator ylelds a constant
value for the derivative of a sampled linear function.

When differentiators are designed by min-max technique, it is found
that only a few weights are needed. For instance N=2 (5 weights) gives a
relative error not exceeding .1% for r up to .10, and 1% for r up to ,18.

Wnen differentiation follows smoothing by a low-pass filter, it is
assumed that the frequency components in the downcurve of the low~pass
filter gain are negligible per comparison with the components of frequency
ratio smaller than the cut-off frequency ratio. If this is not the case,
the results may be grossly in error, because the gain of a differentiator
is proportional to the frequency ratio. As a consequence, since all the,
information passed by a low low-pass filtet is contained in its downcuive,
resuits of differentiation after smoothing by a low low-pasa filter depend

very strongly upon the sclection of the low low-pass filter.
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Incidently, & simple algorithm permits to coﬁpute the weights of a -
single filter producing the same resylt as the application of two filters

in succession (for instance, low-pasg filter followed by different@gtqt)_ ) Do

but this does not have much practical interest. S
If we multiply the weights Bk(u‘) of a low low-pass filter by
"::f‘. 2 sin 27k ¥y, the obtained ﬁlt.er {9 of the sine type, and its algebraic

gain is the difference of the algebraic gcin.curvu of the low 'l.ow_-jpnﬂsa 'filf
ter centered at frequency ratios rg and A The resulting slr.‘evtzge .
sampling filter is a very narrow bandepass filter which behaves like the
cosine type sampling filter that we have discussed previously, except that
it introduces a phase shift of 90° ingtead of 0° on all frequency come
ponents. The comments we made on the gosine type sampling filters can be
applied to the sine type sampling filters.

The last category of filters 1 want to talk about is the generalized
filters, which have no symetr?, hence have complex transfer functions. 1
will discuss only one type: the interpolation filter. This is a filter
vhich ideally, for all frequency components of frequency ratio not exceed-
ing a selected maximum value ry, has urit gain and phase shift equal to
m.360%, where m 4s the fraction nf the sampling interval corresponding
to the time at which the interpolated value is desired. Each value of m
requires a separate filter. Usually two constraint‘a are‘added so that a

linear function is not altered after being passed through the interpolation

filter.,

a e
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incerpolation filters have been designed by min-max technique, It

has been found that for r2 = .20, filters designed with Nl = a3, N, =3

2
and various values of w from =.5 to .5, have transfer functions for which
the magnitude of & (m, r) does not exceed .0004 for values of r not ex~
ceeding .20,

For any value of m, there is a generalized filter equivalent to the
lagrange Interpolation Formula using sampled data points for k from N1
to Nz. Hence it is possible to evaluate the Lagrange interpolation formula
by determining the transfer function of its equivalent generalized filter.
It can be shown that when Nl and Ny go respectively to =@ and + oo | the
Lagrange interpoiariom viicer nevomes & profocl ADLET)viduivn is.x 4, Lhat
is £€(m, r) 0 for all values of r from 0 to .5. It is good practice
to take N; = -~ Ny = « N.and have m between -.5 and .5, For given m
and selected permissible maximum value of the absolute error |& (m,r)| , r2
inereases monotonically as ¥ dincreases. Tor instance, for N = 50, and
m not exceeding .5, J€ (m,r)| does not exceed 10-7 for any value of r
not larger than .30,

It must be remembered that, for a finite set of sampled data, there is
no guch thing as the value of the function at any time other than at the
sampling times: a function is defined only if k goes from -O¢ to +d0
But it is possible to consider the sequence of approximations of that unknown
value obtained by Lagrange interpolation formula with increasing values of

N, Beyond a certain value of N, the successive approximations are equal

for all practical purposes. Care must be taken to limit the round off errors:
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for large values of N, each weight must be defined with enough stgliﬁe.ht o
digits, hence double precision may be necessary fo_r computing the intere
polation value. .

It is often said that "wiggling" in¢reases when the'-_ degree: of 'the
Lagrange interpolation polynomial increages. If the '188117“8:‘1.';,,}2-"*0;
duced by the skewnesa of the filter (Nl not close to -llz), and ‘by  m belug‘:"

larger than .5, the wiggling really exists in the dita, and is shown when

N is sufficiently large. Eliminating this wiggling is a smoothing opera-

tion, which can be best performed by firgt smoothing the sampled data points
by a low-pass filter as discussed above, then interpolating with a lLagrange
iniecapet o le oo T Tiean e contained
in the data have been eliminateu.

I would like finally to say a few words about various methods of fre-
quency analysis,

We have discussed the Fourier method, which is computer time consuming
when applied to a large number of data points, and is of poor accuracy when
applied to a small number of data points, From the result of the cosine
type and sine type Fourier sampling filteys, estimates of the power spectral
density Az(r s fa) can be computed by the square root of the sum of the
squares of the output of the sampling filters for r = rg. Estimate of the
phase, Y/ (x, £5) can be obtained also. .
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‘he power spectral density can also be determined by averaging the

squares of the outputs of one sampling filter (cosine type or sine type).

This is the digital equivalent of a claseical analog filier technique. The

digital operations are quite time consuming and the resulE depends upon the
compromise between the baﬁdwidth of the Bampling filter and the number of
outputs available for squaring and averaging.

In brief, frequency analysis by filtering techniques is not very effi~

cient. On the contxary frequency analysis by Fourier transform of autoco-

variance (average lagged products) is very fast. The accuracy is limited
by two facts: with a finite set of sampled data, only estimates of autoco-
variance can be obtained, and only a finite number of texrms of the Fourier
series are available, The result is a noisy spectrum which has to be smoothed.
Tukey uses & very weak Low low-pass filter havng N = 1, We have obtained
resnlts which appear more satisfactory by using a low lowepass filter have

ing N=5, However, one always wonders how the i{nformatfon is altered by

snoothing. In addition, as explained previously, any frequency analysis
involves a compromise between a tough but varying spectrum defined by a
small number of data points and a fine average spectrum defined by a large
number of data points.

Filtering techniques can be used advantageously in power spectral anal-
ysis of very low frequencies contained {fi extremely large sets of sampled
data. The data are passed through a lowepass filter so that the .sampled
frequency of the filtered data can be rdduced considerably; in that manner,

the number of calculations necessary in the detexmination of autocovariances

is not prohibitively large.
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In this exposé, I have attampted to stress the mpoi:ance'of the 'notion
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t

of frequency content of a finite set of sampled data, to show how this can be.
used to develop filtering techniques and apply them intelligently and with
taution. I have limited to a minimum the number of equations. Mathematical

c_ievelopmenta in the theory and design of the filters, and numerical results,-

for instance the weights and performgnce of specific filters, some of them

THH LR g N M A

‘ which have not been discussed here, can be found in a report (¥) which 4is

available upon request.
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(*) M, A, Martin -~ Digital Filters for Data Processing, TIS NO, 625D484,
General Electric Company, Missile and Space Division,
P, 0. Box 8555, Philadelphia 1, }’px}pqlvm:la.
October 1962,
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: RADAR ANALYSIS PROGHESS
- FRESENTATION TO DATA USER'S CONFERENCE 1963

1. Introduction Boq@

The presentation cn radar topics given to the 1962 Data User's Conference

-

familiarized the audience with the philosophy of RCA/MTP radar acocuracy

1 evaluations and characterized several assogiated projects. In continuing
the program outlined at that tiﬁxe, the radar systems evaluation activities
during the past year covered studies of the operational accuracy of several
AN/F?5-16 radars which not only permitted gonsolidation of the present
accuracy capabilities but also revealed arsas of errors and tracking prob-
lems which require continued efforts towards adsquate solution,

Ir supporting the ANR radsr activities, a variety of problems in the cate-
gories of Systemws Application, Data Utilimation and Operctional Techniques
were dealt with, To 1llustrate these effopts in improving the AMR radar
utility, highlightsz are rresented on the subjects of reflectivity messwur-
senis as the "4th data coordinate", refinements in t?rr..ingl trajectory
covernge, cud experience {rom .[ERCURY raday operations, M#f)ﬂ
<. 4ecuracy Eveluntion

To cain o realistic survey of tha accuraay of the uprange AN/FIU-16 redars
during live nissile operations, the radnrs at Crpe Cunaversl, Grand Brhaua,
carter Coy end lan Ualvador were exni.ined in great detail, and nuuericel ine-

vestigations were exiended to the radars ai Fatrick A.F.B., East Izland (F.R.)
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awd a.oension, For the uprange radars, the AZUSA MK II system's position
daz served as reference, and typical ballistic missile tests were
selected 1o obtain overlapping data coverages well in excess of 100 sec,
duration,

The common objectives of the evaluations consisted of determining the dis-

persion and bias values in the radar data under the conditions characteris-

~*{cal for the investigated tests, Murthermore, efforts were devoted to the

identification of errors of unexpsected nature and magnitude which were
detected frequently and stressed the importance of the station=by=station
analyses, In selectinpg mnissile tracks for radar accuracy
evaluation purposes,

& loug data time span 1s of primary importance end, secondly, it is desirable
1o wover favorable as well as problemstic tracking conditions in order to
di=rl«; ‘e resulting variations in drta quality. It should be noted that
only few vehicles ars equipped with beacon antenna systems which provide con-
tinuously good signal propagation for the uprange and midcourse radars and,
thersfore, almost every missile type reveals tracking peculiaritities which
exert some degrading effects upon the quality of radar track,

The random errors in the radar data which are customarily evaluated by the
ariate difference method over short (2 sec) time spans, have not revealed
new information and aga’n confirned good correlation between their magnitude

anc the predictable receiver noise effects, For this reason, checks on
congistency between predicted and observed random noise are s valuable tool
for detecting departures [rom nominel performance as they may occur due to
imperfect systems alignmeni {radar-dependent causes) or due to target glint,
beacon pattern effects, or signal scintillations (target~dependent causes),

As examples for this type of checks, Figs. 1 and 2 display estimates of
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randon errors in radar angle data vs time-coifcident recléver S/N ratie, dmd = - |

the straight referente lines S tn(S/N) yepresent the nominal relationship °
between random errors and signal=townoise ratioc predicted on the basis of
the technical radar operating parameters. Whereas Fig 1 testifies
remarkably good egreement of the experimental data and a somewhat beiter than
expected radar performance, Fig. 2 portrays the situation when the ‘radar ves -
in basically good alignment but encountered severe disturbances from-beacon
pattern irregularities and associated ghifts of the radar balance poldt;

In general, the AMI experiences with AN/FFS~16 radars show that the random
noise can be held close to the thermal noise predictions, and the guide

values 6 = 10 ft and §7,8F X 0.1 are considered as a conservative
standard for track under fairly stable signal conditions, There are condiw-
tions where the randou nolse renders lower than predicted values. These
dopartures usually coincide with tracking conditions whieh approach the

static case, 1.e,, when the dynamic sepvo requirements are small or negligibie,
Necesaarily, any stiction effects produce the net result of no noise during
the time the antenne is held stationary, and conversely, the appearance of
zero noise during traeck at low angular rates is a good indicator for the
existence of stietion,

The combined papdom=and-gyclic errors, vwhich are evaluated from the radar/re-
ference differences and expressed in terms of standard deviations about a
conztant mean, displayed values larger than the random érrora, This is as
exrocted since the AZUSA/Radar diffsrences reflect the error spectrum down to
virtual zero frequency components (constant bias) and, consequently, reveal
the radar's low frequency errors which are excluded by the variate difference

evaluation,
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When ignoring those tracking portions where multipath interference or veri=
fied target~dependent disturbances produced excessive tracking jitter, the
grand average of the dispérsions obtained from a total of several thousand
seconds tracking time yielded the guide values gy R = 20 ft and WR A%E =
0.2.-_Thesa estimates necessarily include the noise contributions by the
SA reference data and a slight inflation due to the fact that the parallax
ween AZUSA and Radar tracking reference on the vehicle was not reconciled.
The errors originating from this cause are most pronounced in the radar range
data and even permit to reconstruct the magnitude of the apparent parallax.
It i3 worth noting and testifies for the general performance status of the
radars that there are no drastic differences betwean the average data quality
of different radar stations, Test-to-test variation: are certainly notice-
able and largely related to torget type, tracking ,eowetry, and signal
quality.
In the class of radar bias errorg, the accurccy evaluations [ailed yet 4o disw
play consistently smell magrnitudes of the elevation and range biams slthough
the field radar orientatlions and any corrsctions are carried out most
diligently. The problems in this area are more desp-rocted, and continued
investizations are necessary to assess the stability of the orientation tare
¢ots, consistency of redar alignment, effects of propagation between radar
and trecked vehicle, and the errors which may be hidden even in the reference
data and their transformation, To illustrate the bias problem, it was found
that the AZUSA MK 1I/Radar data comparisons yislded average negative range
bias in the radar data from all stations, and that the test-to-test disper~
sions vere smallest for radar 1.,16. whereas the general tendenay cannot be
explained at this time, the display of a particularly small spread in the

radar 1.16 range calibrations appears to be the result of zero settings on
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an uncluttered range target (located in the Indian River) and of the fast. o
that this radar can usually measure the pange to the missile glready prior ‘
to its launch and align the range tracker's beacon delay cofréet;on-apcor_ding
to the surveyed radar/pad distance., At several downrange statf«_o.ga,,%_tlli,e range
calibration targets are less favorably located, Since the benqob 'glo‘l_pg:‘
adjustments need to be made on the basis §f reported uprange me'agpfgm_ez;zfs,
zero-set bias introduced by the local reference target remains in _thé &am.
Aside of the examination of the radar accuracy under field operating con-
ditlons, the station-by-station studies proved quite beneficial with regard
to the detection of tracking provlems psculiar to the physical and tracking
environment of individual radarg, A few of these unforeseen problems and

the actions tsken to their solution are presented:

a. The radar 3,16 displayed unusually large Azimuth errors when track was
acquired on ballistic nissile launches at low elevation angles, and larger
than typical overwater multipath noise persisted in the elevation data up to
about 2,5°, The compilation of data from a numbes of similar tests and their
normalization with respect to Azimuth-—dependent errors A A(y) formed a fairly
well behaved pattern which proved that the radar's Azimuth data in the
direction of Cape Canaversl contain errors with magnitudes between -1 and

-3 as long as E«1,5°, Figure 3 displays the results from four tests in the
form of plots of A A vs.A with accompenying curves E(A).

A plausible explanation for these phenomena consists of the radar 3,16 sure
roundings by high trees some of which are cut off to form an aisle in the
direction of the launch area. The tree formations along the aisle are well
capable of generating nultipath interferonce, partd mlérly when high huzidity

raises their reflection coefficient, Jince the errcrs are beyond control and
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treir test=to-test variations are rather sizeable, no satisfactory error
correction can be accomplished and it was found preferable to limit the pub-
lication of radar 3,16 flight test data (xyz) to the condition where E<2,59,
b. During tracks on particular missile types, the radar 0,16 and 3.16 AZUSA
data comparisons evidenced temporary systematlc Azimuth and Elevation errors
which occur time coincident with the passage of strong cross=polarization
between beacon and radar antenna, The errors represent a special version of
target~dependent angular scintillation noise such as commonly known as glint
and also encountered in conjunction with the passege of beacon pattern
a.nima, In these particular cases, the angular aberrztions reached magni-
tudes of up to approximately 2 at Radar 3.16 and of up to more than 1° at
Radar 0.16. The significance of thisz kind of disturbances which were observed
occasionully also at other stations, lies in the difficulty of their identi-
ficatlon and in the great problem of thelr correction, Of particular
interest is the situotion at Radar 3,16 (Fig. 4) where the shift progresses
quite slowly and gives no other indication than a barely noticeable decay
and recovery of the signal strength, By compsrison, the error development
tekes place far more rapidly at Radar 0,16 and, consequently, manifests
itself by servo errora proportional to the dynamic torque requirements,
Regardless of this indication, only a kntwledgeable observer is able to
nroperly interpret these racordings in real time (Fig., 5). To aveid that
this type of errors inadvertently enters the flight test data publications,
several approaches are taken:
a. On the basis of AUUSA/Radar data comparisons, the radar tracking
quality is examined and spans containing position differences in excess

of 200 ft. are not published,
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b, The data spans mlssing from a certain station on account of editing
(a. above) are replenished if data from apother radar are available.

¢. In the case of polarization - dependspt errors, it is attemptéd:to
obtain undegraded data from a radsr oircumventing the pécblem by ﬁsi&é
circular antenna polarization. e

d. As a long-term solution, improved vehicle/rsdar antenna cﬁmpatiﬁflity |
is pursued, i

e. If a solution (d) cannot be accomplished and the trajectory/bédar]
geometry pefmits, skin track can be selegted as alternate mede to bridge
the time portions during which beacon track is disturbed., Even a moderate
degradation of data quality by increased noise is preferable to the un-
certainties of disturbed beacon track, particularly in real-time data
utilization for present-position and Impact Prediction displays,

In pursuing the instrumental solutions, the operation of the Carter Cay
Radar with circular antenns polarization has rendered quite satisfactory

results, demonstrated by apparent immunity against balance point shifts

which were experienced simultaneously at the Grand Bahama Radar under closely

aimilar tracking geometry. To gain better insight into the parameters
governing this particular problem, a cross=polarization/tilted phase front
simulator is engineered to permit tests under controlled conditions,

Fig. 6 shows the resulis of a cross-polarization run which demonstrates the
radar's Azimuth and Elevation axis shift at cross-pglarization angles above
700 h

3, BRadar Cross=Sectional Area Measursgents
In the past 1~1/2 years, the AMR received an increasing demand for refles—
tivity data on varilous vehicles; e.g., entire missile:, rsentry bodies,

ind space vehicles. To mest these demands with adequate accuracy an’
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crossssin efficiency prior to the availability of the AN/FFQ-6, AN/TPQ=18
ard AAIL raisrs, several Ali/IP-L€ radars were suitably instrumented and
process ing routines developed, The chart (Fig., 7) shows the extent of
present facilities by listing the AMR C~Band radar stations and their squip-

nment for signal strength recordings, Aside of the standard strip chart
reéording, four radars are equipped with DC/FM converters, five radars with
dual channel recording capability, and one radar offers video film record-
ing of the output of a lin-log receiver for multi-target registration,

The dual channel modification is noteworthy for the reason that it permits
collection of echo data by means ol o separate (non-tracking) receiver
channal which is gated at echo arrivel iime while ithe radar tracks the
vehicle's beacon, In this manner, echo dats can be obtained from opesra-
tional targets without interference between the objectives of high~quality
weirly sata collection and reflectivity measurements,

while the reduction of rellectivity data from analog and film recordings
requires tedious hand reading of the individual seasurenents, at the
desired sampling rate, the DG/ couverted AGC voltage measursments are
suitable for automated processing of large and densely sampled data
quantities and thersby offer higher time resolution and fine-grain ampli-
tude quantization. For thess advantages, the necessary computer programs
ware established and radar calibration methods finalized which deliver
high-grade cross-sectional data as a side product of the radar migsile
tracking operations, The flow diagram (Fig. 8) shows the principal steps
of the program which ylelds C-Band reflectivity data in plotted and tabular
form at a data rate of 10/sec (filtered AGC) or 100/sec (unfiltered):

The radar's analog AGC voltage controls a telsmetry-type DC/FM converter

the frequency of which is recorded on magnetic tape, ucing a spare

234



B

&

channel of the standard digital data recorder. To provide the required
frequency discrimination, a tape speed of 15 ips ls employed. The FM re=~
cordings are linearized and quantized in the Automatic Telemetry Reduction
(TARE) process and yield numerical values /N (t) at a sampling rate of
100/sec.
Radar cross area data Ay (t) are derived ip the YRACO" program which filters
the 100/sec S/N weasurements, accepts the padar range data R(t) end solves
A, ¢ db/u?) = S/Ny (db) + 40 log Ry (yds) * C
where C iz the station constant deseribing the radar's RF lo®D zain, de=
rived from tracklon & target of known radep crogs-sectional area (usually
the standard 6" diameter aluminum sphere), The computer resulis A, (t) are
pressnted in tabular form as exemplified by Fig. 9, consisting of a machine
plot with time-colncident tabulation of the numerical reflectivity values.
The amplitude resolution of the maching plot is usually selected to display
0.5 db/step, whereas the numericalvalugs are rounded off at the 3rd
decimal place., To aid the data interpretation by ‘he user, the GEPL display
contains in addition to the data A, (t) a machine plot and tebulation of
the values S/18(t) recorded by the radar, These date permit easy recog-
niticn of conditions under which the reflectivity data become of questionable
value or invalid; e.g., when S/N = O or when the 8/N ratic exceeds the
dynamic range of the DC/Fli converter, thus resulting in clipped reflectivity
data.
To demonstrate the reproduction of signel strength measurements by the DC/Fid
conversion process, Fig., 10 shows a brief interval of analog echo AGC record-
ing and the time-corresponding unfiltered "TARE" data. Note that the
limited response of the analog recording obscures details of ihe signal

structure, particularly when large amplitude variations alternate in
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in rapid sequence,

Jhen reconciling the field measurements, radar AGC calibration, sphere
track, and computer processing required for producing reflectivity data,
the question may be raised why the data manipulation does not resort to

the somewhat simpler method of comparing test vehicle measurements directly
with sphere track neasurements, This nethod which lends itself to a
solution requiring only a relative rather than an absolute S/I calibration
of the radar's AGC voltage has been considered btui was bypassed for reasons
which are peculiar to the AMR radar operations philesophy.

In order to moniter and docwaent the radar RF systeus perforiance, sphere
tracks are rmade at regular intervals, and furthernore, the post-{light rer-
Tormance evaluations require dependable S/N calibrotions which permit
comparison between predicted and observed signal strength and investigation
32 yhenomena such as {lame attenuation and reentry propagation losses. For
these purposes, accurate S/N calibrations are a matter of daily routine,
and any sphere track is used to re-check the radar's RF performance. With
these field procedures being a natter ol course and delivering the cali-
brations §/N vs. AGC and the constant C, it is most expedient to design the
reflectivity date processing as initially outlined.

The quality of reflectivity measurements produced by the described program
has been analyzed from the viewpoints 6f absolute accuracy, dispersion,

and dependency on signal level. For this,sphere tracks were conducted

and the routine processed data compared with the nominal results, The
tabulation (Fig, 11) lists the numerical results of such an evaluation in
terms of the mean error in a 10 sec., data span, the standard deviation of
the data in the same span, and finally, the grand totals for runs performed

by three different radara., Each set of measurements belongs to a certain
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tafget distance, and the rangs difference between successive sets is
2,000 yds, TFig 12 displays the error digtributions from the same data
sets and stresses the small station=tom-gtation variability as well as the
relatively small dispersions and their nearly uniform station=toestation
profile. On the basis of these anlyses, it vas found safe to atate that

the measurements collected by any one of the radars would produce reflec-
tivity data with errors of less than 3 db at a 955 confidence level.

A separate factor entering the reflectivity data quality is the influence

of the /i ratio npon dispersion and bias, since at low S/N the effects

of recelver thermol noise become pronounced, and small systems instabilities

may cause bias errors., To check this problem, sphere tracks were carried

out o low S/N values, and Fig 135 illustrstes that the bias and dispersioen
behavior for the range betwsen 50 db and 17 db does not reveal any charace

teristic changes. Thess were found, however, as soon as S/l < 54db and

iisplayed a rapid growth of the dispersions and also of larger bias
(It iv to be noted that the tests conducted for this type
In

fluctuations,

of studies necessitnte careful control even over ihe sphere launch,
cases where high humidity results in spurious reflectivity of the carrier
balloon, the measurements have shown to besome severely contaminated by
target=dependent signal fluciuations),

Ir conclusion of the topic on radar cross-sectional measurements, it may be
stated that the efforts in using Ali/FPS-16 operational echo signal strength
neasurenents have resulted in n production program which furnishes crosse
sectional Jdata with quite satisfactory sccuracy and wiih a resolution well
suited for signature, spectral and statistical analyses by the Data User,
The cnlibration techniques developed in support of ih.s 'ro-ram permit

checks on the rodar's RF loop gain to within X 0,5 4b, and the rader
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~mre3hold calibrations were found to be rerroducible to within £ 0,25 db,

L, rersinel Apse dadar Track

nadar date “rom reentry vehicle coverages were nnalyzed to deterrine thelr
utility for inpact location purposes, If the radar tracks the vehicle to
3}lash, the location is determined by the slant range end azimuth measure-
rents coinciding with the tlue of the reentry vehicle's signsl (lsappear-
ance, and the geodetic impasct location merely requires transrormatioﬁ of the
radar uessurernents. The splash event is to be deteramined from the radar
signal strengih recording or from video signnl docurientation, The analog
strip chart record of the receiver AGC voltage was found to render the
instant of teacon uignal failure to arproximately C.05 sec,, whereas pulss=
to~rulse video photography produced timing accuracies to approximately C.0C3
sec, rig. 14 illustrates the beacon signal failure at splash as recorded
Ly Toth of the above methods, and emphasizes that the snalog recording may
introduce sone timing uncertainties lue to limited pen resyonse and also as
the result of signal trend variatiouns whieh are not related to the splash
event,

Using the final !ILS impact locations as relerence, several Radar 12,16
impact neazurerents were evaluatel and rendered the sceiter display of

Fige 1. It is noteworthy that all redar-uweasured impacta agree to etter
than 150 {4, with the MIL3 data and indicate an apparent radar range bias
Zn the order of +120ft, “he radsr's angular accuracy in measuring the
Azimuth to iapact is zhown to be bettmr than 0.3 mils and, consequently,
well within the dispersion to be expected under these tracking conditions,
The accuracy of this rather simple method; the independence from other
systems, and the ease of processing the radar date make the procedure

attractive for impact outside the MILS net and, furthermore, offer the
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rossibility for ropid processing; e.g., for quick-lnbk purposes, lore
axperiences need to be gained to assess the limitations of the uethod ard
40 define the ost suitable data handling., Of particular importaﬁce is a
definition for the ability of the radar in measuring impact range and
azimuth at distances near and beyond the radar horizon where nultipath and
ducting have stroag effects upon signal propagation and deta noise contert.
5. ERCGURY Support

The nan-ed orbital missions during 1962 gave the cpportunity to examine
the radar tracking perforuance and techn’cal/operational radar problems
associated with launch phsse, orbital passes, and re-entry., Of special in-
terest were the effects of pattern wobbulation, the usefulness of the
automatic rarge acquisition systen, and the C-Band propagation conditlons
during the capsule descent,

The pattern wobbulation, applied to two sectors of the capsule's C-Band
antonna coversge for the purpose of patterr sioothing, was wutilized on

21l qanned tests, A detailed evaluntion showed that the systewm provided
exactly those coverage and tracking inprovements which were prelicted en
the basis of theory and preceding simulations, Fig 16 illustrates the
reduction ir signal variations by showing the power level spread which

wes experienced by Redar 1.16 when looking into the modulated and into

the unnodulated pattern portions, The significance of the reduced ampli-
tudes i3 to be seen in a drastic flattening of pattern nulls which
othervise give rise to increased tracking noise and balance polint shifts,
and fortharmore, in the improved signal detection probability by a radar
which shall acquire the capsule while looking into the interference patiern
portion, Humerieally, the pattern smoothing rei:cel the level spread

(worat conditions) from between 23 and 30 db down to approximai-ly ¢ db,
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L 4o lack of external refersnca, no analysis was conducied. of %lie total
e=rors exrerienced during lobe pastages., On thé basis of the experiences
with Radors J.10 snd 3,16, however, it i3 likely that the radar track,
wher axposed to the unmodulated pnttern portions, contained sizeable ten-
porary errors., tihe increased date noise shown in g 2 is indicative |
for these events,
The automatic range acguisition systew (ARAT), developed for the purpose
of expeditious radar acquisition under adverse signal conditions, wes
incorporated et radar 1.1¢ and enployed during IERCUAY orbitel passes,
Figs 17 exonplifies the range track position as a Tunction of tinme for
a typical high-speed'target acguisition, and Tig 1L compares the
agquisition delays of ARAT with those which sre typicnl for manual renge
Lracker contiol by ckilled operators., The main features4of tﬁiu acquisition
5.3 zre 1o be seen in Lhe well controlled loglc and in the aluost perfect
irLunity to renotely triggered beacon replies as they are present in rulti-
station operations, The latter was achiesved through "bilatersl coding"
which pernits the radar to acquire only that target signal which appears
with a special locally gonerated pulse=~spacing, and relinguishes the need
for the operator to delertiine which one ol the received 3ignals represente
the local reply.
Valuable experiences were :eined Juring the FMERCURY re-entries along the
Lik. The signal strength neasurements during this flight portion rendered
data on the C=Band propagation losses due to re-entry ionization which
showed to be in the order ol 20 db max. and periitted to gustain
continuous radar track during the capsule's descent., The fact that the
C=Band beacon loop as the only RF link remained operable, prompted an in-

vestigation of its use as nn awxiliary comrunication neans, Tulse position
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zodulation and the characteristic range modulation caused by the pattern

i wotbulation were considered as carrier for two-way rarrow=band comnunication
and teleﬁetry purposes, and checked durinyg ground tests and live capsule
track,

In the proposal of this system, special care was taken to ascertain full
compatibility betweer the communications function and the pulse-sequencing
required for multi-station radar track, and furthermore, that no Jegradation
ol the radar tracking performance could arise with this additional utili-

zntlon of the redar beacon looj.
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Figure 4
RADAR 3,186 ERROR SIGNALS AN ANGLE ERRORS
DURING BALANCE POINT SHIFT
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THE CYCLIC ERFOR AS AN ATMOSPHERIC
REFRACTION PHENOMENCN

. Abutract : 80 QQ

Examples of the cyclle error in missile free-fall data col-
iceted by AZUSA MK II are discussed, A suggestion that anomalous
atmespheric refraction 1s the scurce of this error 1s offered.

In support cf tnis suggestion two possible causes are presented:
(1) "u*bulenu,mixin of the lower atmosphere can lead to dif-
Terential "ef“aét*on'effects in a phase comparison tracking
sysvem and ean lezd to temporazl changes in the zero-set of the
Inztrament. (2)- A wave-like perturbation on the interface be-
tween two different-density layers of the atmosphere can lead

T0o gpparant cyelic doviatlions of a missile from a ballistic orbit.

The effects of time variabllity of the ‘Index of refraction
cn the Zero-get n? AZUSA 1K IT 1is analyzed., It 1s shown that
spurlous phass differences are introduced into the data that ars
llnearly proportional to the variabllity of the index of refrac-
tlon 2leng the path botween the instrument and the target pole.
Aopsucliy of evidence of the turbulent nature of the atmospherg,
ot othe particular frequencics of concern, precludes onc from mak-
ing any comparisons between the periods and amplltudes of the
Turtilence andg thoeas of the data.

A mu simplified model of a sinusoldal wave on the inter-
fzece of & twe-layver atmocphere 1s also discussed with regard %o
ite effoct .on = phase comparison tracking system., It 1s shown
that such 3 nmodel can lead 4o gquasi-perlodic oscillztions in the
3zt ccllected Ly the instrument. The periods and amplitudes
¢ the nclse gererated by such 2 model ar: n general agreement
with what 1z ctserved

. AL T pfe K
1. INTRODUCTION

Fer practical purpeses, aftsr the thrust of a ballistic
mlszile ig termlnated, the missile will travel in an ellipti-
2zl orvit whlch intersects ‘ha surface of the earth zt some
geint down raznge, The routine evaluation of the AZUSA track-
ing system Includes fitting st-purii-out data to an elllpse+
and differencing the individ 1 data points and this computed
Replerian eliipse,

speaiking, since there are perturblng ~ffects, the or-
oxactly an ellipse. A power ceries c2lution to the
mO»lOI is assumed, and the coeflicients of the series
wated at the fourth power) are determined by a
T+
B v
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Among the deviations Irom the ellipse that have been noted
vion or nclse which appears to b2 cyclic 1o nature,

iz a i a

Pericds of this c¢yelic noise are on the orier of seconds, The
geriods are obtaingd Uy & pewsr gpecrrum analysis of the Keplerian
differences, :

Tne amplitude of the nolse 1s not constant, but rather
varies from day to day. It has been ncted that on the days when
the noise is most pronounced we find several assoclated facts:

In the first place, during the zero-set procedure, while AZUSA 1is
looking at a target pole, the apparent motion of the target pole

is not zero, In addition, on the days when the nolse level is

high the pre-f1light calibration, or zero-set, differs conslderably
from the post~flight zero-set. It has been noted in a very sub-
jective manner that the days on which high noise levels are observed
the weather in the vicinity of the launch site is of a particular
type; w~hereas, on days when the nolse level 1s low the weather
sltuation 1s conslderably different,

A great many hypotheses have been advanced to explain the
yclic deviations from the Keplerian ellipae during missile free-
all, Fecr one reason or another, most of the hypotheses have
een abandoned, It appears at the present time that the data
rror nas its source in the atmosphere, Today we shall look in-

¢ tnis matter fromn the sltandpolint of peooolble atmespharic offeots,
n perticuler, ws sngll conslider two possible hypotheses and in
=% least a part of the low-frequency or cyelic noise,

ntly, lack of adequate instrumentation has prevented us
pting 2 rigorous test of the hypotheses, The necessary

instrumernvation iz now available, and we are in the process of
collectinr the necessary data,

(o}

There are at least two ways in which tnhe atmosphere can
affect & rracking system such as AZUSA, Firstly, the level of

Lturbulence, that is the mixing of the alr, cawv distribute water
vapor in such a fashlon as te create ancialous refraction zones

ir. which the cipnal arriving at one antenna 1s affected in a dif-
ferent manner from i+ sirnal avriving at another antanna., Secondly,
vz shall conslder the poseiblllity of perturbatlions on a density
interface In the Jowery ctmosphere,

2. EXAMPLES OF THE PHROBLEM

Flgure 1 1s a ,raph shewing the Keplerian differcnces of
tne direction cogines £ and m and the ranige R ag functions of time
for Range Tezt 101, The procedure used to construct this graph
1s as fellows: The date taken after final burn-out, that is after
211 englnez have shut down, are fltted by least squares to a trun-
cated pover cerles solution to the eguations of motion. Once this
orkit hzs been constructed each individuzl data point is then dif-
ferenced from the crbit and thess differences are plotted in Figure
1, Several features of the graph can be noted, and these will be
discussed as time proceeds. ‘Tne first feature to be noticed is
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frr zzorn ray patn, One signal will, for example, be retarded more

¢ other zignzl. Thls anomalous refrecztive elffect will ap-
p=&r as 2 spurious phase difference in the tracking equipment. and
wilil lead to an erronecus posltion determination. Moreover, if
the differentlal refraction of the two signals changes with time,
any target velocity measurements or calculations, wlll be dele-
teriously affected.

It 1is a matter of common knowledge that the atmosphere 1is
not horizontally stratified with regard to index of refraction so
that anomalous propagation effects are to be expected, The tur-
bulent mixing and movements of high refractive index ailr in the
tracking environment should and do introduce nolse into missile
trajectory data.

Unfortunately, it 1s a physical impossibility to be able
£o monitor the time changes of index of refraction throughout the
entire region of space to be traversed by tre radio slgnals. We
can, however, measure the index of refracticn and its time varia-
bility at a point or a series of points on the ground, If we then
make some assumptlons about the spatial variation of the index, it
becomes possible to say a little blt about the effects of the tur-
bulent nixing of the atmosphere on the tracling system data,

At the present time tne AZUSA zero-zet 1s corrected by
using 2n index of refraction obtalned by conventlonal metecrclogl-
cal meaznsz, Since the zero-set 1s corrected only at the beginning
~& 5 test, any changes in local index during the test will result
in errors in data recorded during the test.

Recently a recording refractometer has been installied at
the AZUSA site, making 1t poscible to cheek the variations in
index of refraction during tests, Of the recordings made during
several recent tests it was noted qualltatively that the differences
between pre- and poast-calibrgfions of the dircetlon cosines 4 and m
and the range R on the various targcet polee were correlated with
the variabllity of the refractometecr recordings. Figure 3 shows
two examples: In Test 32, the refractometer vecording is relatively
smooth and the differences between pre- and post-calibhrations are
small, In Test 2883 the refractometer rccording is quite variabile
andG the differences between pre- and post-calibration are, in
general, large.

The principle on whieh AZUSA 1s baced 18 shown schemati-
2411y in Figure 4, The phase angle betlween two signals is given
by

.
2, (1)

Vo=

where n 1s the average index of refraction 1long the ray path, A
is the wave length of the =stgnal in a vacuun, and D is the geometric
path length differcnce,
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The phase angle between the reference signal from the
cscillator and the recelved signal from the target transponder
is contazined in the signal out c¢f each of the mlxers., We may |
thus express the phase angle out of sach mixer respectlvely as

21N, s
. 1
b = xl (2)
and
21,48,
0y = 2, (3)

where S and s,. are the distances between the target and each
antenna, Lot or/A = K, then
oy = Knysy : (%)

P

]

5 = Knys,, (5)

If we assume that the signal from the reference oscillator
introduces no additional phase difference, then the difference be-
Thsen :1 and ?2 out of the phase detsctor expresses the phase

difference between the slgnal travellng path 84 and that traveling
path s,; thus differencing (4) and (5) ylelds

by = by 50 = K(nysy - nesg). (6)
Let us consider twe cases: Case I where ny = n, and Case
II where ny £ Dae
Case 1: ny = n, < mn,
Equation (6) may now be written as

5 = Kn (=, - <‘?) = KnD, (7)

Since K and D arc invariant, the error in &6¢ is a function
of the error in ni

& + A6 = Enl + KDAn (8)
A> = KDAn, (9)
Equation (9) shows the relationship between the error in the phase

difference (conscguently tha directlon cosine) and the error in
deternining the index of wofraction,
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It is immedlately apparent that A¢ decreases 1f D is de-
In fact, 1f D is made equal %o zero, no error in the

Case II: ny £ Ny

Let n, = n, + &n. Equation (6) may now be written as

g = K [nls1 - se(n1 + 6n)]. (10)

‘Simplification yields

80 = K(nD - né&n). (11)
Since, in the reduction of the AZUSA data, 6n 1s assumed

to be zero, the difference between cquations (7) and (11) repre-
sents an error of -Ks?én. If we now consider an error in the

determination of ng, {11) can be expressed as

66 + A® = Kn, D + KAn,D ~ Ks,én; (12)

AhELCC,

A = K (AnID - seén), (13)

where an, 18 the error in determining the mean index of refraction,
and &n is the difference between the true indices of refraction
along the two ray paths,

The first error term in (13) can be reduccd by letting D
approach 0, For a statlonary tarpet the sccond error term wili
average to zerc over a reasonable time period if onh behaves in a

random f{ashion.

Consider the time changes in the index as being caused by
a spatial distribution of index passing across the observation point,
It can be seeu that, in £11 probabllity, the &n in (13) does not
behave in a random fashion., As a matter o fact, cvidence gathercd
by the Natlonal Bureau of Standards and others tends to indicate
that 1t does not., Power spectra of turbulent wind data and turbu-
lent index of refractlion data show marked pesks at various fre-
nuencies in the spectrum. Unfortunately, little if any data are
available in the reglon of interest to us; that 1s,in the region
of about 10'l cycles per second. The National Bureau of Standards
1s undertaking a contract to study this problem along with the
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poot oo ot virlable bice P hoe benetn and wid) coucentrate thelr
GUrorts Tn Lhe gaggiore of abont 1071 cyeton por seeond,

1y PERDPURBATLON HYPOPHE: TS

For many years vertleal soundings of the atmosphere over
the AMR, both by rawinsondss -nd by airboine refractomcters,
have revealed the versistent oxigstence o a virtual discontinulty
in the vertical distribunion uf index of refraction. Through
the lowest layers cf the atmocsnhere Lhe index decreases mcderatel
with increasing altitude ag is to be expected, At an altitude
of about 3000 to HUND fect, however, iLhere appears a sharp de-
crease in index of some 37 to 50 partc per million througn a
relatively shallow layer of parhaps 102 to 300 feet., Above this
point the index agein exilcivs o mederate decrease with zltitude,
A ty¥plical profile of refre :x: index for Cape Canaveral is shown
in Fibl“e R. The ordinate fv altioade in thousands of feet and
the abseises 1g the vefractiviiy N wihioh ia related to the index
of refractiou n by

L
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2
o
H
i
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where T is thoe obe soure Lo oacgrees Kelvin, pols ¢h

1, e Le the vapor pregsure in rill'

rtmospher'c presuure i
DLPSa and A = 77,06 .o bar ond B = #3810 deg are empirically
deternained constants,

The AMR, glonb jth other sub-tropical reglons, 113
an area which 1s chara large acale subsidince of air
aleft, As this upper o 4 is warmed dry adiabdtically
giving & laY“ of sl t

- dry v suacwhere around
3000 feet Since the ot Inversely proportional te
temperatyu re, and oirectl

to ﬂu¢~t e content, this
subsidence inverasior rzanl seerved refractivity profile.
The marked plateau in rie varrlcal pution of N observable
in Pigure &, betwoon ihe tlviiuces

AXG and 3500 feet, 1s a
manifestation cof thile oune e faverator,

If one conctders Cooddmenstons, he Minds ¢hat this In-
version exlsts over o lui:e rortlon off the rub=tropler In
reality then, one ¢ eopeider the Jower {ropleal t"oposnhe“c 23
beirg composcd of twe loyvers of alr:  {the lower oue 1g charactericed
by relatively cool, moles (i "I rolraetive tndex) air sure
mounted by warm, dry (hence tow wtive Index) air extendd ing
upward, The interface separaling tr v fwe lavers s quite charp,
approaching 2 zerc order alscortimiity in density (or index of
refraction

Stu i‘] attest 1o the fact thax
guch a sit: ions on tiis Interface Vny
mueh 1like . %he interface batwosn
the atmosp weriy, o ' not eurpris-
ing trat o atmespheric .. Mg,
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If one conslders a phase comparlison tracking system look-
ire through such an atmosphere and slewing downward as the R
baliiztiec target travels down range he should anticipate that R
the pairs of ray raths will be differentially affected by the at-
mospheric wave phenomenon. As one ray is passing through a wave
crest the other ray may be passing through a trough., At that
time the former ray will travel through more of the high-index
alr. At a later time the reverse will be true., The question which
is ralsed is:  "Can such a physical model explain the quantitative
properties of the observed data noise; i.e. period and amplitude?"

- In a preliminary attempt to answer this question let us
gsuppose the following: :

Suppose the target remains in the vertical plane contain-
ing one of the baselines of the tracking system., Such an assumption
does not compromise the analysis, 1t mercly offers simplicity.

Iet the basellne length e b, and the angle B = cos™li, where 4
1s the direction cosine relative to the baseline under considera«
tion, 1In this simple, co-planar model E is elso the elevation
angle. The radioc ranges to the target are being determined simul-
taneously from antennas A and B (Figure 6,) Assume the rays to
be parallel. Also, for the purposes or the present discussion,
neglect the bending which would normally take place at the inter-
face.

Within the atmosphere, postulate the existence of & sur-
faze of discontinuity in refractive index. Further postulate
what the shape of the surface can be simply described as an in-
finitely long, statlonary, situsoldal wave. In particular, let N

the altltude of the surface avove its equilibrium altitude be o
given by
t{x) = a cos %1 (x +€), (15)

where a 1s the amplitude, L 13 the wave length and € is a dis-
placement between the first uprange crest of the wave and the
antenna,

The total radlo ranges tco thé target from cach of the
antennas can bc writion

Ry R, R R" + 4R

RA =2 ./ nIdS + ‘I/ﬂ nIIds + \/.‘ nIIdS + ‘/; nIIdS (16)
0] Rl R2 R

and

R R
R Ra

Rg = f ngds + / neds + f nypds, (17)
0 R, R,
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unere g and Npp are the indices of refraction below and above
tihe discontinuity, respectively, ds 13 an Increment of length

*
along the ray path; R] Rp and R are explained in Flgure €; and

AR 1s the true range difference, (Normally AR is taken at the
bottom of the atmosphcre; but for simplicity it is taken here in
the vicinlty of thc targot.)

If the assumption 1s made that the atmosphere is hori-
zontally heoemogeneous within cach layer separately, the radio
range difference from the two antennas is

R, R+ AR
R, -~ Ry = [ (nyr = n)ds + [ N pds (18)
A 55 11 /77 7 ), I

Ry R

in which the second integral represents the desired or noise-
free range difference, The first integral in (18) is the term
which Introdices noilse into the data, and 1t might be called the
enomalous refraction error and denoted by SR.

Assuming

np(s) - ny(s) = an = constant, (19)

one finds that
8R = an(R, - Ry). (20)

o

For the purposes of the present analysis one does not make
a significant error if he makes a 1'lat earth assumption:

R = 2 ¢se E, (21)

where z 1s the altitude of the wave surface above the horizontal
plane containing the base line, In (21) we have neglected the
bending at the interface, Il the equllibrium altltude of the
wave above the base line plane 1s denoted by Z, one obtains

R = [Z + a cos g% (= + s)]csc E (22)

for each intersection; whence,
a oo B L oos Z(x,, - - cos 2E(x
R2 - R1 = a esc E o ocos L(XP 1 €Q) cos 11"1 + el)] (23)

[N
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Consider the trigonometric ldentity

7
cos u - cos v £ -2 sin 3{u + v) sin t(u - v). (24) L
Applying this identity to the brackets of (22); one gets
< 277 - —gﬁ
cos £= (x2 + e2) cos & (xl + el) = ,
-2 sin % (x5 + %9 + &y + &) sin T (%, - X5 + €5 - &), N
' (25) .
Let X, + Xy = 2X, and €y + €y = 2€, where the bar de- i
notes an arithemetic average. From Figure €6 one can see tiat
€, - €& = b, Now x, - xy will Dbe variable between the limits
b/2 3 X, - Xy T Db, (26)
with an average value of 3b/4., As a result
Xy - Xt €y = € = 7p/4 % 2b (27)
Mirthermore, from Figure 6 one can see that
X = Z cot E, (28)
Using (23), (25), (27), and (28), one can write (20) as 4
&R = =2aAn sin(g%g)esc E sin 2%(ZcotE + €), (29) -

of, if b ls small ccmpared to I,

_ Azaban 21t
L

&R = cscE « oin $=(ZcotE + €), (30)

Equation (30) describes the anomalous refraction nolse as
being periodic in E as indicated by the sine term, with an ampli-
tude which is a function of the cogecant of E among other things.
IT the tracking system 15 alcowlng downward such that E 1s a simple
function cf time, (30), can be thought of as beilng a cyclic func-
tion of time.

Strictly speaking, (30) is valid only for
Ez can'l(g%ﬂ); (31)
since at smaller angles the rays can begln to cut through the tops

of the waves, The resulft of this 18 a decrease in amplitude of
the noise and an additional cyclic term modulating the data,
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Since for the AZUSA System, at least, the direction cosine

is the range dlfference divided by tho hase line, the noise in 2
is
_ uaadn o R o, Lz
8¢ = - == cse B+ sin 2 (ZeotE + €), (32)

Figure 7 is a graph of (32) in which 4% 1s plotted as a
function of E, For the purposes of the calculations the results
o' refractometer flights made by an AFCRL aircraft were used,
The values of the various parameters are listed in Table I.

TABLE I. Value of Quantities in Equation (31)
Used to Plot Flgure 7,

Paramster Numerical Value
a (wave amplitude) 100 rtzs

An (refractive index dilfference) 3 x 10

L (wavelenzth) 6000 ft,

Z (altitude of wave) 3000 ft,

€ phage of wave) 0 ft,

It should be noted from Fpure 7 that &4 is very definitely
cycliz, PFurther, it should be noted that the amplitude of 54 in-
¢reases with deereasing E as a result of the cosecant term, and
that the perlcd decreases because of the cotangent term, The rcot-
mean-gquare anplitude f'cr the span 15 2 E * § degrees was computed
to be 26,8 ppr. Of course, owing to the term cosecant E the rms
amplitude will depend on the spsn ¢f data used.

To get a feel for the periocd as a function of time, eleva~
tlon angles from a live test were used in -n additional computation
of (32), Most <f tne angles were below the angle noted in (31)
so that a critical svaluation 1s not Justified; however, since
only gross results were being sought, 1t was not felt that this
fact would be of preat impertance. The small angles would intro-
duce additional periodicities,

Computed values of &¢ in ppm are alse plotted versus time
in Flgure 7. The time wspan choscoi wag one in whieh the target
was presumably in free-fall, The RMS 54 was calculated to be 32.3
ppm for this time apan., In Figure 8 we gee the Keplerian data of
Test 5460 for which the previocus analysis was done, The cyelic
nolge 1s evident in the pgraph of At and the power sgpeetrum,

5, CONCLUDING REMARKS

It 1s of intzrest to note that droens (7262) independently
performed a regresslon analysis of 32 mlszl’e tests In an attempt
to determine what parameiors were impertant asn the Keplerian-dif-
ference nolse, He found that, c¢i' the filve quantities studied, the
amount of low c¢louds, the cos=zcant ... 2Jevation angle, and
the sparn length of froc-f211 data us=2d in w.. “:2lerian caleula-
tions were significant., The two nuantlitias whico .. -2 9n as
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insignificant were signal strength and surface index of refrace- .
tion, In Figure 9 we see the regression equation used by Greene ﬁ !
and the coefficients computed from the data used by himi I ™
zddition, we see also the variance analysis and the correlation

matelx,

The importance of cosecant E and span length have already

been mentioned with regard to the present analysis, It should

also be mentioned that the wave phenomenon considered here 1is
intimately related with low e¢loud oceurrence in the sub-tropilcal

. atmosphere. In addition we should also note, with interest, that

the surface index of refraction appeared insignificant, This
should not be surprising, since a single observation of the sur-
face index has no relationshlp to the nolse. As was pointed out
‘In Section 3, the time varliation of the surface index is what is
significant.

Presently the necessary instrumentation to measure the
atmospheric parameters in (32) 1s beilng installed in aireraft.
It is intended in the very near future that simultaneous tracke
ing and atmospheric data be collected and utilized in a more
rigorous test of the hypothesils,

Since both of the preceding hypotheses show promlse of
at least 2 partial golution to the cyelic noise problem, it is
strongly urged that additional analysls and experiment be under-
taken, On-range analysis should continue, and off-range experiment
and ~uglysls should be strongly supported by AFSC through re-
L h and through contractual arrangements,

A step in the right directi-n has becn taken by AFSC,
through the Electronic Systems Division, in the support of two
parallel approaches to a solution to the problem, The National
Bureau of Standards will investigate the turbulence hypothesis
discussed carlier, while the Qeophysies Research Directorate will
study the perturbation nypothesis for both clear-sir and cloudy
atmospheres,
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INSTRUMENTATION SRRORS
DUE TO
ATMOSPHERIC REFRACTION

by David K. Barton
Missile and Surface Radar Division
Radio Corporation of America

Moorestown, New Jersey

February «7, 1963

(This paper is a sunmary of the Report of tha
Ad Hoc Panel on Blectromagnetic Propagation,
National Academy of Sciences, to be distrib-
uted during March, 1963.)
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1. INTRODUCTION

The Ad Hoc Panel on Electromagnetic Propagation was
convened as part of a continuing effort by ths National
Academy of Scienges - National Research Council on bshalf
of the Atlantic Missiles Range as requested by Headguarters,
Air Force Systems Command.

The Ad Hoc Panel on Basic Measurements discussed in its
Report how well we can measure, at the present time, such
fundamental quantities as length, time, and the velocity of
light. The Report notes thaﬁ there are fundamental limita-
tions to tracking accuracy imposed by our inability to meas-
sure these basic quantities with more pracision, but it points
out that the state of the instrumentation art has not yet ap-
proached these limitations. There are, however, other funda-
mental limitations to tracking accuracy which today are be-
ginning to restrict the capability of our instrumenta. One
of these major limitations is that imposed by atmespheric
refraction. Consequently, the Ad Hoc Panel on Electromag-
netic Propagation was formed to consider this problem.

This Panel met on 1l May 196« in washington, D. C. and
heard discussions as to how tracking accuracy requirements
ware arrivad at for one particular program, of the current
tracking capabilities ¢f the AMR, and of various research
work which instrumentation and atmospheric physics people
are conducting. Due to the quantity and divergence of the
matarial presented, the Panel coulh not arrive at a con-
sensus ragarxding a report. Consequently, Mr. David K. Barton
was appointed Zditor of the Panel's Report by the Chairman.
Mr. Barton draftad the Report of the Panel from material
contributed by Lr. Robert 5. Fraser, Pr. John 3. smyth, Mr.
Praston landry, and himself,
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In the Raport of the Ad Hoc Panal on Slectromagnetic
Propagation, the objective was to state the current axtent
of our knowledge concarning atmdsphexic refraction and its
affect on tracking accuracy, for the benefit of range users
as well as range operators. Tha Panel alsgo made recammenda-
tions which, if followed, should lead to increased accuracy
botﬁ in the near and in the more distant future.

z. Current status of Report

During January of 1963, the report was reviewed by the
entire panel, and a number of suggested changes were incorp-
oratad. The final version of the report is scheduled for
digtribution during March:

The Panel Members who participated in the original disg-
cussion and who raviewed the report are identified in the
following lisats

Mr., David K. Barton RCA, Moorastown, N. J.

Mr. John Berbert Goddard 3space Flight Center
Mr. Charles F. Chubb Sperry Gyroscope Qompany
Dr. Warren A. Dryden RCA, Patrick Air Foice Base

Dr. A. B. Focke, Chairman, Dept. of Physics, Harvey Mudd
Collage, Claremont, Cal.

pr. J. J. Freeman J. J. Fraeman Associates, Silver
Spring, Maryland
Dr. John B, Garrison Applied Physics laboratory, Johns
' Hopkins Univarsity
Mr. Dean Howard Naval Research Laboratory
Dr. Henry P. Kalmus Chief Scientist, Diamond Fuse Llab.
Mr. Preston landry Chairman, Electromagnetic¢ Propaga-

tion working Ground, IRIG,
£glin Air Force Base
Dr. Robert B. Muchmore Space Technology laboratories
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Dr. louis Neslands Gengral Zlectric Co., Syracuse

Dr. Henry Plotkin Goddard dpace Flight Center

Mr. C. W. Querfeld white sSands Missile Range

Mr. Joseph salernc MIT Lincoln lLaboratory

Dr. John B. smyth Smyth Research Associates, San
Diego, Cal.

Mr. Robertson Stevens Jat Propulsion Laboratory

Dr. A, W. straiton University of Texas

Dr.

Moody C. Thompson

National Bureau of Standards,

Boulder, Col,

Mr. 8. W. Bullington Executive Secretary, Advisory
Committee to AFSC, Natiocnal
Academy of Sciences

3. Contents of Report

The Report of the Ad Hoc Panel contains discussions of
the following subjects;

a. Tropospharic errors

b, Ionospheric errors

c. Tropospheric correction procedures

4. Effects on typical instrumentation systems

Conclusions and racommendations are also included, and these
will be prasented in full below. First, wa will present the
tables and figures which summarize the information on atmo-
spheric errors. The various effects were classified as
shown in Table 1.

a, Tropospheric errors. Figures 1 and s indicate the

magnitude of errors in range and elevation angle encountered
by systems with tracking antennas. Figure 3 compares the el-
evation angle errors measured by trackers and by horizontal
interferometers. The curve for the short-baseline system

289




is also indicative of the raesidual value of error in a tracker ! ?

after subtraction of the temm Nscoteo (see riqht-hahd scale -
s on Figure :). This correction is unnecessary in the inter-
ferometer.

Fluctuating errors in angle and angle rate, which affact
both tracking antennas and interferometers, are shown in Fig-
ures 4 and 5, for the special case of a target which remains
fixed in angle relative to the tracking systam. These errors
are due to variations in the rafractive index of the tropo-
sphere, which hava a spectral distribution shown in Figure &.
Measurements made by the Bursau of sStandards have providad
data on spatial correlation of errors as well as on temporal

correlation, and these measurements suggest that tha two

: : effacts are closely related. In fact, as shown in Figure 7,

_ ' the two correlations agree if the troposphare is assumed to

: consist of a "rigid" pattern of refractivity variations which
Jdrittc over the surface of the earth at a speed near 10 ft/sec.
The relative velocity of thc troposphere with respect to the
measurement ray will also depend upon the angular rate of thas
target, and a fast-moving target will lead to more rapid var-
iation in the angular errors measured by the instrument. Fig-
ures 8 and 9 show the position and velocity errors caused by
refractivity variations which are described by Figure 6. The
velocity v, represents the average crosswind valocity‘:ith

, _xespect to the measurament rays.nand Vb represents the ‘val-

{ ocity of these rays relative to the troposphere when tracking
a moving target. ‘The velocity is averaged over the portion
of tha troposphere which contributes the refractivity var-

§ iations, and is approximately that applying tojan'élgftude

: of 10,000 feet. ' ‘

b. Ionospharic errorgs. Figures 10 and 1l show the errors
in range and elevation angle introduced by the normal, daytime
ionosphere, indicating the dependence upon operating frequency.
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An astimate of the fluctuating component of range értor is
shown in Figure 1z, while Figure 13 shows the error in the
angle at which the measurement ray passes the target, at an
altitude of 300 km. Unlike the tropospheric error, the error
due to tha ionosphere is largely unpredtctable; even whan tha
ionosphere has been measured by radio backscattering. A
typical monthly scatter of elevation angle errors at three
different sites is indicated in Figure l4. Further mesasure-
ments carried out on the California coast indicated that the
errors could not be predicted on the basis of icnograms any
better than by using average monthly forecasts of elactron
density profiles, and that the residual errors atter attampted
correction were almost as graat as the original error values.
The inability to predict the arrzor encountered at a given
time indicates that accurate systems must operate at fre-
quencies high enough to reduce the initial value of error to
a tolerable level. For the accuracy requirements described
to the panel (velocity measuremants in the order of one ft/sec
or better), this would imply oparation at frequencies above
3000 Mc. The only known excaption to this applies when two
frequencies are used in a system which makes redundant meas-
uremants to cancel out the ionospheric error. ,

c. Tropospheric correction procedures. The correction pro-
cedures used at the ranges to compensate for tropoespharic er-
ror are discussed in the report. These are based on ray-tracing
computations carried out in a digital computer, using refract-
ivity profiles calculated from radiosonde or refractometer
data. Table < gives an estimate of the minimum residual er-
rors, aftar application of such a procass to tracking data.
surface refractivity would have to be measured with the bast
available instruments to meet these accuracy figuras when
using a tracker. Residual angle bias in an interferometer
system might be somewhat less, since 2“solute refractivity
data would not be neasded for correction.
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The values listed in Table » have been criticized by some
as being overly optimistic, and by others as being too pessi-
mistic. It is believed that they represent a fair statement
of the performance attainable using accurate readings of sur-
face refractivity in combination with radiosonde profiles for
higher altitudes.

d. Bffects on typical instrumentation systems. The in-
formation on atmospheric errors, including both bias and var-

iable components, was applied to a specific target examplej

a satellite or missile in horizontal flight at an altitude

of 160 miles. This case was chosan because it represents a
number of the actual tracking problems which are met by the
tast ranges, and bacause it illustrates the procedure for ap-
plying the error analysis devaloped in the report. The results
are given in a series of Tables, which describe the errors
encountered by three different types of tracking system.

4. Description of Brror Analysis Bxample

Three different equipment configurations were assumed,
with two operating fraquencies compared. The results arze
summarized in Tables 3 through 5. In each case, the target
was assumed to have the following characteristicss

Target altitudes : =160 n. mi.=10° £t
Target ranges R=660 n.mi.=4x10°ft
Tangential velocitys venlo,ooo £t/sec
Angular rate of beam motiong W=z 2.5 mr/sec
Bffective tropospharic velocity

relative to beamg v, = <50 £t/sac

Beam elevation angles o, = 6° = 105 mr

The errors are given for "average" weather conditions, -cor-
responding to the median curves of Figures 4 and 5, or to a
condition where small amounts of cumulus clouds are present.
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The errors for heavy cloud cover would be about twice those
listed, while for clear sky they would be about half as great.
similarly, the ionosphere was assumed to follow the daytime
model used in Figures 10 and ll, without extreme sunspot or
other disturbed characteristics. whare ionospheric errors
are important, the variation in their magnitudes may be as-
sumed to range from a factor of three above those listed to
about one-third of these values, depending upon time of day
and portion of the sunspot cycle.

The velocity errors for the tracker and interferometer
systems have been found from Figures 4, 5, 8, and 9, taking
into account the measured spectra of tropospheric errours.
For the trilateration system, the prediminant error has been
calculated from the uncertainty in the ray-bending component,
accoraing to Millman's study. Teotal error has been found as
the rms sum of all bias and fluctuating components, and has
been expressed in terms of range, angle, target position,
and target velocity. In each case, the components due to
angular measurement (or aquivalent) are seen to govern the
accuracy of the system, and of these the elevation componant
is of greatest importance. The results -~ ¢ not consistent
with some of the published figures for interferometer systems,
put are believed to represent the most accurate values for
this tracking problem. The primary cause of the difference
lies in the fact that thz sateiliite may have appreciable
tangential velocity, causing the measurement beams to move
through the atmosphere at rates which greatly magnify the
frequencies in the atmospheric error spectrum. If similar
calculations were made for targaets which had little or no
tangential velocity (as, for instance, missiles traveling
directly away from the instrumentation gsite), the errors
would be appreciably lower in magnitude, at least insofar
as velocity data is concerned.
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5.1 Trnﬁospheric bias errors are highly predictable using
radiuvsonde or refractomzter profilesy residual errors from
1% to 3% of the initial bias levels araucommonly attained
using procedires describped in the Panel Report. Didta to
within one-half foot in range and <0 to 70 pradians in

angle can be expected at slsvation angles above five dagrees.

5.z Tropospheric flugtuation errors ara not correctable
using any known proceduvre, and will amount to a few tenths
of a fecot in range, and lJ to 50 pradians in angle (depend-
ing on the baselinc or aperture used for measurement),
under normal weather conditions.

5.5 The relationship ~etveen temporal and spatiai correla-
tion of troposyueric Lluctaations has been investigated,
based ou data obtasoew by thne Notional 3ureau of Standards.
The effect of short-period Iiuciuations is described in
“ieures 4 and 3, and is consivent with a drift of tropo-
spnerac anomalies acress o fixed measurement path at the

speed of thae prevailaing winda.

5.4 In range instrumentation appliisations, where the beam

is not fixed, the residuai "pias" and long~term error com-

ponents will change as the beam meves, and additional atmo-
spheric rats errors will b» usnerated, as shown in Figure
9., These errors willi ve proportional to the tangential
e, and will typically be five to

velocity of th» =
fifty times the yrove measurad for a fixed beam.

5.5 The uncertainty in tropcspheric paths leads to errors
equivalent to motion ol the instrument on the ground. The
motion of the "virtual source" typically amounts to sevaral
feet normal to the path and 1 few teniths of a foot along

the p‘tho
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5.9 lonospheric errors are assantially unpredictablae, and

w111l excaed the rasidual tropospheric errors when oparating

freguancies below 3300 Mc are used. 3ven in tha 5000-6000
Yo rand the ionospneric errors will contribute to overall

atmospheric error dur;ng daytime operation.

$.7 Redundant measurements performed at two frequencies
balow 3000 Mc can pe used to correct for ionogpheric
error in both range and angle.

5.8 The lowest atmospheric errors are found in trilatera-
tion systems using very long baselines. Total position and
valocity errors for a typical satellite track (660 miles
range, 180 miles altitude) through average wsather, are

as follows; RMS Position RMs Velocity
grror (feet) grror (ft/sec)
Range~angle tracker 310 18
at 5000 Me _
Interferometer at 100 2.4

10,000 Mc (Mistram)

Irilateration system
at 000 Mc 13 0.9
at o000 Mc 2.5 0.15

The above arrors may be increased or decreased by a factor
of two or three for different weathar conditions (and at
<000 Mc for differcnt ilonospheric conditions). The tri-
latezration errors shown are dependent upon perfect survey
of station location, as well as instrumental errors below
one-half foot in range and 0.0: ft/sec in range rate.
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6. Recommendations for Achieving Increased Accuracy Teday

6.1 Since ionospheric refraction cannot at prasent ba pra-
dicted to within better than about 50¥% of any instantaneous
value, the use of microwave bands or of dual-freguency meas=-
uremants is necessary in praecision tracking of targets above
100 miles. sSingle-frequency systems raquiring valocity data
bettar than one foot per sacond should cparate abova 3000 Mc
to minimize the ionospheric refraction effect.

3.2 A continuing program of data analysis at the various
ranges should be instituted to gvaluate and improve the
atmospheric corraction procedures described in the Panel
Report. Some of this work is being done at AMR now (and
perhaps at other ranges) in connection with other activities.
Howaver this work is so important that it should be supported
as a separate function: this is the only way it will receive
the attention which it desarves. Data is available at all
the ranges; it is only necassary that qualified paople be
assigned te an analysis of it. This work should bs fully
supported by all the services at their respective ranges.
The data analysis conducted at each particular range should
ba fully coordinated among the ranges and with the NBS
measurement program. Other interssted agencies, such as
NASA, sihwould also be invited to participate. The Inter
Range Instrumentation Group has done an excallent job in

the past of providing coordination and dissemination of
technical information among the ranges on an informal basis
and is well qualified to do so in this case. This coordina-
tion of effort, especially among the National Ranges, and
undoubtedly best accomplished by themselves, should raceive

the full support of DOD.

N

6.3 standard procedures should be adopted for atmospheric
correction of tracking data by all of tha ranges and range

296 | 4

B L T




BRI T A TR

Wi

users, and astimates of residual bias errars agreed upon

for each procedure. Thé methods discussed in the Panel
Report are suggested as a basis for such atandards and are
consistent with efforts now underway by the Slectromagnetic
Propagation WorkKing Group of the Inter Range Ihattumeheation
Group. The EPWG is currently working on a ranges instru-

 mentation manual which it hopes will lead to more standard-

ization. The work of the individual members of EPWG on
this project should be given the full support of each
particular range where they ars located and the projsct as

a whole should have the complete support of DOD on an inter-
range basis.

7. Recommended Research for Future Increase in Accuracy

7.1 PFuture tracking systems should be designed to tolerate
the unpredictable fluctuations of the measursement ray paths
in the atmosphere. when targets of high velocity must be
tracked with accurate three-coordinate velocity measure-
ments, the measurement system bagselines should be ag long
as possible and they should be consistent with target alti-
tude. Systems which require that instrimentation sites be
located with an accuracy on the order of one foot or batter
do not appear to be consistent with our ability to predict
ray paths in the troposphers.

7.« A specific procadure for measuring and correcting
tropospheric errors on a real-time basis has bean proposed
to the panel. A briaf discussion of this technique appears
in Appendix B of the Panel Report. Theoratically this
technique appeaxzs very promising. It is now a question of
datermining whether experimental verification can be obtained.
This work should receive full gupport from the Air Force.

7.3 The National Bureau of Standards (Boulder) has outlined

a program of atmospheric measurements which it is attempting
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or.-would like to attempt. This program is discussed in
Appendix C of the Panel Report. Theese measuzements would
provide much needed data on spatial and temporal corrslation
of tropospheric range (or phase) exrors. The panel recom-
mends that this program be prassed as rapidly as poasible
and fully supported by the Air Force to provide much needed
information for both the interferometer systems and the
longer-baseline systems using range and range-rate data.

7.4 Whan tracking at interplanetary distances the errors
imposed by the atmosphers become proportionately less. Con-
sequently one limiting factor to tracking accuracy at such
distances would appear to be tha pracision with which we
know the velocity of light, currently felt to be about one
part per million. (A discussion of our knowledge of the vel-
ocity of light is given in the report of the Ad Hoc Panel
on Basic Measurements.) The efforts by the National Bureau
of standards to determine this value with more accuracy
should be fully supported.

7.5 wWith our current tracking techniques for interplanetary
distances an aven moze critical need than a better determina-
tion of "¢t is that of a better frequency standard. FPor
Doppler tracking a target over such distances a frequency
standard or clock having a short-time stakility of one part
in lo13 is nesdaed now. (At the presaent time we can measure .
time with an accuracy of about one part in 1011.' This is
discussed in the Report of the Ad Hoc Panel on Basic Meas-
uremants.) The continuing efforts of the National Bureau of
standards to develop more stable fraguency stéqqard; ahould
receive full support.

7.6 3ince the accuracy limits of current tracking instru-
ments and propagation correction ptocedures are on the order
of about one foot, there is a definite need for geodetic
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systems or procedures capable of locating our t:ackiné
instruments or systems to this same accuracy ovar in:ér-
continental distances. It is recommended that a study

sjroup be convened to determine what ¢re the moat fruitful
areas for investigation which could lead to better determina-
tion of locations on a global basis and which might ultimately
lead to the accuracy mentioned above.

8. Further Recommendations

3.1 The ranges should make the systems designers and/or
range users familiar with the basic limitations on tracking
accuracy imposed by the atmosphere as described in the Panel
Report., It is futile for range users to request accuracies
which cannot ba obtained for reasons discussed therein.

And the Panel does not anticipata that significant improve-
ment over the potential accuracies discussaed here will be
attained in the near future, although more consistent usge
of corraction techniques will improve on past performance.
However, if the research recommended in the report is under=-
taken and adequately supported it may disclose means of
reducing the basic uncertainties connected with propagation
through the atmosphare which could be applied within the
naxt decade.,

8.¢c In order to make the best use of the available resources
for the development of instrumantation systems and tachnigques
for propagation, the responsible agencies should arrive at
consolidated requirements for missile and satellite meas-
urement accuracies inatead of new and different requirements
for each individual program. The consolidated regquirements
should be stated and published in such a manner as to encourage
scientific work on the most fundamental instrumentation pro=-
grams, and should not be hampered by the security restrictions
and need-to-know of any particular we. ; 'n or weapon system.
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Yni~ i3 a DOD~-wide problem and DOD should take the laad
in trying to implement this. Howaver, the Air Force
could do much along this line with those programs under
its cognizance. ’
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Table 1

“Classification of Atmospheric Errors by Type.

There are many ways of describing propagation errors in

precision tracking systems.

in Table I are suggested to cover the characteristics of
most interest to the developers and users of missile and
space range instrumentation:

Source of Error:
Tyopospherie
Ionoespheric
Measured Quantity
Angle of arrival or phase difference
Range delay or signal phase
Spatial Correlation of Error:
Across radar aperture (5 to 100 feet)
Across short baseline (100 to 1000 feet)
Across long baseline (1000 to 100,000 feet)
Temporal Correlation ¢of Error:
Bias (fixed during one track)
Fluctuation (periods of seconds or minutes)

For each combination of the above characteristics, the

error should be known as a function of operating frequency,
target altitude, elevation angle (or slant range) and state

of the atmosphere. Except in rare instances, the instru-
mentation system may be assumad to be at sea level.
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The present state of the art in correction of range
and elevation data, using combined radiosonde and refracto-
meter data to derive accurate surface refractivity and
profiles, is estimated to provide the accuracy of correction
shown in Table gz,

TABLE 2,

Optimum Accuracy of Range and Angle Corrections

Long-Range Case (R 300 n. mi.) 8o= 5° 857209
Initial range bias AR, (£t) 75 22
Residual range bias ¢ ., (ft) 0.75 0.2
% residual error 7 1 1
Initial angle bias & (prad) 3500 900
Residual angle bias¢ g, (prad) 70 20
% residual error 2 2

Short-Range Case (R = 50 n, mi,)

Initial range biasaR, (ft) 22 7
Residual range biaso., (fv) | 0.5 0.18
v% residual error 2 2
Initial angle bias 4 (urad) 2000 700
Residual angle bias oeb (nrad) 60 20
% residual error 3 3

(Values shown should be doubled for disturbed meteoroclogical
conditions such as heavy cloud cover, fronts, and inversions;
also for lack of reliable and frequent soundings covering
the entire tropospheric path used in measurement) .
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Table 3 Typical Atmospheric Exrors : e

Tracking Radar on Satellite Tracking Mission

A. Tropospheric Components (average weather)

Range bias 4R, (Fig. 1)s 60 £t
: Angle Bias § (Fig. <) 2500 ucad
2 Residual range bias 0.y, (Table )t 0.3 £t
4 Residual angle bias dgy (Table 2)3 50 urad
o . Range fluctuation €.g: . 0.1 £t
Angle fluctuation 6gg (Fig. 8): 60 grad
: f Range rate bias 0. =v 6 : 0.5 £t/sec
2 Range rate fluctuation 6. =v 0 : 0.6 ft/sec
. rf£f t 6f
- Angle rate fluctuation 0, (Pig. 9)s 4 yrad/sec :

B. Ionospheric Components (normal ionosphere)

, Operating frequency 2000 6000 mecps
Range bias Ari (Fig.10)s 10 1.1 £t

. . Range fluctuation 6, (Fig. l2)s 0.05 .006 £t

- Angle bias & Yrig. 11)s 8 0.9 prad T
Ray error Aa, (Figa, 13), 30 3.3 grad
Range rate error °éi=vt4°5 0.6 .066 £t/sec

C. Total Error

Operating frequency 2000 6000 mcps
Range error o, . 10 1.2 £t
‘ Angle error g, 78 78 prad
RMS target posiuvion db 310 310 f¢
RMS target velocity @ .16 16 ft/sec

Significant error components:

Residuai tropospheric range and angle bias
Ionospheric range bias (2000 mcps only)
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Table 4 Typical Atmospheric Errors

Interferometer System (Mistram) on Satellite Track

Tropospheric Components (average weather)

Range bias 4R, (Fig. l)s 60 ft
Anzie Pias 48 (Pig. 3 160 urad
Range-difference bias (El. b'=1000 £t) 0.18 ft
Residual range hias 9., {Table &); .2 £t
Range fluctuation T.g: 0.1 ft
Elevation Azimuth
Effective baseline b’
(position data) : 1000 10,000 ft
Residual range-difference
bias ohrb= .02 .06 ft
Residual angle bias T, : 20 6 urad
Range-difference
fluctuation 04, (Fig.3)s © .014 .06 ft
Angle fluctuation "af
(Fig. 8)s 14 6 prad
Effective baseline b'
(velocity data) : 10,000 100,000 ft
Range-rate difference
fluctuation ‘Aif: .006 .0014 £ft/sec
Angle rate fluctuation
céf (Fig. 2)s 0.6 0.14 prad/sec
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Table 4 (continued)

Elevation Azimuth

B. Jonospheric Components (normal ionosphere, £=10,000 mc)
Range bias Arl (Pig. 10): 0.2 ft
Range fluctuation @, (Fig. le): .001 £t -
Angle bias b1 (Fig. 1l)s 0.16 urad
Ray error Aa; iFiq.l3): 1.0 purad
Range rate error o, : ) .01 ft/sec
Ray difference error 0.1 0.3 grad
Range rate difference error .001 .003 ft/sec
Angle rate error : 0.L 0.03 urad/sec
C. Total Error
Range error Wr 0.35 £t
Angle error % 25 prad
RMS target position “p 100 £t
RMS target velocity 9, 2.4 ft/sec

Significant error sources:
Tropospheric range bias
Tropospheric angle bias and fluctuation
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Table § Typical Atmospheric Errors

Wide-Baseline Trilateration System on Satellite Track

Tropospheric Components (average weather)

A,
Range bias AR, (Fig. l)s
Range fluctuation @p¢.
Ray error bias 04
i o,
Range rate bias b}
B,

Residual range bias @, (Table 4)s

Geometrical dilution factor:
Equivalent angle bias Oap !

Equivalent angle fluctuation Gefz

Equivalent angle rate bias ‘éb’

Ray error fluctuation O'af:
Range-rate fluctuation pet

60 ft

0.3 £t

0.1 £t

3

0.33 grad
0.1l prad

2.5 purad
.025 ft/sec
.027 prad/sec

1.4 prad
.014 ft/sec

Equivalent angle rate fluctuation Ogg: .015 urad/sec

lonospheric Components (normal ionosphere)

2000 meps 6000 meps

Range bias Arl (Fig. 10)s 4.5 0.5 ft
Range fluctuation .,

(Fig. 1) .03 .0033 £t
Equivalent angle bias %o’ 4.8 0.53 prad
Eguivalent angle fluctuation

o‘éf’ .032 .0035 yrad
Ray error bias Aui (Fig. 13): 20 2.2 jurad
Range-rate bias o ¢ 0.2 .022 ft/sec

Equivalent angle rate bias 9. : 0,22

ép* .024 prad/sec
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Table $ {continued)

C. Total Frror

Froquency 2000 _meps 6000_mcps
Range arror o, 4,5 0.6 ft
Equivalent angle error 9 4.8 0.64 urad

) RMS target position Oy 19 2.5 ft

¢ _ RMS target velocity o 0.8 0.15 ft/sec

Significant error componente:

: At 2000 mcps: Ionospheric range bias and rxay error
i At 6000 meps: Ionospheric and tropospheric range bias and

; ray error {(trcpcspheric is slightly

: greater than ionospheric at this frequency)
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METEOROLOGICAL. SUPPORT TO MISSILE TESTS
Lt Col Peter E, Romo, Staff Met, AFMTC

As background for a discussion of meteorological data on the AMR, T will de-
scribe some of the more important relationships between missile testing and

weather. 1’11 do this for the various phases of the missile's testing, from
the time it goes up on the pad to the time it impacts downrange.

First of all, a missile may be on the launch pad as much as a year, although
in most cases it's only a few weeks. During the time that it's in an upright
position, it is highly vulnerable to winds. This includes cross-sectional
winds (which might blow it off its pad) and gusts. To explain the latter's
effect, it is necessary 1o understand that the structure of the missile.
although apparently imposing and rugged, is really quite light and delicate;
this is because, as an example, it would take 60 pounds of fuel to raise into
orbit every pound of structure devoted to rigidity or strengtl:, For that
reason, the bare minimum of weight is devoted to this purpose, Accordingly,
a very thin skin is used and this thin skin can be vibrated by the small-scale
variations in the wind-field. If these occur in a certain manner, it's
possible that a resonance will be set up in the skin of the vehicle and this

- could be sufficient to cause severe damage, or even cause destruction of the
system,

While in the upright position there is a threat from lightning strikes, which
could damage the structure and would certainly damage electronic components.
In addition, solid-fuel missiles have a danger from lightning strikes in that
the fuel may be ignited.

Low-level humidity and air temperature affect the vehicle while on the pad

in that certain of the fuels used can operate only within a limited range

of these parameters. Also, certain guidance systems must be kept within a
narrow range of temperature, and therefore temperature measurements and fore-
casts are necessary during the time the missile is on the launch pad.

Once the missile has left its pad in the early stages of its launch, we

find that wind is still important, not only for the structural effects as de-

scribed previously for the stationary position, but also for control and

quidance computations, The vehicle's structure is susceptible to the same

effects that were present during the portion of the missile’s launch-pad

testing, due to the usual horizontal-wind gusts and also due to the vertical

wind-shear through which the missile will fly. Beside the effect on the

structure of the missile, wind variation (shear and speed) can effect the

missile's control and guidance systems. To explain these a bit, it's

necessary to point out that in its early fliqht, while it is hovering or just

barely beginning to climb, a missile is inne... = unstabie and one would

expect that it would fall over to one side or to the o:“e~ This effect is

counter-balanced by adjusting the thrust so as to Create a :u. v in the

opposite divection. However, in all svstems, there is only a ceriaih amount

of control availabhle, = If the wind-shear or wind-speed appear likelv to overcome
¢ T
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the capability of the thrust components to correct variations in the angle
of attack, then the test must be postponed until a more favorable time,

Density figures into this phase of the vehicle's flight in that it's really

a combination of density and wimd which will decide the overall effects on

the structure and control guidance, as well as on thrust, In particular,

there is an area (which varies between 20,000 and 40,000 feet for the various
missiles) where the most critical Q-area (dynamic-pressure area) occurs, and
density must be measurcd in order to forecast/analyze the effect of this high-Q
area,

Tn describing the effect of humidity, it's necessary to go back to explain the
anction of the Range Safély Officer on any missile test. It's his responsi-
bility to decide when the missile is passing beyond safe limits, e.g., when it

might endanger populated areas, and he must destroy the vehicle as necessary
to allow all debris to fall in safe areas, considering the effect of the wind
on the descending debris. To give him the data on which to base these de-
risions, missile ranges are equipped with high-accuracy tracking systems.
These are pulse radar or continuous-wave systems such as the MISTRAM, but in
any case, they are highly accurate and very expensive, However, these systems
do not become effective until the missile has passed through the first 2000 ft
(approximately) of atmosphere. Below that level, blast cffects and ground
clutter distort the image and the Range Safety Officer cannot rely on the data
from these tracking systems. For this lowest level of the flight, he must
rely on visual tracking of the missile and this implies a knowledge of clouds

"any visibility,

Even after the missile has passed through the first 2000 feet, the data can
be extremely accurate only if there is some knowledge of the index of re-
fraction for the path between the missile and the tracking systems. As an
example of the possible effects of this parameter, the specified accuracy
claimed for the MISTRAM (Missile Tracking and Measurement) system is about

3 parts per million for the cosine angles. In contrast to that stated
accuracy, the uncertainties in the atmosphere can cause errors of as much as
ten parts per million, or three times the tolerances of the basic system.

Finally, the effect of temperature, although secondary in the launch phase, is
still of some importance. Temperature figures into computations of thrust

and drag and therefore most tests require some knowledge of the temperature
field through which the missile passes, at least for the lowest 100,000 feet
of the atmosphere. :

During the mid-flight phase of the test, tracking data are required and this
implies that humidity data are needed to compute the effect of the index of
refraction on the measurements. Also, range aircraft fly along this portion
of the flight path to gather telemetry data in those areas where neither

ships nor land stations are available, so that fiying-weather forecasts are
necessary. Furthermore, clouds and visibility figure into the opcration of
ballistic cameras, whose data are used to calibrate the measurements which are
gathered by other means.
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'As the .re-entry hodv nears its impact point, we find that humidity data mus:
be gathered for correcting traching/impact computations. And now density
becomes very important hecause re-entry heating is partially depencdent con
density distribution, as is the decay of the orbit in the case of a space
shot. - Clouds and visibility affect the flight of the telemetry aircraft
which fly in this part of the flight path in order to take pictures of the
re-entry body as it enters the atmosphere and to gather telemetry data during
the last phase of the flight, Also, these and other aircraft figure in the
recovery operation of capsule and/or man (or animals) in other tests.

Because of the delay ir gathering and processing our data, most meteorological
data are usually provided for post-flight computations, where they are »~f great
importance. However, forecasts for the parameters which are used for predict-~
ing structural and control-guidance effect are often provided in advance of the
test in order to run the data through automatic computers to simulate the
effects on the system, ~

These are the major measurements and services currently provided by meteor-
ologists for the average missile test. It is apparent, though, that we must
go beyond this in order to support orbital flights and also to support flights
which will re-enter from bevond space, beyond our own atmosphere. Also, more
sophisticated systems will need equally-sophisticated meteorological measure-
_ ments and service.

To gather the necessary data, the AMR relies on both the AF's Air Weather
Service (AWS) and on PAA's Meteorological Division., The AWS does all fore-
casting on the AMR and operates the weather station at Patrick AFB, PAA uses
approximately 140 men to take weather observations on the major stations of
the AMR and on Ocean Range Vessels. AWS and PAs work closely on items of
mutual interest, e.q., plamning, supply, and supervision of the meteorological
operatjon,

Weather stations have been established at many points along the AMR, at
locations where tracking and telemetry stations exist, These weather stations
normally provide weather observational data which, when used with other avail-
able observations, form the bacis for operational forecasting services required
to support missile testing on the AMR,

In addition, these stations provide the environmental measurement of atmos-
pheric parameters to help the range users determine what the environment
contributed to the missiles’' performance.

Of prime importance are the corrective data, such as index of refraction for
electromagnetic and optical wavelengths, that are provided so that radar,
¢w, and up..cal tracking systems data can be corrected,

Atlantic Missile Range Weather Stations prese.... .. active at the launcl puint,
Cape Canaveral, Grand Bahama (200 miles downrange), Eleuzh==n (310 miles down-
range), San Salvador (430 miles downrange), Grand Turk (660 m.1: !s-nrange),

Antigua (1240 miles downrange) and Ascension Island (at 4400 miles uwoi. «-nge),
In addition, 5 Ocean Range Vessels, which operate at various seaward locations

as needed, also have active westher stations on bhoard.
p S
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The fo::.awing are the dayv-by-day observations on the AMR to which are added
: < M ° . [) : .
special observations as neecded to satisfy our customers’ requirements:

3. Surface Cbservations

: 1. Twenty-four hour airways,. special and local observations from
the Cape.

2. Airways, special and local observations from 0900 to 2400 Zulu
from Grand Bahama, San Salvador, Grand Turk and Antigua.

3. Thrce and six hourly synoptic observations from Grand Bahama,
San Salvador, Grand Turk and Antigua,

4. Six hourly synoptic observations from the Ocean Range Vessels when
they are at sea.

B. Rawinsonde Observations

1. Four rawinsonde observations daily from Cape Canaveral,

2. Two rawinsondes and two pilot balloon observations daily from
Grand Bahama, San Salvador, Grand Turk and Antigua.

3. Two pilot balloon observations daily at 0000Z and 1200Z from Ocean
Rar.m> V~csels while they are at sea,

C. Meteorological Rocket Observations will be furnished with data to be
available on a climatological basis from Antigua, Grand Turk and San Salvador.
These rockets are fired in support of missile tests and the Meteorological
Rocket Network. Data are available to 200,000 feect.

All range rawinsonde data are reduced in our central facility,which is
equipped with an electronic digital computer. 700 - 500 and 200-millibar
data are transmitted by this unit for each rawinsonde at 0200 Zulu plus each
6 hours for the Cape and at 0200 Zulu plus each 12 hours for the other range
stations through Antigua,

Our meteorological data are processed according to the desires expressed by

the range customer, and are distributed to the agencies listed in AMR documents.
Handling and distributing tkes~ data are becoming increasingly complex as more
and mare customers ask for data, but the AMR is happy to provide them to-all
users,
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introductions

Qur interest in calibrating range instrumentation involves the development of o system
which can serve as a calibration todl for all DOD missile test ranges. This system must have
a generai application such that it is not closely tied to the relative distribution of the tracking
net; it will serve to calibrate several electronic systems at the same time; ond is copable of

. checking system performance over the ranges and velocities for which the equipment was devel-
" oped and will be operating. We would hope that when the tool is built and tested, the ranges
7 would utilize it not only for their immediate calibration needs, but use it also to maintain ond

. improve the calibration parometers, Perhaps as system performances improve, such a satellite

i or satellites con serve as a standard in space such that the electronic systems can we itas a

" pre and post calibration device during actual missile tests much the same way that the optical

syy - uses the stars,

Missile Appiication:

Before we discuss some preliminary aspects of the satellite calibration concept, let us

" briefly consider the pessibility of using missiles to accomplish the same task. Since the interests
. of this group are related to the AMR, we wiil restrict our remarks mostly to this range. As indicated

previously, there are two MISTRAM Systems on the Range, one at Valkaria and the other on
Eleuthera. It would be reasonably easy to design a series of missile shots betwasn the two MISTRAM
stations shown in Figure 1 carrying a MISTRAM transponder to perform the calibration. These
stations are sufficiently close such thot one trajectory can produce equally valuable observations

for each site. 1t is not known exactly how many shots would be required, but it appears that

six trajectories weil distributed in azimuth and altitude would be & conservative estimate.

Let us now enlarge the picture and consider the GLOTRAC System. We note from Figure
2 that these sensors extend further down-range and cover a much wider area than MISTRAM.

. Bosed purely on the relative distribution of this network, it is cbvious that o« GLOTRAC calibra-
. tion would require mony more missile shots. Even if o combined MISTRAM-GLOTRAC calibrotion
. is assumed, the addition of Bermuda and Cherry Point would add at least three trajectories to the

Initial six, in order to satisfy the northerly azimuth direction of these stations. If we go beyond
MISTRAM and GLOTRAC ond incorporate C<bond radar sites extending to South Africa, the rocket
concept soon reaches an impractical number of missiles and an unreasonable amount of work.

$ .llite Application:

fnasmuch as satellite calibration calls for very precise predictions, the utilization of such
objects generally raises doubts as to the accuracy of orbit calculations. This is a natural reaction
in view of the fact orbital work involves the use of a model and this particular model is for from
perfect at the present time. Although this is a serious factor for normal orbit updating over a two

4 or three day period, the effect of the error can be completely minimized by the application of

very shor! arcs,
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As a rule, the model for satellite predictions should accaunt for the following porfur-
bations.

a. Those created by the gravitational field, i.e. the potential expression should
carvy at least the first five zonal terms, the pair of sectorial (degree two-order two),
and the pair of tesseral hormoma of degree four-order one.

b. Those due to atmospheric drgg accounted for by integrating step by step along the
. orbit instead of making an cveroge correction ovar one revolution.

c. Those due to solar radiation pressure; allowing for perigee in sunligitf °|‘ darkness,
and : :

d. Perturbations due to the ottraction of the sun and moon.

In short arc applications, only the first foctor becomes significant. The other pertur-
bations can be minimized by selecting appropriate altitudes such that the mechanical effect

due to drag and the gravitational effect from the sun and moon ore essentially zero. Solar

radiation con be circumvented by using a satellite with o small area-to-mass ration (less than
1 cm?/gm) ond to some degree by fabricating the satellite in a spherical form,

The expression in Figure 3 represents the only source of satellite pomn‘buﬂon which must

Abeopphedforshortorcsonfhcord«oﬂ!@or%m. ‘The first port (L) denotes the two

body term, the second term represents the latitude dependent factors (zondl harmonics) and the
lost term defines the tesseral harmonics which depend both on latitude and longitudo The P ‘s
are conventional associated Legendre functions, ¢ Is the goecentric latitude, J K are -
coefficients, a, is the radius of the eorth and r is the geocentric rodius to the sovellife. Values
for the zonal and tesseral coefficients have been derived from satellites and terrestrial gravity
data by many sources. Presently there are good estimates for the zonal terms up to J; ond few
tesseral terms such as given in Figure 3. Other high-order coefficients are also available, but
in most cases the uncertainties in these values are still rather large.

Short Arc Orbital Prediction: '

It is now of interest to establish Just how much of the potential expression con be truncated
for typical MISTRAM or GLOTRAC &alibration. In order to perform this investigation, it was
assumed that the inclinotion of the sotellite was 40 degrees, the altitude was 400 nautical miles,
the eccentricity approximately zero, the weight of the satellite approximately 350 pounds, and
the diameter of the satellite approximately one meter. These assumptions are consistent with the
criteria given earlier to minimize orbital perturbations (other thon the effect of U) and also to
provide a maximum number of observatjons by selecting an inclination which follows rne general
trend of the tracking sites.

The results of this study are tabulated in Figure 4. The first four columns in this figure show
the time since epoch and the corresponding space position of the satellite when all five zonal terms
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are taken into account. The subsequent columns show the deviation from'the X, Y, Z

coerdinates of the satellite as the Js ; Jy, J3, and J, terms are set to zero. The last three g
columns show the effect due to drog. A 4000 nm segment of the orbit (16 minutes) was ~
selected in order to establish the error in the predictions as the satellite traveled from

Valkeria to Ascension. '

It can be concluded from this table that terms on the order «i J; or larger must be’
carried in the prediction process, Although the devictions offer 16 minutes for Js = J; =0
are 7.3m, 3.0m, and 3.8m in X, Y, ond Z, these errors can be reduced by fitting an ellipse
with the epoch at. 8 minutes instead of zero minutes and distributing the error up and down
range. Obviously, the arc required for the MISTRAM calibration would probably be on the
order of & minutes and for that period of time the main terms (‘:") and the second zonal (Jj)
are the only terms required. , The same type of analysis can be made in regard to the tesseral
harmonics. It is very likely that the J K terms wheré (n, 'm) S 3 must also be employed,
but these should constitute the extent of the model. S

Observations from Satellite Passes:

So for we have assumed that exact orbital elements are known at some instant that
the satellite approcches the calibration area and with these elements we have generated on
ephemeris os the satellite travels down range. Actually, in real operations the reverse is true;
i.e. only approimate elements are known during the approach phase and the observations
mode over the calibration area are used to make o least squares adjustment of the elements.
This being the cose, it becomes obvious that the observation program including station distri-
bution, observation geometry, redundancy in observation, type of equipments and their accurccies, -
etc., are all extremely important to this problem. We hdve not completed a thorough analysis of
all these factors, but we can show you the wide variation of observations made possible by using
a satellire.

Figure 5 shows a typical satellite coverage for part of the AMR. The right ascension
of the node of the orbit and the right ascension of the sun were selected such that the down
ronge passes occur at night and the south to north passes dccur during the day. A station centrally
located in the area of this diagram can observe 45 of the 105 passes over a period of seven days.
Moreover, half of these passes con be observed optically as well as electronically. This figure
definitely points out the geometric variations and long period sampling of observation for the
satellite over the missile concept. In addition, this observation pattern remains essentially un-
changed for other areas under the arc (40° N to 40° S for i = 40° and over all longitude) and
if the life of the satellite is assumed to be six months to one year, the coverage becomes abso-
lutely saturoted with good passes.

Let us now examine in more detail the type of observation available from these passes.
Figure 6 and Figure 7 represent ' the heavy lined' poth (poss number 35) shown in Figure 5 as seen
First from Valkaria and then as seen from Valkaria and Eleuthera. We can note from these diagrams
thot these orbits provide excellent geometry, long data sampling perieds, lurge variations
in range measurements, almost complete overlap in observations, ond optimum conditions
for octical measurements. The optica’ observations in the former diagiom occur between
t = 5 minutes and t = 10 minutes and i the latter figure between the rwo shaded
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piones (from h = 31° elevation to h = 55° elevation from Eleuthera). This interval also ren-
resents that portion of the orbit where simultaneous optical observations can-be made from both
stations. The electronic overlap occurs between h = 24° for Valkaria and h = 25° gt Eleuthera
with the minimum observed angles at these times being 10° for the opposite site. The 10° rise
angle ot Valkaria and 10° set ot Eleuthera represents the 16 minute arc discussed earlier for
which gravitational perturbations were analyzed. :
The near 2enith pats was taken us un sxample for two reusonss (o) it represents the
arc most offectad by the U expression (other arcs would be considerably shorter in length) and (b)
it shows a wide ranga of distances which are very essential in isolating MISTRAM error sources.
The example also shows that the satellite passes either maximize one effect and minimize the
“ers. If we refer to Figure 5 again, we can see that passes such as number 8, 18, 48, 92 ond
other near the corners have exactly the reverse effect as (a) and (b) above, while others closer
to the center have a tendency to equalize both factors, As will be shown later, the cbservation
redundancy provided by the satellite proves very significant in deriving the error coefficients.

Satellite Instrumentations

The experiment payload will be Iimited to the most important electronic AMR missile-
ranging transponders -~ MISTRAM, GLOTRAC and DPN-66 -~ plus a high performance flashing

" beacon to provide the needed optical dota. (Figure 8)

The electronic ranging systems will be operated 3 times daily on the averags, and 4 times
daily as o maximum. An "operation" will entail a 5~minute warm=up plus a 10 to 14 minute
period available for use. This utiiization frequency is in keeping with the data acquisition
requirements as well as with the distribution of the GLOTRAC, optical, DPN-66 ground stations
and the more limited distribution of MISTRAM. The optical system should furnish ot least 30
bursts daily. A single burst will consist of 4 flashes minimum, to provide assured identification
when photographed against the star background and to mointain accuracy in optical data. Each
of these systems will be tied to individual power supply.

The light ond all three ranging frompondeu'must be capable of being operated both
simuitaneously as well as in any sequence so as to permit using the satellite in any one of the

. several tracking modes. This required flexibility in operation will necessitate an extensive memory
. ind logic system as well as an accurate (good to at leatt 0.3'milliseconds) clock. The resulting

capability to operate with only infrequent injection of commands means that only a single ground
injection station will be needed, but an additicnal back-up station will be provided in the event
of memory fallure and to provide @ manual override for all systems.

Telemetry will be provided to gather the usual operational data as well as to give
assurance checks on the operation of transponders and the light.

Stabilization will be required, as undoubtedly will be de=spin. The closer the axis
can be stabilized to point downward toward the earth's canter, the better will be utilization of
high~gain, narrew-beam antennas and light optics. Magnetic stabllization is presently good to

3 degrees, but this may not be sufficiently accurate for antenna orientation required for MISTRAM.
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Obvicusly the minimum weight is desired for the satellite, but the practical
philosophy will be adopted by using the lightest known and proven components, many of which
have been proven during other programs. No attempt will be made to engage in extersive
development of new components to wring out the last bit of weight~saving. This réflects the
desire to limit costs and get the progrom going without development-induced delays. A pre-
iiminary estimate of satel'ite weight is shown in Table 1, "

Summo_tz: '

Before | ask Mr. Brown to make the second part of this presentation, | would like
‘ ta stress that the missile tracking systems represent a conslderable investment of Government
i funds and are scheduled to play major roles in our missile and space programs. These systems
and in particular MISTRAM, aiso represent the state-of~the-art knowledge in the electronic
field in which every practical design refinement was utilized to achieve maximum accuracy.
We beliuve that it is absolutely essential that the capability of these equipments be fully evalu-
ated, improved, and maointained over the yeart, ond we further believe that the satellite con-
cept is the only practical tool to achieve this goal.
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TABLE 1
AMR CALIBRATION SATELLITE
PRELIMINARY WEIGHT BUDGET

Weight in Pounds

Estimated
A, Experiment Payload (Gov't Furn, Equip.) Min, Max., Attainable

1. Mistram {transponder only) 12,0 16,5 14,0
2. Glotrac (transponder only) 5.5 7.0 7.0
3, DPN-66 (transponder only) 8,8 10.5 10.5
4, Electronic Flash Heads & Controls

(2 flash heads, trigger & charging

circuitry, capacitors, sequence

controller) 30,0 50.0 40,0

B. Supporting Payload

1. Structure (body, solar blades and

hinges, thermal insulation, bal-

ance weights) 40,0 80,0 70.0
2. Power Supply

{Separate batteries for light trans -

ponder and other electronics, solar

cells, isolators & regulatora) 40,0 95.0 60,0
3. Stabilization (De-spin, attitude set &

stabilizer) 6.0 30,0 15,0

{magnetic)

4, Command, Logic, Switching,

Mermory &'Clock

{Memory, 100% redundant receivers

commutator, clock, alternate com-

mand system) 25,0 45,0 35.0
5, Telemetry (Commutator & tranamitter) 10,0 15,0 13.0
6. Antennas (Single system, looking down-

ward only) 2,0 8.0 6.0
7. Cabling & Harnesses (RF, power dis-

tribution & special flashing light

cables) 15,0 30.0 20.90
8. Payload Accessories (Vehicle adap-

ters &misc. interface elements) 5.0 10,0 8,0

TOTAL 199.3 397.0 298,5
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| MISTRAM Regression Simulation

Mr, Mancini hos shown that the sotellite approach to the calibrotion of tracking
systems is attractive from the standpoints of geometry, fraquency of suitable passes,. global
applicability, and operaticnal as well as reductiopal feasibility. It remains to be demon-
strated whether or not a significantly worthwhile calibration can be achieved through satellite
observations. A study has recently been initiated to investigate this matter. We shall present
some of the preliminary results of this study. The specifit problem to be considered here is that
of calibrating MISTRAM by means of satellite observations. In order to calibrate any system
it s necessary to derive an error model for each channel of cbservations. The error model
adopted for MISTRAM Is presented in Figure 10, Each of the unknown porameters of the error
mode! (the a's) has the specific physical interpratation irdicated in Figure 10, We do not
consider the proposed error model to be necessarily exhaustive; 1t is altogether possible that
additional terms may be justified by a more thorough systéms analysls than that which we have
had an opportunity to make thus far. It should be noted that any required corrections which
con be made perfectly for all practical purposes are not included in the error medel; relativistic
corrections and propagotion time delays fall in this category. While time does not permit
presentation of the derivation of the error model, several remarks gre in order, First, the
ercor models for P, Q and R ore not necessarily independent, inasmuch as certain of the
error parameters may be rigidly interrelated. For instance, the frequency drift coefficients
a3, o0, 9 may logically be considered to be equal to each other; the same is true of the
timing bias parameters a5, @), and a;y. The frequency bios a; may be regarded as being
implicit in the parameters ayp and ay; which also serve to account for first order refractive
effects in P ond Q. In addition to rigid constraints, certain statistical constroints may be
placed on some of the parametars. For Instance, the first and second order refraction para-
meters in the P error model should be very nearly the same as the correspending parameters
in the Q error model. Such knowledge may be exploited by regarding the differences be-
tween these parameters as having means of zero and variances of specified magnitude,

Similar sratistical constraints may be placed on individual error parometers. This makes it
possible to exploit a priort knowledge of the ltkely range of variation of a glven parometer
to constrain the porameter to lie in probability within specified statistical bounds.

Because certain of the parameters of the P, Q, R errer models are interrelated,

the parameters of all three error models must be determined simuitaneously in a single multiple
regression. |In order to obtain specific numerical rasults, we assumed that MISTRAM observed
three successive passes of a satellite in a circular orbit, 400 nm high and inclined 40°, Figure
11 indicates the geometry of the passes and the interval of coverage assumed for each pass.
The central pass (pass 0) was taken to go, directly over Cape Canaveral, Although MISTRAM
can provide P, Q, R data at a rate of up to 20 samples per second, a sampling rate of only one
point per five seconds was assumed in the regression. This was dune in recognition of the possi~
bility thot a significant degree of sericl correlation might possibly exist in the observational
channels, Since a low sampling rate would be more likely to yield o set of nearly independent
observations than would a high samp!ing rate, the dangers inherent in neglecting serial corre-
lotion in o regression analyses are generally minimized if the regression utilizes a lew sompling
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: rato. .ticrio, the esult gestrue : ciu ey re .y 0 be cons. tive, rather

tharov 1/ optimi ic, it the s mplirg rete o wffic ently lov o ¢ ire seriat - ependencs,

s ’ . .
F  surpcies of the egra ion s nuial -+ the errorsin  scessive values of b, Q, R ’

sar-ple: -+ ery Sse .ondsvrerec sumed o b i lcpendent witl  tordod deviation of Cp = 'JQ =

0.3¢f rR-- 0.4 t.

Nume Results:

P: al resul s o thy MiS RAN regre: ion analysis for t : pusses cf Figure 11 are summarized
( inTet! ’, 3ond 4. Inorde: oin Jsre thet the regression we :1d be determinant, we constrained.
the ac]  1ent by oecify ng a .riori standcrd deviations for -« ch of the parameters as.indicated
in*he 7 res. Regreisicys wai: per ormed on indivicual pasi s, us well as on the combined -
datc i<~ all three succe sive passes. For ::omparative purpos s a regression was also performed.
on iz ¢ be expe cted fiom a b 'ghly loftec trajectory of a roc ket launched from Cape Canaveral; '
I the flic  'ine was taken as runing cue ea:t (90° azimuth) ! opogee was taken as 700 nm and
X tre imp  poirt a. 120 iniles downraage. - Points of the rockes fro'ecfor/ below an altitude of
j 30 wmy 2 excluced fren the regres:ion so thot drag would rot ba a serious focfor in free flnght

f ok tel - ucticns.
§
\ 't i but @ fow exceptions the error parameters resulting from regresslon based on sofellufe
: @ et well det. rminad and well separa:ed. The exceptions are oy (first order refraction)
t 4" ande X survey crror) in the P errcr model and ayp (first order refraction) and agy (Y survey
. wori i the Q errcs mocel. The covariance matrix cf the regression parameters shows thet oy - ..

3avd 3y .re very hi ;hl/ sorrelated. The scme is true of ayp and oy . - The reason for this stems . J
rem th: Cc it that vhen the range R s large compare ' with the Iengths of the P and Q baselines,
. 'I: and L Ly respecti sely), one has very nearly P o A Q = b X~ inaimuch as the X and Y
g, ax 's coinc de approximately with th2 P and Q baseanes respect%ee'. ‘Accordingly in the error
1 models the coefficiants of gy and a 4 as well os thos2 of ay9 and ay are essentially constant
b3 muitiples cf each other no matter what the geemetry. (as long asR >> b, b_.). Thus the separo-.
1 tien of firs: order rafraction and basaline angths is not feasible from eurher e!lite or rocket
] observatior . In order to obrain a sharp dereminatior. of either of these pclrorneters, itis
necessorv t5 specify the other,

onin
.

} e '>fted trajectory yields results comparable to those of the satellite passes with the
. ex:ept on ot first 31.d second orde: refraction (gg , 9y) in the range error model are poorly
" deerm ~ec. This ay be attributed to the fact that the elevation angles of the lofted trajectory
re otiv: to "iSTRA A aever become sufficizntt, low to exercise the coefficients of a5 and oy
adaque 2ly . ‘or on y points outside he effzctive atmosphere (h > 50 nm in this case) were carried.
It ‘ollc s ot a loited trajectory mist impact rather far down range (at least 500 to 600 nm) if
j it ¢ *c1ec: ty a shwp determinatios of reiraction pcrameter- for range.
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TABLE 2

N 3
AR =up +agtt oyl + agf + a5 R +aescE + (yesc E

A PRIORI SAT. PASS | SAT. PASS | SAT. PASS | SAT. PASS LOFTED 3

i) 0 o 1,0, +1 TRAJECTORY |

oo‘ 10 7. .50 0.14 7.53 0.12 ~0.82 _E

t o | oame | 0.007 0.0032 0.014 0.00024 0.0018 i
2

R £ 8 8 s
o Ix10 scc 0.054x10 0.027x10 0.094:10 0,0035x10 0,0097x10

-5 »5 3 S0 =5 -5
v %10 0.032¢10 0.0057x10 0.034x10 0,0039x10 0,0051x10

] 3 -3 -3 .3 -3
g 1x10 see 0,055x10 0.01%10 0.100<10 0,0017x10 0.083x10

o’
, o, | 1o 0.060 0.052 o.M 0,032 0.35
% | 0-002f 0.00010 | 0.00011 0.00022 | 0,00006 0.0019
z

RESULTS OF REGRESSION SIMULATION: R ERROR MODEL
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TABLE3

. . 2
AP = oy + agt+ oqgtP + ayP + &P + oy P cot E+ o“hptt qupp-l-o“vp

PASSES

PASS RASS PASS LOFTED
A PRIORI -1 0 +1 -1, 0, +1 TRAJECTORY
oq' 0.1 ft. 0,051 0,026 0,064 0.0047 0.038
= -4 o o4 -4 =)
“a, 5«10 ft/sec 0.81x10 0,48x10 0,90x10 0.055x10 0.13510
< 7 ot J J 7
oﬁo 1x10J sec 0. 10x10 0,12«10 0.1210 0.011x10 0,089x10
5 ] 5 -5 5 ]
00“ ix10 0.4&3x10 0,46x10 0.80x10 0,49%10 0.88x10
3 3 3 3 3 3
oo" 1x10 sec 0,055x10 0,015x10 0.100x10 0.0017x10 0,083x10
J o ? o .6 b
aq 210 0,068x10 0, 092<10 0. IOOxlOJ 0.0032x10 0.177x10
13
aa“ 0.05 ft, 0,046 0,042 0.243 0.042 0.0498
a°|s 0.05 . 0,041 ) 0,047 0.043 0.014 0,035
°ou 0,05 ft. 0,046 0,029 0.0499 0.0080 0,038
n=155 n=165 n=155 n= 495 ne= 235

RESULTS OF REGRESSION SIMULATION: P ERROR MODEL

Bt IFR>>b,P o b
(NOTEs 1FR>>b., P > b))
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TABLE 4

. 2 .
AQ =y +att atQ@+ 0 Q@+ an Q + 0ypQcot B+ anpdQ+ dyeug + a5 vy
A PRIORI SAT, PASS SAT, PASS SAT. PASS SAT, PASS LOFTED
"l 0 "'1 "l' 0’ *“ TRAJECTORY
(3] 0,1 ft, 0,048 0.026 0.066 0. 0.
o 4 o -4 ) -4 R
cq 510 ft/sec| 0,48x10 0.48x10 1.40x10. 0,057x10 0.110x10
s J 7 J J o Z
aqp %10 sec 0.110x10 0.092¢10 0.100k10 0.0087x10 0.340x10
-3 5 = -3 -3 ) -5
aﬂzo 5x10 0.76x10 0,56x10 0,60x10 0.45%10 0, 58x10
3 3 A 3 3 )
aqﬂ %107 sec 0.055x10 0,015x10 0.100%10 0.0017x10 0,177x10
7 7 J J 7 2
cru22 10 0,068x10 0.071x10 0.120x10 0,031x10 2.00x10
a023 0,05 ft. 0.033 0,044 0,046 0.0Y4 0,048
0034 0.05 fr, 0,049 0.048 0.045 0,043 0.045
om 2,03 ft. 0.0495 0.029 0,048 0,0076 0.038
n= 155 n= 165 n=155 n= 495 ne= 235

RESULTS OF REGRESSION SIMULATION:

Q ERROR MODEL

(NOTE: 1fR >> by, Q et by kg
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Propagation of Regression Covariance Matrix Through Sample Trajectory:

The significance of the results listed in Tables 2, 3 and 4 can be ascertained by propagating
the covariance matrices of the error parameters resulting from satellite regression through various
trajectories of interest. Table 5 indicates the results of propagating the covarionce matrix re~
sulting from satellite pass O through the lofted trajectory described above. Sigma R, Sigma P,

~Sigma Q in this figure denote the standard deviations in R, P, and Q attributable to the errors

remaining in the calibrated error parameters. We find that these standard deviations have
generally been suppressed to a level of 1/3 to 1/10 that of postulated noise in the respective
channels. This demonstrates that o calibration resulting from a single pass of a satellite can
successfully suppress systematic error to insignificance in comparison with the random error. This
is the ultimate objective of calibration.

Conclusions

Although the results obtained thus far are of a preliminary nature, they do strongly indicate that
satellite techniques can lead to an effective calibration of tracking instrumentation. In further
work the assumption that the short arc orbit is perfectly known will be abandoned in favor of the
more realistic assumption that the osculating orbital elements are subject to error, The determina-
tion of the covariance matrix of the osculating elements and the propagation of this through the
regression to determine the error porameters must be accomplished in order to obtain definitive
results. On the other hand, it should be appreciated that had an unsatisfactory regression been
obtained under the assumption of a perfectly known orbit, the entire concept of a calibration
satellite could have been dismissed without further investigotion. The highly favorable results
obtained thus far indicate that the calilration satellite clearly warrants an exhaustive investiga-
tion of the theoretical, operational, logistical, reductional and economic aspects of a possible
full scale future program. Such an investigation is now well underway under the sponsorship of
Electronic Systems Division of the Air Force
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TABLE §
SIGMA R SIGMA P

fr. ft.
J57317 0053253
. 1485915 0050784
. 1340646 0048021
1092174 0044765
.0837006 ' .0041630
0610131 .0038788
0435491 0036343
0353083 .0034433
. 0374892 0033327
.0446640 0033943

{0.5) (0.03)

{

SIGMA Q

s

. t1e .

.0030654
0030246

,0030275

0030160

0030070

.0030114

~,0030321

.0030704
0031262

,0031983

{0.03)

i

ASSUMED RMS NOISE LEVELS

364




A RGP R SRS T T e e

LR I 6

Voo
SOMT NUMERICAL CHARACTERTSTICS OF AN S

“RROR MODEL BEST FSTIMATE OF TRAJFCTORY

bv:e
D, H. Parks
RCA-Missile Test vrojzct

PAFB, Florida

Pregented at:
FOURTH JOINT AFMTC-RANGE USER DATA CONFERENCRE
Orlando Air Worce Base, Florida

26-28 Pebruary 1063

365

i
ikl



T S R I

SOME NUMERTCAL CHARACTERISTICS OF AN :
RRROR MODFL BEST ESTIMATE OF TRAJECTORY . -

Abstract _ @09@

Certain numerical characteristlcs which have exhibited them-
selves in the results from several simulated and real "Best
Estimate of Trajectory" reductions are discussed. Emphasis has -
been placed upon the effects of various error model assumptions
upon a BET., In addition, the effects of weighting the obser-
vations and of applylng certain a priori knowledge to the
solution are considered, ftdApbe b

1. Introduction

This paper has been preceded by two others on the same general
topic delivered at the Joint AFMIC - Range User Conferences of
1961 and 1962, The first paper (1) discussed the philosophical’
basis of the error model approach to a "Best Estimate of Trajecto-
ry," or BET, and outlined the data processing procedures deemed
necessary for the implementation of such an approach., The .
second paper (2) provided a history of BET computer program de-
velopment as of that time and described plans for future
modifications. Due to the rapidly expanding nature of the BET

“problem, the scope of this presentation has been limited to only

one of 1ts aspects - certain numerlcal characteristics which have
become evident in the results of many computer runs over the

past few years, Some of the examples were chosen randomly and
some were chosen because they emphasized certain characteristics.
In order to give the numerical results meaning t» those unfamiliar
with the BET corcept certain basic assumptions of the error model
BET will first be outlined,

2. The Formulation of an Trror Model

Before any measurement can be of use in a trajecto compu-
tation, the condition equation relating it to the trajectory
parameters must firat be formulated. Until the inception of the
error model approach, this simply entaiied the formulation of a
geometric or dynamic relationship betwesn the measurement and
the trajectory parameters. The equations were then solved for
the trajectory parameters by a unique solution Af only three
measurements were available or by a weighted least squares adjuss-
ment (3) if more than the necessary minimum of three measurements
were available., By-products of the least squares adjustment were
estimates of covariance in the estimated trajectory parameters
and residual errors (residuals) formed by differencing the measure-
ments with their adjuzicd values:

367

B A

3

e 1t mms e TR 2 T e
. v oo m




‘§331S IWIL
or

i I\ .
N - Nﬂ/ N
LA s NN
_ ] vA N v
ST X
_IN \ /
54 NP
| IN_ 1/
Q /N
s I e, N \JN \ .

JWIL SA STVNAisayd 4doan

%
/

RESIDUALS~ FT.




< 34Nn91d SAN0J3S — INWIL
ore 08T oyt 00¢ o9l

R

1334-0V 4V

00081 00091 o00Fi 000TL 0000t

II el VSNZV Padusiajaiay snuiw IM AOW. 39




A

Nosg

2,
&

i 3

RANGE ERROR - FEET

L

' SQNO23S —INWIL
ost 00T os1 ooL - oc

AVNYYy

TLANIZV

A
O
®
e
]

. -
8
g .

T

UOWYI 3ANLILYT 40000 3N ViVa
dVavy IONVINMOQ Ni SHONY3

S—

ks

© §334DIC — UOUYI UVINONV




0 R LR A B st e b s, T e

Vam-=- £(x,y,2)
where

V is the residual,

m is the measurement, and A

£(x,y,2) 18 the least squares estimate of missile position
in some arbitrary coordinate system, Similar residuals:existed
for the velocity equations. -

A common characteristic noted in the residuals was that for
a system possessing high precision (low noise content) the resi-
duals usually exhibited trends (high serial correlation) over
long intervala of a trajectory. Such trends may be noted in .
Pigure 1A, which is a graph of residuals from a typical UDOP (a
UHF Doppler tracking system) reduction. VFeasurements from four
UDOP sites were involved in the least squares adjustment,

In one of the earllest uses of an error model at AMR, it was
assumed that such trends in the residuals from Doppler data were
due mainly to systematic errors in the calibration process. At
that time (1957), the existing Dopyler system, imown as DOVAP,
was usually calibrated or "tied in" early in a trajectory with
theodolite data, The persistence of tremis in the residuals thus
led rather naturally to the tie-in point as the source of system-
atic error and the inclusion of the tie-in poin% in each condition
equation as an unknown. An analytical solution (4) existed at
‘the time and was programmed for the Cape 704 Computer, Later a
more straightforward solution (5) was derived anG programmed for
the PLAC Computer, Data from several Redstone and Thor flights
were processed using the two techniques although, for reasons
meg{iogeg later in this paper, no resulting trajectory was ever
published,

. The DOVAP tie-in point solutions cloaelg resemble the consatant
bias error model BET (an obvious defect of the tie-in point method
18 the inclusion of the random error at the time of tle-in as a
systematic error throughout the trajectory}. In the constant bias
error model type of BET & constant term is added to each condition
equation as an unknown. The basic assumptions here again are

that the system 18 poorly calibrated, that the calidbration error
is the major part of the total systematic error and that the
systematic error remains constant throughout the reduction. Some
Justification for such an error model exists in that comparisons
of Ballistic Camera data with electronic tracking data from air-
craft calibration tests often show a fairly constant bias over
long stretches of the aircraft's flight path. The existence of
such a constant bias may also be justified in many cases from an
engineering standpoint 1f the equipment design is such as to
prohibit large drifts,

After transforming the trajectory coordinates as indicated
by one system into a second system's natural coordinates (LMR, PQR,
AER, etc,), comparisons often indicate a drift between the trans-
formed data of the first system and the measured data of the
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second system, Figure 2 shows the differences between trans-
formed AZUSA IMR data and GE MOD IIT measured PQR data on a *“ ~
recent test, Such differentes can of'ten be approximated closely g%}
over long portions of a trajectory by a low degree polynomial, A
with time as the independent variable (it should be understood,
however, that the drifts in the differences do not necessarily

imply a drift error in either system, since a ‘constant bias in

one gystem could transform into a drift relative to the other

system), The existing BET routine, BETY2, assumes & polynomial

of the first degree (systematic error = a + bt) as its error

model. The physical basis for such an error model lies in the

fact that measurement errors due to such factors as tining bias

and survey bias can often be approximated by a low degree poly-
nomial, Figure 3 shows the effects of a 0.0001° (approximately

36 feet) error in location of the site on the measurements of two
radars over a typical ICBM trajectory. Note that the errors for

the radar located behind the trajectory can be approximated more
closely by a linear error model than the errors for a radar

located along the trajectory such as at Grand Bahama Island. .

In formulating an error model, one has a choice of using an
expression in which errore are implicitly expressed or one in
which the errors are explicitly expressed, A polynomial repre-
gents the implicit case in which no attempt is made to assign the
cause of an error to a particular source such as callbration,
survey, timing, reference frequency drift, refraction, etc., Even
. errors due to unknown sources, when finally detected, oan often
. be described by a low degree polynomial, A good case can also be
" made for the application of an explicit error model in which i:)
actual physical quantities may be evaluated, One great advantage
of such an approach lies in the faat that certain errors may be
in commen to several of the different measuring devices. : Thus,
all the UDOP measurements from one complex might be assigned the
same timing bias due to a timing error at the recording site or
the same survey error terms due tc an error in the losation of
the involved survey net. Decreasing the number of error model
terms in such a manner should result in a much better convergence
of the solution, Disadvantages of such an approach will be dis-
cussed later,

3. The Assigning of Weights

Another hasic assumption involved in determining a BET is-
that the covariance matrix of the observations is known. This
requires, in the case of an error model BET, an estimate of the
precision with which the condition ejuation fits the physical
situation. The assumption made in the existing BET reduction
program is that the condition equation, including the error
model tarms, fits the physical situation except for the total
noise oontent of the data., Estimates of total noise in the
observations are used to weight the observations during the least
~squares adjustment. Investigations are now being made concerning
the possibility of including serial correlation terms in the ‘

L
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velght matrices. At the present time, the need for autocorre-
lation considerations 1s beinp partially avoided by choosing
data samples far enough apart so that serial independence can
be assumed for all data entering into the error model coef-
ficient determination.

4, Additional Assumptions

An argument can be made that in utilizing only the measurement
data from a particular test in determining that test's trajectory,
a large body of useful knowledge gained from past experience 1is
ignored, The existing BET routine is capable of making use of
such & priori knowledge of the bzhavior of the error model coef-
ficients by treating this knowledge as quasi-measurement data
with known varlance, This a priord knowledge can be derived from
past ballistic camera comparisons, calibrations made using calil-
bration towers, engineering specifications, etc. Similarly,
inowledge of certain trajectory points my be entered into the
computer routine as quasi-measurement data with assoclated co-
variance matrices, Such data, called "control data," are usually
furnished by optical systems whoae basic messurements have not
been assigned an error model in the reduction, Both types of
quasi-measurements enter into the least squares adjustment and
affect, in varying degrees, the determination of the error model
coefficients. A newer vergion of the BET routine wlll incorporate
integrated guidance data as quasi-measurement data with a poly-
nomial in time error model,

There are, of course, other constraints which could be
rlaced upon the data, The error model terms could be adjusted
further in free flight by determining a post-burnout position-
velocity vector which, when numerically integrated down the
trajectory, would give a least squares fit to the data (anc o
beat estimate of impact). Additional quasi-measurement equations
could be used in relating various error model coefficients. The
position data could be constrained to equal the integrated
velocity data.

5. Certain Effects of the Error Model Assumptions on the Error
Wodel BET i

It was previously mentioned that no trajectories using the
DOVAP tie-in point solutions were ever published. The principal
reason for not publishing the trajectories was that, although
the trends in the residuals became less obvious in most cases,
the computed tie-in points often took on values which Adiffered
unreasonably from points determined by the cptical tracking
syvastems, Although the tie-in point solutions were eventually dis-
carded, many of the characteristics which later appeured in BET
computations were evident in the tie-in point computations, It
was found that convergence of the solution was poor unless data
samples over & long portion of the trajectory were used and that
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indicated by proparation of the cavariance matxix of error

model coefficients Into the Cartesian trajectory coordinates,
This 1s shown in Figure 4C for the above linear error nodel
solution, Note that the estimate of residual bias decreases
significantly as the number of stations 18 increased (curve a to
curve b) and even more significantly as the geometry is expanded
to include a Downrance system {curve b to curve c).

Two cages which show vividly the possible effects of er-
roneous error model assumptions are shown in Figures 5A and 5B,
Here, only the first three systems involved in the preceding
theoretical case were used, In the first case, a survey error
of 0,0001° (approximately 36 feet) was applied to the latitude of
the third system in addition to its linear error. The effect of
this survey error on the system's measurements is shown in curve
5C. A least squares solution for the trajectory was then made,
assuming only the linear error model. The differences in
Figure S5A show that the BET estimate (again X only) was far worse
during the late portion of the trajectory than any of the indi-
vidual erroneocus trajectories, In the second example, constant
biases were applied to the true values of the first two systems
and & linear error was applied to each measurement of the third
system. A constant bias error model was then assumed for each
measurement involved in the least squares adjustment. Note that ‘
again the BET was not as good as two of the individual trajectories.

These two cases are good 1llustrations of 2 rule whiech has
made 1tself evident in BET data from many tests, In these two
cases the relative values of the measurements changed rapidly
during the first 100 seconds of the reduction due to the missile's
trajectory being within the station configuration (in order of
magnitude), In the later portion of the trajectory the relative
values of the measurements changed only gradually, This resulted
in the familiar ODOP (Geometric Dilution of Precision) effect
upon the error model coefficient determination, The least sguares
solution automatically biased the determination to give the
best eustimate of syvstematic error (and trajectory) in the region
of good gmeometry, The effect of the erroneous error model was in
these two cases pgreatly magnified later in the trajectory. This
is similar in concept to evaluating & poorly fitting polynomial
at a great distance beyond the span of data used in determining
the polynomial coefficients, The evaluation may be close to the
true value at the midpoint but the errors may become tremendous
at a time far beyond the span. The effect of having the best
geometry very early in the trajectory is especially detrimental
when the point of track of any system 18 uncertain. An error of
a few feet in the tracking point can be interpreted as an angular
error of several hundred microradians in one of the instruments,
This may result in only a small trajectory error early in the
flight but will become greatly magnified later,

Returning to Figure 5C, we see that the survey error resulted
in measurement errors that were approximately linear in time
over several intervals, BETs were computed over several fifty-
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second intervals of the trajectory, The results (x coordinates
only) of the two 50-3zecond intervals which had convergent !
solutions are shown in Figure 5A, curves B and ¢. The residuals

of both solutions were very random but the estimates of residual

blas indicated by the covariance matrices were so large as to ex-
ceed any reasonable accuracy requirements. This breaking up of :
the trajectory into several pleces has been suggested as a means !
of avoiding multi-term error models but, with the instrumentation ‘
data available on a typical test gt AMR, this usually results in

near lndeterminacy.

One additional example shows the effects of an erroneous
error model upon the bias adjustment foi a recent Minuteman,
Figure 6A shows the differences between AZUSA IMR measurements
and the same data as indicated by the Downrange UDOP systenm.
Note that the drift between the two systems apgears to be fairly
linear in all parameters only in the range 89-119 seconds. A'
constant blag error model BET was first computed using the data
from 89 to 175 seconds, This resulted in the following bias
estimates for each syvstem and the &ssoclated estimates of
standard deviation:

AZUSA uDoP
L = .22 ppm Range Difference 1 = = ,015 feet
M = 16,22 ppm Range Difference 2 = - 4,999 feet
R = -20.53 feet Range Sum = 46,46 feet
Oy = 1.75 ppm UD’ - 2% feet
O'x = 1.73 ppm GDB = .34 feet
Op = "1,10 feet Ons - 2.54 feet

As can be seen in Figure 6B, obvious trends still remained
in the residuals {rom this reduction. The trajectory was then
recomputed usins the area from 89 seconds to 119 seconds only,
uging a higher sampling rate to improve convergence, The esti-
mates of the bias ecstimates with their amsociatad atandard
deviations were then as follows:

AZUSA UDoP
L = 27,03 opm Range Difference 1 = - ,892 feet
M = - 8,81 ppm Range Difference 2 = - 2,,66 feet
R = - 10.98 feet Range Sum - 7.68 feet
Oy, = 3.33 ppm Tns - 29 feet
Ty = 1.80 ppm T2 - .56 feet
o, = 2,80 feet Ops - 7.56 feet

The AZUSA residuals, shown in 6C have -now taken on the ap-
pearance of randomness, The UDOP residuals, not shown, also
appeared random, Because of the size and trends of the residuals
in the 89-1860 second reduction we must conclude that we have a
poor estimate of the true systematic errors and that the associated
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estimates of error in the error model coefficients are much tog
small. On the other hand, based upon internal consistency.only,
the 89-119 second reduction gave a reasonable eatimate of the”

i instrumentation biases. The higher sampling rate in the 89=

] 119 second reduction appeared Jjustified because the total noise
content of Minuteman data is derived mainly from the higher freé-.
quencies, thus allowing serial indepéndence of data samplés to be
‘assumed cver relatively small time lags. On this basis the esti-
mates of standard deviation in the error model coefficients also
appeéar realistic., A study of eritical times on this test indi-
cates that the unrealistic estimates derived in the 89-160 second
reduction were due mainly to diseontinuities in the AZUSA data
because of the interference effects of the third stage flame,

i

Many of the rroblems encountered with the existing BET
routine appear to stem from an assumption which was considered
intuitively obvious, The assumption has manifested 1tself in
statemente taking the average form: "Given a sufficiently over
determined set of trajectory observations, the estimate of
) tralectory can be improved by including certain persistent bias
] terms as unknown parameters. Even the application of the simplest
1. error model, such as a constant bias, will improve the trajectory

} estimate.” That this statement is not necessarily true is pointed 5
B gu{lby the previous numerical examples. Additional examples i
i ollow, :

e 7 oY e v

Data from continuous wave tracking systems of'ten contain
discontinuities which result in a true error model of .square
wave or step functlon shape. Application of a polynomial type (:)
error model over the entire trajectory could result here in large
estimates of rate error whereas between the actual discontinuities
the true rate errors might well be negligible. Unfortunately,
breaking such a trajectory into several portions with independent
error models would, in many cases, result in near indeterminacy
because of poor geometry, .

o e

An analogy from prlynomial curve fitting might be of interest !
v here, It is well known that application of too low a degree poly- :
Bl nomial to a set of data which has a large degree polynomial trend
T can result in 2 large bvias which might cancel any improvement due
to noise reduction., 1In actual practice it does little good to
amooth through burnouts or ignitions, the unsmaothed data, for
CW systems in particular, being in most cases closer to the true
values than the smoothed data,

Recently, much impetus has been given to the development of
explicit type error models using actual physical juantities as
unknowns rather than polynomial type ervor models in which the
errors are implicitly expressed. Lest one believe that this is
the ultimate panacea for our error model BET problems, let us
return to Figure 3B, This «raph ghows the effective measurement
error in some radar measurements due to survey error, Note that
the error in the range measurement for the radar behind the :

386




trajectory 1s approximately constant. Thus, if a range measuring
gtation behind the trajectory were assigned an error model ‘which
contained both calibration and survey error terms, and the noise
content of the data were of such magnitude as to account foér the
differences between the two assumptions, 1t would be impossible

to separate the two sources of error without recourse to additional
knowledge, Similarly, elevation and azimuth errors can be ex- =
plained in particular cases by calibration, purvey and timing
errors independently.

The effect of a timing error upon a measurement can be ex-
pressed as a function of measurement rate., We can see in Figure
2, curve A, the difference between AZUSA range and GE MOD III as
a function of range rate., It appears that the assumptions of a
relative timing error of about two milliseconds could, except
for the chanpge of trend at the end of the trajectory, acecount
for the drift between the two ranges. Unfortunately, no timing
a2rrors of sush magnitude in the two svatems anneaved phvseically
Jossible, .

It 18 important to note the word "relative" in the . above
paragraph. The BET Solution is based upon considerations of
internal consistency of the data, It 1s obvious that only
relative timing errors can be removed by the BET since intemal
consistency can be maintained by adding the same arbitrary timing
error %o each system's data. Similarly, errors in longitude can
only be corrected relatively since the same arbitrary longitude
error could be added to each instrument'!s position without affect-
ing the inteinal consistency of the data, Advantage can be taken
of this situation by assuming one system!s timing and location
as the atandard, Because of the resulting dacrease in the number
of unknowns, the solution normally converges faster when this is
done, The effect of this assumption on the trajectory is not
very detrimental because a small timing bias or survey bias
existing in common at all sites normally results in only a small
displacement of the trajectory in the desired coordinate system.

6. Effects of the Weighting and a Priori Estimates on the Error
nde

The total noise estimates uged in weighting the measurement
data have been, in most cases, computed using a varying lag
variate difference technique, The physical basis for using such
a technique 1s mentioned in (6). The most detrimental effect of
poor welghting appears to be that it may cause the BET to be
noisier than trajectories computed by one or more of the indi-
vidual systems. If the error model fits the physical situation
(as in the previously used hypothetical ICEM case), erroneous
weiphting does not have a great effect upon the determination
of error model coefficlients although the associated estimates of
covariance become erroneous as do the covariance estimates of
the trajectory coordinates. One example of the effect of a
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change of welght upon the BET is given in Figure 5A. curve A,
Here the estimste of the standard deviation of the noise in
the System 3 data was doubled (thus decreasing its weight), -
Note that the trajectory moved much closer to the true trajectory . .
at the beginning, where System 3 was at a relatively great Rt
distance from the missile, but again diverged far from the true :
trajectory as System 3's geometric contribution to: the solution
_ became more significant, The effect upon the estimates of

systematic error in Systems 1 and 2 was to bring them much closer
to their known values, v

By

&

—
i sty s Aot

The effects of the a priori gquasi-measurement data on the oo

BET results depend largely upon the amount of coverdetermination. v

existing. Thus, if we have enough overdetermination to give us :
an estimate of error in the computed error model coefficients '
of one part per million in direction cosine, the additional a

priori quasi-measurements with a standard deviation estimate
of twenty parts per million will have little effect on the BET
results., The use of a priori estimate in a BET reduction does

not rest upon very firm ground. The effect of the estimates
can be varied drastically by simply changing the sampling rate 3
if this is warranted by having independent samples. The esti- '
., mates can be weighted in such a way as to enforae one svstem. :
over another if this should be desired, The effect of the a _
priori estimates is especially significant in cases where i
near undeterminacy exists (as in the case desoribed in PFigure ‘.
S5A, curve C). On most BETs published so far, because of the 3
questionable validity of their application, the estimates of :
variance in the quasi-measurement data have been made so large r ) !
that the overdetermination due to the actual trajectory measure- i '
ments has been the overwhelming factor, In effect, the error ,
model coefficients have been treated as complete unknowns, !

7. Conclusion

The findings discussed in this presentation might be sume

; marized by repeating an old axiom: ware of the intultively

1, obvious, The intuitively obvious in this case was that, given

i ! a sufficie tly overdetermined set of observations, the appli-
' eation of any simple error model (such as & constant bias
would lead to an improved estimate of trajectory. 4

e e ot e e

- 'The preceding examples have shown that this is not necessarily
true. Most of the early analysis on the BET problem was based .
upon hypothetical error models which fitted the simulated data !
exactly. The application at AMR of the method to actual o
rather than simulated data has brought int¢ display the many i
possible limitations of the method, These includes .

{a). The fact that increasing the number of terms in tie
error medel can cause a swift spproach toward in-
determinacy, Thus, in going from the constant bias

—_— R . s ———— e e 4 ——————— e = ¢ S e -
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error model to the linear error model, the esti-
mates of residual bias cen in many cases increase
by one or two orders of magnitude,

(b) The fact that as we increase the number of terms in
the error model, the effect of the remaining small
errors on the trajectory becomes accentuated, This
is a direct consequence of (a).

(¢} The fact that different physical errors can have the
same effects vpon the internal consistency of the data
and thus cannot be separately determined by the BET |
error model solution, 4

(d) The fact that error model coefficients determined
mainly by the geometry over one portion of the tra-
Jectory often prove detrimental when applied to
another portion of the trajectory.

Much analycis remains to be done concerning the effects of
erroneous error model assumptions on a BET, and much of our know-
ledge of BET limitations gained so far has been the result of
chance encounters during date processing. The tone of this pre-
sentation may have appeared pessimistic but this was completely
unintended. As in many other fields, the study of failures and
limitations is a necessary step toward a better understanding
and toward further progress, Despite all of the negative aspects
stressed here, one fully compensating positive fact cannot bhe
denied: (iven a realistic error model with a good geometric
distribution of tracking stations over the trajectory in question,
the error model BET method will truly provide a "Best Estimate
of Trajectory." )
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ATTENDEES

Abercrombie, J.
Aein, J. M,
Aichele, D. G.
Alexander, J. C,
Anderson, B. E., Jr,
Anderson, J. M,
Arbuthnot, G. L.
Ariail, F. P, Lt
Aumaunn, C. R.
Autery, R. M.
Bagg, J. L.
Bailey, G. W.
Bain, R, A,
Barnett, F. Q.
Barton, D, K,
Bedard, P, E.
Bishop, E.
Bergeson, J. E.
Blanchard, R. W,
Boland, L. W,
Boyd, E, W,
Briner, D, M.
Brinkman, W.
Brown, D, C,
Brown, J. E.
Brown, R, A.
Bruns, R. H.
Bryant, D, J.
Bryant, R. P.
Buckley, R. C.
Bullard, E. E.
Burkett, S. B., Jr.
Butcher, L, E,
Campbell, A, T,
Cancio, P.
Canty, F. G.
Carman, R. A.
Carr, R,
Carroll, C. L., Jr.
Ceely, W, W,
Chaloupka, B, C.
Chase, D. G.

NASA

1. D. A.

Marshall Spc Flt Ctr
PMR

STL

STL

STL

DWLT

RCA

N. American Avia,
Aerospace
Aerospace

STL

MTOER

RCA

STL

NASA

Boeing

NASA

WSMR

Hercules Pwdr Co
STL

RCA

D. Brown Associates
Douglas Acft

RCA

NASA

STL

RCA

Wolf R&D Corp
Boeing

PAWA

JPL

AVCO

GE

Martin Co

RCA

NASA

PAWA

Boeing

Martin Co

L.B. Hanscom Fld.

393

Cocoa Beach, Fla.
Washington, D, C.
Huntsville, Ala.
Pt. Mugu, Calif.
Cocoa Beach, Fla.
Cocoa Beach, Fla.
Cocoa Beach, Fla,
PAFB

PAFB

Columbus, Ohio
PAFB

El Segundo, Calif,

Redondo Bch, Calif.

PAFB

Moorestown, N, J.
Cocoa Beach, Fla.
Cocoa Beach, Fla.
Seattle, Wash.
Cocoa Beach, Fla.
New Mexico

Magna, Utah
Redondo Bch, Calif.
PAFB

Melbourne, Fla.
Cp. Canaveral, Fla,
PAFB

Cocoa Beach, Fla.
Cocoa Beach, Fla,
PAFB

Cocoa Beach, Fla,
Cocoa Beach, Fla,
PAFB

Cp. Canaveral, Fla.
Wilmington, Dela.

Orlando, Fla.
PAFB
Houston, Texas
PAFB

Seattle, Wash.
Denver, Colo.
Mass.
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Cerar, P. V.

Chen, B. 8.
Choiniere, L. E.
Christ, 0. J. W,
Christen, G. L.
Clark, Billy V. Capt
Clark, G. D.
Clifton, H. W.
Cockerham, F.
Collins, L. B.
Congdon, T. W.
Connor, A, H. Capt
Connor, M. G.
Cooper, W. T.
Cornell, K, Lt
Craft, R. H.
Davenport, F. s.
Davidson, T. .
Dawson, J. E.
Deal, W. K, Jr.
Dean, A, E.
Decino, A.

Deily. W. H.
mckson, El Ll
Dickson, W. H.
Donovan, M. A, Jr.
Downey, N. J.
Drew, E. O.
Drucker, A. N.
Dryden, W. A.
Edson, J. R.

Ellis, G, W.
England, H, T.
Fagen, B. W., Maj
Farnsworth, G. D.
Fatig, B.

Feldman, 8.
Ferguson, C. R.
Fields, M. H.
Fme, Jo Fo’ Capt
Finley, C. J., Capt
Flater, J. F.
Franklin, M, R.
Flickinger, B. L.
Flowers, L. H.
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ARMA Garden City, N, Y.

PAWA , PAFB

AVCO Wilmington, Mm
RCA PAFB

Chrysler Corp ' Melbourne, Fh.
DWLT PAFB

RCA PAFB

Martin Co Cocoa, Fla.

RCA PAFB .

RCA PAFB

GE Pittatield, Mass.
BSD Horton AFB, Calif.
Thiokol Chem Corp Brigham City,Utah
Martin Co Cocoa, Fla, »
MTOER ‘ PAFB

Marshall Spc Flt Ctr Huntsville, Ala.
PAWA PAFB

Acoustica Cocoa Deach, Fla.
Martin Co Cocoa Beach, Fla.
Hercules Pwder Co Magna, Utah
MartinCo Cocoa Beach, Fla.
Aerospace PAFB

Boeing New Orleans, La.
NASA Houston, Toxas -
Lockheed PAFB

Chrysler Corp New Orleans, La.
Martin Co Denver, Colo,
RCA PAFB

STL Calif,

RCA PAFB

Boeing Seattle, Wuh.
GE PAFB

WECO PAFB

APCS OAFB

Thioko) Chem Corp Brigham City, Utah
RCA PAFB

GE PAFB

PAWA PAFB

PMR Pt. Mugu, Calif.
MTOER PAFB

APCS OAFB

Martin Co Denver, Colo.
NASA Houston, Texas
RCA PAFB

RCA PAFB
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Friebertshauser, George O.

Frohme, X. R.
Gabler, R, T,
Gandy, W. F.
Garrett, J. R.
Geist, J. H.
Gennery, D. B.
Giraud, C. E., Lt/Col
Glass, B.
Gleason, G. W,
Gleason, W, E,
Goad, Granville G.
Godke, D. P.
Goff, H. C.

Gott, A, H,
Grunenfelder, A. C.
Gunar, Murray
Gwinn, R. T,
Hagin, E. J., Maj.
Hain, J. L.
Haltinner, E. J.
Harden, E. A.
Hamilton, 8. G., Jr.
Hanson, N. L.
Harding, J. D,
Hatch, M.
Hatcher, E, T.
Hekimiar, K. K.
Held, G.

Heller, D. W.
Henriksen, O. M.
Hereford, W. V.
Herrington, A. H.
Hedman, E. L.
Hess, G. K., Jr.,
Hicks, H, C.
Hickey, J. R.
Hinds, N. F.
Hlavaty, E. M.

Hoffman-Heyden, A. E.

Holzman, R. E.
Hood, R.
Howell, G. K.
Huber, H. J.
Hyde, W, L.

Aerospace
Martin Co
Rand Corp
Martin Co
RCA
DWTMS
RCA
APCS

D. Brown Assoc.
Martin Co.
ARMA
Martin Co
RCA

GE
Aerospace
NASA

NASA

MTDR

Bendix
Hercules Pwdr Co
RCA
Aerospace
RCA

Martin Co
RCA

RCA

AVCO

STL

Martin Co
ARMA

Sandia

IBM

RCA

MTGS

GE

STL

NASA

MTQXP

RCA

JPL

AC Spark Plug
Hercules Pwdr Co
Aerospace
Sandia
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PAFB

Orlando, Fla.
Santa Monica, Calif.
Cocoa Beach, Fla.
PAFB

PAFB

PAFB

OAFB

Melbourne, Fla.
Denver, Colo,
Orlando, Fla.
Cocoa Beach, Fla.
PAFB

PAFB

San Bernardino, Calif.
Cocoa Beach, Fla,

Cocoa Beach, Fla.
PAFB

Baltimore, Md.
Magna, Utah

PAFB

PAFB

PAFB

Cocoa Beach, Fla.
PAFB

Moorestown, N.J.
Wilmington, Mass.
Redondo Beach, Calif.
Cocoa Beach, Fla.
Cp. Canaveral, Fla,
Albuquerque, N. M,
Cocoa Beach, Fla.
PAFB

PAFB

Cp. Canaveral, Fla.
PAFB

PAFB

PAFB

Pasadena, Calif.
Milwaukee, Wisc.
Magna, Utah

PAFB

Cp, Canaveral, Fla.




Incerto, D. J.
Jamieson, J. N,
Jelen, G. W.
Jones, N. C.
Juliana, W. J.
Jacobs, C.

Kahler, H. R.
Kaiser, J.

Keenan, R. V.
Keene, L. F,
Keller, R. L.
Kerr, 8. V.
Kershner, W. S.
Keys, R. R., Capt
Knight, T. J.
Korpal, J. W.
mtmi. v. D., Jr.
Krivanich, M. A,
Lake, W. M., Maj
Lanckton, A. H.
La Plante, E. J.
Lasman, L. L. .
Leonard, D. L.
Layman, E. R,
LeDuc, A. L,
Levy, H. N., Jr,
Lindstrom, G, M.
Lindemann, N.L.
Lippke, B. R.
Little, P. R,
Lucchesi, G, A,, Lt Col
Lutowski, N,
Lugiettl, J. L.
MeCall, W, L,
McCollough, R. R.
McCombie, H, E,
McCormack, P. J
mﬂﬂdl Fc Awoi Jrc
Mallory, N. D.
Mancint, A,
Manges, R. E.
Mann, M. E,, Jr.
Mmg w. Ho, Jr.
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NASA

AFMDC

RCA

NASA

Martin Co
GE

RCA

Wolf R&D Corp
1. D.A, ’
STL

NASA
Autonetics
RCA

AVCO
Aerospace Research
GE

Lockheed
Douglas Aircraft
MTDR

MTOER

RADC

GE

RCA

MTOER

RCA

JPL

STL

RCA

Aerospace

STL

APCS

MTOER

NASA
Autonetics
Martin Co
Hercules Pwder Co.
IBM

Autonetics
Comm Res Labs
RCA

AFCRL

Thiokol

MTGSS
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Houston, Texas
Holloman AFB, N. M.
PAFB e
Cocoa Beach, Fla,
Cocoa Beach, Fla.
Pittafield, Mass.
PAFB

West Concord, Mass,
Washington, D.C.
Redondo Beach, Calif.
Cocoa Beach, Fla.
Anaheim, Calif,
PAFB

PAFB

Washington, D. C.

PAFB

Santa Monica, Calif,
PAFB

PAFB :
Bedford, Mass.
PAFR

PAFB

PAFB

PAFB 3
Pasadena, Calif
Calif,

PAFB

PAFB

Cocoa Beach, Fla,
OAFB

PAFB ‘
Cocoa Beach, Fla.
Cp. Canaveral, Fla.
Denver, Colo.
Bacchus, Utah
Cocoa Beach, Fla.
Anaheim, Calif.
Santa Ana, Calif,
PAFB

Hanscom Fid, Mass,
Bringham City, Utah

PAFB
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Martin, C. F.
Martin, K. W,
Martin, M. A,
Masch, H. D.
Mayo, J. M.
Merkle, R. A.
Mertens, L. A.
Mitchell, R. W.
Moody, R. H.
Morrissey, G. E., Capt
Moss, H. D,
Motley, C. H,
Moyer, R. W.
Murrin, Francis E,
Naumcheff, M.
Neal, D. A,

Neal, W. C,
Needharn, P. k., Capt
Nelson, B. B.
Nelson, D. M.
Nersesian, R. R.
Nicol, D. A,
Nobles, R. O.
Norman, R. L.
Norowich, V. R,
Nosby, L. J.
O'Connor, E. A,,Jr., Lt
O'Connor, J. J.
Oliver, C. F,
Ollikala, E. E.
Page, E. N,
Parks, D, H.
Parks, J. E.
Painter, J. T.
Pearce, C, E., Maj
Peer, R. R,
Pepple, R.
Perkins, C. E,
Pickover, H.
Pinder, P. H., dr.
Pinter, P. N.
Powell, W,

Price, W. A,
Frincipe, V. P.
Radcliffe, ¥. R.
Randolph, C. R.

RCA

Aerospace

RCA

STL

STL

MTCEC

JPL

Bell Tel Lab
Martin Co

AC Spark Plug Div
NASA

STL

Hercules Pwdr Co
APCS

GE

Aerospace
MTQIMA

RCA

AC Spark Plug Div
MTQDD

V. TGSS

AC Spark Plug Div
DWTM

RCA

Autonetics

ARMA

STL

RCA

PAWA .
RCA

MTGS

RCA
RCA
STL
MTQP
STI
MTQXP
RCA
PAWA
GE
Aerospace
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PAFE

Philadelphia, Pa.
PAFB

PAFB

San Bernardino, Calif.
PAFB '

Cocoa Beach, Fla.
Cocoa Beach, Fla.
PAFB

Cp. Canaveral, Fla.
Whippany, N. J.
Cocoa Beach, Fla.
Milwaukee, Wisc,
Huntsville, Ala.
Cocoa Beach, Fla.
Magna, Utah
OAFB

PAFB

PAFB

PATFB

PAFB

Milwaukee, Wisc.
PAFB

PAFB

Pt. Canaveral, Fla.
PAFB

PAFB

Downey, Calif.
vandenberg AFB, Calif,

PAFB
PAFB
PAFB
PAFB

PAFB
PAFB

PAFB
Calif.
PAFB
PAFB
PAFB
PAFB
Los Angeles, Calif.
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Randolph, J. P
Rasque, D. B,
Redmond, J. A

Rell, X.

Reuyl, J. 8.

Rivett, J. E.
Roberis, 4. A.
Rollins, J.

Romo, P. BE., Lt Col
Rosenfield, G. H.

Rutherford, D. E.
Rutkowski, P. T.
Sanderg, Alfred
Sanders, M. A.
Schmyse:, C. F.
Senulee, G. H.
Scnt't, C. R,
Shuifer, R. H.
Sheldon, L. L., Capt
Shirle’, R. C.
Shoo';, C. R,
Short, W. T.
Bilvaosire, H.
Sjogren, W. L.
Smiih, D, P,
Smith, M. R.
Smith, V. 4,
Snepper, J.

Snel!, B. J.

st. Clw’ J. Hc. Lap,
Strauss, W. C.
Strickiand, D. M.
Tabeling, R, H.
Taiani, Angelo J.
Taylor, W. C., Jr.
Tear, R. T,
Thomas, T. R.
Thorne, C. J.
Tice, L. T., Jr.
Trimble, W. J., Jr.-
Vancor, E.

JPL.
Autonetics
Boeing

RCA

JPL

Chrysler Corp
RCA

RCA

MTQFW

RCA

RCA

NASA

DWTM

N, American Avia

AC Spark Plug Div
Chrysler Corp
Sangamo Elec Co
RCA

Aerospace

Martin Co
AFCRL

MTQMA

STL

N. American Avia
MTOEC

JPL

Burroughs Corp
Martin Co
Douglas Acft Co
Autonetics

Martin Co

APCS

N. American Avia
APL

Martin Co

RCA

NASA

PGVM

Wolf R&D Corp
Sangamo Elec Co
PMR

Lockheed

AVCO

AVCO
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Silver Spring, Md.
Downey, Calif.
Cocoa Beach, Fla.
PAFB

Calif,

Detroit, Mich,
PAFB

PAFR

PAFB

PA¥B

PAFB

Cocoa Beach, Fla.
PAFB

Downey, Calif.

Pt. Canaveral, Fla.
Melbourne, Fla.
Springfield, 1.
PAFB

PAFB :

Cocoa Beach, Fla.
Hanscom Fld, Mass.
Cp. Canaveral, Fla.
Redondo Beach, Calif.
Downey, Calif,
PAFB

Pasadena, Calif.
Pt. Canaveral, Fla,
Denver, Colo.
Santa Monica, Caltt.
Calif,

Cocoa Beach, Fla.
OAFB

Downey, Calif.
Silver Spring, Md.
Cocoa Beach, Fla.
PAFB

Cocoa Beach, Fla.
Eglin AFB, Fla.
Mass,

Springfield, 1l.

Pt. Mugu, Calif.
Sunnyvale, Calif.
Wilmington, Mass.,

o g T atee T T T e T A e S - 0y

il

e+ e AP— 7 b Aol
e



oy 1. @ e

T e et T T

Vergenz, G, R.
Ward, A. B.
Watson, E. B., Jr.
Weller, R. K.
Wells, J. L., Jr,
Wiles, J. H,
williams, J. H.
williams, P. E
witliams, T. T
Winn, S.

Wynn, J. B.
Yeager, M. R.
Young, R. D,
Zgurich, E. E.
Zimmerman, R., Jr.
Zirm, R, R,

Martin Co

RUA -

FTFSE-2

RCA

NASA

Lockheed

NASA

Lockheed

RCA

N. American Avia
FBM Proj Off
Martin Co

Martin Co

Martin Co

RCA

US Naval Res Lab
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. .PAFB-

Orla.ndo, Fla.

Houétdﬁ,_’l‘exas

Cocoa Beach, Fla.
Cocoa Beach, Fla,
Sunnyvale, c:m.
PAFB - -
Downey, Cam.
PAFB

Orlando, Fia,
Cocoa Beach, Fla.
Orlando, Fla.
PAFB
Washington, p.C.
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