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81, Introdustion. N
We wish—bo—eenaider.a class of two-person gomes possessing the
following gmoral characteristicag a,« Qe o se ,.(

- Am//(a) At the Yegimning of the game, and at various stages of the
game, a chance mechanism furnishes numbers x, and Yy from the
unit interval [0,1] to the two players, I end IT re-
spectively. I lmows Xy but not Yy IT knows ¥y but not X, .

(b) Each player pays a certain amount to start the game, re-
gardless of his zubsequent moves,

(¢) The game is = many-move gmme of the following type. I's
initial move, whieh-depends—upon-¥,, iz one of a fixed
nunber of possible moves, which are known to II. However
IT does not know I's move,

(4) After I has made the initial move, II has a cholce o" a
finite number of counter-moves, which are known to I. How-
ever, I does not know II's reply.

(e) After II hae moved, I has again the choice of a finite
number of moves, kmown to 1T, and so on. The initial
maneouvering continues in this fashion for ~ fixed number
of tuma.)

() The first phass having been concluded, the chance mechanism

\fugi’ches two new numbers Xs and ys to T and IT respectively.
This initlates-a -eecond phase of move and counter-mcve.

(8) S%ho game continues in this way for a fixed number of phases,
N, at the end of which there is a payoff to I of
K :-K(-;r,——xz-,—«..,.xn)-,- and IT receives - K,

The problem of determining the best possible mode of play for each
player in the usual sense of maximizing or minimlzing the expectation is

° ‘ one that arises in meny important applications cof statistics and probability

theory. ‘
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The simplest case of this general problem is fuynished by a claas
of card games vhich embraces some well-inown diversions. Apart from the
intrinsic Interest and satiation of intellectual curiosity, the principal
merit in considering these (relatively) simple card games lies in the fact
that these games have been played over a consideradble period of time and
the experience of countleas players has furnished a set of heuristic axioms
of play which is extremely useful, as we shall see below, in unraveling the
tangled skein of the mathematical problem. Once we have solved a number of
particular problems, the genernl pattern appears to emerge. It is in the
discovory of this pattern that we feel lies our principal contridution

A first question thct arises, epart from the precise solution of
the problem, pertains to the form of the sclution. Do the playere use
pure or mixed strategles?

Experience would seen to indlicate that a mixed strategy 1s required.
It was with considerable surprise that we found that there existed two-
person poker gnmes where pure strategies could be used by both playors,
cf. IL 1_] . Since then, we have investigated many more models of two-
. person card games, and developed a systamatic technlique which we believe
will produsce the solution whenever one exilsts in temis of pure strategles.
Unfortunately, we have not been able to show that in the general game
described above pure strategy solutions nmust exist.

We were able to show, cf. | lj , that, under mild assumptions,

any mixed strategy in a game of the type described previously can be
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approximated by a pure strategy, in the sense that the corresponding
expectations will be arbitrarily close. The reason for this lies in
the fact that the chance moves may be used as substitutes for mixed

strategies. TFor a formal proof, we refer to [1]

To 1llustrate our procedure, we treat several simple models of
tvo-person games. It is soon seen that a great mathematical simpli-
ficetion ensues 1f the games are made continuous, allowing the use of
integrals rather than sums, functions rather than sequences.

Our methods are equally applicable to the problem of finding
equilibrium-point solutions, of the Nesh type, of N-person games 1in
theory. 1In pracffioe s the algedraic difficulty introduced by non-linear
equations causes a bit of grief. However, we feel that iInteresting and
important as the equilibrivm point theory is, it omites many important
features of an actual game involving more than two players and for that
reason we do not apply it.

The plan of the paper is as follows. In the second section we
discuss a game which can be thought of as half of a simplified poker
game. The experience gained here is useful in discussing the bilateral
game. We then treat in detall three types of two-person games, each
with its particular feature of interest. Sandwiched between is a ghort
discussion of a geme which occupies an intermediate position in the

hierarchy.




First le. :

Ve consider fivet s d‘,-’tivnly isnocent game played loooalllj‘eo the
following rules. There are l Players, wvhexre the exact number is
immaterial. If N=l, gambling is not possible, although a solitaire
game renains, If N i= very large, several decks of cards may be re-
quired. In gemeral, 2 < N < 10. In turn, each player deals himself
and the other players four cards each. Before play begins, each player
antes one, so that there is a sum of N in the pot. Upon looking at his
cards, the first player to the left of the dealer has the option of not
betting, whereupon he automatically leaves his ante in the pot, or of
betting an amount £, 1 < £ < N, that he can beat, in its suit, the next
card the dealer turns up from the deck. If he does, he wins £ {rom the
pot, if not, he contributes f to the pot. The next player to the left
has a simllar cholce, with the difference that the new upper limit will
be N+4f if the first plajyer has lost. Whenever the pot falls beneath U
size, each player antes one.

Each player see: at most one card from any other player's hand, for
the rules demand that the winning player show only the necessary major-
izing card, and that the losing player throw his hand away face down.

We shall in the discussion below ignore the additional information, in
most cases of negligidle effect, which may be galned that way, and the
fact that the upper limit for individual wagers may increase consideradly
above N, which in actual play oc?urs alarmingly often.

We begin by conaidering the following simple version.

There are two players, B, for bettor, and D for dealer. D deals B
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a card, X3, 0 < x3 <1, and one to himself, y;, 0 < y1 < 1. Before
the betting begins, both players ante one. Upon recelving his card,
B has the choice of betting an amount, f(x,), 1 < f(x) <M, or of
folding, in which case D sutomatically wins the ante. TIf B bets f(x;),
D has no choice but to cover. If x>y, B wins f(x) +1, if x<y, B
loges f(x) + 1.

Given the digtributions of x and y, the problem is to determine
the best possidle mode of play for B.

Let x have the distribution function F(x), and y, the distridbution

X 1
function C(y) where ¥(0) = G(0) = 1, / dr(x) = / ac(y) = 1.
(o] (o]

It is intultively clear, and may easily be shown rigorously, that
since D cannot be bluffed out, f(x) must be 2 non-decreasing function
of x, and hence if B does not bet on x,, he does not bet on xz, 1if
x; > Xz2.

A consequence of thls is that B folda, i.e. drops out and allows D
to win the ante, if x < a,, vhere a; is some as yet undetermined mumber
in the unit interval, and bets f(x) i1f x > a,.

B's expectation 1s gliven by

(1) Ep = - Sows ) emisenemen,
x<a; a; <x<1
0<y<1

where K(x,y) 1s defined by

(2) K(x,¥) VIREE S0,

-1 othervwise.

n
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1‘3 may be simplified to
(3) / (1+f(x)) (2G(x) -1)dr(x) - / ar(x) .
X 2>a < a;
B must now choose 2, and f(x) sc that this expectation is a
maximum.
Let X, be & point where
(h) EG(X) - 1=
51
Since G(0) = O, / dG = 1, there is one such point. The point 1s
o
unique if 4G > 0. It is clear that a;, < L since if a&; > x , Ve may
always increase EB by decreacing a,.
Therefore, regardless of the value of a;, £(x) is chosen as
follows
(%) f(x) =1, a; S X <X
= M, x, <x< 1.
- The expectation now takez the form
1 3
(6) 2 f (26(x)-1)ar(x)+(2a1) /| 20(x) -1|aF(x) - / ez,
a, ST <X ‘xo'- x< 2

= (4G(x)-1)ar +(M+1)f (26(x)-1)ar - 1 + / dr.

a) <x<xXx x>x
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From this it follows that &, is chosen by the cond'tion

]

(7)) : a inf [x; Wo(x) -1 > OJ .

Collectinz the previous results, B's best cstrategy ':ls determined by

(8) £(x) =1, a; <x<x

oS o’
=M, x <x <1,
where
(9) (a) 2(x ) - 1 =0,
(b) a; is determined dy (.),

and B folds If 0 <x < 2a;.

In particular, if we assume that x ond y are uniformly distributed

over the unit Interval, we have

1
(10) tx) = 1, fsxs3
= M, %5151,

end B folds for x < T
Having seen the patterm of a solution consider the more complicated
game;
"Given two players, B and D, let B be dealt a card C; = (X3,X2, ..., xn),

a point {n the n-dimen=ionzl unit region 0 < x, < 1, vhere the distribution




function of C is Imown, and D be given a card C> = 2, 0 <z <1,
which has probability Py of being compared to x, in order to determine
the outcame. If B and D both ante one, and B 1s allowed to bPet an amount
= f(C), 1 < f <M, winning (14f) 1if z < Xy, losing (l4f) if z > x,,
wvhat 1s the best possidble mode of play for B?"
B's strategy, as before, will be to fold if C = (X1, X2, ..., xn)
is within a certain region B, and to bet i1f C 1z outside this region. BRB's

expectation is easily written,

(11) Ey = TT aF, n / |1+f(c\J K(xi,z) 'TT ar d.G(z)

Cer =1 =N " ocx

= - / TI'IT aF, + /\[l+f(C)} by pi(EG(x) 1)1 Tar, (x,) .

cer 1=t CeI-R ( !

The notation le as follows: I denotes the unit cube, CeR means
that C is within the region &, and in what follows, ANB denotes the

intersection of the two regionz A and B.

To maximize E;, 1t is clear that we should choose £(C) = M in the

region 5, belonging to I-R, defined by

n
(12) m ayiﬂg b, (20(x,) - 1)}
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and £(C) = 1 In the complementary part of I-R. It is clear that it is
a matter of indifference what the value of £(C) is whenever the ex-

pression in (12) is zero.

Hence
n [n 1
(13) By = - / T ar, + (1141) / 13 py(E06(x,)-1) T ar, (x,)
: J_o1=1 ' =1 J
CeR CeS 1 \(I-R)
{ n 3
+2 / LT ey (os(x) -0 | T ar(xy) .
. . 131 i ivi

Ce(I-3)(I-R

It remains to determine R. Write
n I

(14) TT ar, = [ - j[

cen =1 C.T CeT-R

/
= 1 - / - J
Co(I-RYNS  Ce(T-R)N(T-5).
Thus .
n
(15) Ep = -1+ 2 % - py(26(xy)-1 T ary
5 J

Ce (T-S)VI-R)

+ terms independent of R.

Decreasing the region R will Increase B untll




(l6) [2 1:!11 p,(26(x,) -1) - 1} < 0.

Hence R is defined by

v
o

n
(17) 2 1:1 p,(26(x,) -1) -1

Let us now conslider the application to Red Dog. Let us assume

that the x, are uniformly dlstributed, z is uniformly distributed, and

1
Py = 11;, corresponding to four suits. The region where the maximum

should be bet is determined by

Y
L : xi
— i=1
(18) 2 Li__l p,G(xy) - 1 = > -1>0,
and the folding reglon by
= b
(19) 1+2)  p,(26(x,) -1) = ) _x, -1<0.
= 2t =t T

In the actual game of Red Dog, Fi Is a step function with hmp at
li;-, Xx=1, 2, ..., 12. Furthermore in order to ccmplete the discussion
we should consider the case where a hand ie vold of one or more suits.

The second point may easily be taken care of in the continuous cage.

The first point requires only a good deal of arithmetic.
It is interesting to note that the general structure of the game

may be determined without ¥mnowledge of the fine structure. This observation

wlll be very valuable in what follows.
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1 Bi Geme .
. Dis ion of an Ipt b - ,g:
W e R y:& €

~

In the previous seotion, vo bave ihcusaod the stretegy to "‘h‘.
employed by the first player whenever the cecond playsr 1s forced to
cover all bets. A first extension of this situation 1s a game where
the dealer's strategy 1s partly fixed, partly free. An example of e
game of this type 1s the game of blackjack, or twenty-one. A well-
known variation la the game of seven-and-a-half,

The game of blackJjack, stripped of inessential minor features, is
played as follows. A bridge deck 1s used with the picture cards counted
as ten, an ace as one or eleven at the choice of the player, and the
other cards retaining their numerical values. There are two players,

a dealer and a bettor. Each player le dealt a closed card. The first
Player has the choice of folding immediately, in which case he loses a
token amount, the ante, or of betting an amount which depends upon the
card he receives and the allowable bets. The object of the game is for
each player to get a total of tweniy-one by drawing open cards from the
deck. If neither player attainz a total of twenty-one, the hands are
compared, and the hand with higher point total wins, with ties going in
favor of the dealer. What prevents repeated drawing is the rule that a
player automatically loses if his point total ever exceeds twenty-ome.

After B has drawn one card, he has the cholce of contlnuing to draw,
"pulling”, or of mot pulling, "sticking". Once B has concluded his
moves, D has the samne cholces. As currently played, however, D is

compelled to pull 1f he has fifteen or under, and must stick 1f he has




sixteen or over.l! This may be regarded as an answer to possidle bluff-
ing on B"l part, and we shall see that in the two-person poker games we
discuss, exactly this method i1s used to counter bluffing.

B dluffs by sticking with a low point toi:al, such as twelve or
thirteen, hoping that D will pull over twenty-one.

It 1s rather interesting to observe thet in this case experience
has dictated the use of a pure strategy on the part of the dealer. It
is easy to concoct various simplified models of dlackjeck, and in each

of these models, pure strategles will be found to exist.

& 4, A Simple Poker Geme.

We bhegin by considering the game where there are two players /. and
B, each of whom receives a card, x and y, respectively, 0 < x,y <1,
wvhere for simplicity we assume that x and y are equidistributed. ZEach
antes one before play begins. A has the choice of folding or of dbetting
an amount a > 0. B has a cholce of folding or of seeling A's bet.

I,et us use the following notation:

(1) fp = set of x values vhere A folds.
A‘B = got of x values where A bets.
BF = get of y values where B folds.

BB = set of ¥ values where B bet:.

Let ¢F’ ¢B bo the characteristic functions of A, and Ay, W., Yy, be the

characteristic functions of BF and BB

I Tt 1s commonly believed that this policy 1s pursued to prevent the
dealer from using marked carde.
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Then
(2) E, = ‘/(-l)d.x + / ! / dy + (a+l) / K(x,y)dy:l ax
A Ap L By Bp
- I 2‘/\dx| dy + / (a4) / wx,max|ay - / ax.
By YAy ) By - A

Writing E, in tems of characteristlc functions, thie becomes

—

1

1 2
[ ¥eay + (an)) /gy (nn(x,y)ay] ax.
0 C

-

1
(3) ===

doax+ [ d()
(o]

o

Tiewing E, from A's voint of view, with the eim of maximizing I . we zee

A
that for fixed { ., WUB, A chooses ¢,7. or ¢, Tora particular value of x,

depending upon the relation between

1 1
(4) T =-1 and Io= / yody+ (asd) /¥y ay.

L6 )
Let u= now naks the fundamental assimption that a zolution iIn tems of
pure strategles exists. Under this assuuption we shall find ths form of
the solution. It is then easy to show that what we have actually is a
solution.

At x = 0O,
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1 1
5 Iz = i dy - (a+l) 4
(5) /O R G A L

o]

R ‘— '1. .] o) 1
-/ Ppdy = (as1) [_l . / Wedy | = - (a+l) + (a.+x.)-/; W.dy.

Let us now, ass'me fircet that I, > I5(0), so that A always folds at
x = 0, and hence in come nelghborhood of x = O.

Turning now to E,L, vieved from B's vantags, we must coupare

(€) Jy = _/dx and Jz = (a+l) /\K(x,y)dy,
Ap B
or
1 1
Jy = / @dx and Jo = (a4d) /@ (x)K(x,y)dx.
1 [ ¢B 2 8 «jo ¢B

At y = O, these are

() 0, _,/0‘ dydx, . J2(0) = (a+l) /)l ¢y (x)ax.

Consequently, it is always true that B folds in scme neighborhood of the
origin. Turthermore, since Jy is a constent and J>(y) is a monotone
decreasing function of y, it 1= clear that if B starts seeing A's bet

with y = y;, he sees whenever he has a y- > y,.

(8) B: . Folds Seesﬁ,
0 b 1

4

The question arises as to the determination of b. Referring to (6), we

have
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(9) J2(y)

- (a+l) /'y do(x)ax + (a+l) fl gy (x) ax
/s >

i

(a+1) ll t 2/\5, dB(x)dx] .
v Q -

Therefore B only changes over from folding to betting at y if the
measure of the set upon which A bets to the left of y 1s large enough
to make Ja(y) = Jy.

Let us nov return to /i and cee what it is that will make him bet
in the interval [0,b . We have, as in (9),

W1 X ;

(10) I = /7 Ay + (e+l) 2/O B(y)dy -1 .
Hence, A only changes from folding to betting at x If the measure of
the set upon which B bets In O,i: is large enough to make I»(x) = I,.
This 1s clearly Impossible in (0,b. , =5 that 1f * ever starts by
£olding &t O, he continues foliing up to b, at least. But this implles
that B has no motivat on for changing over &t b. Continuing in thi:c way,
we see that the only soclution would be for both to fold regardless of the
card each receives.

This seems rather far-fetched, and we consequently investignte the

other two possibilities; viz,

(11) a. 4 always sees .,
b. At x = 0, 1t makes no difference to i whether he sees
or folds.
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The first alternative is again lmprobable, and it is sensidble to consider

the second alternative. Using (5), 1lb implies the equation

1
[
"

(12) -{a+l) + (a+2) /quydy,
(o]

~ 1
a . I
oYY / ¥ pdy-
(o]

At's strategy must now take the form

Yold or Bet Bet
1 A p—— ¢
(13) - :

A

The reason why A must bet in [b,1] 1is thet B is betting in [b,1' ,
so that although I, = -1 = Ip(X) for 0 € x < b, In(x) > -1 in |b,1
The measure of the set upon which A bets in {0,b] is determined by the

condition that at y = b

(1k) J1(b) = J2(D)

1 1
dx = (a+l K(x,b)dx
fo dax = (ae1) [ fy(x)K(x,0)

b D
f ¢.Bd.x +1-b = folg!ndx = -(a+l) ’/O ¢B(x)d.x + (e+41) J/;l dx

(o]

b
(a+2) | dy(x)ax = a(1-v)
o)
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b
/. e - o2

Unfortunately b 1s still undetermined. Taking A's strategy to be

of the form
'F‘
(15) ——Eolds Bots —i , C = (2(a+l)b-a)/)a+2),
0 ©
E, 1s easily camputed, referring to (2) and (13), namely
(16) E =-C+ b(1-C) =~ (a+l)(b-C)(1-b).

Meaximizing over b, we find

(1) b = afa+2, © = (afa+2)?.

This solution is wvelid for all a > 0, and we sec that b has the correct

behavior as a —=> 0 or =© .

2 L4, Another Simple lodel.

Let us now consfder the following mme where we increass the complexity
by introducing 2 bYets z,, 2z, 2z > z;. This is the game whose solution

was given in our original note, . 1 . Ve now have the following three

sets for A:

(1) A, = set where A folds ,

it

set vhere A\ bets low, z, ,

o
1]

set where B bete high, zo,

ul




and the sets for B:

(2) By

By = set where D folds if A makes a high bet,

set where B folds if A makes a low bet,

B, = get B sees if A makes a low bet,

CL

BS set B sees if A makes a high bet.

Then
(3) zo=- ) ax
.
+/ [/‘ dy + (z:41) / K(x,y)dy' dx
A B Ber, l
/ i/ (z241) /  X(x,¥) 7;
+ i dy + (z-+1 K(x,y)dy | dx
g | By Boy J
= - // d_x

ay.

+/ t/ dx dy + / (z241) /  K(x,y)dx

Ap Beyy @ " |

Let us begin by looking at EA from B's point of view. O5ince B's decisions
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t> see low bets or high bets are independent, we compare first

(W) I, = J/‘ dx and (z;+1)\//\ K(x,y)dx = I

N,
and then
() L= / and (z241) / K(x,y)ix = L.

A ;
At y = O’
(6) L, = / ax, I;,_.:/dx

11..[‘ I\H

I(0) = (241) [ ax, 14(0) = (z2) [/ ax.
AL 's.a

Hence, if there 1s 2z solution, B's strategy 1s as follows:

Fold Ses
(7N o low A\ bet " Low .\ bet N
" 0 by ‘ 1
Fold See
~on high 5 bet =T High A bet

0

N

vhere we will discuss the detemination of b; and bz bhelow.

Now let us return to Eq viewed from A's eyes. We must campare




(8) 3y = =1
A R R A e
B, B,
I = ay + (z291) /  x(x,pay .
Boq By .

“rom what has preceded, we suspect that at x = 0, J; = J=(0) = Ja(0).
To avoid tiresame repetition, we shall not go through the mathematical
argument which shows thicg, since we will go into detail in the next
example, but assume 1t.

Thus A's strategy 1s, so far,

(9) . Fold, Bet low, Bet high, ? :
0 by

Referring t. B's diagram, we see that at b,, betting low must become

~20-
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preferable to folding for ., since B starts seeing at b;. It is reason-

able to asaume that b, > b;, at first. We continually use our experience

with the actuel game to reduce the number of possible cases.

We see that from b; tc b, A must bet low

Bet low
(10) ! B i

Ll

Bet high
1 . ~ - .
;
0 by b by

1
1




~0]-
P-168

From Yo on Js Iincreases, but it takes some set of seeing high bets on
B's part to catch up to J», so that at only at by, Jo = J3, and from
then on A bets high. Jz and J3 can intersect in only one point, since
B's strategy makes the two curvee straight lines.

We now turn to the determination of the constants. Ve have the

following constraints:

(11) a. At x = 0, J =4da2 = Jd3
b. At J = bl, I, = In
c. At y =Dz, Iz = I4

d. At x = by, Jo = Ja.

There are five squations for the five unknowns b;, bp, ba, and the
asasures o the bet-low and bet-high cets in {b,bi

We have then, using llae:

(12) -1 = by - (z1+41)(1-b,),
by = z1 /2142,
=1 = bz - (2,;+1)(1-D2),
Yo = z2/20+2.

Using 11b, we have at y = by




(13) / dx = (z,41) / K(x,b;)dx
s L

mp = ‘(21"’1)m-L + (ba-by()z141).
Using 1llc, at y = b2
(1) my = =(z2a+l)mg + (L-b3(z241),

where m Is the measure of the set where '\ bets low, and my is the
measure of the set where /. bets high.

Using 1lé at x = by

(15) / dy + (z,+1) / K(bs,y)dy = / dy + (z22+1) / K(bs,y)dy
Brr B, Bey By

!

b3 .
K +‘/ :Cl = bz + (z2+1)
bs

‘/baKi»/

.J.K;’
- b3}

b, + (z1+1)lA/
i b

1

which reduces to
bl + (Zl+l)(2b3‘bl'l\ = by + (22+l)(2b3’b2’1),

whence

bozs - blzl

5 1 -
(16) 5 +.-7——~————2 v = Dy,
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From (16), we have ba, and from (13) and (1k) m ond mg. We must now

examine the wvalues for consistency, that is, we must check

(17) OSm +my <by, o 20, m, 2 O,

0< by <bs < ba.

Clearly, fram (12), 1 > b, > t; > O.

From (13%)

(ba-by)(z,+1)
(18) an = 214‘2
(1-b3) (z241)
mﬂ = Zo+2 )

Without difficulty we find that our solution is wvalld for z» > z; > .62,
where .62 is en approximation to 2/c - 2, and ¢ 1s the smallest root of
9; - 2¢2 4 4¢-2 = 0. We have not investigated the problem for z; < .62,
The value of the gume is easily found to bs

. ' y J
(19) E, = [ﬁcz + (2-cy)(cz-c1)® + 2(2-cy)(cz=cy)oa + (2-cz)ezcy // Cy,
i

where ¢, = 2/24z,, cz = 2/2+25.

j;ﬁ. The Poker Game with a Ral:e.

e now introduce one of the characteristic features of actual poker,

the raise. /e consider the following model. A and B are each dealt cards,
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x and y reapectively. Before play begins, both players ante one. After
the cards are dealt, A has the choice of folding, in which case B wins

the ante, or of betting an amount a > 1. After A has bet, B has the choice
of folding, of seeing A's bet, in which case the hands are compared, or

of raising an amount a, in which case A may elther see the ralse or fold.

We shall use the following notation:

(1) Ay = set on which A folds.
AB = get on which A bets, but does not see a raise.

gset on which A bets and sees 2 railse.

1]

Bw = set on which B folds.

<]
fi

@)

set on which B =ses A's bet, but does not ralse.

set on which B raices i's bet.

’:(F

Let E, be A's expectation. Then

(2) E, /% (-1)ax

+ u/q // dy +(1+e) //‘ K(x,y)dy ’(8+1),/f\ iy  dx
p i By B ®r

+ 1‘//“ dy +(l+a)h/;- E(x,7)dy +(2a+l) // K(x,y)dyi =

Agt” By § By |

wn




Let us write

(3)

(%)

A

[

IO

6]

/
BR

/

Ay
4

/

r
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-

Saxs /oaxay- / ax

L A Ay Ap

r— a)

(1+e) /X K(x,y)dx +(+a) / K(x,y)ax| ay
L s Ag

"
‘\(,
O

-
i
i
f

H
I

(2a+l) / K(x,y)dx -(a+l) /
$:

II(X)d.X + /’l Ia(X)d..x + ‘/,\‘-‘ Ia(!)d.x

e
O

Ju(y)dy + /B T2(y)dy + / Ia(y)ay

o

Wle note the following lmmediate propertlies of the I's and J's

(a)
(v)
(c)
(a)
(e)
(f)
()
(h)

Ii(x) is a monotone increasing function of x.

Ji(y) is & monotone decreasing function of y.

I,(x), J1(y) are constants -

I=(x)

Ia(x)
I(x)
J2(y)

Ja(y)

is constant over any subset of B, + B.

ic constant over any subset of B ..

- To(x) 1s a monotone inoreasing function of x.
is constant over any suvset of AF'

1s consteant over any cubset of A, + \B
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As before, we now ascume the existence of o colution and derive its
properties. It is firet of all clear that A never sees a ralse in some

interval [0,9] . For, at x = O we have

(5) I,(0) = -1
T2(0) = dy - (L+a) / dy - (a#)) / ay
%, 35 A
Ia(0) = / dy - (1+2) dy -(Pa+l) / dy.
" Bp “Bg By

Consequently, if B ra!ses a non-null ret, I5(0) < T2(0), and A must
choose only between folding and betting without ceelng at x = 0 and
consequently in some neighborhcod of 0. It 1s certainly plausible that
B raises 1f he getes a card close to 1.

" Simllarly, in some interval .O,dﬂ , B nover sees. At y = 0, we

L

have

d/ﬁ dx + j/‘ dx
iy s

(6) J1(0)

JQ( O) (1'0'8.‘) ’/A dx + ) 1'H3.) / dx

J

Ja(0)

o

(2a41) / ax - (1+a) / ax!
A3 hg

Since B wishes to minimize E, and Jo(0) > J,(0), he nover sees A in some

neighborhood of y = 0.
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There are now three alternatives for A in some Initial iInterval E),c]

(7N (a) A always folds in LO,& .
(b) A always bets in io,c; .
(c) Tt is immaterfal whether A folds or bete in |0,¢l , and

he combinez folding and betting in some (ac yet unkmown)
proportions.

7ot us teg'n by assuming that (&) 1is valid. B has the altsrnativec

(&) (a) B alwaye folds in {_O,d!
(b) * B alweys raizes in 0,4
(c) Tt is irmaterlal whether B folds or raises in |0,d , and

he combines foldirng and raising in some (as yet unknown)

proportions.

Since J,(y) is constant end Js(y) 1s monotone decreasing, if B vegims by

raising in 10,4 , he never folds. Concequently, we regerd (b) as least

AN

possible, and conelder firzt (a) und then (c).

We have then az a first possibility

(-]

(9 A F -+ .
0 cy 1

B gFold . ? v

0 d 1
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Let us show that 4 > ¢ 1is Impossidle. Referring to (2), 1t is clear
that the only thing that will force A to change from folding to seelng
or ralsing at c is B seelng or ralsing in O <y < ¢, on a set of positive-
mea.su.re. If @ > ¢, this 13 not so, and hence ¢ < d. Exactly the same type
of reasoning shows that B only changes from folding to ceeing or ralsing
if A bets or sees In 0 < x < ¢, which is not {rue.

Therefore, 1f a solution exists, it cannot have the fom of (9).
Referring to (7), we have two remaining alternatives for A. However,
from the monotawe character of I-(x) it follows that if A beginz by betting,
he never folds =-- which seems Ilmprobable.

Hence, 1t iz reasonable to try a solution of the form

. 4 or t,
(10) A ' Fold or be ; 2 -
O Ca l
L Fold orxr Raise } §
B: T T 1
0 d, 1

Let us continue our discussion with the observation that in scme
interval :01,02,‘ s Cp < ¢z <1, there must be betting on A's part. for
if seeing e raise 1s prefersable to betting without seeing at x;, thon dbe-
cavce of the monotone behavior of Ia(x) - Tx(x) 4t is prefersble for x > x,,
and i1t iz not reasonable to cuppcce that L never just bets, but always sees
a ralse.

On the bacis of this remark, we can now show that ¢; = d;. 1iA8 we
have already pointed out, the only thing that forces /A to change hiec

pattern of play at ¢; from folding or betting tc always bettlng ie betting
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on B's part in [Q,CJ . This does not occur. There ieg gtill the
possibility that the amount of raising on B's part can force A to see
raises at c;. In thils case, there would be nothing to force B to
change hls strategy at d4;, and hence he would always fold or raise,
which 1s implausible. Consequently d; > c; is not possible.

Let us now examine c¢c; > dy. Precisely the same type of argument
shows that this case iz highly unlikely. Ience, we take c¢c; = d;, and
proceed to the next step.

If A 1s ever to change over betting, or seeing and bvetting, B must
begin seeing in (cy,cz). Suppose that it were true that in same intervel
{01,02] , L always bets and I always sees, I cz <1, it 1s clear
that it ends at ¢z as far as 4 13 concerned only if B raises In %_01,02] s
which 13 not so.

Therefore In Lcl,cé] , it must be a matter of indifference to A

vhether he hets or sees & raise. T¥rom the monotonlc behavior of I - Iy,

A"s strategy must be

(11) e }uold or bet + Bet or see Ses -
(o] Con
and B's
(12) B: b Told or raisq_11 See ' Raice 4
[]

C

since A only changes over to seeing raises at cp because B raises i1n

Lead]
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As yet unknown are the emounts of folding and betting In :6,013 P
betting and seeing in [61,02] on A's part, and folding or ralsing in
[p,cd on B's part. These unknowns are determine! by the following

considerations.

(13) (a) The amount of betting on A's part in [_0,01] must be
sufficient to make B start seeing at c;.

(b) The amount of seeing ralses on /'s part in [01,02] must
be sufficlent to make B start raising at co.

(¢) The amount of raising on B's part in Lo,cll must be
sufficient to make A start hetiing or seeing raifses in

[e1,02] -

Add to these the facts that

(1) (d) At x = 0, folding or betting are equivalent for 4.

(6) At y = 0, folding or reising are equivalent for B,

and ve have five conditions to determine the five unkmowns ¢, cz,
s Agr By-
If these five conditions are consistent, we shall have a szolution
t; our game, which will be unique, apart from the location of Ay B, in
[0,0;] , Wwhich is of no importance, and AB in {01,02] , which is
gsubject to some constraints. It is simplest tc put iy at the end of

[01,02} , &5 we shall do.
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We take A'sa and B's strategies to be, for the purpoae of calculation,

(a4
0 u w Coa 1
B: . Fold , Railse See Ralse
. T T T ~T 1
0 v Cy Cp 1
From (c), we have the equation,
(16) -1=v - (a+l)(1-v)

v = afa+2,

vhere a is the size of the bet.
Similarly, the other comditions, after some slight simplification,

yield the conditions

(17) (a42) u - (38+42) w = - 2a

(a+2) u - 2(1+a) c,

L}

- a
w-205¢<-1

(3a+42)c; + acp = 2a + 2av .

From the equations, it follows that, for all values of u, we have

the consistency condition

(18) Co2w2>2cCcpL 2
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satisfied. Solving for c; we have
2 z
(19) 0, = 8aZ + 6a + (12a® + Ba)v ,
2062 + 268 + O
and a-slight celculation shows a, ;» v for all a > 0, Inowing c¢,, we
easily determine ¢z, w, u from the other equations of (1'). To give
LY
some idea of the solutions, let us take a = 1 and Sie
(20) . (2% cz u v v
1 | & b 1|3
a:lLaT. I 51 l.2113| 3\,'83
- Y P
HEIERERE:
=5 ~ = T
'
The va.lues‘for a =5 are e.ppioximate, e.g., E i3 an approximation to
3310 /uk66.
The expectation itself may be calculated and is given Ty
(21) E, = -1 + (a41)(c2-6,)% + 2(a+l)(cz2-c ) (l-c2) + (2a+l)(l-cz)”
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