
UNCLASSIFIED

AIAD 42 14 83

DEFENSE DOCUMENTATION CENTER
FOR

SCIENTIFIC AND TECHNICAL INFORMATION

CAMERON STATION. ALEXANDRIA, VIRGINIA

I UNCLASSIFIED



NOTICE: When government or other drawings, speci-
fications or other data are used for any purpose
other than in connection with a definitely related
government procurement operation, the U. S.
Government thereby incurs no responsibility, nor any
obligation whatsoever; and the fact that the Govern-
ment may have formulated, furnished, or in any way
supplied the said drawings, specifications, or other
data is not to be regarded by implication or other-
wise as in any manner licensing the holder or any
other person or corporation, or conveying any rights
or permission to manufacture, use or sell any
patented invention that may in any way be related
thereto.



abstracts of the

2Thirteenth Anmnal

SYMPOSIUM

i'• USA F A.NTENNA. lRESEARCH

ancd
S•DE V E OPMEN~T PRO GR A.M

Sponsored by

AIR FORCE AVIONICS LABORATORY

WRIGHT PATTERSON AIR FORCE BASE, OHIO.

In cooperation with the

UNIVERSITY of ILLINOIS.

October 14, 15, 16, 17, 18, 1963.

Robert Allerton Park, Monticello, Illinois.

I. UNCLASSIFIED

1I!



UNCLASSIFIED

Abstracts of the

THIRTEENTH ANNUAL SYMPOSIUM

ON

THE USAF ANTENNA RESEARCH AND DEVELOPMENT PROGRAM

SPONSORED BY

AIR FORCE AVIONICS LABORATORY

WRIGHT PATTERSON AIR FORCE BASE, OHIO

ROBERT ALLERTON PARK

(University of Illinois)

Monticello, Illinois

14, 15, 16, 17, 18 October, 1963

UNCLASSIFIED



NOTICES

Wheu Government drawings, specifications, or other data are

used for any purpose other than in connection with a definitely

related government procurement operation, the United States Government

thereby incurs no responsibility nor any obligation whatsoever; and

the fact that the Government may have formulated, furnished, or in any

way supplied the said drawings, specifications, or other data is not

to be regarded by implication or otherwise as in any manner licensing

the holder or any other pOrson or corporation, or conveying any rights

or permission to manufacture,use or sell any patented invention that may

in any way be related thereto.



CONTENTS

BROADBAND ANTENNAS

Broadband Antenna Feeds for Aris E. P. Valkenburg and J. C. Pullara,
Telemetry System DYNATRONICS, INC., ORLANDO, FLORIDA

A Broadband Conical Scan Automatic R. L. Young, C. A. Lovejoy, and
Tracking Antenna System L. E. Williams, RADIATION, INC.,

MELBOURNE, FLORIDA

A Log-Periodic Cavity Slot Antenna V. A. Mikenas and P. E. Mayes,
UNIVERSITY OF ILLINOIS, URBANA,
ILLINOIS

MUTUAL COUPLING

Mutual Coupling Effects in Phased Charles C. Allen) GENERAL EILCTRIC
Array Antennas COMPANY, SCHENECTADY, NEW YORK

Coupling Effects with Slot and R. M. Kalafus, R. B. Harris,
Spiral Antennas Y. K. Kwon, and J.A.M. Lyon,,

UNIVERSITY OF MICHIGAN, ANN ARBOR,
MICHIGAN

Minimum Energy Patterns H. C. Hiscox, WESTINGHOUSE ELECTRIC
CORPORATION, BALTIMORE, MARYLAND

Antenna Polarization Analysis by J. S. Hollis and L. Clayton,
Amplitude Measurement of Multiple SCIENTIFIC-ATLANTA, INC., ATLANTA,
Component s GEORGIA

Log-Periodic Helical Dipole Arrays D. T. Stephenson and P. E. Mayes,
UNIVERSITY OF ILLINOIS, URBANA,
ILLINOIS

ARRAYS

Octave Bandwidth Multiple Beam Martin E. Mehron, ADVANCED DEVELOP-
Array MENT LABORATORIES, NASHUA, NEW HAMPSHIRE

Array Factors with Zone-Plate A. J. Mony and R. M. Hoge, NORTH
Spacings AMERICAN AVIATION, COLUMBUS, OHIO



CONTENTS (Continued)

Planar Array Antenna for Airborne G. A. Podolski, S. Slampyak,
Surveillance Radar R. Middlestead, and A. M. Smith,

PHILCO CORPORATION, BLUE BELL,
PENNSYLVANIA

A 500:1 Scale Model of WARLA - J. W. Greiser and G. S. Brown,
The Wide Aperture Radio Location UNIVERSITY OF ILLINOIS, URBANA,
Array ILLINOIS

A Transistorized Beam Control Array J. R. Copeland, OHIO STATE UNIVERSITY,
COLUMBUS, OHIO

LOADED ANTENNAS

Current Discontinuity Devices B. J. Bittner, KAMAN-NUCLEAR COMPANY,
COLORADO SPRINGS, COLORADO

Ferrite Loaded-Slot and Traveling A. T. Adams, J .A.M. Lyon, and
Wave Antenna J. E. Herman, UNIVERSITY OF MICHIGAN,

ANN ARBOR, MICHIGAN

Analysis and Design of Tunnel Diode Kyoher Fujimoto, OHIO STATE UNIVERSITY,
Loaded Dipole Antennas COLUMBUS, OHIO

High Speed Ferrite Phase Shifters Raymond F. Mixy GENERAL DYNAMICS,
POMONA. CALIFORNIA

Preparation and Submission of E. M. Turner, RESEARCH AND TECHNOLOGY
Procurement Proposals DIVISION, WRIGHT PATTERSON AIR FORCE

BASE, OHIO

ENVIRONMENTAL FACTORS

Hardened Antennas for Atlas and D. L. Holzschuh, COLLINS RADIO

Titan Missile Site Communications COMPANY, DALLAS, TEXAS

A Progress Report on 20000 Antenna John J. Earshen and R. J. Blum,
Elements CORNELL AERONAUTICAL RESEARCH

LABORATORY) BUFFALO, NEW YORK

Dielectric-,! for Antennas E. J. Luoma and D. J. Epstein,
EMERSON & CUMING, INC., CANTON,
MASSACHUSETTS



CONTENTS (Continued)

Corona and Breakdown as a Function P. F. Stang, LOCKHEED AIRCRAFT
of Humidity at Low Air Pressure COMPANY, BURBANK, CALIFORNIA

Ionization Enhanced Voltage C. A. Hinrichs, McDONNELL AIRCRAFT
Breakdown CORPORATION, ST. LOUIS, MISSOURI

"ANTENNA PROTOTYPES

C.Band Beacon Antenna for Project W. 0. Puro and F. Xo Linder,
Apollo LITTON INDUSTRIES, INC.; COLLEGE

PARK, MARYLAND

iqF Crossed-Slot Antenna and W. L. Snow, THE MARTIN COMPANY,
App lications DENVER, COLORADO

A Waveguide Resonant Ring Antenna T. E. Charlton, E. R. Murphy, and
Yielding an Omnidirectional Pattern J. W. Pool, MOTOROLA, INC.,

SCOTTSDALE, ARIZONA

B-70 Antenna System Eo D. Wegner, NORTH AMERICAN AVIATION,
LOS A.1GELES, CALIFORNIA

Summary of Aircraft Radome Shapes G. M. Ranaall and D. F. Zemke,
and Electrical Characteristics with NORTH AMERICAN AIRCRAFT CORPORATION,
Monopulse Antennas ANAHEIM, CALIFORNIA

PAPERS NOT PRESENTED

An S-Band Conical Spiral Antenna for R. J. Eckstein, MOTOROLA, INC.,
Space Vehicle Application WESTERN CENTER: SCOTTSDALE, ARIZONA

Automatic Calibration Systems for Leonard Blaisdell, SYLVANIA ELECTRONICS
Tracking Radars SYSTEMS-EAST, WALTHAM, MASSACHUSETTS

Boresight Errors in the Near Field Peter R. Zuzolo,; Stanley J. Jurczak
of a Monopulse Antenna and Joseph A. Castrigno, REPUBLIC

AVIATION CORPORATION, ENGINEERING
DIVISION, FARMINGDALE, NEW YORK

The Solution for Antenna Array Input Jack W. Pool, MOTOROLA, INC., MILITARY
Impedance by the Method of Symmetrical ELECTRONICS DIVISION, WESTERN CENTER,
Components and an Alternating Current SCOTTSDALE, ARIZONA
Network Calculator

Hydroacoustic Simulation of Antenna M. L. Parker, Jr., W. A. Meyer and
Radiation Characteristics H. J. Hewitt, MELPAR, INC., FALLS CHURCH,

VIRGINIA



BROADBAND ANTENNA FEEDS

FOR

ARIS TELEMETRY SYSTEM

BY

E. P. Valkenburg and T. C. Pullara

Dynatronics, Inc.
Box 2566

Orlando, Florida

Presented at

USAF Antenna Symposium
Monticello Facility

University of Illinois
15-18 October 1963



BROADBAND ANTENNA FEEDS FOR ARIS TELEMETRY SYSTEM

by

E. P. Valkenburg and J. C. Pullara

The antenna feed systems described in this paper were designed and
developed to satisfy the broadband telemetry tracking requirements of two Advance Range
Instrumentation Ships (figure 1). Each ship is instrumented with tracking and data
collection equipment considered by many to be more sophisticated than most existing
tracking facilities on the Atlantic Missile Range. The additional ability of the ARIS
System to be deployed in support of almost any mission has greatly increased the capa-
bilities of the Atlantic Missile Range.

The ARIS Telemetry Antenna System is capable of auto-tracking and collect-
ing data at any frequency in the bands 215 to 1000 mc and 12.5 to 14.5 gc; thus fulfilling
both current and future telemetry requirements. Two independent conically scanned feed
systems are provided to illuminate the 30-foot diameter solid reflector (f/d = 0.29) as
shown in figure 2. The Broadband Feed SF-l (215-1000 mc) is supported at the focal
point of the dish by an octapod spar configuration while the Ku-Band Feed SF-4 (12.5 to
14 .5 gc) is located at the vertex of the parabolic reflector. The vertex feed operates on
the Cassegrain principle and is functional only when the hyperbolic sub-reflector is
mounted between the broadband feed and the main dish. The requirement for circular
polarization on each of the feed systems prohibits simultaneous operation in both fre-
quency bands. The sub-reflector is therefore designed to be easily removed and accu-
rately re-positioned.

Both feeds are conically scanned at 1200 rpm to produce a 20-cycle error
signal required to provide a tracking performance compatible with the high angular accel-
eration capability of the telemetry antenna of 30 degrees per second per second. The
20-cycle scan rate also serves to ensure an adequate safety margin between the inherent
vibrations of the feed and the natural resonant frequencies of other antenna system com-
ponents. Each feed is precision balanced to less than 1-mil double deflection as mea-
sured at the bearing housing to insure a minimum vibration and a maximum feed operating
life.

The conical scan system employed for this program provides two advantages
not available in most conventional systems: "spurious modulation cancellation" and
"scanning symmetry". The simultaneous dual channel operation of the feeds provides for

spurious modulation cancellation by combining the true error signals, which are inherently
180 degrees out of phase, with the spurious modulations which are always in-phase with
respect to each feed element. By using special combining techniaues the desired error

signals are made to reinforce while the unwanted spurious modulations are cancelled.
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C-BAND RADAR L AND X BAND BROADBAND TELEMETRY
(D = 30 FEET) RADAR (D=30 FEET)

(D=40 FOOT)

#6862

Figure 1. Advance Range Instrumentation Ship

S..

Figure 2. Telemetry Antenna on Test Range
(Without Cassegrain Reflector)
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Scanning symmetry, realized by rotating the entire feed structure about
its axis of symmetry, reduces the pointing error normally encountered in conventional
scan systems, employing offset-waveyuide, scanning splash plates and other techniques.
Pointing errors in conical scan systems are partially due to nutation noise, i.e., modu-.
lation of feed impedance, axial ratio, pattern, etc. produced by the scanning device.
Nutation noise of the feed and its rotary joint can therefore be held to a minimum by
careful design of mechanical symmetry in both the feed and its environment.

The symmetry and phasing properties of the broadband feed configuration
permit increased pointing accuracy as a result of the cancellation of spurious amplitude
modulation and other unwanted signals caused by multipath and missile spin. This dual-
channel system attains an accuracy comparable to that of a monopulse system without
the complexities associated with such a system, and these characteristics are attained
over a bandwidth greatly exceeding that of a multi-channel phase coherent receiving
system.

This paper describes the design philosophy employed in the r-f development
of each of the feeds and presents the performance of each feed when installed in the
30-foot reflector.

Broadband Feed SF-l (215-1000 mc)

The feed comprises two oppositely wound conical spiral antennas (figure 3)
which permit simultaneous reception of left and right circularly polarized waves. The
conical spiral antenna belongs to the class of frequency independent antennas and there-
fore provides essentially constant beamwidth, axial ratio, and impedance over the oper-
ating band. The spiral is fed at the tip of the cone with a broadband balun to provide a
balanced transformation from the 50-ohm coaxial line impedance at the base of the cone
to the 150-ohm characteristic impedance of the antenna. This transformation is realized
by a rigid coaxial line whose outer conductor Is linearly tapered. Tchebychev and
logarithmic taper functions were considered; however, the performance improvements
were not sufficient to justify the associated increase in fabrication costs.

The successful operation of the balun depends on the degree of symmetry
realized in Its fabrication. If balun symmetry Is not realized, a substantial increase in
VSWR, axial ratio and pattern asymmetry will be experienced.

A 10 db beamwidth of 162 degrees is required of the feed to provide an
illumination of the 30-foot reflector (f/d = .29) commensurate with the required gain and
sidelobe performance. This requirement was fulfilled by a 30-degree cone with a con-
ductor pitch angle of 73 degrees. The length of the cone is dictated by the requirement
that the base diameter must be one wavelength in circumference at the lowest operating
frequency (215 mc). An additional length (20-30%) is commonly employed to insure a
strong and symmetrical radiating current band and to minimize interference caused by
current reflection at the end of the conductor. The design parameters of each cone
(figure 4) were established on the basis of work performed at the University of Illinois,
(references 1 and 2) and experiemental measurements conducted at Dynatronics, Inc.
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Figure 4. Conical Spiral Parameters
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Figure 5. Geometry Employed for Calculating Cone Offset Angle
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The two cones are positioned diametrically opposite the reflector focal
axis so that each cone axis forms a 22-degree angle with respect to the axis of the
rotation. The angle of 22-degrees was predetermined to provide a constant electrical
spacing between the phase center and the axis of rotation, independent of the frequency
of operation.

The following equations demonstrate that an angle "A" can be found to
provide a constant crossover level independent of frequency (figure 5):

(1) 9 = k 0; where k = beam deviation factor <.1

and,
.41 A sin A

(2) tan0 g = F for < 100

where, .41 A is the position of the phase center along the axis of a
30 degree cone with a 73 degree conductor pitch angle;
therefore, substituting (2) in (1):

(3) =K .41 A sin A
F

For any given aperture illumination; it can be shown that:

(4) BW K KA
2 2D where BW beamwidth and K is a constant in degrees.

For the special condition when,

(5) K (k) (.41) sin A1
"F

Substituting (5) in (3) produces:

KA

And finally from (4):
BW

KF
This means that for some angle A, where A = sin 2(.4i) Dk

BW will change in proportion to a change in 9 to provide a constant crossover level

independent of frequency.
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For the parameters of the ARIS Program, and crossover at 1 db:

D = 30 feet

K = 400 or .7 radians for BW1 db (reference 3)

k - .81 for f/d .29

F = 8.7 feet

A sin-1 MK F-
2 (.41) D (k)

Therefore:
A - 18 degrees.

It should be noted that the solution for "A" does not account for the beam-
broadening which is experienced at the extremes of the band due to defocusing. Nor
does the solution account for the change in F, used in the expression:

tanJ = .41 A sinA
F

which is experienced as the phase center moves along the cone axis as a function of
frequency.

The calculated value of A - 18 degrees was used as the starting point of
an experimental program designed to estiblish the optimum value of "A" for a minimum
change in crossover as a function of frequency. The experimental program resulted in
a value A = 22 degrees.

The dual cone assembly is positioned in the reflector so that the axis of
rotation is coincident with the focal axis. The feed is located along the focal axis so
that the phase center position associated with the arithmetical mean frequency between
215-960 mc lies in the focal plane of the reflector. This positioning provides a minimum
and equal amount of defocusing (. 65 db loss in gain) at the extremes of the operational
frequency band.

The mechanical design considerations required to produce a feed with the
electrical characteristics described above and a strength-to-weight ratio commensurate
with the requirement for 1200 rpm rotation, could be the subject of another paper. It
should be noted that the 1200 rpm rotation produces a velocity of 185 mph and a force of
about 1000 g's at a point on the periphery of the cone assembly at its largest diameter

(5 feet). A precision balanced rotating structure is required to ensure the continuing
operation of the feed under these extreme conditions. The curve of figure 6 shows the
variation of dynamic balance as a function of time for a period-of 24 hours. The variation

in balance from t - 0 to t = 5 hours is due to the variation of coefficient of expansion
of the materials in the feed. Stabilization of balance and temperature is realized after
5 hours of running time.
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Figure 6. Balance vs Time

The two cones are encased in a conical shroud (5 feet in diameter; at the
base),* (figure 7) which serves to minimize the driving horsepower and to reduce the heat
produced by air turbulence within the radome. The rotating cone assembly is coupled to:
a shaft which Is driven at 1200 rpm in the main housing structure. The housing contains
the drive motor, reference generator, rotary joint, heaters, and blowers. The conical
radome serves to protect the precision balanced assembly from the elements and reduces
the wind loading under high speed operation.

The broadband dual channel rotary joint (RT-50) transfers the r-f energy
from each of the rotating cones through a constant impedance to fixed transmission lines
The narrow band frequency limitations of most high speed rotary joints has been overcom
by replacing the consmonly used choke-joint with spring loaded contacting surfaces. The
resultant unit provides the required broadband operation with a VSWR of less than 1. -Sto
insertion loss less than 0.5 db, and WOW less than 1.1 to 1.

The performance of the broadband feed after installation in the 30-foot
diameter reflector was measured by ITT Federal Laboratories at the Kennedy Antenna
Division Range.

Beamwidth - 3DO)

The data presented in fi ure 8 shows measured beamwidths slightly wider
than those calculated using a cosine 1.5 0 illumination function. The difference is
partly due to the effects of blockage caused by the 5-foot diameter feed and eight 5-inch.

t diameter spars.
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Figure 8. Beamwidth (3 db) vs Frequency
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Figure 9. Sidelobe Level vs Frequency
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Sidelobe Level

The data presented in figure 9 shows the average sidelobe level at each
frequency. A sidelobe variation was experienced as a function of the proximity of spars.
with respect to the plane of investigation. The 5-inch metallic spars generated a side-
lobe level variation of about 2.5 db.

Gain

The solid curve of figure 10 shows the results of a thorough analysis to
determine the gain of a 30-foot reflector over the band. The analysis considered all
losses to be encountered in the feed including illumination taper, spillover, blockage,
beam squint, defocusing, crossover, surface tolerance, rotary joint insertion loss, feed
loss, cable loss, and VSWR loss. Most of these parameters are independent of frequency.
The average efficiency of the system at the crossover point is 25 percent. If crossover
is neglected, the gain increases 1 db, resulting in an efficiency of 32 per cent. It
should be noted that the commonly accepted value of reflector efficiency of 55 per cent
does not include losses due to beam squint, defocusing, rotary joint, cables and VSWR.

The deviations between the calculated gain and the measured points cannot
be fully explained at this time. The close correlation between points in the 215-300 mc
range, the sudden drop of 2 db in the range from 350 to 450 mc, and a further drop of
2 db at 960 mc, correspond to changes in reference antennas. Due to delivery commit-
ments, time did not permit recalibration of the reference standard gain antenna and a
re-measurement of the gain.

Axial Ratio

The axial ratios presented in figure 11 were measured at the crossover
point where the power level is between 1 db and 2 db below the peak of the beam. Based
on scale model measurements made at Dynatronics, Inc., axial ratio improvements on
the order of 1 db can be expected at the beam maximum.

Crossover Level

The offset of the cones from the focal axis was designed to provide a cross-
over of 1 + 0.5 db. The calculations assumed a constant axial ratio across the secondary
beam, whereas the measurements have shown a variation of approximately I db from the
beam maximum to the crossover point. This omission in the calculation is partly respon-
sible for the resultant crossover of 2 + 0.5 db as shown in figure 12. Another reason for
the difference between ,calculated and measured results is that vertical and horizontal
polarizations were used for the measurements instead of circular. The data presented
have not been corrected for axial ratio.

VSWR

The VSWR data presented in figure 13 was measured at the feed output ter-
minals with the feed installed in the 30-foot reflector. The measurements include reflec-
tions from the cone assembly, parabolic reflector, rotary joint and associated connectors.
The VSWR of the cone assembly alone is less than 2 to 1 while the rotary joint exhibits
a VSWR of less than 1.5 to 1 over the band from 215 to 1000 mc.

11
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Figure 11. Boresight Axial Ratio vs Frequency
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Front View Rear View

Figure 14. Front and Rear View of Vertex Feed

#~6871

Figure 15. Cassegrain Reflector Mounted on Broadband Feed
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Vertex Feed SF-4 (12.5 to 14.5 gc)

The vertex feed employs the same basic operating principles as the broad-
band feed in that it -provides polarization diversity, two independent but simultaneous
channels, anoi scans at a 1200 rpm. The conical spirals are replaced in the SF-4 feed
with two bt6dularly polarized horns as shown in figure 14. The waveguide horns operate
over the frequency band from 12.5 to 14.5 gc and generate circular polartzation through
a quarter wave dielectric plate in the circular waveguide at a 45-degree angle with
respect to the input rectangular waveguide. This technique of generating circular polar-
ization was first developed at The Naval Research Laboratories and has since become
a commonly used technique for producing circularly polarized waveguide antennas.

The 30-foot parabolic reflector is easily converted to receive telemetry
signals in the 12.5 to 14.5 gc band by installaing a 5-foot diameter hyperbolic reflector
immediately in front of the broadband feed as shown in the photograph of figure 15. The
resulting Cassegrain system provides a means of using the 30-foot parabolic reflector
for telemetry tracking in two greatly separated frequency bands without having to replace
the entire feed system. The general design parameters for a Cassegrain antenna are
shown in figure 16 (reference 4).

Normally, the feed would provide a well focused system for optimum gain
and sidelobe performance. However, a defocused system was desired at 13.5 gc in
order to increase the 0.17 degree beamwidth of the 30-foot reflector. The wider beam
increased the cone of acquisition and keeps the crossover slope within the tracking
capabilities of the servo system.

EQUrVALENT\
REFLECTOR

F Of OFFSET OF

v /
e-sinh/2(9f+Gv) /_sin 1'2 (f - 8)

OFF--------- HY E B L I e$ H N F

P6890

Figure 16. Design Parameters of a Cassegrain System
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Movement of the feed from the focal point along the focal axis produces
the quadratic phase error needed to generate a wider beam. The amount of feed dis-
placernent required can be calculated by comparing the path lengths of all rays incident
upon the reflector. The maximum difference in path !ength will occur between the in-
coming ray ¶thich strikes the edge of the equivalent parabolic reflector and that which
strikes the center of the reflector as shown in figure 17. This difference is used to
determine-beam broadening and gain loss. Calculations were verified by experimental
measurements performed at 2200 mcs on a Newtonian system (f/d Z .4). The results of
these measurements shown in the chart of figure 18 illustrate the increase in beamwidth
and reduction in gain as a function of feed displacement.

The experimental program showed a very close correlation with the theo-
retical analysis presented by Lechtrek (reference 5) in the variation of beamwidth as a
function of phase error. However, a greater loss in gain was experienced experimentally
than was predicted by Lechtrek. It is believed that the complex phenomena .of blockage
and reflector surface tolerance is responsible for the difference between the predicted
and measured gain function.

The design of the defocussed Cassegrain system was based on the experi-
mental measurements. The fact that the measurements and calculations were made for
a Newtonian system does not restrict their application since the Cassegrain system can
be analysed as an equivalent Newtonian system, as proposed by Hannon. The normal-
ization of phase error to radians makes it possible to apply these results to any f/D
system.

S/ -\ BERBOL.OID D/2

N N,

D -1 D
RI 2-S-n e tan 2 (Fe -XS)

R2 = F- S + X; X Fe

6 (PHASE ERROR) = RI - R2  A6891

Figure 17. Ray Geometry in Defocussed Cassegrain System
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The design objective in defocusing the Cassegrain antenna system was to
provide a maximum beamwidth without main beam bifurcation. It can be seen from the
curves presented in Lechtrek's article that 5.26 radians of phase error will cause
bifurcation of the main beam. In order to provide a reasonable safety margin in defocus-
ing the beam prior to bifurcation, the vertex feed was removed from the focal point by
18 inches to give a phase error of 4.18 radians. This amount of phase error resulted in
half power beamwidth broadening from .17 to .47 degrees and a decrease in gain of 6.5 db.

The following table presents a comparison between the feed design spec-
ifications and the measured data. In general, differences in measured and calculated
data can be explained by the same discussions presented for the Broadband Feed, Model
SF-1.

Specs. Measurement

Gain 49 db 47.7 db
Sidelobe -15 db max. -17.6 db
B.W. 0.450 0.470
A.R. 3.0 db max. 1.9 db
Crossover 1.5 + .5 db 1.2 db
VSWR 2.0 max. 1.6

Summary

The design and development of dual-channel, conically scanned tracking
feed systems has provided significant improvements in the utility and performance of
tracking and telemetry systems exceeding those previously attained with conical scan
auto-track antenna systems currently available. The capability of simultaneous recep-
tion of RCP and LCP, frequency diversity capabilities, coherent noise cancellation, and
broadband performance are a few of the areas of considerable improvement.

Although the Broadband Feed SF-i is used in this application to cover the
band from 215 to 1000 mc, the basic feed elements are capable of operating continuously
to 2300 mc. The factors limiting the operation of the Model SF-i Feed to the range 215
to 1000 mc are, 1) the location of the feed with respect to the focal point of the dish
and, 2) the limited frequency range of the rotary Joint. The position of the feed with
respect to the dish focal point dictates the amount of loss in gain due to defocusing.
The feed is positioned for maximum gain in the 215 to 1000 mc band. The rotary Joints
(RI-50T) delivered with the SF-i feed systems are capable of operating in the center
channel from 100 to 2300 mc but are limited in the outer channel from 100 to 1000 mc.

Dynatronics, Inc. has since increased the frequency coverage of the rotary
joint and the new Model RJ-51 is currently being used in improved Broadband Feeds SF-2
to cover the frequency range from 100 to 2300 mc.
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A BROADBAND CONICAL SCAN

AUTOMATIC TRACKING ANTENNA SYSTEM

By: L. R. Young
C. A. Lovejoy
L. E. Williams

Radiation Incorporated
Melbourne, Florida

SUMMARY

At the 12th Annual Symposium on USAF Antenna Research and Development,
a broadband antenna system was described which utilized an array of four parabolic

reflect6rs with log periodic feeds. Although designed primarily for phase monopulse
operation, two such antenna systems were recently adapted for automatic tracking
using conical scan techniques. Variable phase shifters were developed which pro-
duce essentially a constant differential phase shift over a frequency band of 2:1

or more. These non-contacting phase shifters consist of a combination of both low-
and high-pass constant K filters with variable LC elements. For a given variation
in L and C, the relative phase shift of the low-pass filter increases with frequency
whereas the high-pass phase shift decreases with frequency in the pass band. With
proper design a differential phase shift of about d 25 degrees can be obtained over
a 2:1 frequency band with a VSWR of less than 2:1. Calculated and measured

performance data are given for both the phase shifters and the antenna systems

utilizing the phase shifters.
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INTRODUCTION

A broadband antenna array has been described that is capable of operation
over a bandwidth of a decade or more.* The array consists of a cluster of four para-
bolic reflectors arranged in a diamond and each reflector is fed with a frequency
independent feed. When the array is utilized as a monopulse automatic tracking
system, it is necessary to provide hybrid comparators and three channel monopulse
receivers to cover the entire frequency band and the system becomes complex and
expensive. To simplify the system and reduce cost a conical scan technique was
developed which utilizes a variable phase shifter in series with each element of the
array for error signal generation and a single channel tracking receiver.

Most phase shifters are essentially "line-stretchers" and the phase shift, for
a given change in electrical length, varies directly with frequency. To achieve
broadband conical scan and maintain a constant crossover depth with the array a
constant differential phase shift with frequency is required. For this reason the
"line-stretcher" type of phase shifters are limited to frequency bands appreciably
less than 2:1. The combination of high-pass and low-pass constant K filter phase
shifters described herein have a theoretical differential phase shift that is constant
within approximately * 100/6 over a 3:1 frequency band.

Scanning by means of diode switching or by means of varactor filters tends
to be noisy and to introduce more insertion loss than a simple passive noncontacting
variable filter.

THE METHOD OF SCAN

The method of producing conical scan by means of variable phase shifters is
illustrated in Figure 1. There are four variable phase shifters, one in series with
each antenna element, that are driven in the proper electrical phase to squint the
secondary pattern of the antenna sequentially around the boresight and produce
conical scan. As frequency increases, the beam width of the antenna decreases
and the amount of squint required for a particular value of crossover reduces in
proportion. The differential phase shift required to maintain a constant crossover
level with fixed element spacing is independent of frequency as illustrated in the
derivation in Figure 2. In this derivation it is assumed that the phase across the
aperture of the antenna is constant over the surface of each reflector. It is also
assumed that the two center reflectors have the same relative reference phase while

---------------------------
* Williams, L.E., "A New Broadband Tracking Antenna," 12th Annual Symposium

on USAF Antenna Research and Development; October 1962.
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the reflector on one side is advanced in phase and the reflector on the other side
is retarded. The effective phase across the entire aperture essentially steps between
the three levels and is approximated by means of a straight line as shown in the
figure. If the maximum differential phase shift between the opposite reflectors is
something less than 65 degrees, the maximum phase error across the aperture, with
respect to the assumed linear phase, is less than 1/20 of a wave length. Phase
errors of this order of magnitude do not seriously affect the gain of the antenna.
The equation, beam width = 64)/D, was determined from experimental measure-
ments on similar antennas.

The variable phase shifters are physically small and can be operated at rela-
tively high scan rates compared to the more general nutating feed systems. The feed
systems are orthogonally polarized; horizontal and vertical or right and left circular
polarizations are available. This feature permits the operator to track with one
polarization utilizing conical scan and receive with the orthogonal polarization
without conical scan thus realizing the full gain of the antenna. An alternate method
of operation is to conically scan both polarizations and select the one with a larger
signal level for the tracking signal and also the data channel. Various combining
techniques are also possible. For instance, the two polarizations can be scanned
180 degrees out of phase and the error signals combined so as to cancel the effects
of amplitude modulation, produced by the source or propagation path, that might
fall in the scan frequency band.

Figure 3 is a crossover pattern produced by inserting a relative phase shift
of "22.5 degrees into the two outside elements.

THE SCANNER

A schematic diagram of a single phase shifter is shown in Figure 4. This
particular phase shifter consists of two low-pass "'7T"" sections, and two high-pass
"T" sections. Each L and C element of the phase shifter is variable, and all vary
together so that they are maximum at the same time and minimum at the same time.
The lumped inductances are varied by inserting conductors between the turns of a
coil, thus, reducing the self and mutual inductance of the turns.

If the ratio of L/C remains constant, the impedance will remain virtually
constant far into the pass band. The cutoff frequency varies inversely as the square
root of L times C for both filter sections. The cutoff frequency of the high-pass
filter is therefore minimum at the same time the cutoff frequency of low-pass filter
is a minimum. The phase shift characteristic of a single T section high-pass filter
is negative and varies from -7tat cutoff toward zero with increasing frequency.
The phase shift characteristic of a single 7TT section low-pass filter is 7T at cutoff
and approaches zero with decreasing frequency. Figure 5 is a phase shift plot of a

-5-
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two section low-pass and two section high-pass phase shifter. The upper curves
marked BL1 and BL2 show the extremes of phase shift across a 3:1 band for a two
section low-pass filter when the cutoff varies from 1470 mc to 2700 mc. The lower
curves marked BH1 and BH2 are for the high-pass filter with a variation in cutoff
from 81.7 mc to 44.4 mc. The two curves marked B1 and B2 are the overall phase
shift of the combination showing BI = BL1 + BH1 and B2 = BL2 + BH2. The
difference between BI and B2 is the differential phase shift across the combination
as the two cutoff frequencies are varied. Figure 6 is a plot of the differential phase
shift across a greater than 3:1 band. The cutoff frequencies were set so that the
band center or minimum differential phase shift was 50 degrees. The total tolerance
allowed was 50 to 65 degrees, and it is seen from the curve that this tolerance allows
a 3.9:1 band. The experimental points are taken from a phase shifter similar to the
one described and it can be seen that the band from 265 to 500 mc is not centered,
nor is the minimum at 50 degrees, but the phase shift is easily within the tolerance
limits for this relatively narrow band.

A complete scanner consists of four such phase shifters connected through a
four-way power divider and adjusted in relative phase so that opposing phase shifters
were 180 degrees out of phase and adjacent phase shifters are 90 degrees out of
phase.

Figure 7 is a plot of the relative phase shift of a single phase shifter versus

shaft rotation. Two views of the 135 to 265 mc phase shifter, with the cover removed,
are shown in Figure 8. The complete VHF scanner assembly is shown in Figure 9.

DESCRIPTION OF COMPLETE SYSTEM

Recently two systems, as described above, were delivered to PMR for use at
South Point, Hawaii. Both of these systems utilize four reflectors which are 10 feet
in diameter. The first system covered a single frequency band from 135 mc to 265 mc
and employed orthogonal log periodic dipole feeds. The operator can select ortho-
gonal linear polarization or orthogonal circular polarization for the outputs. A
block diagram of the RF (VHF) subsystem is shown in Figure 10.

The second PMR system covered four frequency bands as follows:

Band I ....... .. 265 to 530 mc
Band 2 ....... .530 to 1000 mc
Band 3 ....... .1400 to 1550 mc
Band 4 . . . . . . . 2200 to 2300 mc

* This system employs orthogonal triangular tooth log periodic feed elements. The
block diagram of the RF (UHF) subsystem is shown in Figure 11. Figure 12 is a photo
of the UHF antenna.
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Figure 8. Scanner with cover removed (two views)
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It was necessary to separate the individual frequency bonds by means of a
frequency multiplexer so that each polarization transducer and scanner could function
independently over a frequency band less than 2:1. The polarization transducers are
so connected that the horizontal and vertical polarization can be combined with an
approximate 90 degrees phase shift to produce right circular and left circular polari-
zation at the hybrid output parts or the horizontal and vertical can be connected
directly to the output. Hybrids are also used to combine the outputs from the indivi-
dual scanners.

At the time of this writing the systems were still undergoing tests and complete
performance data were not available.

CONCLUSIONS

The variable high-pass low-pass filter phase shifter can be used to conically
scan a four-element array over a frequency band approaching 4:1 with essentially
constant crossover level. Since this scan method utilizes a single channel AM receiver
for tracking it is less complex and expensive than the monopulse counterpart. The
scanner is physically small and scan rates of 100 cps or more are easily achieved.
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LOG-PERIODIC CAVITY-BACKED SLOT ANTENNA

V. A. Mikenas and P. E. Mayes*

1. INTRODUCTION

The past several years have seen the development and wide use of the
1

log-periodic dipole array . Extensive investigations have been undertaken
and, as a result, many design data now exist for this antenna2 . The basic

requirements for successful performance have been established and thus it

is hoped that the key to the successful operation of various other log-

periodic structures may be found in the log-periodic dipole array. In

particular, the LP dipole array is used in this paper as the starting point

for development of a broadband cavity-slot antenna.

2. EQUIVALENT CIRCUITS

Consider the equivalent circuit representation of the log-periodic

dipole array shown in Figure 1. The shunt elements on the line represent

the dipole self-impedances. To complete the representation the mutual coupling

between dipoles must be added. However, the first consideration is to achieve

a broadband antenna which can be mounted below, and radiate through, a ground

plane. We seek to do this by changing the radiating elements from dipoles to

slots. Since it is desired that the radiation shall occur only in the half

space above the ground plane, the individual slots are backed with closed

waveguide sections to form cavity-slot radiators. The dominant mode can

be excited at the base of the rectangular cavities by using a loop or probe.

The loop-coupled cavity-slot has input impedance variation similar to the

admittance of a dipole. Hence the cavity-slot is the dual of the dipole.

The dual of the equivalent circuit of the dipole array (neglecting mutuals)

is shown in Figure 2. This equivalent circuit suggests that a series-fed

set of cavity-backed slot radiators which are scaled consecutively in a

log-periodic manner should operate in a way similar to the log-periodic

dipole array. A program of testing of antennas which were designed using

*Antenna Laboratory, University of Illinois, Urbana, Illinois.
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4

these considerations has produced promising results, although the data

obtained so far are in no measure as complete as has been gathered for the

LP dipole.

3. CONSTRUCTION

Since the number of parameters present in the cavity-slot radiator

exceeds that of the dipole array, the design of the former is more complicated.

However, as far as applicable, the known facts about LP dipole arrays have been

used as clues in the proper selection of parameters for the cavity-backed slot

antenna. Each cavity was scaled with respect to its larger neighbor by the

factor T to produce a log-periodic design. A value of T = 0.85 was chosen

for the first models. This value corresponds to values commonly found in log-

periodic dipole arrays. Performance data will be discussed for a model with

a total of 9 cavities which is illustrated in Figure 3. The taper angle a
0

for this antenna was 16.5 . The feed loops were transposed in adjacent cavities

to correspond to the transposed feeder of the LP dipole array. The complete antenna

and feed system was then placed in a ground screen for impedance and near field

measurements. A view of the antenna from under the ground screen is shown in

Figure 4.

4. MEASUREMENTS

The first set of measurements was performed with loops constructed using

printed circuit techniques. The loops were all scaled by the value T and inserted

into the individual cavities as shown in Figure 5. A few minor changes in the

feed point and transmission line were made to achieve better performance. A

typical impedance plot is shown in Figure 6. Although the points are scattered,

there is a tendency to group on the high impedance side of the Smith Chart.

A number of far field patterns were also taken and a typical set of

these is shown in Figure 7. Most of.the patterns display the backfire beam

which is characteristic of the log-periodic dipole. However, there were a

few frequencies where bidirectional patterns were observed. Near field measurements

were made which provided useful information with regard to the active, region

of the antenna and the causes of pattern variation. Several typical results
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Figure 3. Front view of antenna.
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Figure 6. Impedance locus versus frequency in
Mc referred to 50 ohms.
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Figure 7. H-plane patterns of the cavity-backed
slot antenna.
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are shown in Figure 8. Note that there is considerable energy at the large end

of the antenna at the frequency where the bidirectional beam occurs; whereas,

the active region is well defined and near fields are negligible at the large

end at the frequency of the unidirectional backfire beam.

Although the cavity-backed slot antenna was operating in a fairly

satisfactory fashion, it seemed necessary to increase the coupling of energy

from the loop through the cavity to free space in order to improve the perfor-

mance. To investigate the coupling between the feed line and free space, a

single cavity was constructed with several adjustable parameters to enable the

determination of maximum coupling. It was found that maximum coupling was

attained when the loop was removed some distance from the bottom of the cavity

(approximately one eighth of a wavelength). The feed system of the log-periodic

slot antenna was then adjusted in an attempt to increase the coupling of energy

to free space. Although the information determined from the single cavity would

not be exactly true in the log-periodic array of cavities (due to mutual

coupling between adjacent cavities), it would nevertheless give a good indication

as to how the coupling of energy to free space might be increased.

Due to the required flexibility, 300 ohm twin lead was used in place of

the printed circuit loops in the rearranged feed system. Some accuracy was

sacrificed but, from the experimental results, it appeared to be negligible.

Indeed, there was a marked improvement in the impedance plot as can be seen

in Figure 9. The antenna displayed satisfactory performance over a bandwidth

of approximately 2:1 in both impedance characteristics and far field patterns.

Some typical far field patterns are shown in Figure 10.

It was noted that the active region was, in all cases, in front of the

cavity whose cutoff frequency corresponded to the operating frequency, by

approximately 20%. Although it is not possible to operate the cavities at

their cutoff frequency, it is desirable, however, to operate at a frequency

where reflections from the slot aperture are low. This will insure as good

an impedance match as is possible so as to maximize the coupling of energy

to free space. The task of operating with the cavities in this condition

may be accomplished in one of several ways. One solution is the proper phasing

of loops between adjacent cavities to shift the active region toward the larger

cavities, Another approach would be to slightly reduce the cavity slot length.
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Figure 10a. H-plane patterns of the cavity-backed
slot antenna.
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5. CONCLUSIONS AND FUTURE PLANS

It was found that the design of a log-periodic cavity-backed slot antenna

could be successfully based upon considerations of the dual of the equivalent

circuit of the log-periodic dipole array. However, since the duality process

gives little or no insight into cavity or cavity-loop-coupling behavior, these

latter factors added to the complexity of the design of the total structure.

It was, nevertheless, found that properties of a single cavity and loop

coupling system could be successfully applied to the cavity array yielding

improved performance.

A uniform periodic structure is now being constructed and it is hoped

that further information about operation of the log-periodic structure will

be obtained from measurements and calculations using the uniform model. Several

variations of the present feed are also to be made in an effort to better determine

design criteria for the log-periodic cavity-backed slot antenna.
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I. Introduction

Mutual coupling effects are of utmost importance in determining

the performance of steerable phased array antennas in radar and communica-

tions systems. The radiation pattern of an array and the input impedance

can both be affected adversely by mutual coupling between the radiating

elements. In general, the effects on the pattern and impedance change with

scan angle because of the change in relative phase of the element excita-

tions required to steer the beam. Means of reducing and compensating for

these effects are essential for the proper design of efficient arrays to

meet the advanced requirements of systems currently being planned.

The nature of these effects has been investigated by several

persons and the results presented in the literature. The variation in

theoretical element driving-point impedance with element location in the

array and array scan angle was shown by CarterI for both an infinite wire

array and a half-wave dipole array with elements spaced one-half wavelength

on centers and one-quarter wavelength above a ground plane. Further

analytical results for gain variation as well as driving-point impedance

were presented by Allen, with some experimental confirmation, for a planar

dipole array with several different element spacings and distances to the

ground plane. Experimental measurements of the mutual impedances and the



contribution of each element to the array pattern (based on mutual imped-

ance to a pick-up antenna as a function of angle) were shown by-Kurtz,
3

et al, for 10 element linear arrays and 5 x 10 element planar arrays of

dipoles spaced one-half wavelength on centers and one-quarter wavelength

above a ground plane, with special emphasis on edge effects. Means of

compensation for mutual coupling effects in dipole arrays were investigated

theoretically by Edelberg and Oliner4 using the unit cell approach developed

5by them for analyzing waveguide slot arrays.

This paper presents the initial results of a program for investi-

gating mutual coupling effects, devising means for their reduction, and

developing general array design relationships. A 7 x 7 array of

dielectrically-loaded circular-waveguide horn radiators with an adjustable

ground plane was constructed for operation at S band, and measurements were

made of the coupling between radiating elements, the element VSWR, and the

element pattern in its array environment as functions of the ground plane

position and frequency. The approach used in making these measurements was

to excite the central element of the array with all other elements terminated

in matched loads. From the data obtained with this approach, the performance

of a much larger array of like elements can be determined on a digital

computer by a superposition formulation similar to that discussed in Allen's

analysis. 2

A general discussion of the approach used, the related array

concepts, and the aim of the overall program is given in Section II. The

results of measurements on the waveguide horn array are presented with dis-

cussion in Section III.

2



II. General Discussion

The approach used in this investigation lends itself directly to

the calculation of the driving point and pattern characteristics for any

large phased array having an element design and arrangement like that of a

small array on which measurements have been made, given a specified dis-

tribution of generator excitations. The driving point characteristics are

obtained by systematically indexing the matrix for a limited patch of

elements, obtained from measurements made on the small array, over the

larger array with appropriate weighting equal to the excitation distribu-

tion. Edge effects are taken into account by using the different matrices

obtained from measurements made at the edges and corners of the small array.

The array pattern characteristics are similarly obtained by summing the

appropriate element patterns over the array with the corresponding weighting

and the proper space phase term.

In general, an array of radiating elements constitutes a linear

passive network in which the mutual couplings between the terminals of all

elements in the array can be represented by a set of fixed constants

expressed as either an impedance, an admittance, or a scattering matrix.

In addition to these couplings between the element terminals, each radiating

element has distributed coupling to the space surrounding the array. This

distributed coupling is also fixed for a given array geometry and corre-

sponds to the radiation pattern of a single excited element in its array

environment, thus it includes the effect of any parasitic radiation from

neighboring elements. Instead of measuring the mutual impedances between

elements, which relate the open circuited voltages of all other elements

to the current in an excited element of the array, the coupling coefficients

3



between elements terminated in generator impedances matched to the connect-

ing transmission lines are measured directly for one element excited at a

time (i.e., all other generator voltages equal to zero). The coupling

coefficients thus measured are the coupled wave terms of a scattering

matrix taken at the terminals of the array elements, and the reflected wave

term is obtained by direct measurement of the excited element reflection

coefficient. The corresponding patterns of the excited element in its array

environment are also measured under these conditions of terminated neighbor-

ing elements.

Instead of forming a complete scattering matrix for the small

array by measuring all the coupling coefficients, only a partial matrix is

formed for the couplings to all elements around the excited element. This

partial matrix when indexed over the large array (with different terms

substituted near the edges as mentioned above) and weighted by the excitation

voltage distribution accounts for all possible couplings between terminals

of the large array. The resulting coupled and reflected waves at the

element terminals when all elements of the large array are excited, are then

the linear superposition of all the individual element contributions. These

results can be left in the form of active reflection coefficient versus

scan angle for each element in the array, or converted to the corresponding

active element impedances.

In calculating the patterns for the large array, care must be

taken to properly weight the measured element patterns. Since these are

measured with all generator impedances in place, the contribution of any

element pattern to the overall array pattern is proportional to its own

generator voltage rather than its net voltage or current, in accordance
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with linear superposition. In addition to weighting each element pattern

by the amplitude and phase of its generator voltage, it must also be

multiplied by the relative space phase term corresponding to the pattern

angle and the element position in the array. These conditions are equiva-

2
lent to the array pattern formulation given by Allen, except that individual

generator voltages are used instead of currents for individually excited

elements.

For initial measurements aimed at investigating and minimizing

mutual coupling effects, it is only necessary to obtain the magnitudes of

the coupling coefficients and element patterns, the phases only being

required for the final element configuration that is used for large array

analysis. In arriving at criteria to serve as guides for such initial

L measurements, it is helpful to consider the related array concepts. The

currents induced over an array when a single element is excited can be con-

sidered as equivalent to various modes being excited over the array. Some

of these modes can propagate back into the transmission lines connected to

the neighboring elements, while others cannot and are therefore parasitically

radiated. The modes that propagate into the neighboring transmission lines

affect the input impedances of the neighboring elements, while the modes that

parasitically radiate contribute to the resultant pattern of the excited

element in its array environment. While the space surrounding the array has

no single pair of terminals, the distributed coupling of an excited element

to that space may be sampled in a given direction, as discussed by Kurtz,

et al, 3 and is a function of the direction. The pattern of each element in

its array environment thus determines the contribution made by that element

to the overall array pattern as a function of the pattern angle, when all

elements are excited.
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The overall array pattern is impaired by differences between the

individual element patterns which result from different array environments

at different locations in the array (i.e., edge effects). While the input

* impedance to each element is affected by mutual coupling, this in itself

does not affect the overall array pattern for element patterns taken under

* the conditions discussed above, since the individual generator voltages are

not necessarily affected. The exact manner in which mutual coupling affects

the overall impedance and pattern of a phased array depends on the nature of

the network used to connect the radiating elements to form the array pattern.

This may be a passive waveguide network in which case the various element

impedances can combine directly, or an active network having amplifiers and/or

frequency converters in each element feed line. In either case, the network

should present a matched impedance to the individual element feed lines in

order to minimize second order effects of mutual coupling. Such second

order reflections, if present, can be treated as additional input waves to

the array scattering matrix determined for matched generators.

It would be desirable to have no energy coupled back into the

transmission lines connected to neighboring elements of a phased array since

such coupling not only affects the element input impedances but represents a

loss of power that could otherwise be radiated and thus lowers the array

efficiency. It can also adversely affect the operation of transmitting

tubes connected to the elements and thus result in variation of the element

excitations with scan angle. To achieve such a condition, the coupling

coefficients from any excited element to all others would have to be zero.

Forward coupling to neighboring elements would still occur in this case and

contribute to the pattern of an individually excited element, but the element
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pattern in its array environment would then be a cosine power pattern, as

discussed by Parad,6 independent of the particular element design that pro-

duced the zero coupling condition. As a result, the array would remain

matched with scan angle (if initially matched) and the gain would vary only

as the cosine of the scan angle.

The overall aim of this program is to devise means of reducing the

mutual coupling of energy into neighboring elements to a minimum while main-

taining a satisfactory pattern for an individual element in its array environ-

ment. If this can be achieved satisfactorily, a frame of dummy elements can

then be placed around the edge of an array to overcome the adverse effects

of the edge elements on the array pattern. Since coupling into the dummy

elements would be small in that case, their terminations would not be critical

and would represent little loss of power. The principal function of the

dummy elements would be to provide parasitic radiation for the edge elements

similar to that provided by the array environment of the central elements and

thus make the patterns of all excited elements more nearly alike.

4Edelberg and Oliner have shown analytically that significant

improvement in the E-plane scan characteristic of a dipole array can be

obtained by adding baffles. Their analysis is based on an infinite array

(or the central poition of a large array) with equal amplitude of excitation

for all elements, however, and does not take edge effects into account. 5

Under those conditions and for a linearly progressive phase difference between

elements, they treated the array as a periodic structure and derived a unit

cell network. The relation between the approach of Edelberg and Oliner and

the one discussed in this paper is that, in their approach all elements are

excited and only a resultant dominant mode exists over the array based on the

7



conditions imposed, whereas in the approach discussed here a single element

is excited in its array environment and all the possible modes are present.

Once the mutual coupling into neighboring elements has been minimized using

the latter approach, it may then be desirable to reduce any remaining varia-

tion in active element impedance with scan angle by compensating for the

residual coupling in a manner similar to that of Edelberg and Oliner. In

any case, it is desirable that the coupling be reduced sufficiently to permit

a border of dummy elements to be placed around the array and thus minimize

the edge effects on the individual element pattern.

III. Measurements on Waveguide Horn Array

A photograph of the dielectrically-loaded circular-waveguide horn

array with flush dielectric radiating elements is shown in Figure 1. This

array has forty-nine 1.670-inch diameter circular apertures spaced two inches

on centers in both planes. The dielectric filling is of Rexolite #1422. The

flush dielectric elements are matched by an annular groove 1.565-inch wide by

0.132-inch radial depth starting 0.257 inch back from the horn mouth. A

transverse butt joint in the dielectric filling is located 1.850 inches back

from the horn mouth to permit each of these elements to be removed and

replaced by an extended shaped element having a 1.850-inch long cylindrical

section which is inserted into the waveguide. The results presented here

are only for the flush dielectric elements.

A movable ground plane was constructed so as to be adjustable from

a position flush with the horn mouths to a position two inches back from the

horn mouths. The problem of maintaining adequate contact at the junction of

the round waveguide tubing and the ground plane was solved by cutting beveled

edges on the back side of the 3/16-inch thick aluminum ground plane around
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the holes where the tubes pass through. Tightly wound bronze coil springs

0.080 inch in diameter were then clamped into the bevels by a 1/4-inch

aluminum panel which was bolted to the back of the ground plane.

The method of measurement and the element identification system are

illustrated in Figure 2. The accuracy of the bolometer detector, amplifier,

and voltmeter used was within + 0.5 db when checked with a precision attenua-

tor over a 40 db range. The coupling measurements were made by exciting the

center element (0,0) with all other elements terminated in matched loads and

measuring the relative signal level from elements (m,O) along the x axis,

elements (0,n) along the y axis, and elements (m-n) along the diagonal. The

polarization of the elements was such that the E plane was parallel to the y

axis, thus E-plane coupling was measured along the y axis and H-plane coupling

along the x axis.

Results obtained in a preliminary investigation on a linear array

of six circular-waveguide horns with flush dielectric elements showed that

considerable reduction in H-plane coupling could be obtained by moving the

ground plane back from the horn mouths. The H-plane couplings for the linear

array of six horns are shown in Figure 3a as functions of the distance d from

the horn mouths back to the ground plane for a frequency of 3150 Mc. It is

seen that the H-plane coupling to the first and second neighboring elements

is reduced 14 db and 19 db, respectively, for d = 1.3 inches. The E-plane

couplings, obtained by rotating the polarization 900, are shown in Figure 3b.

It is seen that for d = 0 the E-plane couplings are comparable to the H-plane

couplings, but as d is increased the E-plane couplings increase as much as

10 db at d = 0.8 inch and then return at d = 1.3 inches to about the same

values as for d = 0.
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The H-plane, E-plane, and diagonal couplings for the 7 x 7 wave-

guide horn array are shown in Figures 4a, b, and c, respectively, as func-

tions of the ground plane distance d for a frequency of 3150 Mc. While the

couplings measured in the 49-horn planar array are similar in their gross

behavior to those measured in the six-horn linear array, the changes in

coupling are of lesser magnitude in general and there are more variations

with d. Some of these variations tend to form cusps having very low values

of coupling. In order to aid in selecting an optimum ground plane position,

the values of coupling to the three closest horns were replotted on a single

sheet as shown in Figure 4d.

In making these coupling measurements, a matched condition to the

excited input horn (0,0) was maintained at all times with a tuner and a

matched detector was connected to the coupled horn (m,n) being measured; how-

ever, the coupled horn was not tuned to present a matched source to the

detector. This was judged the most practical method since the tuner on the

excited center element needed to be adjusted only once for each position of

the ground plane. On the other hand, if it were attempted to match the

coupled elements, not only would an adjustment have to be made for every

position of the ground plane but also for every element. Since the coupled

element mismatch was less than a 2 to 1 VSWR, the amount of error produced

in the coupling measurement should be less than 0.3 db.

The VSWR's of the elements in the 7 x 7 waveguide horn array are

shown in Figures 5a, b, and c as functions of the ground plane distance d

for a frequency of 3150 Mc. These are the VSWR's of only the horn mouths,

since all the reflections up to each horn mouth were matched out by a tuner

at each input with a matched load inserted in each horn. The input VSWR's
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are seen to change greatly with the ground plane distance d, although the

curves are smoother in general than those for the coupling.

The coupling and VSWR data were used together with the element

patterns to select a ground plane position of d = 1.125 inches for further

measurements. The H-plane coupling, Figure 4a, indicated a distance between

1.12 and 1.25 inches while the E-plane coupling, Figure 4b, indicated a

distance between 1.00 and 1.12 inches. The diagonal coupling, Figure 4c,

indicated a distance between 1.25 and 1.50 inches, but this was given less

weight since the values of diagonal coupling are lower. The composite plot

in Figure 4d indicates a best overall distance of 1.25 inches, but by itself

this does not take account of the 2nd and 3rd element couplings in the E plane

for which 1.12 inches is a better distance. The VSWR's are all lower for a

distance of 1.25 to 1.50 inches, but are under 1.6 for d = 1.12 inches. As

will be seen later, the principal E-plane patterns are good over the range

from d - 1.00 to 1.50 inches, while the principal H-plane patterns are best

from d = 1.00 to 1.25 inches. Taking all of these factors into account, the

value of d - 1.125 inches was selected.

The H-plane, E-plane, and diagonal couplings for d = :i.L125 inches

were then measured over the 20 percent band from 2850 Mc to 3450 Mc and are

shown in Figures 6a, b, and c, respectively. The corresponding VSWR's are

shown in Figures 7a, b, and c. It is apparent from these data that the

circular-waveguide horn array with flush dielectric elements and d - 1.125

inches works best over the 10 percent band from about 3150 Mc to 3450 Mc.

Most of the VSWR's are below 1.5 over the latter band, and the couplings all

decrease below their values at 3150 Mc except for the couplings to the 2nd

and 3rd elements in the E plane which remain reasonably low. While the
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E-plane couplings decrease over the band from 3150 Mc to 2850 Mc and the

H-plane and diagonal couplings increase only moderately, the VSWR's exceed

1.5 at 3000 Mc and reach 3 to 1 at 2850 Mc.

In using a phased array for wide angle scanning, however, it is

important to consider the variation in electrical spacing of the elements

over the frequency band in addition to the coupling and VSWR. A second

major lobe will begin to form at 0 = -90 when the element spacing in wave-

lengths becomes equal to 1/(l + sin m) where 9m is the maximum scan angle.

The two-inch element spacing in the 7 x 7 waveguide horn array is equal to

0.483, 0.508, 0.534, 0.559, and 0.585 wavelength at 2850, 3000, 3150, 3300,

and 3450 Mc, respectively. The corresponding maximum scan angles, 9 , arem

0 0 0 0 0
90 , 75.2 , 60.8 , 52.1 , and 45.2 . The magnitude of the second major lobe

which is formed when these values of scan angle are reached and exceeded

depends, of course, on the amount of suppression provided by the individual

element pattern near 9 = + 900. The present array design with flush

dielectric elements should be satisfactory over the band from 3150 Mc to

00
3450 Mc for a + 45 scan sector. For a scan sector of + 50 , however, it

would be preferable to use the array over the 10 percent band from 3000 Mc

to 3300 Mc and rematch the elements for a better VSWR over that band.

The principal H-plane patterns of the center element in the 7 x 7

waveguide horn array are shown in Figures 8a, b, c, and d for several ground

plane positions at 3150 Mc. Similar patterns for the principal E plane are

shown in Figures 9a, b, c, and d. These results show that the element

patterns are most sensitive to variation of the ground plane distance d in

the range from 3/8 inch to one inch. For d from zero to 1/4 inch, there is

only minor change in the H-plane pattern and no appreciable change in the
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E-plane pattern. From 1.125 inches to 2 inches, the patterns show negligible

change in the E plane while there is some fall-off of the H-plane pattern

shoulders between 1.25 and 1.50 inches.

The radical pattern changes in the critical region are attributed

to the fact that the distance from the edges of the horns back to the ground

plane passes through the anti-resonant quarter-wavelength condition. A

quarter wavelength at 3150 Mc is about 0.94 inch, and the end loading by the

large waveguide horn diameter would foreshorten the anti-resonant length

somewhat. If only a simple TWI mode existed between the horns, the ground

plane would be one-half wavelength back from the horn mouths at d = 1.88

inches and thus behave the same as the flush ground plane. This is seen to

be more nearly the case for the coupling and VSWR than for the patterns.

Outside the critical region from d = 3/8 inch to one inch, the

measured horn patterns show suitable characteristics for use in a wide angle

scanned array. The -3 db beamwidth is about 110 degrees in the H plane and

about 100 degrees in the E plane with fairly rapid fall off outside these

ranges.

off-axis H-plane patterns were measured at 3150 Mc with a ground

plane distance of 1.125 inches for E-plane angles of 200, 400 and 600. These

patterns are shown in Figure 10 and indicate that good volume coverage is

obtained.

Principal-plane patterns were also measured in 150 Mc steps from

2850 Mc to 3450 Mc with a ground plane distance of 1.125 inches. These are

shown in Figure lla for the H plane and in Figure llb for the E plane. They

remain most constant over the 3000 Mc to 3300 Mc band in the H plane and
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over the 3150 Mc to 3450 Mc band in the E plane. The H-plane pattern at

3450 Mc is somewhat narrow, while the E-plane patterns at 2850 Mc and 3000 Mc

are relatively poor. (Note: The apparent gain advantage at 3000 Mc in the

E plane is misleading, since the recorded patterns are not relative to a

reference level that remained fixed with frequency.) It is quite possible

that the patterns at 2850 Mc in the H plane and at 2850 Mc and 3000 Mc in the

E plane would be improved by using a ground plane distance greater than 1.125

inches, since this distance may be too close to the critical region at the

longer wavelengths.

IV. Conclusions

Mutual coupling effects on the pattern and impedance characteristics

of a large steerable phased array antenna can be readily investigated by a

combination of suitable measurements made on a smaller array of like elements

and a computer formulation based on superposition. Rather than determining

the mutual impedances between elements, terms of an array scattering matrix

are obtained by direct measurement in this approach. Edge effects are also

taken into account. Effects on the overall array pattern are readily predictec

in advance from the measured patterns of elements of the small array when

individually excited in their array environment with all other elements ter-

minated, since an element pattern for these conditions contributes in direct

proportion to its excitation voltage and includes all mutual coupling effects

on that element.

From the results presented here, it is apparent that the coupling,

VSWR, and patterns of the radiating elements in a phased array are greatly

affected by the position of the ground plane relative to the element aper-

t tures. An improper position of the ground plane behind the radiating
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elements can have disastrous effects on the VSWR and patterns. Some improve-

ment in these mutual coupling effects can be obtained by proper location of

the ground plane, but it appears that major improvement will depend more on

the element design and on the placement of devices around the elements to

reduce the coupling.
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COUPLING EFFECTS WITH SLOT AND SPIRAL ANTENNAS

R. M. Kalafus, R. B. Harris, Y K. Kwon
and J. A. M. Lyon

Cooley Electronics Laboratory
The University of Michigan

Ann Arbor, Michigan

INTRODUCTION

The purpose of the work to be described has been to devise the

means of predicting the coupling between two arbitrary antennas in close

proximity (i. e., spacings of a few wavelengths or less). Emphasis is on

rapid and reliable evaluations of coupling for use in radio frequency inter-

,fe ce ptob ieUnis. while Lhe final p'ese•tation of data from this research

may be somewhat different, it has been expedient up to now to express

coupling between two antennas on a power basis, rather than by mutual

imoedance. The power coupling described here assumes a matched load

in the receiving antenna.

The first type of antenna chosen for these studies was the rectangular

slot fed by waveguide. This antenna can be made to correspond to an idealized

simple slot in a conducting plane. It is one of the most accurately reproducible

of all antenna types and is one of the commonly used flush mounted types.

In addition to these practical considerations, the slot antenna is relatively

easily studied by analytical procedures. It has a single main lobe with no

side lobes and a gain of 5. 15 db in a ground plate.
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A second type of antenna, the Archimedean spiral, which is best

described as a traveling wave antenna, has also been studied for coupling

properties. The pattern defects present in any practical Archimedean spiral

contribute noticeably to the observed coupling between spirals. The spirals

have a desired circular polarization of the on-axis main lobe, degenerating

to linear polarization at the ground plane. The presently available analyses

of the Archimedean spiral are not as accurate as those for the slot. The

main reason for the limitation on theoretical analysis is the uncertainty

regarding current distribution. The latter depends upon the mode of feeding,

the mutual coupling between adjacent turns of the spiral, and reflections.

It is believed that the analysis of the coupling results presented here will

ultimately permit a more complete theoretical analysis of the Archimedean

spiral. It is expected that coupling information will be useful to those

concerned with the design of arrays of Archimedean spirals, as well as to

those occupied with the radio frequency interference problems in systems.

From a brief look at power interference between systems, it is

possible to find that the isolation of one antenna from another must often

account for a large part of the total isolation between the two systems. In

considering the isolation between a receiving system and a transmitting syste

when each uses adjacent antennas on the metal skin of an aerospace vehicle,

the isolation required between the two antennas might be 50 db. The latter

is comparable to the isolation provided by the filter system of the receiver

against unwanted transmitter signals.
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It is interesting to observe that the actual orientation of two antennas

in a common ground surface is of great importance. While this might

have been anticipated in the case of slot antennas, it is less obvious that

two spirals which are presumably axially symmetric can have an orientation

for least coupling. In the ultimate application of coupling data to interference

problems, the orientation of antennas must be clearly specified.

COUPLING BETWEEN RECTANGULAR SLOTS

The discussion presented here on the coupling between rectangular

slots in a common ground plane is an extension of work presented a year

ago (Ref. 1). It was shown that the far-field coupling formula, which has

a particularly simple form, satisfactorily predicts coupling even for moder-

ately close spacings. In the present paper a formulation is given which

considers near-field terms and yields useful improvement at close spacings.

The far-field expression is entirely inadequate, however, for predicting

the coupling between slots where one or both lies on the axis of the other.

Some interesting results are presented here for this case.

The coupling, C, is defined by:

C = ej1
Wt

where Wt is the total transmitted power, Wr the receiver power, and 1P

is the phase difference between the principal mode components in each

aperture. This measure differs from that of mutual impedance, because
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the receiver is matched, not open-circuited. Mutual impedance, Z 1 2 , is

more easily measured at low frequencies, while coupling is the more

fundamental measurement at microwave frequencies. However, there is no

conceptual problem between these parameters, since coupling is related to

the mutual impedance by

2

2 Z121 2

1CI = 411tRr

where Rt and R are radiation resistances of the matched transmitter and

receiver, respectively. It should be pointed out that Rt and Rr change from

their far-field values at very close spacings.

The transmitting slot sets up a field in space which gives rise to a

tangential magnetic field H on the ground plane. When a second slot is cut,

the displacement current thus induced will produce a tangential field E in

the receiving aperture. However, the field E must be consistent with the

receiving waveguide boundary conditions as wein as with Hi . it has been0

shown that the coupling is stationary with respect to estimates of the tangenti,

fields in either aperture. Therefore, it is reasonable to assume a principle

mode distribution in the aperture. The received power is then proportional

to the Fourier coefficient of RH (Ref. 1).

02

WR f JfH cos 7T dy dx~

By also assuming a dominant mode configuration in the transmitting guide,

H can be calculated. Upon substituting this H in the above expression0 0
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for WR, the coupling can be found without making far-field approximations.

The result is a quadruple integral, which can be reduced to a double integral

for computer evaluation. The mathematics are too lengthy to present here,

and only the final formulation is given. The calculations may be found in

an interim report (Ref. 2). The coupling magnitude for the broadside-to-

broadside case is given by:

iT(d+b)
a" dx - x - t(d- 2 ] (r-y) cos y

iT(d-b)
a

F1  _2] exp [- 7T k 2 +y 2

o, ..... __2 2...
L- ,.a'j x2 + y2

and a, b, and d are defined in Fig. 1. The coupling falls away from the

simple 1 Id hphnvinr in thp nrnner shown in this figure. Agreement between

theory and experiment is excellent. The coupling is changed merely by the

gains of the slots as one or both is rotated, at least until a null is reached on

one of the two patterns.

When one antenna lies along the axis of the other, the far-field

terms vanish, and the coupling falls off as 1/d2 instead of 1/d. Figure 2

shows this trend even up to close spacings, for slots end-to-end. An

interesting behavior occurs when one slot is rotated away from the end-to-end
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configuration. Instead of increasing the coupling, it is decreased. That

this is reasonable can be seen as follows: The far-field has an H-field

in the 0-direction, so a slot oriented with its length parallel to the trans-

mitted H-field has the strongest TE 1 0 excitation. When it is perpendicular,

the slot has no H-field along its length. The transmitting field attempts

to set up a mode with its E-field across the length of the slot. On the other

hand, in the end-to-end configuration the H-field, while weak, is still in

the proper direction to excite the TE 10 mode. This behavior is shown in

Fig. 3. The coupling at the end-to-broadside configuration is below the

range of the apparatus, or more than -90 db.

COUPLING EFFECTS WITH SPIRAL ANTENNAS

The widespread use of flush broadband antennas on aircraft and

missiles, both singly and in arrays, has motivated a detailed study of the

ground plane fields. The Archimedean spiral is representative of this class,

and was thus chosen for furiher study (see 'Fig. 4). ilite•e•t to da•Le haS

centered largely around the near-axis, far-field properties, which can be

obtained with rather crude approximations to current distribution. However,

the interference effects between antennas in a common ground plane depend

upon ground plane patterns, which require a more detailed knowledge of

current distribution.

An interesting factor of spiral ground plane patterns (see Fig. 5)

is their lack of omnidirectionality. However, 0-variations are not due to

imperfections in spiral construction. Even with a perfectly balanced feed
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(necessary for the axial mode), and with perfect mechanical symmetry,

several db of coupling variation will occur as the spiral is rotated in the

ground plane. With the commercial spirals tested, other effects add to the

basic 0-variations. These variations stem fruio, the following secondary

causes and apply to all antennas in this class:

1. In-phase feed currents and the subsequent redistribution

of current on the spiral.

2. Reflections from the ends of the spiral elements.

3. Reflections from the cavity.

4. Distributed, induced reflections by neighboring elements.

5. Direct radiation from the feed and balun.

The effects noted above are more critical in coupling properties

than in near-axis properties. While it is difficult to isolate the effects of

the several secondary causes, such attempts can help in future design of

flush antennas. The study presented here is largely an experimental one,

with emphasis on physical causes.

Variations in the ground plane coupling pattern are not completely

undesirable for they make possible appreciable decoupling by proper orientation.

However, the observed 0-variations are a strong function of frequency, so

decoupling can occur only over a narrow band. For array purposes, it

would often be better to have frequency independent 0-variations over the

band, even at the expense of higher coupling levels.



-8-

Two similar circular Archimedean spirals obtained from Aero-Geo-

Astro Corporation were tested singly and together. Pertinent data are

listed below:

Frequency range: 2 - 4 gc

Number of turns: 13

Width of conductor: .62 inches

Width of spacing: .62 inches

Balun type: Roberts, strip-line

Diameter of cavity: 4 inches

In order to test each antenna singly, a quarter wave monopole probe

was used as a transmitter. The ground plane was 4' by 4' using absorbent

material all around. The results in this chamber were within . 5 db at large

couplings (-35 rdb nr more) and within 2 db at lower levels (-50 db) comnared

to the values using a 12' by 12' plane in an anechoic chamber.

Figure 6 shows typical coupling patterns at 2. 5, 3. 0, and 3. 5 gc

between the spiral antenna and a tuned monopole probe. The patterns are

fairly consistent as the spiral-to-monopole distance is varied, even at the

extremely close spacings, where the probe is 1. 5" from the periphery. Ever

more consistent is the coupling level, which at the pattern maxima follows

within . 5 db of the ordinary 6 db per (distance) octave variation at distances

of 1 wavelength or more. At closer spacings, the level tends to rise some-

what above the 6 db line by up to 1. 5 db at 1/2 wavelength. To translate the

data obtained by the spiral-to-monopole measurements to a spiral-to-spiral
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or mixed configuration, it is necessary only to consider the relative gains

of the antennas. A clarifying example is given in Table I. All values are

normalized to a spacing of one wavelength center to center.

Frequency 3.5 gc 3.7 5 gc

Monopole-to-monopole coupling - 19.9 db -19.9 db

Spiral A at 0A = 00 to monopole -25.8 db -25. 5 db

Spiral B at 0 B = 00 to monopole -25.7 db -26.3 db

Predicted spiral-to-spiral

coupling at 0 A = 0 B = 0° -31.6 db -31.9 db

Measured spiral-to-spiral

coupling -32.2 db -31.6 db

Error 0.6 db 0.3 db

Table I

The predicted coupling is merely the sum:

-25. 8 db + (-25.7 db + 19.9 db) = -31. 6 db

This calculation assumes that the spiral current distribution is independent

of neighboring antennas, which it is in most practical cases.

The general problem of coupling between flush antennas in a ground

plane is greatly simplified by the fact that the incident field is linearly

polarized, since the tangential E-field must be zero at the conductor. This,

plus the fact that in the far field the field looks like an ordinary plane wave,

means the great majority of problems can be solved by merely knowing the

coupling patterns. This implies the winding sense of the spiral is irrelevant.

This viewpoint breaks down in the near-field because the receiving spiral
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in a spiral-to-spiral configuration subtends a large enough angle of the

other that the phase distribution of the transmitting field over the receiving

area is no longer that of a constant phase plane wave. However, this effect

can be noted experimentally by comparing the coupling at large and small

spacings.

Extensive tests were taken on the coupling patterns, from 1. 7 gc

to 4. 2 gc in 50 Mc increments. Rather than present the numerous curves

involved, the reduced data are shown in Figs. 7 and 8. Figure 7 shows the

total variation of coupling as a function of frequency. The actual spacing

was held constant so that the electrical spacing, in wavelengths, changes

with frequency. For comparison, a uniform coupling line is shown in additic

The variations are small at the lower fr..qu.ncis a-d increase to Ixtreme

levels at the higher frequencies, where sharp nulls occur. Just above the

rated frequency band, the coupling increases sharply with small variations.

The reason for this appears to be that the second mode, which has a null on

the axis of the spiral, becomes predominant. This mode occurs when the

feed currents are in-phase. There will be a large in-phase component

when the balun is operated outside its designed band. Furthermore, the

second mode has more energy concentrated along the ground plane, which

would account for the rise in the coupling level.

Figure 8 shows the angular position of the maxima as a function of

frequency. An expanded angular scale is used for clarity; one should

remember that 0 = 0 + 2niT in the figures. At the lower end of the band,

the maxima and minima shift quite rapidly. This is due to standing waves
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arising from reflections at the ends of the spiral elements. These standing

waves are more predominant at lower frequencies because the current

traveling wave is not sufficiently attenuated by radiation damping.

It can be shown that if the feed currents are in-phase, the angle at

which adjacent currents have the same phase is given by

0z 1/ka or kr= 1

where k = 27T/A. Using the value of k for air, curves varying as 1/ka

are plotted as well. These show that the progression of the maxima follows

the usual interpretation of current belts or active regions.

In order to control the phase of the feed currents, a laboratory

spiral was constructed having the balun outside the cavity. For matching

purposes, a dielectric-filled cavity was utilized, the spiral being tea by a

tapered two-wire line. The cavity depth is . 663 inches, a quarter wave-

length at the geometric mean frequency in the medium whose dielectric

constant is 2. 48. The spiral is circular, A•rilixiedt:W, alu ha•seigt turns.

Further details are given in Fig. 9.

When the feed currents are balanced, the coupling pattern has 1800

symmetry; that is, C (0) = C (0 + 7T). The same is true when the feed

currents are in-phase. In both cases, the antenna has mechanical and

electrical 1800 symmetry. Small amounts of in-phase currents have a large

effect on the current distribution, and cause an electrical asymmetry.

Experiments showed that when the current phases are within 100 of perfect
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balance, the direct radiation from the two-wire line is not significant,

although it increases as frequency increases. Even better balance stability

is found with the printed circuit balun in the AGA spirals, since the fields

are tightly concentrated between the strip-line conductors. If the phases

vary by 900 or more from balance, the direct radiation becomes significant,

and the feed structure approaches a monopole. When this happens, the

radiation from the feed structure becomes comparable to that of the spiral

itself, and the coupling level will increase somewhat. The coupling levels

and variations observed in the commercial spiral are of the same nature

and magnitude as those for the fabricated spiral but differ in detail, since

the feed structure and the number and size of turns differ.

CONCLUSIONS

For most situations encountered in practice, coupling and interferenc

effects with flush antennas can be evaluated in terms of the far-field patterns

along the ground plane. The coupling between slots is highly predictable

and uniform due to its simplicity. The spiral coupling has several secondarl

causes affecting it, which is characteristic of antennas of its class. In spite

of its seeming near circular symmetry, wide variations in the coupling

pattern occur. These variations are associated primarily with the current

distribution, and are sensitive to changes in the feed current phase. Standini

wave effects affect the coupling pattern as well, and direct radiation from th(

cavity and balun plays a qignificant role at some frequencies. However, the
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coupling level is largely determined by the distribution of energy associated

with the idealized axial mode.
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I. INTRODUCTIGN

The use of extremely low noise microwave receivers ha5 caused the antenna of a

system to introduce a significant portion of the total noise accepted by the receiver. There-

fore a method to reduce to a minimum the noise introduced by the antenna is desired.

With the assumption of random noise sources distributed uniformly in a domain con-

taining the antenna, a criterion which minimizes the antenna contributed noise is derived.

Using this criterion, the aperture illumination pattern is derived and the resulting antenna

patterns are plotted. In order to depress the near-in sidelobes of the antenna patterns, a

slightly modified derivation of the illumination pattern is used. Antenna patterns resulting

from this modified derivation are plotted. Finally, an analysis of the antenna pattern varia-

tions caused by random phase and amplitude errors in the illumination pattern is made.

Tables of illumination amplitudes corresponding to various ant_..... _.f.t•,r r._

worst sidelube ratius are given. ineue ,i mq v 1,,"V u ,bu iu, - array ontan n r

more radiating elements.
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II. CRITERION FOR OPTIMUM PATTERN

The recent use of extremely low noise microwave receivers has caused the anten-

na to be a significant noise source in calculations concerning the noise temperature of a sys-

tem. Through the use of a maser, receiver noise temperatures of approximately 10" K

have been developed. However, if the antenna beam is directed at a hot body such as the

sun or earth, the system noise temperature will be much higher than 100 K. When the use

of the system requires the antenna beam to be directed at the hot body, nothing can be done

to improve the noise figure. However, in the majority of antenna uses, the beam is not

primarily directed at hot bodies; it is only the beam sidelobes which are directed at these

points.

There are many examples which might be stated in which the interiering objects

zte dist'O.1-4A '".d•'r. "',, - '-. -- 
7 .:; x.iterion to be developed is for

..;o sit"~t• n ..... ... .. t .h , ............. :i u .e ............ d .... d, 1'" probability of the

magnitude of each body's interference is not specified as the form of the antenna pattern

criterion is not dependent on it.

Let the magnitude of the ith body's interference be Ai which has a probability dis-

tribution p(Ai).

Let p(Gi) be the probability distribution of the ith object's being at an angle 0 rela-

tive to the antenna.

Let the ith object be at a distance x; from the antenna which has a probability dis-

tribution p(xi).

E (0) is the antenna beam pattern and 0 is the phase shift constant.

The arrayt s response to all I objects is then

je x.R = Ai () e

1=1 (1)



The mean square average response to the complete ensemble is

f 2j , p (A ) dA i .. "' 1 (; i ) d i (2)
A i l Q. i~

.. f P (x )dx A , E (Ji e
xi i~l=

Carrying out the indicated operations and, noting that the distribution of the noise sources is

uniform over all angles, gives for the array response.

= A f S 2 () d (3)

That is, for a uniform distribution of interfering objects, the minimum antenna

response occurs when the integrated squared value of the pattern is a minimum. Thus the

,",in umt, pattern m vy be refprrpcl fo n. n Minirmni _norarv Pnttern.
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111. "'"""'" ,:,,M ,.MiI U L ENRGY PATTERN

A. Derivation

The Utopian antenna pattern would be one which has a finite response at a direction

normal to the array and no response at any other direction. This pattern is unrealizable,

but at least square approximation to it can be found. Let the unrealizable pattern be re-

presented by E ' (0) and the approximate pattern be represented by E (0). Then,

1 when 0= 0
E '(0) = (4)

( when0 9 0

N

E (0) = _(n) An cos (n8d sin 0) (5)

The integrated squared difference, or error, between the two patterns is then given by

ir
r (" [, - E(•] 2 d o (6)

Expanding = V V

C EXG d -2f F-1(0) E(9) d +,E()1 2 d9 (7)f7r I7 I I

Since E'(O) is equal to zero everywhere except at 0=0, the first two integrals equal zero.

Thus V

f r (g) 1 2 d0 (8)

Therefore the least square approximation to the ideal pattern will produce a minimum energy

pattern in accordance with the results of Section II.

It may be desired to reduce the sidelobe level of the approximate pattern at a slight ex-

pense of main lobe width. This can be accomplished ty a appropriate weighting being placed

on E (0) around 0= 0. One possibility is not to minimize in the region 0=0. The resulting

pattern will then be a minimum energy outside this region. Therefore equation 8 may be

rewritten as
- a 2 f E ( ) 9--- _-/- 2 dO: f _[E()5] dO (9)



By varying the value of a in equation (9) various patterns, all minimum energy over the

regions a < / O!/ <5, cal be produced.

Now substituting equation (5) into equation (9) gives

-a N 2 7TN

=f A cos (n G d sin 9) d 0+ I A cos(n d sinOf d0

(10)
Expanding gives

N N

iT

+ f (i) Y(j) A. A. cos [(i - j) P d sin 0 d Q
a -N -N (11)

Now using the identity:

fo cos (k sin 0) d0 = f 0 [J(k) +2 1 2m (k)cos2 m dO (121 (12)

But Jo (cos 2 m 0) dO = 0 for all non zero integer values of m.

Thus,

f cos (k sin 0) d 0 = J (k) o d 9 =7 Jo (k) (13)

Using the result of equation (13), equation (11) may be written as

N N I a N N
(i) Y(j) AAJ[ (i±Dd -d 2 F AA.cos [(i-i)$dsin01d0

-N -N L -- Jo -1Y -N -

N N N N
+•r •(i) 7(j) AiAjJo [(i-j)id] d E(i) Z(J) AiAjcos (i-j),Od sin0 d

-N -N -N -N

(14)

The problem to be solved is to reduce equation (14) to a minimum by a selection of the

A 's with the condition that
n

N
Z(n) An = 1 (15)

-N

6



This side condition results from the fact that the antenna pattern shtmild have a magnitude 4

I at Q= 0. Then

N N
E(Q) = 1= Z(n) An cos (n3d sin 9) Y (n) A

-N -N

The method of Lagrangian Multipliers will be used to minimize equation (14). Math-

ematically the technique may be stated as

dE dE (0)
S+ P ax - = 0 (16)

n n

where p is Lagrange's multiplier.

Caf rying out the operations of equation (16) on equation (14) will give a set of (2n+1)

equations with 2(n+1) unknowns. The remaining equation is the side condition of equation (15).

The set of equations may be written in matrix form as

1 P1
where

C 1j= r° [ (i+j)/3d - cos [(i+j))dsinO] dQ

The region over wmcn une antenna sidelobe energy is minimized was varied by varying

the parameter (a) in equation (9). The value of (a) was varied between zero and 0.25 radians

in steps of 0.025 radians. For each value of (a), the coefficients Cij of equation (28) were
evaluated and the resulting set of equations were solved for the values of A . Using the cal-

n
culated values of An, equation (11) was computed for various values of the angle 0 so that the

-44..ma atcr..G _- A I. -- A ll -S ----- .J-- - ~ - 5 1

gital computer using a value of (d) equal to ?r/2. This is equivalent to spacing the radiat-

ing elements one-half wavelength apart.

B. Pattern Evaluation

In Figures 1 through 4, a portion of the antenna patterns are plotted. The antenna re-

sponse for angles from 00 to 900 is shown because the pattern is symmetrical about 00 .

Only four of the ten patterns calculated have been plotted as they show the effect of the varia-

tion of the minimization interval. These antenna patterns develop when the antenna array

contains 31 radiating elements spaced one-half wavelength apart. This number of elements

was chosen to be plotted as a compromise. The number of sidelobes is sufficient to show

trends and all important details.
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Figure 1 is the antenna pattern when (a) is equal to zero. This pattern is the approxi-

mation to an impulse type of pattern. The si-delob- peaks fall-off all the way out to 90%. In

fact, the large lobe in the vicinity of 90 degrees is noticeably depressed. This pattern is

very similar to that produced by a uniformly illuminated aperture except for this last lobe

which is much lower in the minimum energy pattern.

Figure 2 is the pattern which approximates a rectangular pattern which is 0.1 radians

wide. From the figure it may be noted that all the sidelobe peaks are approximately 2 db

lower than the corresponding sidelobes of Figure 1.

Figure 3 is the pattern which approximates a rectangular pattern which is 0.15 radians

wide. The lower sidelobe trend continues but it is more pronounced in the far sidelobes.

Figure 4 is the pattern which approximates a rectangular pattern which is 0.25 radians

,..;,e. Thef-t'o u�e :n, iwnO increased so iha iH i, ,iqal to '-e first sielohe of Fig-

ure 1, but the next few are lower than those of Figure 3. The far sidelobes are approximately

equal to those of Figure 3.

A curve showing the relationship between the first (worst) sidelobe and the minimiza-

tion interval is given in Figure 5. It is noted that the first sidelobe is depressed until a

value of a = 0.075 radians is reached. Then the sidelobe increases in value until it reaches

a value 13.3 db down from the peak of the pattern. It holds this value for all a > 0.14 radians.

At thp commencement of this work, it was anticipated that the first sidelobe would con-

tinue to decrease in magnitude as the minimization interval was increased. This has not de-

veloped. The reason is that the energy from the reduced far sidelobe has been placed in the

first sidelobe and not the main lobe as anticipated. Although the sidelobes have not been

supprebues a, gj•-_a.y -C de..ird• , thp natterns do have minimum energy sidelobes. There-

fore under the stated conditions of a uniform distribution of interfering sources, these pat-

terns are the optimum.

Tables I through X list the radiating element amplitudes for the various patterns.

Table I
Illumination Pattern (100 X)

a 0

Element No. Magnitude Element No. Magnitude

0 3.272 1 3.225

2 3.272 3 3.224

4 3.274 5 3. 222

6 3.277 7 3.218

8 3.283 9 3.210

10 3.29- 11 3.193

12 3. 321 13 3. i45

14 3. 427 15 3. 772

9
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Table IH
iliutninatiou Pattern (100 X•)

a = 0. 025 rad.

Element No. Magnitude Element No. Magnitude

0 3.354 1 3.309
2 3.350 3 3.299
4 3.339 5 3.280
6 3.320 7 3.250
8 3.295 9 3.208

10 3. 268 11 3. 150
12 3. 248 13 3. 056
14 3. 297 15 2. 647

Table Im
Illumination Pattern (100 X)

a = 0. 05 ra.n

Element No. Magnitude Element No. Magnitude

0 3.660 1 3.618
2 3.638 3 3.571
4 3.571 5 3.480
6 3.464 7 3.348
8 3.323 9 3.181

10 3. 157 11 2. 982
12 2.983 13 2.742
14 2. 861 15 2. 242

Table IV
Illumination Pattern (100 X)a = 0. 075 rad.

Element No. Magnitude Element No. Magnitude

0 3.823 1 3.780

2 3.788 3 3.710

4 3.686 5 3.574

6 3.526 7 3.383

8 3.321 9 3.150

10 3.087 11 2.886

12 2. 850 13 2. 593

14 2.671 15 2.076
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Table V
Illumination Pattern (100 X)

a - 0. 1 rad.

Element No. Magnitude Element No. Magnitude

0 3. 554 1 3.519
2 3. 551 3 3.509
4 3. 536 5 3.478
6 3.491 7 3.405
8 3.397 9 3.269

10 3.241 11 3.055
12 3. 026 13 2.754
14 2.815 15 2. 169

Table VI
Illumination Pattern (100 X)

a = 0. 125 rad.

Element No. Magnitude Element No. Magnitude

0 3. 235 1 3.215
2 3.288 3 3.312
4 3.416 5 3.446
6 3.541 7 3.528
8 3.570 9 3.471

10 3.442 11 3.235
12 3. 155 13 2. 827
14 2. 811 15 2. 118

Table VII
Illumination Pattern (100 X)

a = 0. 15 rad.

Element No. Magnitude Element No. Magnitude

, 3. ^0I 3.13'
2 3.267 3 3.295
4 3.406 5 3.444
6 3.545 7 3.539
8 3.587 9 3.491

10 3.462 11 3.253
12 3. 167 13 2.831
14 2.804 15 2. 106
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Table VIII
Illumination Pattern (10,X)

a = 0. 175 rad.

Element No. Magnitude Element No. Magnitude

0 3.351 1 3.312
2 3.334 3 3.286
4 3.318 5 3.293
6 3.363 7 3.364
8 3.456 9 3.429

10 3.478 11 3.337
12 3. 296 13 2. 968
14 2. 919 15 2. 165

Table IX
Illumination Pattern (100X)

a= 0. 2 rad.

Element No. Magnitude Element Nu. Magnitude

0 3.458 1 3.402
2 3.372 3 3.259
4 3.229 5 3.166
6 3.232 7 3.266
8 3.415 9 3.454

10 3.556 11 3.442
12 3.391 13 3.030
14 2. 921 15 2. 130

Table X
Illumination Pattern (100X)

a= 0. 25 rad.

Element No. Magnitude Element No. Magnitude

0 3.28U 1 ..262
2 3.333 3 3.330
4 3.369 5 3.298
6 3.286 7 3.208
8 3.267 9 3.281

10 3.431 11 3.417
12 3. 468 13 3. 165
14 3. 048 15 2. 190
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IV. MODIFIED MINIMUM ENERGY PATTERN

A. Derivation

Although the true minimum energy patterns may be useful under certain conditions, a
first sidelobe 17.4 db down from the peak is undesirable in other situations. A possible con-
dition could occur when a very large antenna is used and a fair amount of main lobe broaden-
ing can be tolerated. In the minimum energy patterns previously calculated, the main lobe
width did not increase noticeably. Thus the first sidelobe failed to be depressed. One pos-
sible technique which forces the main lobe to broaden is to replace sin 0 by 'Y in the mini-

ment as that used in the previous section with the exception that sin 9 is replaced by Y . The
antenna pattern derived from the calculated radiating element magnitudes is plotted using
values computed from the true antenna pattern equation.

Again as in Section III, the pattern to be approximated is

i when Y 0

(0when y i 0

Now the antenna pattern will be represented by

N
7()) = (n) A cos (nBd') (19)
-N n

If -Y (") is to represent an antenna pattern, it must have the characteristics of one.
A true antenna representation is periodic with period -M, where m is the number of half-

m
wavelengths between adjacent radiating elements. If the radiating elements have the usual
X/2 spacing, the pattern as given by equation (19) does not have a period of 7r. Instead it
has a period of unity. Therefore, the argument of the cosines should be divided by ,r if an
equation of the form of (30) is to be the model of an antenna pattern. The pattern will then
be represented as,

( (n) A cos (---d--- (20)

-N
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As in Section III, the error between the desired pattern and the approximate pattern is

given by
-a V

-W a

Substituting equation (20) into equation (21) gives

-a rN n 1_ Y 2 i[->N c2

f 7_(n) An cos dY + 7()An s@-) d Y
.7 a (22)

Expanding equation (22) gives

,rN
- PdiT '~ "~ 2  (i -)dY

S- - ; . .. 1- A -• • 2

a

C N N e'i~dY Judy+ 2J F(i) ~(J) A A cos co ( )
-N -N

Carrying out the integration gives

= ý(n) A 2  [,--a- sin ((2nfda)] (24)
-N n

N N T (I+i))9daVl+ - (i) 7(J) AA, -j sin (i + ) d sin +
-N -N L1 )

-N

Again the method of Lagrangian Multipliers will be used to determine the various values

of An which minimize equation (24). The side condition

N
7(n) A 1 (25)
-N n

is used again.
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The set of equations to be solved may be written in matrix form as

[c. []4- 1 (26)

where P is the Lagrange multiplier and

In.a .-2- sin (2nda) , i=j

[Cij] {sin [(i +j)Id] d sin [(i(27)da

+ /-•3 R sin [(i-j)Id] -sin [Li -jda] 1 6(I -j)p d ?r i

As was done in Section II. the parameter (a) was varied, the cnpfficientq C.. were

, ,•imu ,ui "ibuung, 4I-uMa paLterns were determined. The one-

half wavelength element spacing was used again.

B. Pattern Evaluation

In figures 5 through 9, the antenna patterns were plotted for the modified approxima-

tions. Only four of the computed patterns are plotted as they show the effects of the varia-

tion of the minimization interval. The array which produces these patterns has the same

number of elements as those which produce figures 1 through 4.

A comparison of the two sets of patterns shows that the sidelobe in the region of 900 is

suppressed further in the true minimum energy patterns than in the modified patterns for the

same value (a). This indicates the weight which is placed on the energy in the vicinity of

90 degrees in the true minimum patterns. It is also noted that the first sidelobes of the modi-

fied patterns continue to decrease as the value of (a) increases. This is contrary to the trend

exhibited by the true minimum patterns.

Figure 6 is the antenna pattern when (a) is equal to zero. This pattern is the approxi-

mation to an impulse type pattern., The individual radiating elements have equal currents on

them. Thus figure 6 is very similar to a sin--X pattern. In fact, if sin 0 were to have been

replaced by Y when the pattern was computed, the pattern would have been of the form

sin x

Figure 7 is the pattern which approximates a rectangular pattern which Is 0.125 radians

wide. The sidelobes are generally 3 db below the corresponding lobes of Figure 2.

Figures 8 and 9 are the patterns which approximate rectangular patterns 0.175 and 0.25

radians wide, respectively. Continued lowering of the sidelobe level is evident. In particu-

lar, the first sidelobe has been depressed to 27 db below the peak when (a) equals 0.25 radians.
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A curve showing the relationship between the first sidelobe and the minimization in-

terval is given in Figure 10. It is noted that the sidelobe level continues to decrease as (a)

is increased. From the curve it would appear that the sidelobe may be depressed indefi-

nitely as (a) is increased. This is not a fact. As the minimization interval is decreased,

a value is reached which causes the first sidelobe to increase. An extension of Figure 10

would show an infiection point the same as Figure 5.

The sidelobes are depressed at the expense of the mainlobe. The minimization proc-

ess removes energy from the sidelobes and places it in the main lobe region. In the true

minimum energy patterns, the mainlobe and first sidelobe shared this energy. Thus there

was no noticeable mainlobe broadening. In the modified minimum energy patterns, the

mainlobe received almost all of this sidelobe energy. Therefore, a noticeable mainlobe

broadening occurred. Figure 11 is a curve of the 6 db pattern width as a function of the

Tables XI through XX list the radiating element amplitudes for the various patterns.

Table XI
Illumination Pattern (100 X)

a=0

Element No. Magnitude Element No. Magnitude

0 3.225 1 3.225
2 3.225 3 3.225
4 3.225 5 3.225
6 3.225 7 3.225
8 3.225 9 3.225

10 3.225 11 3.225
12 3. 225 13 3. 225
14 3. 225 15 3.225

Table XII
Illumination Pattern (100 X)

a = 0. 025 rad.

Element No. Magnitude Element No. Magnitude

0 3.232 1 3.232
2 3. 231 3 3.231
4 3.231 5 3.230
6 3.229 7 3.228
8 3.227 9 3.225

10 3.224 11 3.222
12 3.220 13 3.218
14 3.216 15 3.214
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Table XIII
Illumination Pattern (100X)

a= 0. 05 rad.

Element No. Magnitude Element No. Magnitude

0 3.274 1 3. 274
2 3.272 3 3. 269
4 3.264 5 3. 259
6 3.252 7 3.244
8 3.235 9 3.224

10 3.213 11 3.200
12 3. 186 13 3. 171
14 3. 155 15 3. 138

Table XIV
Illumination Pattern (1OOX)

a = 0. 075 rad.

0 3.376 1 3.374
2 3.368 3 3.359
4 3.345 5 3.327
6 3.306 7 3.281
8 3.253 9 3.221

10 3. 185 11 3. 147
12 3. 105 13 3. 060
14 3. 012 15 2. 961

Table XV
Illumination Pattern (100X)

a = 0. 1 rad.

Element No. Magnitude Element No. Magnitude

0 3.541 1 3.537
2 3.524 J .3. 503
4 3.474 5 3.436
6 3.391 7 3.339
8 3.279 9 3.212

10 3. 138 11 3.059
12 2. 973 13 2.883
14 2. 787 15 2. 688
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Table XVI
Illumination Pattern (100 X)

a = 0. 125 rad.

Element No. Magnitude Element No. Magnitude

0 3.757 1 3.749
2 3.727 3 3.691
4 3.640 5 3,576
6 3.498 7 3.408
8 3.307 9 3. 194

10 3.072 11 2.940
12 2. 801 13 2. 656
14 2. 505 15 2. 349

Table XVII

Illumination Pattern (100X)a= 0. 15 rad.

0 4.005 1 3.994
2 3.960 3 3.905
4 3. 828 5 3.731
6 3.615 7 3.481
8 3.330 9 3.166

10 2.988 11 2.801
12 2. 605 13 2. 402
14 2. 196 15 1. 988

Table XVIII
Illumination Pattern (100 X)

a = 0. 175 rad.

Element No. Magnitude Element No. Magnitude

9l A.9 O 1 A4.2A

2 4.207 3 4. 129
4 4.023 5 3.889
6 3.729 7 3.547
8 3.344 9 3. 125

10 2.891 11 2.648
12 2. 397 13 2. 144
14 1. 890 15 1.640

28



Table XIX
Illumination Pattern (100 X)

a 0. 2 rad.

Element No. Magnitude Element No. Magnitude

0 4.537 1 4.516
2 4.454 3 4.353
4 4.214 5 4.040
6 3.835 7 3.602
8 3.346 9 3.072

10 2.784 11 2.489
12 2. 190 13 1.894
14 1.605 15 1.327

Table XX
Illumination Pattern (1O0X)

a= 0. 25 rad.

0 5.054 1 5.022
2 4.928 3 4.775
4 4.566 5 4.307
6 4.006 7 3.671
8 3.311 9 2.935

10 2.552 11 2. 172
12 1.803 13 1.453
14 1. 128 15 0. 835
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C. Array Size Considerations

Thirty-one radiating elements were used to calculate the patterns shown in Figures 1

through 10. Thus, the array is 15.5 wavelengths long. This number was chosen as a con-

venience to keep computational work to a minimum and still show trends in the patterns.

Slightly different effects occur when the number of elements Is increased. The effect of a

change of minimization interval is more pronounced on the patterns with a larger number of

elements. The general level of the patterns is reduced for a given value of (a). In the mini-

mum energy pattern, the least first sidelobe occurs when (a) equals 0.05 radians when the

array is 20.5 wavelengths long and at 0.075 radians when the array is 15.5 wavelengths long.

In the modified minimum energy pattern, the first sidelobe is approximately 38 db down

from the peak at a value of (a) equal to 0.25 radians when the array is 20.5 wavelengths long

and is only 28 db when the array is 15.5 wavelengths. Thus caution must be exercised in

drwnconclu~ion.s -her the no r fo m r (nl J inun volvd

The fact that the effect of the minimization Interval Is different for different size arrays

is reasonable. An extremely large antenna might have many sidelobes within a few degrees

of the boresight. It would seem that some form of normalization in the parameter (a) would

make the affect of the minimization interval independent of the array size. The most ob-

vious choice of a normalizing factor is the array size, or, equivalently, the number (N) of

elements in the array. Listed in the following table is the first sidelobe level at various

values of a normalized parameter (a.N) for antennas containing 21, 31, 41, and 61 elements.

TABLE XXI

First Sidelobe Level

(a.N) 21 elements 31 elements 41 elements 61 elements

3.1 .178 .177

3.9 .155 .155

6.2 .0775 .0774 .0693

6.8 .0609 .0610

7.2 .0498 .0503 .0499

8.3 .0345 .0351

A more detailed comparison was made on several of the patterns with various numbers

of elements. For example, an array of 31 elements was compared with one containing 61

elements. For NA = 6.8, every other illumination magnitude of the 61 element array equaled

the corresponding magnitude of the 31 element array. Next, taking into account the different

array sizes, a point by point comparison was made between the two antenna patterns. Again

,.,e difference betveen the two patterns was found to be negligible, i.e. less than one percent

difference.
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Therefore, taking into account the comparisons made from Table XXI, it is a safe as-

sumption that the illumination amplitudes for a particular antenna pattern is not dependent

on the number of elements in the array. This assumption is valid for arrays containing

more than some minimum number of elements. A comparison using an array of 21 elements

shows close agreement with an array of 41. Thus the array illumination patterns may be

specified by curves drawn from Tables XI through XX for arrays containing 31 or more ele-

ments.

The true minimum energy illumination pattern depends on the number of elements used

in the array. A glance at Tables I through X shows that there is a ripple on the amplitudes.

This ripple causes toe antenna pattern to be depressed in the region of 0 = 90 degrees. In

order to do this, the ripple period must have a period of two radiating elements. Therefore,

drawing a curve from a table in the first set, cannot be used to determine an illumination

pattern for a different number of array elements;

The use of tables or curves is an unfortunate requirement to the use of a minimum

energy pattern. This requirement arises because a tractable functional form for the array

illumination cannot be obtained. Considerable effort was expended in an attempt to deter-

mine a functional form. There is still a value in this report to builders of arrays as

Tables XI through XX may be used in place of a functional form. Also, if a minimum energy

pattern is desired, a great amount of computational effort is saved by using equation (28),

Section III for the desired number and spacing of elements.
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V. EFFECT OF RANDOM PHASE AND AMPLITUDE ERRORS

The nominal antenna pattern of an array is degraded by phase and amplitude errors

on the individual radiating elements. This section derives the variance of the pattern pro-

duced by random errors on a linear array of isotropic radiators.

A simple equation specifying the variance of the pattern in terms of the random phase

and amplitude errors is given.

The antenna pattern at a specified distance from the array Is given by

N
E (t.) = 75 (n) A cos[w t + nRdsing1

The important region of the pattern is in the vicinity of 0 = 0 degrees because this is

the region of the highest sidelobes. Thus it is possible to make the substitution j = sin G

as was done in Section IV. Then the pattern may be represented by

N + n~dY
E(t,Y) = 7_(n) Ancos W t+ I. (29)

-NII

It was tacitly assumed in the derivation that all the radiators were in phase. This is

very difficult to accomplish In practice. In addition it is very difficult to achieve the exact

illumination desired. Thus two sources of error are Inherent in an actual array which

cause the pattern to deviate from the ideal pattern.;

Let 8 = the random per unit amplitude error on each radiating element.

and 0 = the random phase error on each radiating element. The actual an-

tenna pattern is then,

( (tNY ) = 7_ (n) A c) (30)
-N

Expanding equation (43) gives

N nodY
E(t,Y ) = 7(n) A (1+ 8) cos (w t+ •-- )cos0

-N

N njedY
-Z(n) A (1+8) sin (wT+ -- ) sino (31)
-N
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If it is assumed that 8 <<land 0<<1, then cos 0P1

sin 0 0 (32)

and second order terms (e.g. 8 0) are negligible.

Expanding equation (31) and noting that 8 0 < < 0 gives

nt~dY N (+)ntsnn8dY
E (t,Y) ý (n) An(l+ 8 ) coswtcos V - 7(n) An (l+8)sinwtsin-

-N -N

N nj8dY N n
7_(n) An 0 sinw t cos - .(n) An a cos w t sin (33)

-N

Rewriting equation (33) in complex form gives

•(t,Y)• cosst •(n) An(1+8-..J0)cos d
-N

N nd
Ssinwt •(n) An(i+Ij +0) sIn n (34)

-N

The A 's are symmetrical about A, and the error terms are small, therefore the

second term of equation (34) is negligible compared to the first term. Dropping the time

dependent portion of equation (34), the antenna pattern may be represented by

N n OdYE (,)P') (n) (I (+ 8- j )cos- -- (35)

-N

It will be assumed that the error magnitudes have normal probability density with

mean zero; then

_8 2
1 20.82

p (Y)= 
e 2

- 0

P (0)= 1 e 20.0 (36)
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The expected value of the pattern is

8 2 .2

N 2 2
N(n) An(1+ 8-j 0)coss 2 e-Cw)Z~f ff Y n 2 r0 *8 a0 d nd

(37)

Noting that

-x2

e 2o- dx= 1 (38)

f /2T

-e dx = 0 (39)

2
OD 2 e 0'= 2 (40)

ifD % e dx =W

Using equations (38) and (39), equation (37) becomes

~1NT ~)ACo. n~dY (41)
-N

The second moment of the pattern is

2 2

=1+o-AN n 2 2n
(y- ff. f (n) (I+-J)A cosn0--- 2 _ 2 4"8- 2 d d2-N n2 7 -o 8 a o

-Uo• (42)
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Expanding equation (42) and carrying out the integrations gives

2 N 2 2 n/3d ) k N AAkd fd fd dYE(,) =-N(n)A cos Y+ Y( ) AkA cos V cos
-N -N -N

2 N 2 2 n/3d)" 2Nn A 2 n d+ a8 1(n) A nCos Y ( cos (43)-N -N

,It k
Recognizing the first two terms of equation (43) as the antenna pattern squared and

combining terms gives

=+ nd 2 2) ..N) 2 c~2 dY (4
(Y) = (n) A cos n 2 (n) A 2 s )

-N n

The variance of the pattern is

2 r 2 2 2)_ N 2  2 nd)dY
r(Y)') + 4 (n) An Cos (45)

-N

Equation (45) was derived for an array whose illumination was symmetrical about its
center and whose phase and amplitude errors were small. Since the only other imposed

restriction was that .-L-- ssin 0, equation (45) is generally valid for any array.

A useful result of equation (45) is a calculation of the decrease in the peak of the an-

tenna pattern which develops for an error in the amplitudes and phases of the radiating

elements. Using Tables XM through XX to specify the An 'a, the standard deviation of the

patterns at 0 = 0 was calculated for ( a 2 + ar = 0.1. For other values of (a 8a +

the ordinate may be linearly scaled. Since the pattern error is the sum of random errors

with a Gaussian probability density, the pattern error has a Gaussian probability density.

Thus the 10% value of the error is related to the standard deviation by the factor 1.3. A

curve showing the results of these calculations is given in figure 12.

In figure 12 it is noted that the reduction of the peak response is increased as the

nominal first sidelobe value is decreased. This Is a result of the array illumination pat-

tern being more tapered for the low sidelobe cases. This taper results in the center ra-

diating elements having a greater weighting than the average. Thus the center elements

have a greater effect on the pattern than do the end elements.

A more pronounced variation occurs when the variance is calculated at a value

of Y) equal to the location of the first sidelobe. Again using Tables XM through XX, the

standard deviation of the patterns were Lalculated for (a 8 2 + 2 = 0.1. The 90%
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probability factor was also used. Figure 13 was plotted from these calculations. The ex-

treme variation in this case is not so much caused by the taper directly, as it is caused by

the lowering of the sidelobe itself. In absolute magnitude, the standard deviation varied

over an 8% range. But considering the nominal level of the first sidelobe, a large percent-

age change took place.

Figure 13 shows that the nominal 13.3 sidelobe pattern's first sidelobe has been

raised 0.9 db. The nominal 27 db sidelobe pattern's first sidelobe has been raised 6.5 db

for the same error in phase and amplitude.

Figures 12 and 13 summarize the effects of random errors on the response of an antenna

pattern. Random errors cause a comparatively small variation in the peak response of

an antenna. These same errors cause a significant variation in sidelobe levels when the

pattern has depressed sidelobe levels. Therefore, antennas designed to produce low side-

lobes must have very close tolerances.
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Vl. SUMMARY

The antenna patterns derived in Section IV are the optimum when the noise contribut-

ing sources are randomly distributed in space. This condition is fulfilled in a large number

of antenna applications. Thus an antenna using a minimum energy pattern accepts the least

possible noise. The modified minimum energy derivation produces a pattern which is simi-

lar in shape to the true minimum energy but the near sidelobes are depressed. These modi-

fied patterns possess both low sidelobe levels and low noise acceptance.

Tables XI through XX may be used to generate the array illumination patterns for the

modified minimum energy for an array longer than 15 wavelengths. The array illumination

for the true minimum energy patterns must be computed for each array size.

The analysis of the pattern variations caused by random phase and amplitude errors

on the radiating elements show that for a given magnitude of error, the sidelobes have a much

larger percentage variation than the main lobe. Thus if an antenna is to have low sidelobe

levels, the tolerances required are very tight. If the tolerances are allowed to become

large, little or no advantage may be procurred by using an illumination pattern designed to

produce low sidelobes.
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ANTENNA POLARIZATION ANALYSIS BY

AMPLITUDE MEASUREMENT OF MULTIPLE COMPONENTS

by

L. Claytont and J. S. Hollis-

Introduction

The purpose of this paper is to describe a method of determining completely,

including sense of rotation, the polarization characteristics of an antenna by

relative gain measurements only. The method permits rapid recording of

polarization data without the requirement for phase measuring or continuous

polarization scanning equipment. It is ideally suited to use with RDP (radiation

distribution printer) instrumentation and associated punched-tape instrumentation

for computer analysis of polarization data describing space-vehicle and airborne

antenna characteristics over the sphere. It involves simply recording the

relative power received by the antenna when illuminatcd with waves of either

four (minimum) or six (recommended) different polarization characteristics, or

alternatively, analyzing the wave radiated by th,' antenna by recording the rela-

tive power received by a pickup antenna which can be connected to have four or

six different polarization characteristics. Four or six RDP plots are thus

required to completely characterize an antenna, compared with a minimum of

three required for characterization in terms of the customary two polarization

components and phase angle or ellipse tilt angle. However, the relative gain

plots can be recorded quite rapidly, and there is considerable merit to having

the additional data; one can estimate the polarization performance of an antenna

fairly well simply by inspection of its response to waves of four linear and two

circular polarizations.

Polarization analysis and characterization have been treated in detail in the

literature. See, for example, references I and Z. However, the simple and

attractive multiple-component method appears to have received little notice,

possibly because the requirement for rapid recording of great volumes of data

has become critical only recently with the need for detailed analysis of spherical

coverage.

tV. P. -Research, Scientific-Atlanta, Inc.
"4 Principal Engineer, Scientific -Atlaiita, Inc.



An example of a radiation distribution table is shown in Figure 1. In this pres -

entation, signal level versus angular orientation data are presented by recording

signal levels numerically in decibels at preselected intervals of the spherical

coordinates 0 and 4). In the table shown here, the angular increments are 0. 5
degree in 0 and ý), the dynamic range is 40 decibels, and the signal-level

resolution is 1 decibel.

The contour effect seen on the graph, which aids in interpreting the table, is

obtained by printing the even values of signal level and omitting the odd values.

Little information is lost by this procedure since the values of the omitted

numbers almost always can be determined by inspection. When the primary

purpose is numerical analysis, rather than visual interpretation, one prints

both odd and even numbers. If the data are stored on punched tape, both odd and

even values are recorded in any event. Greater resolution can be provided by

printing all integral decibel values and omitting the numbers which differ from

an integral number by more than 1/4 decibel. In this case the data stored on

tape would be recorded with a resolution of 1/4 decibel.

Each recorded table is for a single polarization component. in the method

which will be described, a minimum of four and preferably six recordings are

made to describe the complete polarization characteristics of an antenna.

Although this at first appears to be an involved procedure, its adaptability to

computer processing and the simplicity of the required measuring equipment

give it merit in comparison with alternative methods.

Conventional Representations of Polarization Characteristics

The polarization character of the wave radiated by an antenna is customarily

specified completely by giving one of the following sets of measured quantities

for each direction of interest.

(a) Magnitudes of two orthogonal linearly polarized components
of the total field and the angle 6 of their electrical phase
difference.

(b) Magnitudes of two orthogonal linear components, the tilt
angle - of the major axis of the polarization ellipse with
respect to the direction of a specified field component, and
the sense of rotation of the total field vector.

(c) Magnitudes of two orthogonal circularly polarized components
of the field and the angle 6' of their electrical phase difference.
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(d) Magnitudes of two orthogonal circular components and the
tilt angle T of the major axis of the polarization ellipse with
respecL to a swpecified reference.

Any of these methods of presentation is admitted in the IRIG Standard Coordinate

System and Data Format for Antenna Patterns.3 The IRIG standard does not

explicitly require specification of sense in method (b), but it would be necessary

if the method were used with antennas of other than purely linear polarization

characteristic. Method (d) is recommended by Pike4 as the most generally

useful.

The data gathered in the multiple-component method proposed here are readily

reduced to any of these formats in the course of a communications -link analysis.

If, as is recommended, one records four linear-component responses and two

circular -component responses, ona might, for example, choose to regard the

right-circular and the left-circular as the principal components. To complete

the specification in method (d), one would then regard the four linear -component

recordings as a measure of the tilt angle, which is speoifihd by an equation of

the simple form:

2 2

S- tan4
- ?- E

where the quadrant is identified by inspection of the algebraic signs of the

numerator and the denominator. This kind of calculation will generally need to

be made only for those points that lie along a specific aspect-angle trajectory or

near it. It should be possible to deduce the general behavior of the antenna in

regions of less crucial interest by inspection of the multiple component plots.

Properties of an Arbitrarily Polarized Wave

It will be convenient for the present purpose to resolve the electric vector E(t)

of a plane electromagnetic wave of arbitrary polarization characteristic into two

orthogonal vector components,

E(t) 1 (t) u11 + F,2 (t) " (0)

4



where u 1 and u2 are orthogonal unit vectors in the plane perpendicular to the

direction of propagation.

If E(t) is of a single frequency w, the component scalar coefficients El(t) and

E?(t) can be written, with appropriate choice of the time reference t =0,

EI(t) = E 1 sin wt

E?(t) = E 2 sin (wt + 6) (2)

E 1 (t) U_ 1 and EZ(t) U-?. are the electric vectors of two plane electromagnetic waves

of orthogonal linear polarizations, differing in time phase by the angle 6.

In the general case both the magnitude of E(t) and its direction in the uluZ plane

are time -varying functions such that the tip of the vector !(t) describes an

elliptical locus which is the familiar polarization ellipse of Figure 2. In

accordance with IRE standards, as one watches the incoming wave, if the rota-

tion of 1(t) is counterclockwise the sense of rotation is- right-handed; if one

prefers to think of the outgoing wave, the rotation is clockwise for right-hand

sense of rotation. The tilt angle T is the angle between the major axis of the

polarization ellipse with respect to a specified field component; the axial ratio

is the ratio of the lengths of the major and minor axes of the ellipse.

Consider the instantaneous component (or projection) of !ý(t) in an arbitrary

direction in the uIu 2 plane, defined by the angle X in Figure 3.

E (t) = E(t) cosX +EP(t) sinx,

or

E x(t) = El cosX sinwt +E2sinX sin(wt +

Expanding sin (wt + 6),

E (t) = cosX + EzsinX cos 6 )sinwt + E sinX sin6 coswt,
X 1  E 2

or

EX(t) = EX sin (wt + 7)

where

2 2
P =(El cosx + E2 sinx cos 6 )z + (Ez sinX sin 6)2

and
-1 EZ sinX sin 6

"y- = tan E co EsinX sin 6
1 I os X + E iXCos 6

b



Figure 2. Polarization Ellipse for Right-hand Elliptical
Polarization. Direction of propagation is out of paper. Rotation
of 2(t) is counterclockwise in accordance with IRE Standards.
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Expanding the square of E and employing double-angle identities, one obtains:x

Sr 2 ? ? -. P
E -L [E + E + (E- E cos 4 s u sinZE (3)

X 2 L 2 1 2

or

E' [ 4 E'+ [(E2 -E') + (2E 1Ecos, ]•) cos(ZX - (4)

where
-1 2E I E2Cos 6

i= tan 2E 2os
2 2El - E

The sign of the square root is to be taken as positive.

A polar plot of E versus X is called the polarization pattern of the wave. It
X

gives the maximum projection uf E(t) in the X direction, as indicated in Figure 3.

E therefore corresponds to the response to the wave of a linear antenna as itx
is rotated in the u 1 u 2 plane. However, as can be seen, the maxima and minima

of the polarization pattern coincide with those of the polarization ellipse, and

consequently define its eccentricity and orientation with respect to the u axis.

From (4) it is seen that !(t) has its greatest maximum projection at the angle

1
T X of maximum E =p

or

7 tan- 2E1 E os 6  (5)
2l -E

The tilt angle T is the angle between the major axis of the polarization ellipse

and the u- direction.

Note that an ambiguity of 180 degrees results when an angle is defined by its

tangent alone, and this ambiguity in the inverse tangent of (5) as it stands

produces a 90-degree ambiguity in -. Kraus5 states that the angle T as given

by (5), which he derives by a dfferent method, is the angle between the u1

direction and either the major or the minor axis of the ellipse. However, this

uncertainty is removed if one identifies the quadrant of ', as must be (lone to

maintain consistency between (3) and (4) with the choice of the positive square

root in (4). The quadrant of ZT is idicntified by the algebraic signs of the



numerator and the denominator of its tangent as expressed in (5), according to

Table I.

Table I. Sign Conventions for
Identification of Quadrant of ZT or 6

27 or 6 Numerator of Denominator of(5), (10), or (17) (5), (10), or (17)

1st Quad. + +
2nd Quad. +
3rd Quad.
4th Quad. - +

00 0 +
900 + 0

180' 0 -
2700 o 0

Undefined 0 0

If ZT is taken to be a positive angle, the tilt angle is given as a positive angle

between 0 and 180 degrees. Since the polarization ellipse is symmetrical with

respect to 180-degree rotation, T angles in the second quadrant may be- replaced

by their negative supplements if it is desired to express T as an angle between

190 degrees. Included in Table I are cases where 2T falls precisely on a

quadrant boundary, and the case of circular polarization for which T is undefined.

The table applies also to identification of the quadrant of 6 described later.

From (4), the ratio of the maximum of the polarization pattern to its minimum isI_
E 2 4- E Z+[(EI' - E')' 4 (2E1E cos5)Z]2

E + E [(E' - E')' + (2E E Cos 6 )2]A

or, upon multiplication of both numerator and denominator of the quantity within

the outside radical by the numerator,

2 2 r 2E
E + E + [(E - E 2 (ZE E -co0)1;1 2 LI 2 12r 22 - , (6)f,2 2~ Zg 2 2.

-1 + E! -(1 - E) (2E 1 E Cos )j~

8



or

1+ E + [( - ) + (2, 11cost .)
Ir 2 (6')

E Il E 21s i ' 6 1

This axial ratio takes a particularly simple form in terms of the circular com-

ponents to be discussed presently.

Linear -Component Measurements

Suppose that the arbitrarily polarized wave is examined with a linear antenna

rotatable in the polarization-axis coordinate X. When X = 0 the antenna is

aligned with the tI direction and the magnitude of its terminal voltage is propor-

tional to El; when x = 90' its terminal voltage is a relative measure of EZ. The

received power is proportional to E or i:o E2 for x = 0' or 900, respectively.
12

When the antenna is positioned diagonally at X = 45%, equation (3) shows that the

received power is proportional to

E 450 1 (E + E2 + 2EE 2 cos 6) (7)

When the antenna is positioned diagonally at X = 1350, equation (3) gives

E2 1 2 2 ZE E Cos (8)
X = 135° = ZiEl ± - 1

Let 2 2
XE 4 5 = E 3

E2 2
X 13 5  4

Examination of equations (5), (6), (7), and (8) shows that relative measurement
2 Z Z. 2of E E and either E3 or E4 is sufficient to determine the tilt angle and the

magnitude of the axial ratio. However, if bo1th E., and E, are measured the

calculations take a particularly siniple form, because

. F 21 ()cos)



so that

E -,1 2T : t a n - 1 _- 1 0

El E 
(0

(which is to be used with the rules for quadrant identification given previously in

Table I), and

E 2 + E + [(E' - E?) 2 + (E' - E;

(Ez A E •)1 - (E2 - E2) 2 - (E2 _ E2 ]•
Equation (9) gives

2 2

161 = 1 3

ZE IE
2

but does not show whether the phase angle is positive or negative. Consequently,

measurements of linear components alone do not identify the direction of rotation

of 9(t). Similarly, since one does not know whether to use the positive or the

negative square root in the denominator of (11), the sign of r is undetermined;

otherwise, as will be shown in the circular component case, the sign of r would

identify the sense of rotation. (In the numerator the positive square root must

be used for consistency with previous assumptions. )

The squared field intensities which appear in these relations may be determined

either by relative power measurements with a single antenna successively

oriented to x = 00, 450, 90', and 1350, or by switching connections to two iden-

tical stationary coplanar probes oriented orthogonally in the uI and u directions.

In the latter case the diagonal intensities are obtained by adding terminal voltages

either in-phase or out-of-phase in such manner as to ohtain sum voltages pro-

portional to

(1/q-)[ l~t } E~t) : I/x-Z)Els,, v iCb~si n(wt 46)1 F '•i•,:- 1

and

(1/NZ)[.; 1 (L) - . f)] (1/\!2,)[L.;1 .in t - .6)] .,,sin(,t 4 ,)•

l0



Expansion of sin (wt + 6) gives

E 3 sin(wt+])= (I/z)[(E +Ecosb)sin wt + Esin6coswt]

and

E4 sin(w +yg) = (1A-zP)[(EI-E cos6)sinwt - E sin6coswt],

from which

E 7 (E + E 4- ?Ei E cos 6)

3 1 2

E4 (E + E 2 - ZEIE cos6)

in agreement with (7) and (8).

Circular -Component Measurements

Suppose that the terminal voltages of the orthogonal 9 oplanar linear antennas

introduced in the preceding paragraph are now combined in phase quadrature in

such manner as to obtain sum and difference voltages proportional to

(I/2)[E sin wt + E cos(wt+6)] = ERsin (wt+Y 3 ) (UZ)

and

(11,F2) [E sinwt - Ezcos(Wt+6)] = ELsin(wtt+'y 4 ) (13)

Expansion of cos (wt + 6) gives

ERsin(wt+7 3 ) = 114Z) [(EI- Esin6)sinwt + E. cos6coswt] ;

ELsin(wt+Y4 ) = (I/2) [(El + E 2 sin6) sinwt- E2 cos6coswt]

from which

ER = W1El + E2 - 2 1 2 sn) ;(4
2 1 2 2

EL := I(E + E 2 + 2EiE sin6 ) (15)

11



When E = E 2, the antenna phasing arrangement corresponding to (12) and (14)
produces a maximum response to a wave for which 6 = -90' and null response

to a wave for which 6 = +900. In either case, equation (4) shows that the pro-

jection of !(t) is independent of direction (X) in the u 1 U, plane; both waves are

circularly polarized. When 6 = -90', EZ(t) lags El(t) and inspection of Figure 2

shows the E(t) appears to rotate in a counterclockwise direction when viewed

from the direction of propagation with the wave approaching. In the IRE conven-

tion followed in the antenna field this condition is identified as "right-circular

polarization." When 6 = +90', the rotation of E(t) is clockwise, wave approach-

ing, and the polarization of the wave is "left-circular." Thus the antenna

phasing arrangement corresponding to (12) and (14) produces a composite right-

circularly polarized antenna. Similarly, the phasing arrangement corresponding

to (13) and (15) has maximum response to the wave for which 6 = +90' and null

response to the wave for which 6 = -90°. It constitutes a left-circularly polarized

antenna.

At the outset of this discussion a wave of arbitrary polarization characteristic

was defined in terms of two orthogonal linearly polarized components and theii

phase difference. As is well known, the wave can be defined equally well by

the amplitudes ER and EL of two circularly polarized components and their

phase difference 6' = 73 - 74 This representation is treated in detail in the

referenced literature and is examined further in the Appendix. Here the equiva-

lence of the representations will not be elaborated because the present intent is

not to change to an alternate representation, but rather to show how the commonly

used measures of wave polarization characteristics can be determined by

measurement of both linear and circular polarization component amplitudes.

For this purpose it is immaterial whether the linear-component or the circular-

component representation is chosen as the basic viewpoint; we will continue to

use the former.

It will be recalled that measurements of linear components alone gave only the

magnitude of the phase angle 6 (in terms of its cosine), and hence left the sense

of polarization undetermined. This ambiguity is resolved by measurement of

either E or E , because (14) or (15) gives in addition the sine of 6. However,

if both E and E are measured the calculations are simplified. Since
R L

E R 2EIE 2 sin 6  (16)

12



one obtains with the use of (9):

2 2

tan-I L R (17)
2 2 E ( P

3 E4

2 2 an E 2 i
the quadrant of 6 being determined by the signs of EL - E and E - E in

L R 3 4
accord with Table I. Table I includes cases for which 6 falls precisely on the

quadrant boundaries, and the special cases of linear polarization directed along

the uI or u 2 axis for which 6 is undefined.

2
Equation (4) for E is also simplified by substitution of circular-component

x
quantities. The product of (14) and (15) gives

E22E - [(E 2 + E 2 ) - (2E1E sin6)2 ]
EREL 1 2 1 12

=+[(E' - E~)2 + (2E E2 Cos 6) 2

,or

ZEBE 2 E 2 )2 + (2E E cos 6)R (18)

The sum of (14) and (15) gives

2 2 2 2
ER+ EL = EI + E2 (19)

Substitution of (18), (19), and (5) in equation (4) gives

E2  1 R2
Ex = ' [E + E2 + 2E E COS 2(X -T)] (20)

From (20), the ratio of the maximum of the polarization pattern to its minimum

is just [ER+ EL)2 12

r =1ER EL)2I

The sign of the square root is chosen by convention such that
E ±

RE + L

r =.

r =E R+EL (21)
ER - EL

13



which gives a positive axial ratio for right-handed polarization and a negative

axial ratio for left-handed polarization. This relationship is evident (except

for the sign convention) from inspection in the circular-component representa-

tion where one considers !(t) to be the resultant of two contra-rotating vectors

of amplitudes ER and EL.

Practical Considerations

Measurement Techniques---In setting up an antenna range to make polarization

measurements by the multiple-component method, the following requirements

must be met:

(1) the correct polarizations must be established for each
of the six polarization components,

(2) the measuring system gain must be maintained fixed
during the measurement interval,

(3) conditions such as suppression of extraneous reflections,
etc., associated with measurements of A single polarized
component must be satisfied.

One can of course invoke reciprocity and interchange the roles of the transmitting

and receiving antennas. It has been convenient to consider the case in which the

wave radiated by the antenna under test is examined with receiving probes, but

it is commonly preferred to operate antenna ranges in the opposite manner. One

then measures the receiving response of the antenna under test when it is

illuminated by waves of various polarization characteristics.

A note of caution is warranted. The polarization properties of an antenna are
defined here, as is customary, by polarization parameters of the wave the
antenna radiates, and must be so interpreted even though the relative component
magnitudes actually may be determined from measur•ent of the receiving
response of the antenna under test. ER and EL can be measured by the receiving
responses of the antenna under test when it is illuminated respectively with
right-circular and left-circular incident waves, as would be expected. The
linear components must be measured, however, with illuminating waves whose
Svectors are parallel in space with the 1 vectors of the corresponding com-
ponents of the wave which would be radiated by the antenna under test. Since in
the multiple-component method one measures amplitudes only (and not phase
polarities, which are deduced from relative amplitudes), this condition is of
consequence only in setting up the "diagonal" linearly polarized illuminations.
E 3 and E 4 must be measured with illuminating waves whose 2 vectors are
directed respectively at x = 45 0 and X = 135' in the coordinate system defined
with respect to the antenna under test, (Not at the corresponding angles of the
coordinate system which would be used to define the polarization properties of

14



The linearly and the circularly polarized sampling or illuminating antennas can

be of any convenient type. While only relative amplitude measurements are

required for polarization analysis, it is necessary to insure that all components

are measured with respect to the same reference. Good practice requires that

this condition be verified experimentally in any case, through techniques familiar

to the antenna engineer.

The principal considerations in application of the multiple-component method can

be illustrated by discussion of several suggested means of implementation.

(a) Three-Antenna and Polarization-Positioner Method

Probably the simplest method of establishing the required aperture fields is that

shown in Figure 4. A linearly polarized source antenna, mounted on a polariza-

tion positioner, is employed to establish the four linear polarizations at the test

ROTARY POLARIZATION
JOINT POL ITION PAD OR POLARIZATION

I PSTOE ISOLATORN PSTOE

D ~~A LINEARLY POLARIZED ANTENNA ANEN UNDE

ANTENNA UNDER
TEST

PAD I7 OR R H CIRCULAR ANTENNA
ISOLATOR

L H CIRCULAR ANTENNA

2-4 TO RECEIVER,
AND RECORDER

SOURCE ANTENNAS

Figure 4. Schematic Showing Three-Antenna
Method of Providing Six Polarizations Over Test Aperture

aperture. Two additional antennas are employed to establish the right-hand and

left-hand circular polarizations. In the absence of reflections, the same signal

the illuminating wave itself. The polarization parameters of an illuminating wave

to which a receiving antenna is, polarization-matched are not, in general, identical

to those of the wave the antenna radiates! No subtle non-reciprocity is involved

here; it is simply a matter of the way coordinate systems are established by con-

vention for defining polarization properties of waves.)

15



levels are automatically provided for the four linear polarizations if the axis of

the polarization positioner is aligned with the center of the test aperture and if

the axis of the transmitted beam is aligned with the axis of the polarization

positioner. The gains of the two circularly polarized antennas do not have to be

identical to each other or the same as that of the linearly polarized antenna; a

reference antenna can be employed at the test aperture to permit adjustment of

the system gain to compensate for relative gain differences of the three antennas. *

If an absolute gain reference level is to be determined by the comparison method,

a standard gain antenna is required and can be employed for the reference antenna.

In both applications it is necessary to provide a means for displacing the antenna

under test from the test position and inserting the reference antenna in its place.

If the absolute gain reference level is determined by pattern integration and

calculation of antenna loss, the standard grin antenna is, of course, not

required. In this case, an uncalibrated linearly polarized reference antenna can

be employed to check the circularity of the circular fields and the purity and

orientation of the linear fields.

(b) One-Antenna and Polarization -Pos itioner Method

The arrangements shown schematically in Figures 5a and 5b provide the required

polarizations with a single antenna and a polarization positioner. The circuit

*In the discussions under the section headings, Linear Component Measurements

and Circular Component Measurements. the signal amplitudes E 3 ,E, ER, and
EL were produced by adding signals equal to (1 /-Z) E1 (t) ul and (1 2) E2 (t) uz
in the proper phase relationships. This requires that the total gain of the sampling
antenna be constant for the six polarizations. In the practical measurements
problem, based on receiving or transmitting with the antenna under test, it is
sufficient that the total measuring system gain from the transmitter to the
recorder be constant, with a linearly polarized reference antenna of constant
gain substituted for the antenna under test. The reference antenna is aligned with
two orthogonal linear polarization components of the source antenna in use to
measure two partia system gains, which are added to give the total gain. Thus
relative gain differences of the transmitting antennas can be compensated by
altering the gain of the receiver or recorder or the power output of the trans,
mitter.
For the circularly polarized case, one-half of the system gain is in each of

two orthogonal linear polarization components. Therefore, in setting the total
system gain equal for the linear and circular polarization cases, the partial
system gain for one polarization component is set three decibels lower than the
system gain for the linear case, where the total gain is in a single component.
As a check, it is desirable to rotate the polarization of the linearly polarized
probe through 360 degrees to see that the partial system gain is constant for all
linear polarization components, insuring circularity of the aperture field.
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Figure 5. Schematics Showing One-Antenna and
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Polarizations Over Test Aperture
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provides for switching the polarization of the source antenna from linear to

right-hand circular or to left-hand circular. The four required linear polari-

zations are achieved by rotation of the polarization positioner to 00, 450, 90°,

and 135 * orientations. The orientation can be measured manually or indicated

by a synchro data takeoff of the type in common use. Several switching arrange-

ments are possible; the method of Figure 5a uses a hybrid and a movable short

as a 180-degree phase changer to reverse the sense of rotation. At the higher

frequencies rotary-vane phase shifters and attenuators are of a convenient size

and can be employed. The method of Figure 5b switches the outputs of a hybrid

between the two orthogonal antenna elements to reverse the sense of rotation.

Trim adjustments are necessary to compensate for unequal power divisions by

the hybrids, to compensate for differences of transmission line attenuation, and

to effect precise -90-degree phase relationships between the two components for

the circular polarization cases. Attenuator and phase shifter settings can be

recorded and manually set as required, or the attenuators and phase shifter can

be arranged for programming to the predetermined setting, the method employed

depending on the desired degree of automation.

Use of a polarization positioner to obtain the fouir linear component orientations

has the advantage that the polarization purity of the linear components is not

dependent on electrical adjustments. However, a reference antenna is required

as in the previous method, to provide a check on system gain and polarization

purity.

(c) One -Antenna Method

The circuit shown in Figure 6 provides the six specified polarizations without use

of a polarization positioner.

If switches A and B are in position 1, the polarization is vertical linear; if switch

B is rotated to position Z the polarization is horizontal linear. With switch A in

position 2 and switch B in position 1, the polarization is determined by (1) the

relative total phase shift pZ -ýl (from reference plane aa to the terminals of the

two antennas) and (2) the partial gains for the two polarization components

referred to plane aa. Right- and left-circular polarizations are provided by ±90-

degree relative phase delays and equal gains. Linear polarizations at 45-degree

and 135-degree orientations are provided by adjusting (1) 92 -ý1 equal to zero and

180-degrees and (2) the two gains equal.*

See footnote, page 14.
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Provision of two calibrated trim pads permits the total gain to be set equal for

the six polarizations. The attenuator and phase shifter settings can be recorded

and manually set as required, or the attenuators and the phase shifter can be

arranged for programming to predetermined settings. A rotatable linearly

polarized reference antenna is required at the receiving test site to permit

initial calibration of the system and to provide gain and polarization checks.

Sensitivity to Error -- The multiple -component method, like the conventional

methods, is subject to errors introduced by cross-polarization components in

the probe or illuminating antennas, amplitude readout errors, and gain-reference

setting or drift errors. These matters have been discussed by Bohnert 6. Read-

out errors due to digital recording roundoff must be considered in what is

expected to be the major application of the multiple -compojnent method: where

amplitudes are measured at discrete sample points over a large solid-angular

sector (or entire sphere) and are recorded to the nearest decibel on punched

tape or angular grid plate for subsequent computer analysis of communications

link adequacy. One can illustrate by the following example the kind of point-to-

point scatter one would expect to result from a maximum ±0. 5 db roundoff error

if the computer program did not provide for data smoothing. Suppose that at a
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particular sample point the actual relative magnitudes of the components were

as given in the first column below (in decibels relative to an arbitrary common

reference), and that the levels were recorded with roundoff as in the second

column.

Component Actual Level Recorded Level
dbref dbref

- 8.739 - 9

E2  -13. 510 -14

E3 - 7.791 - 8

E4 -19.230 -19

ER -10.500 -11

EL -10.500 -10

The actually equal ER and EL have been oppositely rounded so as to have

maxinium effect upon the calculated axial ratio. Use of the rccorded data

in (21) gives r =-17.39 (24.8 db, left-elliptical), and (10)-gives T = 29.7

degrees. Actually, the wave is linearly polarized, T = 30 degrees. Equation

(17) gives 6 = 8 degrees; actually it is zero. Equation (20) gives ET (the

maximum of the polarization pattern) as -7.47 db ref; Equations (4) and (9)

give it as -7.76 dbref ; actually it is -7.49 dbref.

This kind of accuracy from raw data is quite acceptable for most applications,

but it could lead to erroneous results in a data-link analysis if over a particular

region the transmitting and receiving antennas were exactly cross -polarized;

the difference between a Z5 db loss and no signal at all is substantial. It is our

understanding that the IRIG link analysis computer program provides for multi-

point data sample interpolation prior to computation to reduce errors from this

source.

Similar errors result from plot-to-plot jitter in precise point of sampling. These

errors are most pronounced in regions where the antenna pattern has steep slope

with respect to the angular coordinates. Multi-point interpolation prior to com-

putation is also effective in reducing these errors.

Still more effective data refinement can be based upon the redundancy that exists

if six components are measured. The simplest constraint is, of course, that
th2 2 4 2+ 2the actual values of E1 + E2 = E3 + E4 - E+ EL. This condition can be invoked
1 2 3 4 R L
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in a fitting process, and it can be used as the basis of data validity testing to

reject data showing evidence of reference-setting blunders or excessive drift.

More elaborate constraints, e. g.,

w2 2-2 2- 2 2 2 -2 2(E-E)+(E-)+(REL

I [(E +EE2) + (E +E4)4 + (E +EL) ,

require more sophisticated programming to introduce in an optimum manner.

One could, of course, simply compute polarization parameters from several

alternate expressions involving different measured quantities and average the

results, but one would not expect to arrive at an optimum fit through such a

procedure.

Summary of Results

Definition of Measured Quantities--Subscripted E's are relative measures of

component amplitudes taken with respect to a common -reference. They are

defined here as terminal voltages of receiving probes used to examine an a'rbi-

trarily polarized wave radiated by an antenna under test. Their common refer-

ence is such that the various probes develop the same terminal voltages when

illuminated separately by waves of the corresponding pure polarization charac-

teristics having equal power densities. (Proper reference can be established

with actual antennas by receiver or recorder gain setting. ) Specifically,

* is the measure of the component that is linearly polarized in

a direction u1 in a plane of measurement normal to the direc-

tion of pr6pagation.

E 2 measures a linear component in a direction u-2, orthogonal to

u1, in the plane norfhal to the direction of propagation. The

positive direction of ug is the direction X = 90 degrees, where

X is aft angle ,defining a direction u% in the u U 2 plane, measured

from the uI direction counterclockwise as seen by an observer

who faces the u U 2 plane such that he sees the antenna under

test behind the plane with its radiated wave approaching him.

E3 measures a "diagonal" component linearly polarized at X = 45.

E4 measures a diagonal component linearly polarized at X = 1350.
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ER measures a right-circularly polarized component.

EL measures a left-circularly polarized component.

Note s:

(a) EI and E 2 correspond to E 0 and E•, respectively, in the IRIG format.

(b) The common reference of the E.'s is such that E2 + EZ = E + E 2

2 2 -11 2 3 4
ER + EL, a measure of the total power density of the wave at the sampling
point. They provide measures of relative electric field strengths in the

following manner: If the number-subscripted E.'s are taken to represc-1

relative peak field strengths of the corresponding linearly polarized

components, e.g.,

pl(t) =E 1 sinwt u-I

then in the same units the constant magnitudes of the field strengths of,

the circular components are given by

6R I/N ER (L 1/XE

(c) The component magnitudes and other polarization parameters discussed

here characterize the polarization properties of an antenna in terms of the

nature of the wave it radiates and must be so interpreted. The components

may be more conveniently measured, however, by invoking reciprocity and

testing the receiving response of the antenna when it is illuminated by waves

of various polarizations. In setting up the incident fields one then must

observe precautions discussed in the footnote, p. 14.

Polarization Characterization- -The measured quantities Ei give directly the

relative magnitudes of the corresponding components in terms of which an

arbitrary wave can be characterized; their common reference is such that

the square of any E, gives the relative power contained in that component.

A set of four E.'s consisting of one "principal" linear component (E 1 or E1

one "diagonal" linear component (E 3 or E 4 ), one circular component (ER or

EL), and any fourth component is sufficient for complete characterization.

Such a set can be used without further reduction for communications link

analysis if the equations for power transfer between antennas are written in

compatible form. However, it may be preferred to regard one pair of
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orthogonal components as "principal" components (E1 and E 2 or ER and EL)

and use the other amplitudes in calculating, as a third parameter to complete

the description, one of the customarily used quantities

T = ellipse tilt angle*, the angle between the major axis of the--4

polarization ellipse and the uI direction, measured in the

sense defined in the previous subsection for the angle X;

6 = phase angle by which E2 (t) leads E,(t) ; or

6' =phase angle by which ER(t) leads E L(t), when circular com-

ponent phases are defined so that 6' = 0 for linear polariza-

tion in the uI direction.

Measurement of all six component magnitudes instead of the minimum of

four is recommended because doing so provides greater insight into antenna

behavior through direct inspection, redundancy for verification and refine-

ment of data, and simple expressions for the parameters

2 2
E3 -E4-1EL ER

6 tan(17)

E E
3 4

2 2
6' -1 E3 4

T = = tan 2 2 (10);(A6)

Quadrants can be identified through the numerator-denominator sign rules

given in Table I.

Other useful expressions are the following:

ER + EL (21)

ER - E L

where the axial ratio r is the ratio of the major axis of the polarization

ellipse to its minor axis; by convention, r is positive for right-handed

polariza.tion and negative for left-handed polarization.

*Completes description only when used with ER and EL; does not give sense
of ellipticity when used with EI and E Z.
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E [E +EL+zERELCOSz(x - T) (20)

where E is the magnitude of the polarrization pattern (the projection of

the polarization ellipse) in the direction specified by the arbitrary angle

X, defined in the previous subsection.
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APPENDIX

FURTHER EXAMINATION OF CIRCULAR COMPONENTS

In the text the terminal voltage of a probe antenna responsive to

the right-circular component of an arbitrary wave is represented as

proportional to the quantity

E sin(wt+ y 3 ) = (1/1I2) [(E I - E sin 6) sin•wt + E cos 6 cos wt] (Al)

and that of a left-circular probe is represented as proportional to

ELsin (wt+ Y4 ) = (I/12) [(EI + E 2 sin 6) sin (,t- E 2 cos 6 coso t] . (AZ)

2 2 2 2
E and EL are related to EI, E2, and 6 by (14) and (15). In con-

tinuation of this development it is first necessary to evaluate the phase.

difference

6'= 'Y3 - 'Y4 "(A3)

It will be convenient to represent 'Y3 and _f4 by their sines and cosines,

which from (Al) and (AZ) are:

E 2 cos 6 El - E2 sin 6

sin"y3 = cos 'Y3 =
R \/{ 2E{

_-E2 cos6 EI + E2 sin6
s i n -f4 -4 E -C o s ? Y4 = 4

N/2EL LJ2E

From trigonometric identity,

sin 6 ' = sin' 3 cos y4 - cos 3 sinY4

cos6' =CosY3 cos'Y4 + sinY 3 sin^ 4

so that
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in6'= EIEcos6
n 6 ' EE (A4)

Cos 6'= E-E (A5)

2E RELEREL

Therefore

ta 1=ZE 1 E2 cos 6
tan 6 '= 2 2z°S

El - E2

Comparison with (5) in the text shows that

6' = 2T (A6)

If circularly polarized probe antennas ard' to be used to deterniine

T by measurement of 6', it is essential to note that 6' is defined, as in

(A3), as the angle by which the right-hand component leads the left-hand

component, and that the antennas must be adjusted so that 6' = 0 for an

incident wave that is linearly polarized in the u1 direction. The oppor-

tunity for confusion is substantial because the literature is rather casual

in specifying the sense of 6'. *

One might find it helpful to sketch out two contra-rotating E vectors

(right- and left-circular components) whose resultant is a linearly polar-

ized wave and note how (A6) can be arrived at geometrically. It is then

clear that an advance of the phase of the right-hand component in its

cycle relative to that of the left-hand component in its cycle increases

T in its positive direction.

Transformation from a wave representation in terms of ERI EL,

and 6' to one in terms of El, E., and 6 can be accomplished in the fol-

lowing manner:

For example, Kraus' equation (15-65) of Reference 2 gives 6' the op-
posite sense from that defined by his null measurement technique de-
scribed in his Figure 15-32 and associated discussion. The latter agrees
with our (A3) and (A6).
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From (A4),

EIE
cos 6 

- sin 6 '

From (16),
2 E

sin 6 =EL- R
ZEIE 2

Therefore

E2 -E2
6 = tan- EL R (A7)

ZEREL sin 6'

where the quadrant can be identified by numerator-denominator sign

conventions as in Table II.

From (A5),

S2E2= ZERELcos 6,1 -2 R=

Adding or subtracting (19) gives

E2  1 E2 21 2 R(E + EL)+ ERELCos6' (A8)

2 1 2 2 EREL c25 6 'E 2 =(ER + EL)- CA

which agrees with the result of substituting X z 0 or /12 ZT 6' in (20).
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LOG-PER.ODIC HELICAL DIPOLE ARRAYS

D. T. Stephenson and P. E. Mayes
University of Illinois

Urbana, Illinois

SUMMARY

The low-frequency cutoff of the logarithmically-periodic dipole array

occurs when the length of the longest dipole is approximately one-half wave-

length. For applications in and below the high frequency (3-30 Mc) band the

antenna becomes quite large. By replacing the linear dipoles with normal-

mode helical elements, the dipole length can be reduced. Near-field measure-

ments show the similarity in propagation constants in arrays of linear and

helical elements. Data are shown for LP helical dipole arrays with elements

of length V/4 at the lowest frequency. Frequency-independent backfire patterns

are maintained and maximum VSWR less than 2:1 has been achieved.

1. INTRODUCTION

Since its introduction by Isbell in 1959, the log-periodic dipole has

become a very popular broadband antenna. Its structural simplicity makes

it - pra±ctical design for applications where portability or rotatability are

desired.

As is true with most antennas, the LPD must be fairly large if it is to

work well at low frequencies. The longest dipole in the LPD array must be

about one-half wavelength long at the lowest frequency of operation. There

is also a requirement on the boom length of an LPD: directivity suffers if

the parameters are chosen so as to make the antenna too short for a given
2

operating bandwidth .Thus if one wishes to reduce the overall size of an



LPD antenna in terms of wavelengths, one must contend with both the dipole

lengths and the boom length. rhe latter seems most likely to have a basic

limitation on directivity, i.eo. a minimum boom length is required to achieve

a unidirectional pattern.

No such severe limitation with respect to directivity should exist in the

case of dipole lengths, however, since the pattern of short dipoles is almost

the same as for half-wavelength dipoles. This paper describes a method of re-

ducing the lengths of the dipoles in an LPD array. The results of this re-

duction are discussed. with emphasis on the comparison between the performances

of the resulting antenna and the original LPD design. The effect on boom

length is discussed.

Dipole Length Reduction

The method chosen for shortening the dipoles in the LPD array is to replace

them with normal-mode helical dipoles. By proper choice of pitch angle, a

helical dipole may be made to resonate at a frequency much lower than the fre-

quency for which the dipole is a half-wavelength long.

This method was chosen in preference to inductive base-loading because

of its higher efficiency, and in preference to capacitive end-loading because

of structural considerations. Dielectric-loading of the entire array is im-

practical at low frequencies. The helical dipole also features a uniform geome-

try which simplifies construction in some respects.

There are, however, several reasons why the use of helical dipoles in

place of linear ones would be expected to change the performance of the array.

For any considerable degree of length reduction, the radiation resistance of a
3

helical dipole is rather low . Since in a log-periodic array the relationship

between dipole impedance and feeder characteristic impedance has a major effect

on active region efficiency, and therefore on directivity, end effect, etc., it

would be expected that the substitution of helical dipoles would change these

properties considerably. These properties are also functions of the mutual im-

pedances between the dipoles in the array. The mutual impedances of a helical

array would be expected to differ from those of a linear array.

Unlike a linear dipole, the helical dipole produces elliptically-polarized
4radiation but in the range of dipole parameters used in this investigation

this effect is quite smAll and the polarization is nearly linear.
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These considerations lead one to expect a certain degree of deterioration

in the performance of the log-periodic helical dipole array as dipole lengths

are reduced. A major purpose of this investigation has been to determine to

what degree one must compromise in return for obtaining a narrower array.

2. EXPERIMENTAL RESULTS

Much of the experimental work on the helical dipole array was based on

previous work of a similar nature that had been done in the Antenna Laboratory

on linear dipole arrays. Such measurements include input impedance and far-

field radiation pattern as a function of the design parameters, and the k-p

(Brillouin) diagram obtained by probing the near field of a uniformly-periodic

array of dipoles.

Whenever directivity is mentioned in this report it was calculated from

the approximate formula
5

Directivity in db =10 log 
41,253

(BV) n (BW)H

where (B )E and (BW)H are the half-power beamwidths, in degrees, in the E-plane

and the H-plane, respectively.

Figure la shows the geometry of a log-periodic helical dipole array (LPHDA)

and the design parameters used in its construction. The design of the individual

helical dipoles is not discussed here, except to point out that the relationship

between the dipole half-length h and the free-space quarter-wavelength is given

by h X where s will be called the shortening factor. Thus, for a linear

dipole, s =• 1. Figure lb illustrates the method of feeding the dipoles, and

shows the effective 180 degree twist in the feeder between dipoles. The helices

were wound on cylindrical polystyrene forms, and all helix dimensions in the log-

periodic models were scaled by the factor T as closely as was permitted by

available standard wire sizes.

2.1 Active Region Efficiency vs. s

As an initial investigation, it was necessary to determine the degree to

which the dipole shortening affected the efficiency of the active region, i.e.,

the number of dipoles which must be excited in order to radiate completely the

signal propagating along the feeder. Two uniformly periodic (T 1: 1) pattern
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5

models were built, each containing five dipoles. The shortening factor s was

0.26 on the first model, 0.57 on the second. The second model exhibited uni-

directionril backfire radiation at the dipole resonant frequency, while the

first showed a bidirectional pattern. Only when five more dipoles were added

to the first. model, giving it a total of ten dipoles, did it exhibit backfire

radiation.

These results indicate that in the s = 0.26 model each of the original

five dipoles radiated relatively little of the energy that was propagated

towards them along the feeder. The remainder of the energy continued to the

rear end of the feeder, and was reflected back towards the feed point. This

reflected signal excited the dipoles once again, producing strong radiation

in a direction opposite to that produced by the incident feeder signal; hence

the bidirectional pattern. A log-periodic array built with such a low value

of s would therefore suffer from strong end-effect and poor patterns, unless

the scale factor T were very close to unity. Such a T would lead to an

extremely long antenna for any appreciable operating bandwidth.

For these reasons, all subsequent LPHDA models were built with s in the

rcAnge 0.5 to 0.6.

2.2 Direct Comparison of Arrays of Linear and Helical Dipoles

To gain further insight into the effect of dipole shortening, a direct

comparison was made of two log-periodic arrays. These arrays were identical

in all respects except for the use of linear dipoles in one and helical dipoles,

with s L: 0.54, in the other. The design was taken from Carrel2 , and based on

minimum boom length for 9 db directivity.

Figure 2 shows the far-field H-plane radiation patterns of the two arrays

at four different frequencies. The patterns of the array of linear dipoles,

represented by dashed lines, are quite consistent over the entire range of

frequencies for which the antenna was built. By contrast, the patterns of

the helical dipole array (solid lines) deteriorate quite noticeably at the

extreme- ends of the frequency range (400 and 1033 Mc). These results suggest

that the active region on the LPHDA includes a larger number of dipoles than

does the active region on an LPD.

The 610 Mc pattern is typical of the mid-range performance of this array.

it is seen that both directivity and front-to-back ratio suffer somewhat by

comparison with the LPD.
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Figure 3 illustrates the variation with frequency of the input impedances

at the feed-points of the antennas. For both antennas, readings were taken

at three frequencies per log-period; that is, if fn is the resonant frequencyn -1/3fn -2/3f -l

of the n-th dipole, the frequencies chosen were n T f T fn T- fn

:. f n-1 etc. The individual points shown are the impedances for the helical

dipole array, from 400 to 1000 Me. The circle encloses all of the impedances

measured on the linear dipole array, over the same frequency range. The VSWR

with respect to the mean input impedance varies as follows:

Linear dipole array: VSWR = 1.5, 400-1000 Mc

Helical dipole array: VSWR = 4.85, 400-1000 Mc

VSWR = 3.2, 400-753 Mc.

The point-by-point progression of impedance vs. frequency is not shown in

Figure 3, but it should be remarked that the orderly, clockwise movement of im-

pedance as frequency is increased, a feature of log-periodic dipoles, was present

in the helical model.

The measured data may be summarized as follows: the LPHDA, built with the

same design parameters as the linear dipole array but with the dipole shorten-

ing factor of 0.54, featured an operating bandwidth about 651 as wide as that

of the LPD, an average directivity of 6.37 db compared to 9 db for the LPD, an

average front-to-back ratio of 15.4 db compared to a minimum of 20 db for the

LPD, and the input VSWR comparison given in the table above.

This degradation in performance was anticipated, as mentioned earlier. The

usefulness of the LPHDA will depend on the degree to which performance may be

improved by adjusting the various design parameters. The effects of varying

these parameters were investigated next, and the results are described below.

2.3 LPHDA Performance vs. T, U, and Z
0

The goal in this investigation was to determine which values of T, C, and

Z lead to optimum performance of an LPHDA with s = 0.5, in terms of far-field0

pattern directivity, input VSWR, and overall boom length.

Three LPHDA models were built to cover a 400-800 Mc frequency range. These

models featured a feeder impedance, Z ; equal to 100 ohmsY and a scale factor

T of 0.90Y 0.92, and 0.95, respectively. Figure 4 is a photograph of the T Tý 0.92

model. The spacing of the dipoles along the feeder, and hence the spacing fac-

tor C, could be varied over a wide range. In all three models. s := 0.54.
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Measurements of input impedance (at the feed-point) and far-field radi-

ation patterns, as a function of frequency, were made for several different

values of 7 on each model.

Figure 5 shows the variation of VSWR (with respect to mean input impedance)

as a function of U. The T :- 0.90 model with U = 0.16 (design "'A") gave the

lowest VSWR, just under 2, but the boom length of the antenna at this C setting

was quite long. The T = 0.92 model performed almost as well in terms of VSWR,

and with U = 0.07 (design "B") it was a shorter, more compact array. The T = 0.95

model with = 0.05 (design "C") appears to be shorter yet, but the increase in

I offsets the decrease in C and actually produces a longer antenna. Thus from

the standpoint of VSWR and boom length, the best design of those three appears

to be design "B". In Figure 6 are plotted the input impedances for this model

at frequencies throughout the range of 414 to 800 Mc.

The far-field radiation patterns showed rather small changes from one value

of Ur to the next, but in all three models the optimum patterns (in terms of

directivity and front-to-back ratio) and the optimum VSWR were found at the same

value of U. Figure 7 shows the H-plane patterns at six frequencies for design

"B". The directivity of this model is about 6.5 db, and the front-to-back ratio

averages 19 db from 514 to 800 Mc and 15 db from 400 to 800 Me.

It is difficult to compare the boom length of this model with the boom

length of an array of linear dipoles which has the same directivity, because

existing LPD design charts do not give complete figures for directivities lower

than about 7.5 db. It is clear that the linear dipole array would be somewhat

shorter. It is also worthwhile to note that the insertion of T = 0.92ý 0 = 0.07

into the LPD design charts gives a directivity of about 8.8 db.

In order to investigate the effect of Z on the performance of the LPHDA,o

a new model was built in which Z could be varied over the range 100 to 300 ohms.
0

Design "B" was chosen for T and U. At a feeder impedance, Z of 250 ohms, the

VSWR was found to be 1.95; it increased to 2.33 and 2.31 at Z = 230 and 275 ohms,0

respectively. Figure 8 shows the impedance of this model. Pattern measurements

showed results that were essentially the same as those measured with Z equal to0

100 ohms.

Measurements are currently underway on another variable Z model on which
o

Z may be set at values much higher than 300 ohms.
O
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2.4 k-P Diagram of a Uniform Array

The far-field pa+tern of A radiating periodic structure is closely re-

lated to the k-P characteristic of its near field. The k-P diagram of a

uniformly periodic array of linear dipoles has been obtained and studied.,

both experimentally and theoretically 5' 6. Although the full meaning of this

k-P diagram is not yet completely understood, it was felt that it would be of

interest to obtain experimentally the k-p diagram for a uniformly periodic

helical dipole array (UPHDA) for purposes of comparison.

The UPHDA that was constructed for this measurement contained 14 identi-

cal dipoles equally spaced with a spacing factor U equal to 0.087. The

shortening factor s was 0.53. Its near field was probed, in a direction parallel

to the feeder, by a small shielded loop that was oriented to respond to the

magnetic field produced by the axial component of the dipole currents and reject

the field produced by the feeder currents. Relative amplitude and phase of the

probe signal were measured at many frequencies as a function of distance along

the feeder. This distance was defined in terms of a cell" of length a, the

distance from one dipole to the next. The resulting data appear in the form of

a k-P diagram and a curve of attenuation per cell; these are shown in Figure 9.

The k-p curve, showing points in the vicinity of the first two stop bands,

is similar in appearance *o k-P diagrams obtained from linear dipole arrays.

Measurements of the far-field radiation patterns of this array were made at the

frequencies shown, and the agreement of these patterns with corresponding points

on the k-p diagram is excellent. Points are shown only for those frequencies at

which reliable phase data were obtained; at some frequencies the presence of more

than one mode on the structure leads to ambiguous phase plots.

The curves of attenuation per cell are also similar in form to those ob-

tained from linear dipole arrays. The big difference lies in the maximum values

of attenuation obtained. Linear dipole arrays have produced in the neighborhood

of 20 db attenuation per cell, while the maximum value obtained on the helical

dipole array is about 6 db. This result agrees with the concept of a wider

active region on the LPHDA.

2.5 The Log-Periodic _Mixed Dipole Array

This investigatio- ,.as motivated by the observation that in an appli-

cation where size reductic in a broadband array is desired the need for size
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reduction is present only in the longest dipoles; half-wave linear dipoles

are still satisfactory for use at the high-frequency end of the array. An

antenna in which only the few longest dipoles are made helical would combine

the well-behaved characteristics of a conventional LPD array at the higher

frequencies with dipole length reduction (and a change in performance) only

where it is needed most.

Two log-periodic mixed dipole array (LPMDA) models were built and tested.

The models differed in T and U, but were similar in that on each model the

first four dipoles were helical and the rest were linear. The helical dipoles

were scaled differently than those on previous models had been: all four were

the same length. The first dipole was built with s = 0.5, and the pitch of the

following dipoles (and consequently the value of s) was increased progressively

so that (on one model) the fourth dipole had a value of s = 0.9. Consequently

the resonant frequencies of these first four dipoles were increased log-

periodically, while their lengths-remained the same. The result of this was a

gradual transition from helical to linear dipoles. Figure 10 is a photograph

of these two antennas.

Pattern and impedance measurements displayed uniform characteristics over

the frequency range in which the linear dipoles were active. As the frequency

was reduced to bring the helical dipoles into operation, the performance changed

gradually to broader patterns and higher VSWR. The following table illustrates

this change for the first of these models, in which T = 0.825, U = 0.06, and

Z = 1354 (f denotes the resonant frequency of the n-th dipole).
0 n

Freq. Range VSWR Front-to-Back Ratio

f5 and above 1.91 21.5 db minimum

f4 - f5 1.91 20.28 db

f3 - f4 2.11 11.69 db

f2 - f3 2.27 8.22 db

f1 - f2 3.58 3.36 db

The VSWR performance for this model is illustrated in Figure 11. The

sixteen points shown are spaced evenly through the first four log-periods.

The point labelled '.f - is at the resonant frequency of the first helical
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dipole; the next three points connected to it by the line correspond to fre-

quencies of T-1i/4f1  T-i/ 2 fl, and T-3/4f The next point is the point labelled
"I etc. As frequency is increased, the impedance pattern (with the exception

of the point labelled "f 47) spirals inward towards a progressively lower VSWR.

Above frequency f 5 the impedance points are clustered around 1.5 + j 0 with

a VSWR of less than 2.

These and other data obtained from the LPMDA models suggest that a

practical way to design such an antenna might be to add one log-period to the

intended frequency bandwidth, i.e., to build the array one dipole longer on

the low frequency end. Also. T and 9 could be changed to more suitable values

in the helical portion of the antenna.

3. CONCLUSIONS

With the aid of the above experimental results, the drawbacks and advan-

tages of the LPHDA may be summarized. It has been shown that the array must be

made longer as the dipoles are shortened in order to maintain good directivity

and VSWR over the same bandwidth. Thus the antenna designer who is faced with

space limitations may find the LPHDA to suit his needs where low-frequency cover-

age is desired if he is willing to give up bandwidth in exchange for reduced

dipole length. An installation in which the antenna is fixed with respect to

surrounding objects could possibly make good use of a longer but narrower array.

An LPHDA may be well suited for low-frequency applications where mechanical

support is a problem. A long boom on which are mounted long dipoles requires

support in several directions in order to stiffen the whole array. By using

shorter helical dipoles wound on tubular fiberglass poles, for example, the

support problem could be reduced to that of supporting the boom alone.

In such applications, the LPHDA (or LPMDA) could be useful even if it

is found necessary to increase the design bandwidth of the array by one or two

log-periods on the low-frequency end in order to maintain good performance at

the original low-frequency limit.

The results described in this paper suggest a number of other investigations

which should be made. For example, the effect of Zo, as mentioned earlier, con-

tinues to be studied. Research on the conventional LPD antenna showed that z

had a major effect on mean input impedance level and a secondary effect on input
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VSWR and active region efficiency. Much work is yet to be done on changing

the parameters of the LPMDA in that portion of the antenna which contains

the helical dipoles. Using the k-P diagram as a guide, extra phase shift

might be inserted in the feeder between dipoles in order to improve directi-

vity. A mathematical analysis, similar, for example, to Carrel's analysis

of the LPD, might prove useful in verifying experimental results and in pro-

viding data for LPHDA design charts.

The authors anticipate that further work on these and other factors will

make the LPHDA and related antennas useful members of the family of log-

periodic dipole arrays.
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OCTAVE BANDWIDTH MULTIPLE BEAM ARRAY

Program Objective

In 1960 a unique corporate feed network capable of deriving

multiple beams from a single array of antenna elements was developed.IIZ

The most significant feature of these networks, commonly referred to

as Butler Matrices, is that the beam forming has an efficiency of 100%,

that is, the only loss is due to attenuation. A number of relatively

narrow band phased arrays have been developed using the multiple

beam matrix with the major effort centered in L and S Bands. The

prime purpose of this paper is to present the results of a program to

develop an 8 element/ 8 beam phased array capable of operating over

the octave band of 2 to 4 Gc. Since this array was developed for

potential use on aircraft and satellites the matrix was to be fabricated

in strip line in order to minimize weight and volume. Also, the an-

tenna elements and beam forming matrix were to be designed as a

single integrated unit to obviate the necessity for connectors and

cables.

Operating Principles of Multiple Beam Forming Matrix

The basic components contained in a multiple beam forming

matrix are a 3 db quadrature coupler and fixed phase shifters. The

3 db coupler is a 4 port device such that if a signal is applied to one

of the ports, equal outputs will appear at two other ports with a rela-

tive phase of 900, while the fourth port will be isolated. A simple

2 beam array can be achieved by connecting 2 elements by means of

a single 3 db coupler as shown in fig. 1. This can be expanded to a



4 beam array by connecting 4 elements by means of 4 couplers and a

pair of 45 fixed phase shifters as shown in fig. 2. If a signal is ap-

plied to the beam port marked 1 Left it will excite all the elements

with a relative phase shift of 450 between. elements. Assuming A/i

spacing between elements this would result in a beam peak at 14. 50 to

the left of boresight. The beam port marked 2 Left would produce a

phase gradient of 135 between elements which would produce a beam

peak at 48. 50, again assuming A / 2 spacing of elements. From sym-

metry it can be seen that the 1 Right and 2 Right beam ports would

produce the reverse phase gradien.s and thus produce similar beams

to the right of boresight.

Certain properties of the beams are of interest. At the

space angle corresponding to the peak of any beam, all other beams

have zero amplitude, that is, the beams are orthogonal. This is a

fundamental requirement for lossless beam forming. As the operating

frequency is increased all beams will tend to move toward boresight

with a beam squint given by

d 0 = tanO --
f

where dO is in radians, 9 is the beam pointing angle measured from
df.

boresight andT----s the franctional change in frequency. Since the

beamwidth also decreases as the frequency is increased the overlap

between beams rema-ins constant at roughly -3. 9 db.

Since each bea.m- makes use of all the antenna elements the

gain of all the beams is determn'ned by the total antenna aperture. The

fact that the beam forming is p:ss-vre insures reciprocity so that the

array is equally useful for tramnsmitting or receiving.
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If the beam ports are excited singularly the elements will be

excited with equal anmplitude and the familiar sin x/x pattern will re-

sult with -13 db maximum sidelobes. If a pair of adjacent beam ports

are excited, in phase and with eq..al amplitudes, a cosine amplitude

distribution can be achieved which will produce a pattern with -23 db

theoretical side lobes. Likewise, 3 ports can be excited to give cosine2

taper etc.

Development Effort

A schematic diagram of the 8 element array developed on

this program, is shown in fig. 3. A photograph of this array is shown

in fig. 4.. The major items requiring development during this program

were connectors, directional couplers, fixed phase shifters, and

radiating elements

The first item to be investigated was a coax-to-strip con-

nector since these are required on all the tests of the other components.

Available type N connectors have a mismatch as high as 1. 4:1 over the

2--4 Gc band. This amount of mismatch would make it impossible to

measure to the precision required. It was possible to reduce the mis-

match to 1. 15:1 by modifying the connector design.

A variety of 3 db couplers can be fabricated in strip cir-

cuitry, including branch line couplers and traveling wave or Shimizu3

couplers. The Shimizu coupler was selected because it has better

broadband characteristics. The major development effort needed on

these couplers was to increase the isolation. The resulting perform-

ance over the 2-4 Gc band was isolation greater than 24 db, VSWR less

than 1. 2:1 and power split within ±. 5 db.
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By far the greatest difficulty was experienced in developing

the fixed phase shifters. The design utilized was based on broadband

fixed phase shifters developed by Shiffmani. In these units a constant

phase shift between two lines is achieved by including a coupled region

in one of the lines. The primary difficulty was due to the very large

mismatches in the line with the coupled section. By modifying the

coupled section it was possible to reduce the mismatch to less than

1.3:1. The phase variations over the octave band are about ±3O.

The antenna array consists of 8 square Archimedes spirals

in the form of a linear array with a spacing of 0. 5?h at center fre-

quency. The spirals and balun are printed on epoxy fibreglass material,

NEMA G-10. The sides of the spiral are 1.810 inches long (about .5

at center frequency) and the depth of the cavity is 1".

Typical measured data for the antenna elements are VSWR <

1. 8, gain +3 db WRT isotropic circular, and axial ratio less than 3 db

over the band.

Test Results

The major significance of this program was the design of

the octave bandwidth matrix in strip line. The performance achieved

was quite comparable to results of the much simpler narrow band

units previously designed.

Amplitude Distribution

Whenever a beam port is excited the signal should divide

equally among all eight antenna elements resulting in a 9 db attenuation.
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The measured variation in amplitude on any beam is about ±. 5 db while

typical insertion loss is 0. 6 db.

Phase Distribution

The ideal phase gradients of an 8 element matrix are ±ZZ I/20,

±67. 50, ±.I.l 50 and ±157. 50, for beams 1 thru 4 respectively. The

measured values of phase gradient are shown in Table I and indicate

very close agreement with the theoretical values. Likewise, Table I-

indicates the extent of phase error, or ripple, at the antenna elements.

Ty•ical RMS phase errors are less than 5 with a maximum error of
7.10.

Computed Beam Patterns

In an attempt to isolate the effects of phase and amplitude

errors contributed by the beam forming matrix a series of computed

beam p.tterns was derived. These patterns were obtained by means

of a conmouter program developed by M. I. T. Lincoln Laboratory.

Measured ohase and amplitude data for each beam and at 5 spot fre-

quencies across hhe 2-4 Gc band were supplied to Lincoln Laboratory.

I- Samples of the ý:;nputed beam patterns are shown in fig. 5. The beam

patterns ;.ave maxi-um side lobes of -12 db compared to -13. Z db

t.eoretical. 1.t should be noted that the computed beam patterns as-

sume ideal isotropic elements).

hecause ol t::e large variation in element spacing (in terms

of wavelength') across the band, the peaks of the beams will move

toward 5cresig',t as th7e frequency is raised and away from boresight

as toe 1re.-:--3 !owered. Also, at 4 Gc grating lobes appear when
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the outside beams are excited, as is to be expected. At 2 Gc the out-

side beams actually disappear since they have moved beyond the plane

of the array.

In order to confirm the computed patterns and to determine

the effects of the spiral elements a set of measured beam patterns is

przesent!y being derived.

This work was performed under Contract AF 33(657)-8896

for the Antenna and Radome Section of the Aeronautical Systems

Divisi'•n, Mr. 0. E. Horton, Project Engineer. As a continuation

to t1kis prog.ram a strip line phased array covering the frequency

range of 7- 11 Gc is presently being developed.
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TABLE I

FREQ. BEAM PORT

(Gc) B4L B3L B2L BIL BIR B2R B3R B4R

2.00 158 112 68 22 23 67 1l 158

2.25

2.50 157 112 68 25 23 68 113 157

2.75

3.00 157 112 68 22 22 68 112 158

3.25

3.50 157 113 67 22 27; 68 112 157

3.75

4.00 158 112 68 22 25 68 112 157

DESIGN 157.5 112.5 67.5 22.5 2.5 67.5 112.5 157.

BEAM PHASE GRADIENT (DEGREES)

TABLE EI

FREQ. ANTENNA PORT

(Gc) A4L A3L A2L AlL AIR A2R A3R A4R

2.00 2.1 3.3 "'.3 1.8 1.6 3.S 6.2 3.6

2.25

2.50 5.2 3.7 3.6 5.2 .2 .3 4.7 5.2

2.75

3.00 5.4 4.0 5.8 6.0 6.0 3.5 '.9 5.1

3.25

3.50 6.0 4.6 6.1 5.0 4.9 ",.2 6.3 4.8

3.75
4.00 2.1 4.5 4.5 3.9 '.3 4.7 2.3 6..
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ARRAY FACTORS WITH ZONE-PLATE SPACINGS

BY A. J. MONY AND R. M. HOGE

(North American Aviation, Inc., Columbus, Ohio)

ABSTRACT

INTRODUMCION

It is generally known that phased arrays with a non-uniform spacing factor have

several advantages over uniformly spaced arrays. These include a reduced number

of elements to obtain given beamwidth, bandwidth, steerability and suppression

of grating lobes in the scanned volume.

Attendant disadvantages include increased complexity in the generation of element

excitations and variation of element source impedances over the aperture.

In recent years non-uniform spacing techniques have been based upon empirical

spacing selection and verification of results by high speed computation. In

spite of the absence of a satisfactory theory, some limited applications have

been achieved. The number of elements involved were on the order of hundreds.

More recently, the probabilistic approach( 1 ) to arrays with a large number of

elements, on the order of tens of thousands, appears more satisfying on a

theoretical basis. In this approach, synthesis of arrays is based upon a class

of probability density functions from which the random element locations are ob-

tained. This method provides an analytical evaluation of side-lobe structure,

beamwidth and gain.



There are two general design techniques which may be distinguished. The first

is concerned with strictly non-uniform spacings based upon a probability densi-

function or other criteria, while the second Is based upon the random removal

elements from a uniformly spaced array.( 2 ) It is expected that the latter

method will favor implementation of actual arrays due to the integral phase

relationship of the element excitations.

Finally we observe that most investigators of phased arrays with a non-uniform

spacing factor have limited their attention to linear arrays. Study of planar

arrays with non-uniform spacing factor has been primarily concerned with circu*

apertures and thinning or space taper, based upon a reference amplitude taper

which is known to produce satisfactory side-lobe structure.

OBJECTIVES

The work reported in this paper concerns the evaluation of a particular method

for random removal of elements from arrays of uniformly spaced elements. The

method evaluated results in array factors with low close-in side-lobes and

slowly decreasing remote side-lobe level. Thus, it is similar to- other known

criteria which produce desired space factors and good resolution. In addition

it is possibly easier to apply high speed digital computation than some method

The technique which has been designated the zone-plate method was suggested by

the Huygens-Fresnel construction but has no theoretical connection therewith( 3

The zone-plate consists of a central disk and concentric annular rings whose

inner and outer radii are proportional to the square roots of successive

-2-



integers. In the arrays evaluated a reference zone-plate pattern of rings

designate those elements which are retained from an array of uniformly spaced

elements. Inter-element spacings of one-half wavelength were found convenient

to use.

Space factors were obtained for symmetrical linear arrays and planar arrays

with circular apertures using this method. Computer programs were prepared

for the Ial 7090 of the North American Aviation, Inc. facility. The general

program for planar arrays employs an unusual sparse-data subroutine which makes

efficient use of the available fast memory. A rectangular lattice of 22,801

element positions allows the synthesis of planar arrays of any configuration,

not necessarily circular.

RESULTS

Linear Arrays - Symmetric linear arrays with apertures of 50 and 75

wavelengths were evaluated. These were constructed frcm elements

uniformly spaced by one-half wavelength only within the zone-plate

intervals:

Axij (DXf ' D,.

where D is the aperture in wavelengths

n = 2 Nr -1, Nr = number of rings used in the

reference zone-plate pattern.

(1 0 ,-2, 4, ... 2Nr -2)

0 1, 2, ..... 2Nr -1)

"-3-



Linear Arrays - (Continued)

Space factors were computed by means of a simple program capable of

handling arrays with 23,000 element pairs.

For DX = 50 and Nr = (3, 10), the number of elements averaged 63 and

the maximum side-lobe level averaged -12.05 db from the main-lobe. For

D, -- 75 and Nr = (5, 15), the number of elements averaged 91 and maximum

side-lobe level averaged -12.13 db.

Planar Arrays - It is expected that most antenna applications of interest

will require pencil beams. Planar arrays with circular symmetry are there

fore indicated.

The zone-plate criterion was used for design of arrays with overall cir-

cular apertures of 50 and 75 wavelengths and varying number of rings in

the reference zone-plate pattern as a parameter. The filled array on

this basis used the .•Xij's previously defined as the radii of annular

rings which designate the elements to be retained from those in a regular

lattice. All others are considered to be removed. Choice of elements to

be retained or removed in some cases where the ring intersects an element

cell is arbitrary. However, the randomness Which results is not an advers

factor since the number involved is small compared to the total number of

elements in the array. A filled zone-plate array results in an array thui

to about 57% of a filled circular aperture of the same overall size.



Planar Arrays - (Continued)

In the first case evaluated, the space factor was computed by means of

the general computer program. In order to reduce computer time, a

modified program was prepared which takes advantage of the circular

symmetry of the array simplication of the mathematical expression for

the space factor. The results of the modified program were compared

with those of the general program and found to be in very close

agreement.

For 50 wavelength aperture, the average number of elements is 40619 and

the average maximum side-lobe level was -19 db down from the main-lobe.

The half-power beamwidth was 1.15 degrees.

The 50 wavelength aperture array of 4521 elements was selected for

further thinning on a uniform. basis. This was done by inspection

over an octant of the array by thinning each of the 9 rings equally

and duplicating the thinning in the remaining octants. The number

of elements ranged from 4521 down to 1048 and resulted in an average

maximum side-lobe of -17.8 db down with no change in the beamwidth.

NON-UNIFORM THINNNING

It is possible to further reduce the maximum side-lobe level by selective apodi-

zation. In selected cases where the maximum side-lobes are close to the main

beam, by inspection of the side-lobe pattern one can delete elements contributing

to those maxima. In one case of an 80% thinned zone-plate array of 1610 elements,

a side-lobe maximum of -23.4 db was obtained by alodization.

5--



SLU24ARY

The zone-plate method of designating sources to be removed from a uniform latti

has been found to prnvide space factors of symmetric linear and planar arrays

with substantial reduction in number of elements required with no significant

deterioration of side-lobe structure. The small variation in side-lobe patterT

show that the number of rings in the reference zone-plate is not critical.

Finally, the method is well adapted to high speed digital computation.

Sg-6-
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A 500:1 SCALE MODEL OF WARLA - A WIDE APERTURE RADIO LOCATICN ARRAY

*
J. W. Greiser & G. S. Brown

ABSTRACT

This paper describes the design, construction, and testing of a micro-

wave scale model of a circular array of broadband antennas. The ultimate

goal of this work is the construction of a high gain direction finding array

using frequency independent antennas which would permit efficient operation

over the 2-32 Mc range. The scale model is an attempt to experimentally

verify certain theoretical results which were obtained from calculations per-

formed on a computer.

Restrictions imposed on the array by the necessity of keeping inter-

element phase center spacings less than approximately .75 wavelengths have

forced the use of three sets of log-periodic elements - one set being added

for each higher frequency band. The model discussed here represents only the

lowest frequency band of the full array. A scaled frequency range of 1000 to

2500 Mc (array diameter of 29 in.) which corresponded to the 2-5 Mc range

(array diameter of 1210 ft.) was employed as the model frequency limits.

Typical radiation patterns of the model are presented and their relation to

computed patterns are discussed.

* University of Illinois Antenna Laborator4,University of Illinois, Urbana,

Illinois.
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1. ýNTRODUCTION

The ultimate goal of this work is the construction of a circular) high-

gain direction finding array using frequency-independent antenna elements

which would permit efficient operation over the 2-32 Mc range. Design of the

array is being done by the University of Illinois Antenna Laboratory and the

Radiolocation Laboratory for the Navy Bureau of Ships. The array will produce

a fan-shaped beam, narrow in azimuth, which can be rapidly rotated so as to

scan the entire horizon many times each minute. Essentially WARLA is a high

efficiency, wide frequency band version of the present Wullenweber Antenna

located southwest of Champaign, Illinois, and operated by the Radiolocation

Laboratory. The efficiency of the new array should permit transmitting as

well as receiving modes of operation.

The initial phases of the work were limited to investigation of individual

vertically-polarized antennas which might be suitable for use in the proposed

array. Since several log-periodic antennas are presently available which are

satisfactory for this application, attention is now being given to the problems

associated with operating the circular array over the desired 16:1 bandwidth.

This paper describes the initial feasibility study which was performed at a

greatly reduced scale for economy and convenience. The measurements were made

to corroborate calculated results obtained on a digital computer and to provide

preliminary data on some anticipated design problems. However, since the scale

factor of 500:1 is so great, an intermediate scaled design is contemplated be-

fore full scale construction is attempted. Testing of the 500:1 scale model

was made possible by the recent acquisition of a 20 foot square ground-plane

pattern range which has a sufficiently large aperture plate and by the appli-

cation of printed circuit techniques to the construction of log-periodic antennas

for frequencies above 1000 Mc.

Before discussing the scale model, it would seem appropriate to mention

some of the physical and electrical specifications for the full-sized array.

The overall diameter of the circular array will be between 1000 to 2000 feet.

This figure will ultimately be fixed by both economic and electrical consider-

ations. Frequency coverage of 2 Mc to 32 Mc is desired, with an efficiency

adequate for transmitting purposes. Thanks to recent developments in vertically-

polarized frequency-independent antennas, this bandwidth and efficiency can be
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readily achieved in a single antenna. The present study, therefore) is limited

to the problems associated with a broadband circular array utilizing log-periodic

elements. In regard to the radiation pattern which is produced by about a 120°

sector of elements, the goal is to achieve the narrowest possible beamwidth along

with -10 db or better sidelobes. Studies on groups of 2 or 3 log-periodic

elements firing at one another have shown that an array in which the active

sector of elements fired inward and therefore through the inactive elements

on the opposite side of the circular array would have serious pattern distortion

- especially in the vertical plane. Thus, attention has been focused on outward

firing arrays composed of 120 to 180 log-periodic elements of varying size.

The sidelobe level constraint places a restriction on the maximum phase

center spacing between active elements. By banding the frequency range into

three segments and switching in more elements for each band, the phase center

spacing can be kept, for the most part, below .75 wavelengths - a value which

both theoretical calculation and experimental work suggests is a maximum. Two

factors control the phase center spacing: the diameter of the array and the

number of elements therein. With the value of .75 X in mind. a diameter of 1210

feet was selected. The three frequency bands chosen for the preliminary design

were 2-5 Mc, 5-12.5 Mc, and 12.5-32 Mc. There were 40 large elements covering

the 2-32 Mc band spaced every 90; 40 elements covering the 5-32 Mc band and placed

in between the large ones; 80 elements covering the 12.5-32 Mc band placed in

between the previous elements. A sketch of this scheme is given in Figure lc.

Due to the difficulty of modeling the array to fit into a 29 in. diameter

circle which is allowable with the Scientific Atlanta ground screen aperture

plate, only the lowest frequency band elements were constructed and spaced at
90 increments. A printed circuit version of the Bent Log-Periodic Zigzag1 ' 2

was designed for a range of about 1000 Mc to 3000 Mc, and served as the radi-

ating elements. The full array of 40 elements was made - even though 28 were

not excited - in order to check on the possibility of a trapped wave traveling

around the circle.

2. DESIGN OF MODEL

Array Excitation and Configuration

It is known that co-phasal, uniform amplitude excitation of the elements

produces the minimum beamwidth along with a sidelobe level somewhat higher
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than -13 db. The uniform amplitude is desirable from the standpoint of

simplicity in the feed network. On the other hand, any type of phase distri-

bution could be achieved with constant time delay networks, such as sections

of air dielectric coaxial cable. From an operational standpoint it was felt

that sidelobes no higher than -10 db could be tolerated. Also it is important

for accuracy in D-F work to have the minimum possible beamwidth. Thus the

uniform amplitude co-phasal excitation seemed the best choice.

Several array element configurations were considered at the beginning of

the project. They are illustrated in Figures la, lb and lc. The first scheme,

Figure la, was briefly considered because of several theoretical advantages.

It is the only frequency-independent array since it places the virtual apices

of the individual elements at a point so that the electrical distance between

phase centers is constant with frequency. With the virtual apices at a point,

the input terminals of all the elements lie conveniently on a small ring and

thus, the length of feed cable is minimized. However, there are also several

disadvantages with this scheme. First, the effective aperture of the array

would remain constant with frequency, so that even though a large amount of

real estate is occupied, no use would be made of it in terms of increased gain

and accuracy at the higher frequencies. Next, all frequency-independent an-

tennas suitable for use in the proposed array are backfire devices. Therefore,

the active sector of elements would fire through the elements on the opposite

side of the array. Experimental tests have shown that severe pattern distortion
4

can be expected from this arrangement . A final disadvantage results from the

physical requirements that the array imposes on the elements themselves. In

order to achieve high gain with the array of Figure la, the elements would have

to be very long, i.e., the diameter of the array is increased. Not only does

this create substantial mechanical problems, but the radiation pattern of the

elements becomes very directive creating the need for more elements to prevent

beam cogging effects. These are the main reasons why the frequency-independent

array scheme was abandoned.

The array shown in Figure lb is a modification of the frequency-independent

design just discussed. It is an attempt to alleviate some of the problems

encountered with the inward-firing array while partially preserving the good

features. However, tests have shown that pattern distortion in beth the

horizontal and vertical planes still persists. Thus, the inward-firing
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arrays were abandoned in favor of the outward-firing arraying scheme of

Figure 1c.

The outward-firing array of Figure ic does have some advantages over

the others. For example, scattering from the unexcited sector of elements

is completely eliminated. Also, this array makes the best possible use of the

site in terms of achieving high directivity. In fact as the frequency is

varied from 2 Mc to 32 Mc, the azimuthal beamwidth will decrease from about
0 0

30 to a littler over 1 . The accuracy of the array when used for direction

finding will correspondingly increase.

A disadvantage of the array of Figure lc appears when the movement of

the element phase centers is considered. As the frequency of operation is

raised the phase centers move outwara toward the vertices of their respective

elements. Thus the criterion of .75 wavelengths mentioned earlier could be

quickly exceeded unless corrective measures are undertaken. These measures

consist of dividing the range of 2-32 Mc into 3 bands: 2-5 Mc, 5-12.5 Mc, and

12.5-32 Mc. Assume that frequency-independent elements are available which

cover the full range of 2-32 Mc. These are spaced every 9 around the array

circle. The active sector in the 2-5 Mc band is then composed of 12 of these

40 large elements. When the banding frequency of 5 Mc is reached another set

of 40 smaller frequency-independent elements is switched in. These elements

lie in between the large elements and cover a frequency range of 5-32 Mc.

When 12.5 Mc is reached a final set of 80 elements covering 12.5 - 32 Mc is

added to the array. Figure lc shows how this system might look. The active

sector of elements (somewhat less than 120 ) increases from 12 to 24 to 48

elements for the three bands so that when the proper array diameter is chosen,

the .75 wavelength criterion is never exceeded.

Banding Considerations

The banding scheme just described wis born out of a union of electrical

necessity and economic practicality. •It may have already occurred to the reader

that the .75 wavelength criterion could be simply met without using three sets

of frequency-independent elements by placing the full range elements at smaller

angular increments. In this way the ph-se center spacing would be set at .75 X

for 32 Mc and decrease from that value at .ower frequencies. However, this is

objectionable from both the electrical an-! economic standpoint.
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If the phase center of an element lies at .59 wavelengths from the virtual

apex for all frequencies and assuming a total array diameter of 1210 ft. the

required angular spacing is found to be 2.250. Therefore, 5 160 elements
2.25

would be needed for the array. But each of these elements must cover the full

frequency range of 2-32 Mc. So that there would be 160 elements 220 ft. long

and about 130 ft. high at the large end in the array and this is economically

undesirable.

Even more objectionable than the economics involved is the serious

electrical problem this arraying scheme creates. Impedance studies on groups

of log-periodic elements suggest that phase center spacings of less than .15

wavelengths cause a considerable increase in the VSWR of the individual emements5

Mutual coupling, undoubtedly, is the reason. With large elements spaced every

2.25 the phase center spacing at 2 Mc would be .025 X - much less than the

minimum figure. The banded arraying scheme described previously has a value of

.10 X at 2 Mc.; still below the .15X figure. More impedance investigations will

be needed to determine exactly the minimum spacing for the particular type of

frequency-independent element used in the ultimate array.

Summarizing these considerations, it is noted that the three band system

keeps the interelement phase center spacings in the range of .10 to .75 X. It

also uses the minimum number of large expensive elements by replacing many of

these with smaller, less expensive ones. Two band and four band systems have

also been considered previously and rejected for one or both of the reasons

given above.

Design of Log-Periodic Array Elements

It was clear that if any sort of meaningful results were to be obtained

from a microwave antenna model with a scale factor of 500:1 a high degree of

constructional accuracy would have to be maintained. An error of 1/16 in. in

the model represented over 31 in. in the full-sized array. Perhaps the most

critical parts of the whole model were the 40 log-periodic elements. Construction

techniques such as hand soldering pieces of wire or tubing or the use of miniature

coaxial cable were too inaccurate to produce 40 identical antennas operable from

1000 Mc to 3000 Mc. In addition, it would have been a long and tedious job to

build the elements by any hand method. Printed circuit techniques applied to

the bent log-periodic zigzag antenna have resulted in a generally satisfactory

model element.
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All of the successful bent log-periodic zigzags built previously were

three dimensional structures. So the firs! problem was to reduce the antenna

to two dimensions; the second problem was to achieve satLsfactory pattern and

impedance performance.. Te printeo elexent finally aevelcpea is shown full-

sized in Figure 2. A small meander delay line takes the plice of the phasing

stubs of the original bent zigzag antenna. Low frequency pattern performance

is improved by a parasitic reflector seen as a broad conducting strip behind

the z~gzag element. Only three connections on the antenna hAve to be made:

1. Connection of the feed point at the small end to the feed cable or to ground

in the case of unexcited elements; 2. Connection or the last tooth of the

zigzag to ground; 3. Connection of the pýrasitic retlector to ground. All of

the critical construction work was eliminated -- Even the drýfi-ng work for

the printed circuit negative was simplified by drawing it seven times life

size and then photographically reducing the drawing.

The antennas were printed on an .025 in. thick epoxy-fibreglass circuit

board with 2 oz. copper on one side. Numerous samples of circuit board were

secured before this particular one was chosen. Even though teflon-fibreglass

board had a lower dissipation factor; the epoxy fibreglass board was used be-

cause of its superior rigidity. A thickness of .025 in. was the thinnest

practical in line with securing reasonably strong 4nd stable elements.

Very little is known about the slowing properties of small meander lines

set on edge such as used to phase this antenna. Therefore their design tended

to be a cut-and-try process. Inspection of the radiation patterns of some

early designs indicated that as the frequency was increased the epoxy-iibreglass

dielectric of the circuit board exerted a greater effect on the phase delay of

the meander line sections. Reducing the length of these phasing sections at

the small end of the antenna more rapidly than at the low frequency end counter-

acted the dielectric slowing effect to some extent.

The pattern performance attained wilh these printed circuit elements was

not as good as that found for conventional bent log-periodic zigzags •t lower

frequencies. Representative H-plane p.Attr.rns of a si-'glc. element 're shown in

Figure 3. No E-plane patterns are gIven te.C.usE 'hey were reasonably uniform,
0

having a half-power beamwidth "hat decre.,sed from a.cu! 40° 1000 Mc to around

30 at 2500 Mc. The pýtTerns were taken for an clsem"- whose fecdpoint was

14.5 in. off the center of rot.tor, -so ýomc. of the .c,_Icp.t I.v 1e aue to the
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H -PLANE H - PLANE

F: 1000 Mc F= 1500 Mc

H - PLANE H - PLANE

F - 2000 Mc F = 2500 Mc

PC-51B

a= 25 0= 1.50 0.87

FEED POINT OF ANTENNA 14.5"
FROM CENTER OF ROTATION

Figure 3. Patterns of a Single Printed Circuit Element.
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motion of the element (used for transmitting) and the presence of edge effect

on the finite ground screen. Also, because the dielectric constant of the

sheet was about 5 and its thickness was .025 in. pattern scallops could have
6resulted from the circuit board itselfk modifying,-the radiation pattern

Finally, element pattern distortion could stem from radiation by the meander

phasing line.

It will be seen in a later part of this report that element patterns even

more distorted, less directive, and with a lower front-to-back ratio than the

ones shown here had little effect on the total array pattern when twelve

elements were operated in unison. The H-plane patterns of a single element

were considerably degraded when tested in the presence of the other 39 elements.

Still, as will be shown, good array patterns were measured.

Past experience with new log-periodic designs usually found impedance

control rather more difficult than pattern control. This was particularly

expected in a microwave design. Therefore. since a signal source with an

loutput in excess of 25 watts would be available, each element of the active

sector was padded with a 10 db. resistive pad. The pad also provided an im-

pedance transformation from 150 a to 50 Q which was thought to be necessary on

the basis of impedance data of other bent zigzag antennas. As expected, the

VSWR of the printed antenna was quite poor: ranging from 2zl to 8:1 generally,7

with values of 11:1 and higher for frequencies above 2600 Mc. The impedAnce

locus very approximately circled the 75 S2 point on the Smith chart. However,

with the resistive pad in place the VSWR was under 2:1 with respect to 50 a

for the entire band of 1000-2500 Mc. The importance of a good impedance match

for the array elements is discussed in a later section.

Another characteristic of the printed antenna which is most important in

array work is the phase center position. Studies on other types of log-periodic

antennas have establiilhd that the main beam phasc ccnter lies at :- constant

electrical distance from the virtual apex of the structure7 8. It was found

that the phase center fell in the active region of the antera, somewhat ahead

of the half-wavelength element. Work with bent log-periodic zigzags, however,

had suggested that the phase center position fcr these devices was probably

at or very near to the quarter-wavelength element (this corresponds to the

half-wavelength element on a free space antenna). Facilities for me-surirg

the phase. center positior were not ivailable at the time construcicr. w~s
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started on the phasing network for the 500:1 model, so the assumption was

made that the phase center position resided directly at the qu-.rteFr-w'-ve1Ength

element for all frequencieso This gave a distance of .54 wavelengths frcm the

virtual apex -- which of course is strictly a geometrical result, dependent

only on the a angle kcne Figure 5a) of the structure.

Later. when measurements could be taken, it was found that this was a good

assumption to have made. A graph of the measured phase center distances is

shown in Figure 4. These were taken at an elevation of 150 and a - 60 swing

about the main beam in azimuth. It can be seen that the distance in wave-

lengths is not a constant, as expected. The frequency dependency apparently

results from the active region impinging on the truncations of the structure.

These measured values of phase center position were used in the computer program

to calculate the array patterns.

The Magnavox Company in Urbana, Illinois did the printing and etching job

to produce the 500:1 scale antennas from the negative and circuit board supplied

to them0

Feed System

The feed system for the circular array had to meet two fundamental require-

ments: the first was the equal distribution of power to all active elemwnts:;

the second was the cophasal excitation of all active elements . As mentioned

previously, cophasal and uniform amplitude excitation ensure the arrival of

maximum signal at the receiver input when receiving with the array and in the

case of transmitting with the array, uniform signal at the active antennas.

The first step in designing the feed system was the calculation of the phase

delay necessary for cophasal excitation of the array0  Defining P (see Figure 5b)

as the phase difference between element 1A and the nth element , it is easily

shown that

p 2" A ' C b ýE2n-I )ný;2 ,4
c~ ~ O' -- -~cs( 3 6 0 o~ 2 3 4

where D is the diameter of the array, d is the distance from the virtual apex
A

of the element to the phase centcr of the element, and b is the ý±stance from
the Vir*:i' %pc× e tiF feea pov-t of *he element. ro *]evate he m~ir beam to

scmc a'pelE 9 !coD-0 - e&e Lr "-b> hIe hor.ze-. nu7 iplv P by coz 0-
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Figure 5. -Geometry -of the Indivi~dual aElements in the Array.
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For the particular version of the bent log-periodic zigzag antenna used

in the arrays

d
- 0,54 D 29 in.

XA A

9 0 -0 0

b = 1.07 in.

First the phase difference between antenna 1A and the other antennas over the

1000-2500 Mc frequency band was calculated; then these figures were convcrted

to the phase delay necessary for cophasal excitation. With respect to phasing

of the array it was decided to use fixed lengths of coaxial cable which would

be cut so as to provide the proper phase delay at 2000 Me. Although this

approach was employed mainly because of its economic merit, it was also used

to give an indication as to how much phase deviation in the feed system could

be tolerated. As was mentioned previously in this report, the ratio d/k was

found not to be a constant but varied as a function of frequency as shown in

Figure 4. Since the cables were cut for d/k X 0.54, the variation in d/k

caused the phase delay to vary more radically than expected. Figure 6 gives

an indication as to how the actual measured phase delay compared to the re-

quired delay. In the experssion for Pn, dA becomes an important factor at the

lower frequencies and because the actual measured d/k was smaller than the calcu-

lated value of 0.54J the net effect was to increase phase deviation at the lower

frequencies and shift the zero deviation mark to some frequency greater thin

2000 Me. The phase deviation between the corresponding A and B feed systems is

due to slightly different lengths of coaxial cable and/or different paths of

travel through the power divider-pad combination, To check on how this phase

deviation between corresponding A and B elements affected the patterns, the

phasing cables to corresponding A and B elements were interchanged. Upcn

comparison of the patterns of the array operating in its normal phasing and

patterns of the array operating in interchanged phasing (A to B. B to A.,

no noticeable deviation was detected. This indicated that mutual coupling

between elements in the array might be a very dominant factor (that is, mcrc.

of a factor than nominal deviation in the phasing of the individual te's),
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The construction of the phasing cables was made comparatively simple by

the fact that all lengths of cable could be made relative to a single reference

length of cable. Therefore, since element 6A(6B) required 0 of phase delay

over the entire band of frequencies, its feed cable was selected as i convenient

reference. Cable 6A was cut long enough to reach from the power divider, which

was some distance under the aperture plate, to element 6A. From previous calcu-

lations and using the velocity factor of the teflon insulated coaxial cable it

was possible to calculate approximately how long to make the other cables. Then

to exactly determine these lengths, the following measurement procedure was

employed (see Figure 7): the null position (X R) with the shorted reference

cable attached to the slotted line was recorded, then the shorted cable under

test was connected to the slotted line and the next null position toward the

load (X ) was recorded.
x

if the required additional length is less than 1800, the measured additional

length is [x X 3600. If the required additional length is greater than

1800, the measured additional length is n1800 + x j 360o, where n is
0

the largest integer ratio of the required phase delay to 180 The cables were

initially cut to a length given by

o= 1 + C (0.69k) + 1/2 in.

where 1 0 reference cable length, 4n is the required phase delay for the nth

element, 0.69 is due to teflon insulation, and the 1/2 in. ensures that the

cable will never be too short and yet will not be greater in length than V/4 or
0

90

As stated previously in this report, 150 S2 to 50 0 resistive (10 db loss)

impedance transforming pads were employed on the individual elements which

limited the VSWR to a maximum value of 2:1 with respect to 50 S2. Since the

lines feeding the individual elements are terminated by the elements when the

array is operated in the transmitting mode, the VSWR on the feed lines is deter-

mined by the impedance of the elements. Thus, it was decided to transmit with

the array and use a power divider which was uncompensated with respect to :nm-

pedance, i.e., no impedance transforming devices.
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Performed on Phasing Cables.
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The main consideration in designing the uncompensated power divider was

keeping all output arms of equal length. Also, as the number of outputs in-

creases the transition from the outputs to one input becomes more difficult

to construct. It was found that two six-output power dividers were easier to

make than one twelve-output. The end result is shown in Figure 8. The BNC

connectors are Amphenol 31-356 ;'Quick Crimp" and the type N connectors are

UG-58A/U.

3. CONSTRUCTION OF MODEL

Mounting Plate and Radiating Structure

Although the rotating aperture of the Scientific-Atlanta ground screen

is 36 in0 in diameter, only 31 1/4 in. is accessible from the underside due

to the presence of a supporting lip. The array diameter of 29 in, was chosen

to provide clearance for the BNC connectors, resistive pads, and phasing cables

which were attached to the active elements from below, The element placement

on the aperture plate is illustrated in the drawing of Figure 9. A photograph

of the completed array is shown in Figure 10.

The active sector of driven elements was composed of 12 of the 40 printed

antennas giving an angular sector of 1080. Slightly more directivity might

have been obtained by extending this to 1170 with 13 driven elements but, that

would have made the power distribution and phasing more difficult. An odd

number of elements would have destroyed the symmetry of the power splitters

-- symmetry which critically affected the power division in the mismatched

system.

Elements immediately adjacent to the last active elements (6A and 6B) were

terminated with 50 f commercial loads through 50 62to 150 0 pads. The next two

elements on either side were terminated with 150 2 loads made in the laboratory

with BNC connectors and miniature carbon film resistors. These four marched

elements served to simulate the actual array situation wherein all unused an-

tenna elements would be connected to matched cables. Both in the interest of

holding down costs and for simplicity in construction all of the rest of the

elements were connected to ground at their feed points.

Sufficient strength for the support of the elements was secured from the

three connections, although some difficulty was experienced with opEr circu:ts
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Figure 9. Element Location on Aperture Plate.o
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at the feed points. Th-e copper elements at -he tip of th& -antenn~a were so

narrow that the metal would pull aw~ay from the- circuit bo-arc wi'ý any sL--ght

strain. 7o remedy thi-3 ý smill piece of coppe- -vire- was soldcred -along the-

first vertical conductor and thence !o thie cenler concuctor of the PNC ccn-

nector. Plastic ceme-t was then. rur be'ween !he copper w;'e a-d ?he- printed

circuit bo~ri to Provide a strong jointý

A final ic-ail1 should also he mentioned. it was desired to h-zvE a small.,

neat transition from the co.aixial system to the feed points of the elements.

but ordinary BVC pane]. feed-throughs not only seemed too large. a-"I abrupt, but

also were difficult t~o Moun~t properlY. on the 3/8 in. alumi-num aperture plate.

A safisfactory solution was found with the- use of Ampheol 31-351 "Quick Crimp"~

SNO connectors. These connectors have -a tube .380 ir., long -And .168 in. in

diameter through which the coaxial cable enters. This tube was sweat soldered

into a brass plug whi~ch was then Thre-a-e-d and screwedl into the aluminuam plate.

The assembly is visible in Figure 2.

The Computer Program

A Bendix G-20 computer was employed i~n the analysis of the radiation

pattern for various element configuratiors and excitations. The synthesis

of an optimum array pattern (in the sense of Dolph) for a circular array of
3

discrete elements has not yet bee-n sat-_sfý ctorily solve~d ,Imposiig the

cophasal excitation requirement further complicaItes the problem. On- the other

hand, pattern analysis with the ai-d of computers is both simple ard rapid.

And it i-s an approach which h-as been widely used i- prActical design work in

the past and founa to give satisf-ictory results.

Basicallyl the computer performed a vec-or addition of tl-.e contributions

from the active element-s at given aztmuth and elevation angles. El~ery ch'aracter-

istic of the circular array could be changed a* -will, arr-.y aiameter, size,

length, orientation-, and spacing of the elemen~ts; element r-oainpatLern and

phase center position; array phase and amplitude excita-ion. Two major assump-

tions had to be made: muu1al coupling and sc-attering effec's we-re +--ben -as

zero; the ground was a perfect cotnduc'or. P'he eltEct of these assumptions will

be considered in the next section.

As a check on thE program ana computer several daLta points -were hAnd calcu-

lated, Agreement to three, signzficant figures waz ot-iinec,
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4. EXPERIMENTAL AND COMPUTED RADIATION PATTERNS

Test Facilities and Measurement Procedure

As stated in the introduction, one of the reasons for going ahead with

the 500:1 model was the availability of the new Scientific-Atlanta ground-

plane pattern range. A few words about this facility and its associated

equipment are necessary before proceeding to consideration of the patterns

measured.

The basic ground-plane is 20 feet square with a fibre-glass boom carrying

the probe antenna that swings parallel to two sides of the screen in the verti-

cal plane. A photograph showing part of the ground-plane and boom is given in

Figure 11. The separation between the probe antenna and the model under test

is 15 feet. Visible in the photograph is a wire mesh extension to the ground-

plane which was found to be necessary in tests after the facility was erected.

Scientific-Atlanta's design had the probe antennas swinging in an arc that was

outside the perimeter of the ground-plane. Thus, when vertical plane patterns

were attempted serious pattern distortions resulted from edge diffraction as

the probe antenna illuminated the side of the plane which lay between. Several

things were tried with absorbers and rolled edges, but only the ground screen

extension seen in Figure 11 had much effect. The extension carries the ground-

plane out past the probe antennas so that its edge is not illuminated very

strongly. Edge diffraction, although reduced in severity, still remained --

becoming more serious at higher frequencies. Further extension of the ground-

plane, with special shaping of the side, it is hoped, will eliminate this pro-

blem altogether.

The plane itself serves as a roof of a 20 ft. by 20 ft. equipment room,

which in turn is mounted on a metal tower. There are a few buildings which

could have caused scattered fields as the energized array was rotated. Some

scattering could also have been produced by the fibre-glass boom and the metal

structure to which it was fastened. However, the latter was protected with

absorbing material set along either side of the ground-plane when azimuthal

patterns were being taken. 2D2

With the longer boom of the Scientific-Atlanta range, the-_-- criterion

was satisfied at all frequencies in the model frequency limits. The projected

aperture of the array was 1.06 X across at 1000 Mc. giving a value of 2.43 ft.
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2D2  2D2

for -•- . At 2500 Mc the projected aperture was 4.05 k and X was 12.96 ft.

- inside the probe to model spacing. it is interesting to note that the ITE

Antenna Handbook gives the following relation for uniformly illuminated rec-
51 9tangular apertures: half-power beamwidth =DA . In the present case this

turns out to be 48.2 at 1000 Mc and 12.60 at 2500 Mc. Considerably narrower

beams than those were measured on the actual model.

The pattern recorder was a new Scientific-Atlanta polar recorder, model

APR30 with a model PFA-25 pen function amplifier. A crystal detector was

used on the square-root mode of the pen amplifier. It had been intended to use

a bolometer for detection, but the power oscillator which was supposed to supply

over 25 watts did not function properly and so most patterns were taken with a

GR Unit Oscillator. At 1500 Mc and 1800 Mc there was enuagh signal to use a

bolometer, and a comparison between the crystal patterns and bolometer patterns

showed some difference-at 1500 Mc. However, at 1800 Mc the patterns were essenti-

ally identical. A corner reflector served as the probe antenna for the range

1000-2000 Mc; above that, a waveguide horn was used. Care was taken to filter

the rf signal source and to avoid overloading the crystal detector for all

measurements.

5. MEASURED AND COMPUTED RADIATION PATTERNS

Probably the most salient feature in the patterns of Figures 12 to 15 is

the fact that the beamwidth of the measured radiation patterns averages about

25% less than the calculated beamwidths. The number and level of the sidelobes

generally match up; but, in all eases the measured sidelobes occur at angles

closer to beam maximum. In particular the measured sidelobes are lower than pre-

dicted at 2 Mc and higher than predicted at 5 Mc. An excellent front-to-back

ratio is maintained at all frequencies in spite of the rather low front-to-back

ratios of the element patterns at some frequencies. Measured vertical plane

patterns are shown in Figure 16.

A large part of the pattern differences undoubtedly stems from the basic

assumptions which must be made In programming pattern calculations on the

computer. First and foremost of these is the assumption that no mutual

coupling exists between elements in the array. Of course, this is not true;

but a program which attempted to evaluate such a factor (if such a factor
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1000 MC
(2 Mc)
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TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12
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figure 12. Lomputea and Measured Array Patterns (Horizontal Plane).
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1500 MC
(3 MC)

MEASURED COMPUTED--------------
TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12
COP HASAL ANGLE 00EEAINNGE 5
OUTWARD FIRING ARRAYELVTO ANE

BAWDH CALC. 220 ARRAY DIAMETER 29"' (1210)
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Figure 13. Computed and Measured Arrky Patterns (Horizontal, Plane).
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2000 MC
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MEASURED COMPUTED

TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12
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OUTWARD FIRING ARRAY

CALC. 160 ARRAY DIAMETER 29" (121d0)

MEAS. 13.3* SIDE LOBE LEVEL
CALC. OVER 40 DB -77-1-40° -220 26 1271 70(
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S.16). 1,595 PHASE CENTER POSITION (d/X,)
0.637

Figure 14. Computed and Measured Array Patterns (Horizontal Plane).
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2500 MC
( 5 MC)

MEASURED COMPUTED D------
TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12

COPHASAL ANGLE 0 ELEVATION ANGLE 50

OUTWARD FIRING ARRAY
CALC. I I.6 ARRAY DIAMETER 2d' (2id)
MEAS. 8.80 SIDE LOBE LEVEL

CALC. OVER 40 D8 4 -290-15 17 19 3401

FRONT TO 8ACK RATIO MEAS. OVER 40 DB CALC. , -12.4 -18
ELEMENT PATTERN FUNCTION MEAS.-15.7 10.6 -12.2

0.48
(COS e0) PHASE CENTER POSITION (d/X)

0.615

Figure 15. Computed and Measured Array Patterns (Horizontal Plane).
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(2 MC) (3 MC)

(4 MC) (5MC)

ELEVATION PATTERNS

CORRESPONDING TO THE AZIMUTH PATTERNS

OF FIGURES 13 TO 16

Figure 16. Measured Array Patterns (Vertical Plane).
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could be calculated) would be difficult, indeed, to write. When the patterns

of a single printed circuit element are taken in the presence of the other

39 elements of the array, considerable distortion results. Some representative

patterns are shown in Figure 17. It is interesting to note, however, that while

on one hand the mutual coupling and scattering causes the element patterns to

broaden out considerably, it produces on the other hand a narrowing in the

array pattern.

Another assumption -- or in this case, idealization -- is that the phase

and magnitude of the element currents are close to the ones desired. Several

factors influence the power distribution and phasing of the active elements,

First the environment of each element plays a part. For instance, the elements

at the extremes of the active sector have an excited element on one side and an

unexcited element on the other; while elements near the center have excited

elements on both sides. The difference in environment causes differences in

impedance and mutual coupling, and thus, differences in power distribution and

phasing.

A second assumption is that co-phasal excitation has been achieved, or at

least approximated in the feed system of the scale model. It was known in ad-

vance that co-phasal excitation theoretically could be obtained at only one fre-

quency in the band if lengths of coaxial line were employed as the delay mechanism.

However, for a 2.5:1 band, the maximum deviation (including errors in construction

and movement of phase center position) for any element of the array from the de-

sired phase distribution was about 300, This maximum error occurred at the band

limit frequencies of 1000 Mc and 2500 Mc. The patterns show that the measured

sidelobes, at least, are best predicted at the midband frequencies.

The H-plane half-power beamwidths and the directivity plotted against fre-

quency are shown in Figures 18 and 19 respectively. Kraus's formulal0

D = 10 log 4 2

10 B EBHEH

was used to calculate the directivity. Both elevation and azimuth patterns

were taken !from a frequency of 800 Mc to 3,200 at intervals of 100 Mc. Already
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H - PLANE H - PLANE

F= 1000 Mc F= 1500 Mc

H- PLANE H- PLANE

F-2000 Mc F-2500 Mc

PC-5B

a= 25 0 C= 1.5 0-= 0.87

FEED POINT OF ANTENNA 14.5"
FROM CENTER OF ROTATION

Figure 17. Patterns of a Single Printed Circuit Element

in the Presence of 39 Other Elements.



34

0
0

0
10

0

0
cr 0
0 co

0 CU)

0 cm

w > 0
0- 04

zDw 4t-.)I

I 0
C~JQ~aJ 10

N 0

00

* 0

0 L

0)

S0

o
0

0
00

It to

('93 ) HiIMVY383N -ld0



35

0
0
N

00

0
01

0 0

o
0 z 0

N 0r

0

<wW w 0
o -J. U w -1

0 :

v 0~j.

00
N~

~4ý

0 CY

Li.

0

0

0
0)

bbj

rx,
0

* 0
Id,

S0

0

* 0

0

0

C~j C0

Iq p I I I I I I



36

at 900 Mc the front-to-back ratio was 19.6 db with sidelobes well below that.

However, the azimuthal beamwidth was 40 . At 3000 Mc sidelobes were still down

10.9 db or more and the front-to-back ratio was over 25 db. A 21.50 beamwidth

was found in the vertical plane.

Study of the whole series from 800-3200 Mc indicates that good pattern

control is certainly possible over the low frequency 2.5:1 band. Conical cuts

were also made in order to check the azimuth patterns at elevations of 150 and

300. In general, both the beamwidths and sidelobe levels increased. For example,

at 1500 Mc the following values were found:

Elevation Angle 00 150 30°

Beamwidth 17.10 17.20 19.30

1st Sidelobe Level -14.25 db -13.39 db -13.27 db ave.

However, at 2500 Mc, the sidelobe decreased with elevation angle:

Elevation Angle 00 150 300

Beamwidth 8.80 90 10.60

1st Sidelobe Level -11.42 db -12.97 db -14.54 db.ave.

The strong influence of the vertical plane pattern of the individual elements

on the array pattern tends to prevent any unexpectedly large sidelobes or beam

irregularities at high elevation angles. Vertical plane patterns will be run on

the computer in the future as a further safeguard against anomalous behavior.

To see what effect the outermost elements (6A and 6B) had on the H-plane

patterns, tests were repeated with these elements unexcited. With an active

sector of 10 elements the following data was obtainedi

H-plane Beamwidth 1st Sidelobe Level

Freq. 12 elements 10 elements 12 elements 10 elements

0 0
1000 Mc 28.7 34.0 -14.93 db -15.7 db

0 0
1500 Mc 17.1 20.6 -14.25 db -12.90 db

2000 Mc 13.30 14.50 -15.02 db -17.77 db

2500 Mc 8.80 10.10 -11.42 db -12.60 db
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On the average the beamwidths increased by 17% and the sidelobes went down by

an additional .84 db. This seems to be a rather high price to pay for side-

lobe reduction -- which, fortunately, is unnecessary because of the -10 db

criterion originally stipulated. In fact, it would be nice to find an exci-

tation that would produce a narrower beamwidth than the uniform-cophasal

excitation -- even if higher sidelobes came with it. Such an excitation is

unknown if super-gain arrays are excluded.

6. CONCLUSIONS

Perhaps the most important conclusion to be drawn from this work is that

in spite of certain idealizations necessary for the computer program, reason-

able correspondence to the measured data has been obtained. While this report

is being written, additionul pattern calculations are being carried out for

which phase and amplitude corrections have been made in order to more closely

simulate the experimental situation.

The experimental patterns show that good results are possible over the

2.5:1 frequency band even though appreciable (30o- 40°) phasing deviations are

introduced by the fixed length phasing cables and the motion of the element

phase centers. It appears that there will be no difficulty in meeting the

-10 db sidelobe criterion or in maintaining a high front-to-back ratio over the

operating band. In fact, a satisfactory array pattern should still be avail-

able some 10¼ below the lowest planned frequency of 2 Mc according to the

measurements made on the present array. However, impedance considerations

may, in the end, be the determining factor in the case of low frequency oper-

ation.

If the full 3 band array were built according to the present scheme a total

of 160 antenna elements would be necessary. This report establishes that good

pattern characteristics can be expected over the low frequency band. However,

it has not been established that 160 is the minimum number of elements necessary.

In other words, angular separations greater than 9 may still be satisfactory --

or even necessary when impedance is considered. Another unknown yet to be

closely studied is the scattering effects of the high-band elements when only

the low band elernents are energized.
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Future plans include a better simulation of the WARLA model on the

computer for pattern calculation purposes; the construction of another 500:1

scale WARLA model with 12 between large elements; and the insertion of high

band elements to study scattering effects especially near the band change-

over frequency.
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A TRANSISTORIZED BEAM-CONTROL ARRAY*

John R. Copeland, William J. Robertson
and Robert G. Verstraete
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The Ohio State University

Columbus, Ohio

ABSTRACT

A four-element array of transistorized dipole antennafiers has
been used for electronic beam shaping. An equal-amplitude corporate

feed was used, but the effective amplitude taper was controlled by circuit
gain adjustments on the individual antenna-circuit integrated elements.
Patterns have been taken with various amplitude distributions, such as
uniform, edge, binomial, and Dolph-Chebyshev.

The antennafier element used was a gamma-matched half-wave
dipole integrated with a 2N1742 VHF transistor amplifier, Adjustahbe
base bias was used for gain control. Up to 12 db circuit gain was
obtainable in each element with an effective overall noise temperature
under 400 0 K at 148 Mc.

* The work reported here was sponsored in part by Aeronautical

Systems Division, Wright-Patterson Air Force Base, Ohio under

Contract AF 33(657)-10386 with The Ohio State University Research
Foundation.
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I. INTRODUCTION

Antenna arrays are usually designed so that amplitude distributions
and phase relationships are fixed by the feed arrangement. For example,
the corporate feed structure is a method of exciting all elements of a
planar array in the same phase to produce a broadside main beam. If
equal power division is made at each tee, a uniform amplitude taper is
obtained which gives the characteristic 13 db reduction of first side lobes.
Other amplitude distributions give different pattern shapes, but always
with the main beam aligned broadside to the plane of the array if the
distribution is symmetrical.

The amplitude taper need not be fixed by the power division ratios
in the feed structure, however. The techniques of integrated antenna-
circuit design can be used to provide electronically controllable gain in
each array element, allowing adjustment to any effective amplitude taper
without changing the equal-amplitude corporate feed.

II. FOUR-ELEMENT BROADSIDE ARRAY

Such an array described above has been built and tested using four
controllable-gain dipole antennafier elements spaced X /Z apart at
148 Mc, as sketched in Fig. 1. Figures Z through 5 show represent-
ative array patterns which can be obtained by adjusting only the

* The work reported here was sponsored in part by Aeronautical

Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33(657)-10386 with Tne Ohio State University Research
Foundation.
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Fig. 1. Four-element antennafier array.

individual bias control voltages on the integrated transistor amplifiers.
Also shown are the computed array patterns for the appropriate ampli-
tude distributions, which are uniformbinomial, edge, and 15 db Dolph-

Chebyshev, respectively.

The bandwidth over which good patterns could be obtained with
reasonable gain was about 25 per cent in all cases. For example,
Fig. 6 shows the Dolph-Chebyshev pattern taken at 130 Mc, and Fig. 7
is the same distribution taken at 170 Mc. This represents approxi-
mately the useful bandwidth of the elements themselves, beyond which

the array patterns begin to deteriorate sharply.

The power gain of the array was measured with respect to a half-
wave passive dipole constructed similar to the antennafier elements.
Since both directivity and circuit gain contribute to the over-all power
gain, the convention of specifying patterns, gains, and noise temper-
atures as separate parameters has been adopted.

2
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Fig. 2. Uniform distribution (1:1:1:1).

These measurements are summarized in Table I.

TABLE I
Performance of 4 -element broadside antennafier array

with X/2 spacing, measured at 148 Mc
Half-power Gain over Noise

Distribution beamwidth X/2 dipole, db temperature
Uniform 291 9.0 8500 K
Binomial 370 9.0 10200 K
Edge 180 7.0 4550 K
15 db Dolph- Chebyshev 290 9.5 10900 K
Maximum gain 290 17.0 5150 K

Note: The noise temperatures are effective values equivalent to the
input noise temperature of a single amplifier following a
conventional array.
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/ I
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Fig. 3. Edge distribution (1:0:0:1).

Two distinct methods of gain adjustment in the individual antenna-
fier elements were investigated: reverse and forward bias techniques.
Reverse gain control reduces gain of the transistor amplifier by reducing
the amount of forward bias normally applied between emitter and base,
thus operating the transistor close to cutoff bias. Forward gain control,
on the other hand increases the forward bias, driving the transistor
toward saturation. However, a bypassed resistor is used in series with
the collector circuit, and the resulting DC drop across it at high currents
forces the transistor to operate at very low collector potential, greatly
reducing its gain.

4
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Fig. 4. Binomial distribution (1:3:3:1).

Forward gain control has the advantage of being inherently much
more resistant to overload than reverse control, but phase shift through
the amplifier was found to change enough as a function of gain to alter the
array patterns somewhat. This effect was almost entirely absent for
reverse control, so the latter was used for all measurements shown here.
The pattern distortion was of such minor nature, however, that forward
gain control would be recommended for any application requiring the
additional resistance to high-signal overload.

Noise performance of antennafiers is the most difficult property
to measure accurately. In the past, good results have been obtained by
comparing the noise performance of a given antennafier to an identically
constructed passive antenna. This method has the advantage of not
requiring a measurement of effective antenna aperture.

5
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Fig. 5. 15-db Dolph-Chebyshev distribution
(1:1.72:1.72:1).

For the array measurements, however, it was inconvenient to
construct the identical passive antenna array, so comparisons were
made to a single half-wave dipole antenna, and the array directivity
was computed from the patterns. It was necessary to know the di-
rectivity because the total output noise is the amplified input noise
plus the excess noise. The input noise is amplified only by the circuit
gain, however, so the total gain of the array must be reduced by the
array factor in order to evaluate the excess noise of the amplifiers.

It should be noted that the noise temperatures shown in Table I
are derived from the excess noise divided by circuit gain, and
represent the input temperature of an equivalent lumped amplifier.

6
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III. THE TRANSISTORIZED DIPOLE
ANTENNAFIER ELEMENT

The array is comprised of four transistorized half-wave dipoles.
Figure 8 shows a schematic diagram and Fig. 9 is a photograph of one
such antennafier element constructed for 148 Mc. The antenna was
connected with a gamma-match directly into the base of the 2N1742
VHF transistor. The- length of the gamma rod and resonating
capacitance were made adjustable for proper matching between the
antenna and the transistor.

The output circuit was a parallel resonant tank, using the parasitic
output capacitance of the transistor alone in order to achieve maximum
bandwidth. The 50-ohm coaxial output was tapped part-way up from the
cold end of this tank circuit for an impedance match. Other tap points

7
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Fig. 7. 15-db Dolph-Chebyshev at 170 Mc.

could be used in the output circuit at the expense of power gain, but
the condition of matched impedance was chosen here. This choice
resulted in a half-power bandwidth of about 20 Mc which corresponds
to an operating Q of about 7. 5.

It will be shown later that at these bandwidth limits the antenna
VSWR is so low that the total bandwidth is determined by the operating
Q of the collector circuit.

The X/4 sleeve balun in Figs. 8 and 9 was required only to
prevent antenna currents from flowing on the supporting structure of
the dipole. This is a common fault of the gamma-match type of
unbalanced feed arrangement, and if uncorrected can lead to asym-
metrical radiation patterns of the dipole.

8
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Fig. 8. The transistorized dipole antennafier.

The power supply used for the 2N1742 transistor amplifier was

12v DC connected to the RF output line with an RF choke and DC block

arrangement for isolation. A Microlab HW-02N monitor tee was well
suited to this purpose.

The gain of the transistor was measured as 12. 5 db relative to the
reference dipole. The pattern was identical to the reference dipole

pattern as shown in Fig. 10. The 12. 5 db gain difference was removed
for better comparison of the two patterns. It was found that the

controllable-gain antennafier of Fig. 8 could be adjusted over the range

from 20 db loss to 12. 5 db gain by variation of the control voltage.

9



Fig. 9. The transistorized dipole antennafier.

Figure 11 shows the frequency response of the antennafier. This
curve was obtained from comparison with the response of a reference
dipole constructed to the same dimensions as the antennafier, with an
identical reference dipole used as a transmitting antenna. Figure 12
shows a VSWR curve of the two identical reference dipoles. In this way
the frequency behavior of the transmitting antenna was known and
accounted for in the frequency-response measurements.

As mentioned earlier, since the half-power bandwidth of the
antennafier corresponds to VSWR limits of less than 2 on the antenna
(a VSWR of 5. 8 would correspond to a half-power mismatch), the band-
width of the antennafier is determined by the choice of loaded Q in
the collector circuit.

The spot noise temperature, measured at 146 Mc, was about 3500
for the complete antennafier. This turns out to be slightly better than
the approximately 4250 K measured for the same transistor in an
amplifier test circuit. This difference is believed to arise from the
losses which inevitably occur in the input circuit of the amplifier, and
which have been eliminated in the integrated design.

10
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Fig. 11. Frequency response of the transistorized
dipole antennafier.

It is interesting to note that even at this frequency of 146 Mc, the
noise temperature of the antennafier approximates the lowest level of
cosmic noise temperature to be found in the coldest regions of the sky,
and this element is therefore well-suited to VHF communication
applications.

IV. CONCLUSIONS

The described active array, comprised of four controllable-gain
transistorized dipole antennafiers spaced one-half wavelength apart,
illustrates rapid main-beam and sidelobe control in a broadside
receiving array in the VHF range. The techniques of integrated design
of antenna and receiving systems accomplish this beam control inex-
pensively, with very few parts, and maintain high signal-to-noise ratios
throughout the receiving process. Furthermore, the transistor
amplifiers are suited to "forward' gain control to minimize overload
or cross-modulation products from strong signals.
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This four-element array was intended only to demonstrate an
application of antennafier elements in larger systems. It seems clear
that the economies in weight, size, complexity, and cost shown here,
along with the improved performance, would be of very considerable
value when multiplied by the dozens or hundreds of elements now
being used and proposed for new receiving arrays.

Future work in this direction will include electronic phase control,
as well as amplitude control, for complete beam control, including
steering as well as shaping.
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CURRENT DISCONTINUITY DEVICES

Burt J. Bittner

Sr. Staff Scientist

Kaman Nuclear

Colorado Springs, Colorado

INTRODUGCTION

The concept of flux linkage coupling between

transmission elements is very mature and well under-

stood. Therefore the extrapolation process to the

new class of components discussed in this summary

report should have been accomplished 25 years ago!

As a result, the"inventive-process" which produced

the filters, wave traps and new antenna configura-

tions is probably more startling in its basic

simplicity.

This simplicity has proven to extend to the

prototype and final products and generally has pro-

duced design objectives with a minimum of research

and development effort. Discussion of some current

discontinuity aspects will be limited due to licensing

restrictions.

Fundamental Configuration

The current discontinuity device in its simplest

form consists of small, series connected, formed

coupling loops which lie parallel to a transmission

line element and the coupled loops are resonated by

a capacitor. The device acts to impede the current

flow at resonance by the magnetostatic force on a

moving charge due to the closely coupled electrons



in the associated loops - the law of Biot-Savart -

and thus provide a rejection "trap." Basic uses of

this configuration are as a wave trap on an antenna

structure and as a band-reject filter in a coaxial

configuration. In both of the preceding applica-

tions it can be seen that the approach allows the

center conductor to remain structurally undisburbed

and experimental tests have shown that the physical

arrangement illustrated in Figure 1 is sufficient

to effectively "couple" or enclose thL magnetic

field. Prior to the experimental investigation at

Kaman Nuclear, it was rather arbitrarily and erron-

eously assumed that a loosely wound torroidal con-

figuration would not be effective. The assumption

was that the configuration could not properly contain

the flux and, for some isolated cases this may still

be true. However, for most applications, sufficient

coupling is obtained with the configuration of Figure

1, as opposed to that of Figure 2.

Figure 1 also illustrates the type of config-

uration used to achieve directional coupling, in

which case the arrangement (without the condenser)

becomes a re-entrant coupled transmission line

element with the advantages that it is physically

shortened, has a much higher coupling-per-unit-length

capability and considerable bandwidth.

Under circumstances where the center conductor

is of such a size that the total length of coupling

elements required to surround the conductor might

begin to approach self-resonance, the paralleled

inductance counter-wound configuration of Figure 2

may be utilized. This arrangement also allows the



two terminals to be physically separated which,

is a requirement for high power applications.

This method also permits the length of each

coupling element to be increased, which linearly

increases the mutual coupling in the classical

equation for mutual coupling in R.F. Transformer

design.

Some Additional Applications

Figure 2 illustrates that the current discon-

tinuity device is capable of being used around a

structure of significant size, but not greater than

a portion of a wavelength; however, models have

been constructed, as illustrated in Figures 3 and 4,

where by paralleling many elements, a structure with

a circumference greater than a wavelength can be

properly excited. In this case, as well as for the

small structures, the device becomes a means for

feeding the structure as well as its distinctively

different application as a parasitically excited

system. A most important application is shown in

Figure 3, wherein it has been found that a figure

of revolution is not essential and thus a linear

section, X/2, of a missile or aircraft can be ex-

cited by a small flat coil arrangement current

discontinuity device without structurally or elec-

trically isolating a section of the airframe.

Broadbanding techniques for this application have

been discovered.

Another application of considerable merit is

in the use of the current discontinuity device around

each leg of a radio tower to effectively provide iso-

lation which would otherwise be achieved with bulky

insulators or shunt feeding.



Results

The research to date has shown that the wave

trap concept yields results as is shown in Figure

5 for a one-element current discontinuity parasiti-

cally excited and the addition of a colinear array

of these elements yields results which will be dis-

cussed in the presentation. It must be emphasized

that the device functions properly as a wave-trap

when placed at a desired current maximum as opposed

to parallel resonant wave traps which must be placed

at voltage maxima. The device is also different

than the parallel resonant wave trap in that at

frequencies "off-resonance" it does not perturb

the transmission line appreciably and it may be

physically "slid-along" the antenna element.

Figure 6 illustrates the plot of admittance

of a specific tunable current discontinuity band-

reject, band pass filter design tested in an NBS

tracking station. As a simple band reject filter

it was matched (VSWR<l.l) from DC through to 115 mc

and from 131 mc through to over 300 mc. The reject
"notch" was tunable from 5 mc to 256 mc.

The theoretical analysis of the device indi-

cates that there are no transcendental, or harmon-

ically related spurious response characteristics

of significance.



Additional Applications

Current discontinuity devices have dire:t

application as:

(a) Rotary joint couplers (m3iti-pcrt).

(b) Parametric amplifiers.

(c) Coaxial to waveguide feeds.

(d) Plasma modulators

(e) Miniature flush antennas on Large stru-tures.

(f) Baluns and other Z transformers,

(g) Multiband long wire arra- antennas plus

other applications such as switching,

modulating and phase-shifting.

Limitations

The concept inherently is a current cr flux

linkage device most applicable to low impedance

transmission lines.
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FERRITE LOADED-SLOT AND TRAVELING-WAVE ANTENNAS

By

A. T. Adams, J. A. M. Lyon
and J. E. Herman

The University of Michigan
Ann Arbor, Michigan

ABSTRACT

This presentation summarizes some of the results of a theoretical

and experimental investigation of the use of ferrite materials in various

types of antennas. Promising results have been obtained with a rectangu-

lar-slot antenna backed by a ferrite-loaded cavity. Preliminary results

• - have been obtained with equiangular spirals using ferrite materials. The

work with slots has been analytical with substantial experimental con-

firmation. So far, the work with spirals has been almost entirely experi-

mental.

It is interesting to note that others are currently attempting to ob-

tain useful modifications of antennas through the use of materials. Recent

Russian work, as described in Ref. 1, covers the use of materials with

Helices. Although the title of this reference indicates dielectric materials

are used, the mathematical analysis could be extended without undue

difficulty to situations where the material has a relative permeability

greater than 1. It is interesting to note that this reference claims a more
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directional radiation of energy is possible. Of course, the retardation

of waves in the Helix has made possible axial modes at a lower frequency

than if the dielectric core material were not present.

In the work to be described on slots, the observed changes in radi-

ation pattern were slight. Comparatively large reductions in dimensions

were possible but only at the sacrifice of efficiency and bandwidth.

However, it is believed that a slot antenna modified through the use of

ferrite will be very useful in some types of established communications.

The reduction in efficiency is not great if carefully selected ferrite is

used. The reduction in bandwidth is substantial, and all such ferrite-

filled slots produced to date are necessarily limited to narrowband usage.

The introduction of the use of ferrite material for equiangular-

spiral antennas has resulted in a given equiangular-spiral antenna being

operable at considerable lower frequency than otherwise would be possi-

ble. This situation can also be interpreted as a reduction in the lineal

dimensions. Unfortunately, at the present time the known available

ferrite materials do not maintain high permeability, high permitivity

and high effective Q over a sufficiently wide frequency band. Improvements

in ferrite materials, with respect to maintenance of characteristics over a

wider frequency band, may very possibly make feasible the reduction in

the lineal dimensions of the face of an equiangular spiral and yet retain the

wideband characteristics of such a spiral.
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Very preliminary results on the utilization of ferrite materials with

a scimitar antenna are presented. These results appear interesting, but

so far no time has been spent on the mathematical analysis of this type of

antenna utilizing ferrite materials.

COMPARISON OF SLOTS

The inherent limitations on electrically small antennas have been
2-4

known for some time. It appears that it is possible within these limi-

tations to effect significant size reduction at what is believed to be a

tolerable reduction in both bandwidth and efficiency. Figure 1 shows

three antennas loaded respectively from left to right with air, powdered-

ferrite material, and solid-ferrite material. The performance charac-

teristics of these three antennas are tabulated in Table I. Please note

that the operation of all three antennas is in the vicinity of 300 Mc tests.

The choice of this operating range of frequency has been based upon the

characteristics of the ferrite material. These characteristics are de-

scribed in Table H. The antenna on the extreme left consists of a rectangu-

Jar air-filled waveguide fed by a T bar. The middle antenna in the figure

consists of a rectangular waveguide filled with powdered-ferrite material

and also utilizing a T bar feed. The third antenna on the extreme right

S4 consists of a rectangular waveguide filled with solid bars of ferrite material

and utilizing a simple cylindrical probe as a feed. All of these antennas
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have the obvious advantage of suitability for flush mounting and possession

of a single-lobe radiation pattern.

THEORETICAL ANALYSIS OF SLOTS

Using the results of a variational analysis, it has been possible

to predict the characteristics of flush-mounted slot antennas of the type

shown in Fig. 1. The resonant frequency or frequency at which the VSWR

(voltage standing wave ratio) is a minimum, can be predicted within a few

percent. Bandwidth and efficiency can be predicted within about 25 per-

cent. The beam pattern when mounted in a ground plane can be accurately

predicted.

The method of analysis is as follows: Fig. 2(a) shows a semi-

infinite wavegulde loaded with isotropic homogenous medium character-

ized by v r and F r" This waveguide opens into a conducting ground plane

of Infinite extent. A variational expression for the normalized aperture

admittance was obtained using an analysis similar to that of Lewin 5 for

the unloaded waveguide.

Y G B 1-R
Y = Y + 3Y l = I+R

0 0 0

a b a b
ag f f f f Ex (x, y) Ex, X i) G (x, y;, 77) dx dy d4 d77

ar o o 0
ra f fb Ex(x,y) sin dx d

O a
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where Ex (x, y) = electric field in the aperture

R = complex dominant mode aperture*
reflection coefficient

7T Z
r 0 = -

10 a-k

k' r E -r k r
ko o61 o

00

GI(x, Y;,7)= + k0z e 2 +r

+O 00 4 E mn • n ny nt+bZ Znsin a cos - sin a cos -

m=l n=O abrrmn a b a b

The equivalent circuit which has been useful in further calculations,

as well as in visualization, is shown in Fig. 2(b). Using the dominant

mode assumption for Ex (x, y), a quadruple integral reduces to a double-

integral suitable for machine computation. The numerical results of

such a computational effort have given the normalized values of B and G

as functions of pr ) r' b/a, and frequency. Detailed numerical values

are available in Ref. 7. All this data have been checked experimentally

for a few cases and shows an agreement within about two percent.

Using these basic data for B/Y and G/T0 , resonant frequency and

bandwidth of the antenna shown in Fig. 3 can be calculated by simple equi-

valent circuit calculations based upon the representation shown in Fig. 4.
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For instance, resonant frequency may be calculated by neglecting the shunt

reactance B' introduced by the probe and by calculating the frequency atP

which the short reactance (looking toward the left) cancels the aperture

reactance. Predictions of resonant frequency based upon this method are

accurate to within a few percent. Perturbation calculations may be made

to take the feed configuration into account. Typical calculations yield

corrections of less than one percent to the resonant frequency due to con-

sideration of the probe feed. Similarly, bandwidth can be calculated by

taking into account the variation with frequency of aperture admittance

and the admittance of the shorted section to the left. For simplicity, G' P

may be assumed constant over the frequency range under consideration.

The effect of losses on bandwidth may be assayed by multiplying the band-

width in the lossless case by (1/efficiency). The effect of these assump-

tions are more serious for bandwidth prediction. Accuracy of bandwidth

prediction in the cases which have been tested was 25 percent or better.

The variational data may be used to calculate efficiency. The

theoretical formulation is given in Ref. 6. For the case of high Q ma-

terial with magnetic losses much greater than dielectric or wall losses,

the following approximate formula may be used:

1
Efficiency = p /P + 1

LBR

2 (2d (k' a 2 - 2-u2 ) sin 2j3 10d
k a 2 (a) + 2.. .d]

L p" L- )k a -it
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where:

d = cavity length = d1 + d2

fl 10 d = electrical length of cavity

k2 a 2 _-' (d/a)

A = AI - ijl"

Table III shows a comparison of theoretical and experimental data

for several ferrite and dielectric loaded models. Figure 5 shows a com-

parison of the theoretical and experimental beam patterns for the solid-

ferrite loaded antenna shown on the extreme right in Fig. 1.

The analytical results indicated on slots, when compared with the

experimental data, show that reasonably accurate results have been ob-

"tained in spite of the necessity of assumptions dealing with the following:

(a) The aperture field;

(b) The effect of the probe; and

(c) The finite length of the cavity.

PRACTICAL CONSIDERATIONS ON FERRITE SLOTS

Experiments were made on a number of loaded rectangular cavity

slot antennas, using ferrite-powder materials, solid-ferrite material, and

dielectric material. In all cases it was possible to match the antenna by a

single adjustment, namely, the adjustment of the probe feed depth. The

location of the type N fitting for the probe was not critical. In most cases
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optimum bandwidth was obtained with a fitting approximately centered in

the broad wall of the waveguide.

The effect of the flange on antenna characteristics other than beam

pattern is minor. Typical results showed an increase of 0. 5 percent in

resonant frequency.

The variational data given in Ref. 7 indicates that for a given set

of dimensions a and b and also a given p r e r product, as well as a given

frequency, the admittance is directly proportional to A r and the ratio

of G/B is constant. As a result, an optimum choice of material proper-

ties may be made. The efficiency and bandwidth depend very critically

upon:

IT2 = 1 -R

or the squared magnitude of the transmission coefficient which has a

maxiinum value for that value of p r which makes:

B/Y 1
0 1+ k 2

where k = G/B.

Since B is directly proportional to p r for a given A r E r product, the

optimum 11r can be readily predicted. For instance, Fig. 6 shows a

plot of bandwidth and IT I' as functions of tir, for g r e r = 9, "

b/a = 0. 3, ka/77 = 1. 8 (80 percent above cutoff). The optimum value

of IT12 occurs at p r = 6.79 at which pointB = V1/1+k 2
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The optimum bandwidth occurs at about ir = 5. The difference in opti-

mum values is explained by the fact that the bandwidth also depends upon

the cavity length, which increases with increasing p r" The bandwidth

for (pr = 5. 0, e r= 9/5) is almost double that for purely dielectric

loading (er = 9. 0, rr = 1). This is borne out by the bandwidth data in

Table II.

EXTENSION TO OTHER ANTENNA TYPES

By the early comments on Ref. 1, it would seem logical to con-

sider helical antennas loaded with ferrite. This reference has stated

as a conclusion, "In order to increase frequency bandwidth of the aerial

investigated, we can use, instead of a continuous dielectric rod in the

helix, a stratified dielectric or a magneto-dielectric medium." This

statement does not appear to be based firmly on either the experimental

or analytical work of that paper. The helix is fairly readily analyzed and

in the near future it is contemplated to study ferrite loaded helices.

However, it suited the purposes of the program discussed here to do

some preliminary work on the use of ferrites with equiangular-spiral

antennas and with the scimitar antenna.
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FERRITE-LOADED SPIRAL ANTENNA

The VSWR of the cavity-backed equiangular spiral shown in

Fig. 7(a) was measured both with and without ferrite loading. The feed,

shown in Fig. 7(b), is of the "infinite balun" type used by Dyson.

Standard 50 ohm coaxial cable was used for the feed construction.

The VSWR for the simplest loading condition is shown in Fig. 8.

The cavity was fully loaded with the ferrite powder. A thin layer of

ferrite powder was also placed on top of the spiral. The fully loaded

case produced a reduction of the lower cutoff frequency by a factor of

approximately 2. The introduction of the ferrite powder introduces a

narrowbanding effect due to the fact that the magnetic Q becomes small

above 700 Mc as shown in Table IV. This is a superficial effect, how-

ever, since it is a function of the type of material used. Thus it is ex-

pected that with the development of wideband, high Q ferrites, moderate

widebanding of the spiral antenna could be achieved. However, with

presently available materials, a 2 to 1 size reduction is possible.

Figure 9 shows that approximately the same result can be ob-

tained by loading only one arm of the spiral. This method has the ad-

vantage of using less ferrite material.

Figure 10 shows the response of the bidirectional spiral without a

cavity in both the loaded and unloaded conditions. The curves have the

same general shape as for the cavity backed spiral. Thus the cavity

introduces little basic deterioration of the antenna response.
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Preliminary efficiency measurements for the loaded spiral indicate

an efficiency of about 80%. Efficiencies of unloaded spirals are typically

greater than 90%.

FERRITE-LOADED SCIMITAR ANTENNA

Measurements of VSWR and efficiency were made on a ferrite-

loaded scimitar shown in Fig. 11(a). The introduction of the ferrite-

powder loading lowers the cutoff frequency by a factor of about 2-1/2 as

* shown in Fig. 11(b). The efficiency of the loaded scimitar is approxi-

mately 80% as shown in Fig. 12. Efficiencies of unloaded scimitars are

typically greater than 95%., It is interesting to note that the reduction of

bandwidth and efficiency with ferrite loading is less serious than it was

in the case of the loaded rectangular slot antenna.

CONCLUSIONS

Upon the basis of the results of detailed studies of a number of

types of antennas it can be concluded that:

1. Some reduction in the size of an antenna can be made

through the use of properly placed ferrite materials.
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2. Some reduction in efficiency may be anticipated even

with the best ferrite materials now available. This

reduction in efficiency may in practice be entirely

tolerable.

3. The bandwidth reduction is severe in some of the

antennas studied.

4. The bandwidth can be sufficient for some communica-

tions.

5. The bandwidth of a slot antenna using ferrite may be

extended by optimizing the value of permeability as

compared to permitivity.

Additional effort is contemplated on several antenna types. The

possiblity of increasing the bandwidth by using periodic structures of

numerous essentially narrowband elements is being surveyed. The ele-

ments may be both smaller and narrowbanded due to the use of ferrite.
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Ferrite Powder

WE'= 8.3

A' 1 2.2

Q = 30 at 300Mc

Solid Ferrite

M' = 6.63

Q = /'/ 30 at 300Mc

Table II. Characteristics of ferrite material.



RESONANT FREQUENCY

Theoretical Experimental

Solid Dielectric Cavity 313 Mc 316 Mc

Solid Ferrite Cavity 351.7 Mc 347 Mc

Maximum Error 1. 3 %

HALF- POWER BANDWIDTH

Frequency
(Mc) Theoretical Experimental

Solid Dielectric Cavity 316 4.9 % 5.7 %

Solid Ferrite Cavity 352 8.5 % 9.7 %

Powder F"riteCa, 12.6% 15.6% P

Maximum Error 24 %

EFFICIENCY

Frequency
(Mc) Theoretical Experimental

Powder Ferrite Cavity 315 62 % 66.5 %
227 40 % 47 %*

Solid Ferrite Cavity 352 21 % 30 %*

Table III. Comparison of theoretical
experimental data.

Only an approximate efficiency measurement was obtainable.



Frequency
(Mc) Q

100 8.8

200 37.4

300 34.5

400 27.8

500 27.5

600 21.8

700 16.1

800 13.5

900 8.1

Table IV. Q of ferrite powder.

*

A. T. Adams and R. M. Kalafus, Study and Investigation of a UHF-VHF
Antenna, Quarterly Progress Report No. 10, Cooley Electronics
Laboratory, The University of Michigan, January 1963.
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Fig. 2. (a) A loaded waveguide radiator.

BA 4GA A

Fig. 2. (b) Equivalent circuit.



Coaxial
S~~Input-X

Rectangular//
Cavity

ZG ro u nd
Plane

Fig. 3. A loaded rectangular cavity-slot antenna.



Short Probe Aperture

Bp G BA ~ GA

Sd 2  d

Transforming to the aperture:

B• IsB G• BA GA B'• Admittance of short

At resonance:

G'p "GA
B's + BI +BA -0

Fig. 4. Simplified equivalent circuit.



Theoretical, infinite ground plane

Experimental, no flange

Experimental, with flange (3' x 3')
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Fig. 5. Comparison of theoretical and experimental beam
patterns of a solid-ferrite loaded antenna.
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Fig. 11(a). Scimitar antenna.
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Fig. 11(b). VSWR of Scimitar antenna with and
without ferrite loading.
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Frequency = 400 Mc

A Efficiency = 79%

Fig. 12. Efficiency of loaded scimitar antenna.



ANALYSIS AND DESIGN OF TUNNEL-DIODE-LOADED

DIPOLE ANTENNAS*

Kyohei Fujimoto

Antenna Laboratory
Department of Electrical Engineering

The Ohio State University

Columbus, Ohio

ABSTRACT

Tunnel-diode-loaded dipole antennas have been studied. Various
configurations have been used to facilitate matching and to optimize the
placement of a tunnel diode amplifier in the dipole. The combined antenna
and amplifier is called an antennafier.

The analysis is based on an equivalent circuit of the loaded dipole
that can be obtained by decomposing the loaded dipole antenna into a
radiating component and a non-radiating component. Using the equivalent
network, antennafier properties such as gain, noise performance, etc. ,
can be obtained. Four types of antennafiers, differing in the location of
the tunnel diode loading, are analyzed and design considerations are
discussed.

The stability condition of an antennafier is discussed and is found to
depend not only on the static situation but also on field effects, including
reflection and coupling.

It is shown that the reradiation in the antenna mode of an antennafier
may be found from the reflection factor at the output of the equivalent source
of the antennafier. This is illustrated with some examples.

Measurements for selected models were made. Typical values are
10 db gain and 6 db noise figure at 420 mc.

* The work reported here was sponsored in part by Aeronautical

Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33(657)-10386 with The Ohio State University Research
Foundation.



ANALYSIS AND DESIGN OF TUNNEL-
DIODE-LOADED DIPOLE ANTENNAS*

Kyohei Fujimoto

Antenna Laboratory
Department of Electrical Engineering

The Ohio State University
Columbus, Ohio

I. INTRODUCTION

This paper deals with the integration of amplifier circuitry into
an antenna structure, the resulting device is called an antennafier.
Specifically, tunnel diode circuitry is integrated into modified dipoles.
This is but one phase of the growing field of integrated circuits and
antennas. This is a challenging field for antenna engineers because it
requires not only a good knowledge of antennas but also of circuits and
leads to a more sophisticated concept of an antenna system. The antenna
may no longer be a passive, linear, and reciprocal device but in general
mav be active, nonlinear and nonreciproeral-

The ir-match or double-H antenna structure' (Fig. 1) is used to
facilitate matching and to optimize the placement of a tunnel diode
amplifier in the dipole. In principle the loaded r -match antenna can
be decomposed into two parts, e. g., radiating and non-radiating com-
ponents. This facilitates the determination of the equivalent network
of the antennafier, from which the antennafier properties such as
impedance, gain, and noise performance can be found by applying ordi-
nary network theory.

Four types of antennafiers depending on the place of tunnel diode
loading, as shown in Fig. 2, have been considered. In addition a
coaxial type has also been studied.

* The research reported here was supported in part by Aeronautical

Systems Division, Wright-Patterson Air Force Base, Ohio under
A Contract AF 33(657)-10386 with The Ohio State University Research

Foundation.
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IyII

__P2 P2'
(a) 7T-Match dipole and its (b) Double-H dipole

decomposition

Fig. 1. Tr-match and double-H dipole antenna

The stability of an antennafier is considered not only from the
standpoint of the static situation (no field present) but also under the

effect of an incident electromagnetic field, which may cause a shift
in the antennafier parameters.

Re-radiation or backscattering is also an important factor in the

design of an antennafier. The magnitude of backscattering in the an-

tenna mode may be uniquely determined by knowing the reflection
factor at the input terminals of the equivalent network of the antennafier.

2



(a) Type I (b) Type U

(c) Type MT (d) Type I"

Fig. 2. Four types of loaded Tr-match dipole antenna.

In general antenna impedance is not given in analytical form,
therefore theoretical calculation of antenna performance is limited.
If measurements can be carried out with sufficient accuracy, graphical
methods using the experimental results seem to be most useful. A
modified Smith chart may be used for studying the stability and re-
radiation problems.

II. ANALYSIS

1. Input Impedance and the Equivalent Circuit

By means of a decomposition of induced currents and voltages on
the antenna element, one can obtain an equivalent circuit for the V -
match antenna. I, 2 By the same principle, one may obtain the input
impedance of a loaded n -match antenna. The input admittances of the
four types of loaded ir -match antennas shown in Fig. 2 are given as
follows, 2

21
Type I : AI v i Y1X+ + Yd

j2X
z 1

vi Y11 + 1 (1+ Yij Zd)

Type I- YAII - iZx ( (2)

1+ Zd I + (l-.i)2 Y

3



Type III Y AII Y11 + + 2 Zd] (3)

Type IV Y AIV 1 + 1 z 0+jzpd tan13

2Zo Zd + j Zo tan 0 2
1 z

2vz. Yi 2 Zd
2V 2 12 Z4 2

CoBs Y12 tan 612

ZdZ + j Zo tan -12  YO + J Yd2 tan 13 1

(4)

The quantities are (see Fig. 1)

Yii admittance of the equivalent dipole

vi the current division factorI

Y d :tunnel diode admittance I = 1/ Zd)

jX impedance of the equivalent transmission
line (= jZo tan P 1

Ydz 1/z = 1/Zd + YZZ

Y12  the admittance mutually existing between
the point where Zd is located and input
terminal,

Y2? :the admittance seen at the equivalent

terminal where loading Zd's are placed.

Equivalent networks can be obtained from the impedance equations.
For example, an equivalent network of the Type I antennafier is
shown in Fig. 3.

4



Z/i 10 (i'j2G 11  jVi 2B j j2X d GL ( 1- G2 ,.

Fig. 3. Equivalent circuits of loaded dipole
antenna and antennafier Type I.

2. Gain

The gain of an antennafier is considered to be a measure of
increase of load power due to the addition of the tunnel diode to the
antenna. Using the Fig. 4 network parameters A, B, C, and D,

g i E2 5GL

Gr = uiGII

; Fig. 4. Equivalent network of 7r -match antenna.

gain is given by

4 Gr GL

JGr (A + B GL) + C + D GLI'

Using values of A, B, C, and D obtained from the input impedance
equations, we can find the gain of an antennafier.

5



3. Noise Performance

In an integrated system, the determination of the noise contri-
bution of the network components would appear to be quite difficult
because of the inaccessibility of terminals. A practical technique for
integrated systems based on field-strength sensitivity measurements
has been previously reported. 3 The system with amplifier is compared
to the system with the amplifier either actually or effectively removed.
Referring to Fig. 5, we can find a noise figure FT of the total system as

System 2. '001, IN 71 7 Fa!I~t~~tu ý

Antennrafier Receiver

Syster I. Fr Output SO,

Ni /! N0 1
Receiver

Fr- Noise Figure Of The Receiver

Fa Noise Figure Of The Antennafier

Fig. 5. Block diagram of representation used in
determining noise figure of antennafier.

R
FT • FrD

and the noise figure Fa of the antennafier

Fa = FT 1 (7)
FrA



where

Soz/No2 S and Noz
R1- , t= and =- (8)

Soi' / Noi Sil No0

The ratio R is important because it tells immediately the effect of
adding the amplifier circuitry to the antenna. The quantities ý and
R (including 71) can be obtained by measurements. Also, R can be
found theoretically by using the equivalent circuit for noise contri-
bution of the network components.

4. Stability

Stability of an anternnafier may be treated for two cases. First,
t~he anternnafier should not show any unst-able behavior i tlhe static
situation (no field present). In general, if the transfer function of
antennafier network is given by

I
gtp) - (9)

If(p) I

where p = + jw, the complex frequency function, stability requires

f(p) # 0 for 0 > 0. (10)

As an alternate form a network as shown in Fig. 6(a), for example,
may be said to be stable if

Re {Gr + Yi 1 } > 0' for GL> 0, (lla)

or

Re {GL+Yi2 + Yd} > 0, for Gr>_- 0 (llb)

* i includes Yd"

7



Gr A B i2 Yd GL

(a)

-I

G.

(b)

Fig. 6. Example of stability testing.

Graphical determination of Eq. (lib) is shown in Fig. 6(b) where the
heavy line portion of the curve 4b) shows the stable region.

Second, the case of an antennafier placed in an electromagnetic
field is considered. It is possible that the signal might cause a shift
in the bias point of the tunnel diode even when the signal strength is
within the dynamic range. The variation of bias and thus the negative
resistance will affect the stability. Besides the effect of signal strength,
the effect of reflection from obstacles or the effect of coupling with
other antenna elements will also affect the stability because these effects
may change the antenna impedance. Therefore, the stability of the
antennafier must be secured for a shift in the network parameters such
as negative resistance and antenna impedance due to an incident field.
In this case, one may write for the stability condition

O)f(p) af(p) '
f(p) + dGd+ -- d Yr # 0 for 0->0, 012a)

8 Gd a Yr

8



or using Eq. (lb),

Re (GL 4 Yi 2 + Yd + d Y + d Gd > 0 (12b)

It is clear that the same procedure used in Fig. 6 can be applied for this

case with slight modification.

One must also notice that the shift in the network parameters
affects the gain considerably. The sensitivity of gain to the variation
of the network parameters increases as the gain becomes high. Hence,

the sensitivity of gain must not be ignored in the design procedure.

T TI T~ Tl A 1'T A 7Ir%Wr
AL V . - LIAT.ON

The field scattered by an antenna as a function of load impedance
Z• may be expressed by 4

S_ , _AM

E(Z) = E (Zr) + F AM, (13a)

whe re 2

IjEM Zr 1(0)E E T13b)

2 Rr

Zr- Z
r1- (* conjugate) (13c)

Zr + ZI

E(Z ) is called the structural scatteringewhich is t.kv cattered field
rr

resulting when the antenna is matched (Zr =Zt), E'• is called the

antenna mode scattered field and has the same field distribution as the

transmitting pattern of the antenna, and F is a modified current

reflection factor which is observed at the output of the antenna (or the
input of the equivalent network). The impedances Zr and ZI are,

respectively, antenna and load (equivalent network input) impedance.
1(0) is the current through the load ZI = 0 and ET is the electric field

transmitted by the antenna when excited by a unit voltage source. Since

the input impedance of the equivalent network may have negative real

L• value, F may have a number larger than unity.

9



Modifying Eq. (13) we have

E(Z) (4) +r
- + (14)

E A A

Since E(Z*) and EAM are constant quantities for an individual antenna,
it may be said that r determines the portion of the scattered field
which depends on the network parameters. Vector representation of
Eq. (14) on the chart (Fig. 7) gives an easy way to visualize and to
obtain the magnitude of the backscattering of an antennafier. Since r
may be larger than unity, the backscattered field can be widely
controlled by adjusting r by means of the network parameters.

Antennafier

E(ZI) E(Zr*) + pEAM

-- S+ r

0 Y- r Where ST= jff AM

--0- (zr*)
,SS = -f AM

Fig. 7. Graphical determination of backscattering.
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V. MODIFIED COAXIAL DIPOLE ANTENNAFIERS

When vi = 1, the antenna structure becomes coaxial rather than
two parallel wires (Fig. 8). The radiation current flows only on the
outer conductor and the non-radiation current only on the inner
conductor. The treatment is simpler than for the ordinary v-match
antenna.

(a) (b)

S(C) (d)

Fig. 8. Models of coaxial type antennafier.

VI. EXPERIMENTAL RESULTS

The tunnel diodes used were TD-l and TD-]A. Measurements
were made in the UHF region, centered at 420 mc.

Using a Type I antennafier (double-H), maximum gain obtained
was approximately 12 db at a bias voltage -120 mV with shunt resist-
ance 470 ohn,s and 1z =1 . 2 inches. Measured patterns of a Type II
antennafier (coaxial) are shown in Fig. 9. Bandwidth of this type of
antennafier was found to be approximately a few percent of the center
frequency and noise figure was 5. 8 db.

11



WITHOUT DIODE

51 2j Odb

TYPE 2 [1_:f

f = 420 mc

Fig. 9. Measured pattern of a loaded-dipole (coaxial
type) antennafier Type II.

VII. CONCLUSIONS

An antennafier incorporates both circuit principles and antenna
principles. A practical structure in the form of a tunnel diode loaded
dipole can be represented by an equivalent circuit and readily analyzed.
The tunnel diode loaded dipole is a relatively simple device giving a
gain of about 10 db and a noise figure of 5-6. db at 420 mc.

Antennafiers should prove to be useful devices. They can reduce
the size and weight of a system while increasing reliability. Applications
include not only amplification of a received signal but backscattering
(echo) control and array applications (pattern control).

12
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High Speed Ferrite Phase Shifters

I. INTRODUCTION

With the advent of high speed conical scanning antennas, it is necessary

to provide methods for beam nutation. Scan rates as high as 20 kilocycles

per second are now becoming obtainable. This paper deals with a particu-

lar type of ferrite phase shifting device for use in high speed conical

scanning antennas.

Applying magnetic flux to ferrites through the waveguide housing has

always been a problem at high frequency scan rates. This is due mainly

to the shorted turn effect caused by the waveguide wall. The wall acts

as a shorted secondary of a transformer. A discussion on the elimination

of this shorted turn effect is also discussed herein.

nl. FERRITE SELECTION

The selection of ferrites for this purpose was accomplished through

manufacturers data and empirical data. High loss tangents eliminated many

ferrites due to the low allowable loss in this phase shifter application.

Other limiting factors were saturation moment, line width and Curie

temperature. Data research narrowed down the selection to four ferrite

materials, any one of which is suitable for the application.

1. Trans Tech, Inc., Type TT 390

2. General Ceramics, Type RI

3. Solid State Research, Type M14

4. Raytheon, Type R151

Their characteristics are as follows:

1.



Type Saturation Line Dielectric Loss Curie
Moment Width Constant Tangent Temp.

41 Ms AH e' tan S 0C

TT 390 2150 540 13 5 x lO4 320

Rl 1760 490 13 5 x 10-4  290

MM 14  2100 >300 13 5 x 10-4 280

R 151 2300 400 12 5 x lo-4 300

Each of these ferrites was tested under simulated conditions and curves

of the DC hysteresis loop and AC sensitivity were made.

The DC hysteresis loop is a plot of phase shift versus DC current. The

result is shown in Figure 1. The area between the curves is representa-

tive of the hysteresis loss of the ferrite material. The AC sensitivity

is a plot of the phase shift caused by a constant AC drive voltage for

different values of DC current. A typical curve of AC sensitivity is

shown in Figure 2.

Comparative curves were made on each of the four ferrites, and a selection

made based on the curves and the loss at microwave frequencies.

III. THE SHORTED TURN EFFECT

There are a few methods available to reduce the shorted turn effect. Some

of these are:

a) Longitudinal slots (non-radiating) in the waveguide wall

b) Windows

c) Plastic waveguide walls with a thin metallic plated interior

2



d) Solid dielectrics with a thin metallic plated exterior

Longitudinal slots in the waveguide wall must be placed in the center of

the narrow wall of the waveguide for minimum attenuation. Experiments

prove that slots in the broad wall cause a great deal more attenuation.

The slots for minimum attenuation are located as shown in Figure 3. The

coil in this figure is shown split in order to illustrate the location

of the slot.

With this arrangement, microwave attenuation is approximately proportional

to the length of the slot. As an example, the loss of this device with no

slot is approximately 0.3 db, and is increased at a rate of 0.5 db per

inch of slot in Ku band waveguide. The frequency at which this, and all

ensuing tests were performed was at approximately 10.5 GC.

The phase shift obtained by this method at high scan frequencies is

greatly improved over a phase shifter with no slots. The phase shift

requirement for testing purposes was 100* peak to peak phase shift for

two inches of ferrite. In order to drive a phase shifter at 15 kilocycles

without slots, it would take more than the 8 watts provided by the modu-

lator. With a slot in the waveguide, the AC power dropped to only 2.3

watts per phase shifter. Little gain was obtained in power reduction

when the slot was made longer than 110% of the length of the coil.

A method to eliminate part of the loss incurred by the waveguide

longitudinal slot has been devised. It is the waveguide window.

3



Essentially it is an extremely thin film of metal placed over the slot

to reduce the RF leakage. This method causes a slight increase in drive

power, and does reduce the RF loss. The thin metallic plating is superior

to this method, both in electrical characteristics and manufacturing ease.

The third method for reducing the shorted turn effect is a plastic wave-

guide wall with a thin metallic plating. A metal waveguide wall thin

enough to reduce the shorted turn is not self supporting, therefore, it

becomes necessary to support the waveguide wall by other means. For this

reason, the plastic waveguide is used.

In determining theoretically just how thin a waveguide wall coe!d become

with negligible attenuation, consider the skin depth, 8, of copper wave-

guide at 10.5 GC.

For copper, the conductivity P is 1.72 x W06 ohm-cm, and the permeability

A4 is unity therefore

8 - 6.45 x lo-5 cm.

From this fact, it can be seen that the waveguide wall need be only 25

microinches thick to support conduction of the microwave energy at 10.5 0C.

Waveguide walls this thin are not feasible because the surface would have

to be absolutely smooth and without roughness. In plating plastics with

metals, the plastic should have some degree of roughness in order to pro-

vide reasonable adhesion. For these reasons, plating thicknesses less



than 48 or 100 microinches were not considered. The lower limit of these

tests was set at .0001 inches.

When the inside of a plastic waveguide is plated, the type of plastic used

is relatively immaterial. Any plastic of sufficient rigidity meeting en-

vironmental requirements can be chosen. This method lends itself to

modification of existing designs to high frequency scanning applications.

The waveguide housing the ferrite is molded from plastic. The piece is

then plated with copper to a thickness of about .0002 inches. The exterior

surfaces are then etched away leaving the copper on the inside only.

This method has several advantages. The power requirement for operation

at approximately 15 Kilocycles was 1.2 watt for the phase shifter test

requirement. The loss of this unit is only 0.3 db. This result can be

extended far beyond 15 kilocycles by selection of a nickle ferrite such

as Motorola's M052 with an increase in loss to about 0.8 db. The power

requirements to operate this phase shifter reduce appreciably with lower

frequency scan rates. For example, at 2 kilocycles the requirement is

only about 0.45 watt.

Another method utilizing the thin vaveguide wall is to plate the outside

of a dielectric medium. The dielectric constant of this medium must be

carefully chosen. First of all, the dielectric constant should be much

smaller than that of the ferrite material since the microwave energy will

propagate mainly in the higher dielectric. Secondly, low dielectrics do

5



not have sufficient mechanical rigidity under environmental conditions.

Considering both these factors dielectric constants between 2 and 4

were considered.

The second consideration was the loss tangent, which eliminated all but

a few dielectrics. These were Polytetraflouroethylene (Teflon), Poly-

styrene, Polyethylene and Emerson Cumming's LoK. Teflon has excellent

characteristics both in loss tangent and dielectric constant, the only

disadvantages being weight and the tendency to cold flow. Emerson Cum-

ming's LoK characteristics seemed to vary too much from sample to sample

and was eliminated. Polystyrene and Polyethylene exhibited like charac-

teristics and both proved excellent for the application.

An irradiated cross-linked polystyrene was used for most of the experi-

ments. In order to plate this material it must first be assembled with

the ferrite embedded in the plastic. Then it was cleaned and slightly

roughened with a mild abrasive. It was slightly etched and then washed

with deionized water. The first layer of copper is put on by chemical

reduction of copper compounds, and this is then built up by electrolytic

copper to the thickness desired. A protective flash plating of gold is

used to prevent oxidation of the electrolytic copper.

The big advantage of this method is the reduction of physical size. A

slight reduction in drive power is also noted. The loss of this device

is 0.4 db, and the drive power is 1 watt at 15 kilocycles.

6



IV. CONCLUSIONS

The best results obtainable for high speed ferrite phase shifters are

obtained by using an extremely thin metal wall on a dielectric body.

Dependent on the AC drive frequency the valls should be as thin as possible

without exceeding the microwave skin depth.

The power required to drive a phase shifter at these high scan rates is

dependent on wall thickness. For example, at 15 kilocycles, the AC

drive power for a wall thickness of .0002 inches is approximately . watt,

but for a thickness of .0007 the requirement is 1.35 watts. The increase

in power throughout the interim range is fairly linear.
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Preparation and Submission of Procurement Proposals

Edwin M. Turner
Research and Technology Division
Wright-Patterson Air Force Base, Ohio

The U. S. Government is spending 13.2 billion dollars annually on
research, which is said to represent approximately 87% of the total in
the country. To give this figure some meaning in terms easily understood;
the entire cost of the public educational system runs something over 10
billion dollars annually.

This money is spent to procure many thousands of items including
basic research, developmentt testing. prototypes, design, standardization,
pilot runs, research facilities, and test equipment; plus the salaries of
many thousands of scientists, engineers, technicians, and support personnel.
It is estimated that 3 percent of the entire cost of R&D contracts are spent
on the preparation and submission of proposals. It is obvious that if we
are to keep a democratic competitive process in our economy some of these
costs are inevitable. The process must be continued in a manner somewhat
as it exists today with rules prescribed by congress. This does not mean
however. that our procedures cannot be improved. and that the cost cannot
be lowered. It does mean that the door must be kept open to those who are
capable and desire to bid on any particular procurement even though this
process within itself is costly. Discussions with large numbers of con-
tractors indicate that the average cost of preparing proposals on electronic
(R.F.P.'s) average around $2000 each; meaning an average of 2% cost on a
$100,000 item. With an average of 10 contractors per proposal the cost
may well be 20 to 25 percent of the cost of the PR. This seems to be an
unreasonable expenditure of public funds just to get the contractor selected.

Streamlining administrative procedures will go a long way toward
reducing these costs. The problem is as pressing for the government as
it is for industry. In order that the evaluation process for proposals
be better understood, a copy of the AFSC Form 51A is included herein for
your examination. You will note that three major categories of evaluation
are listed, namelys (1) Scientific/Engineering Approach, (2) Qualifications
based on past experiences, (3) Management. A predetermined weighing factor
is put on each element of the evaluation; and each proposal is evaluated
where possible by at least three persons to minimize the human factor.
The Scientific/Engineering approach is made by the engineering laboratories,
while the past performance and management capabilities are made by the
procurement agency.



These eval-uations are pe-uct'-nd aW"e ao -v. a judglrent
limiting device. The fii rgezet -. s oe &a a,.!- ,!fa a.--kd
confidence between the gO:.a. &-ýh a hfe h pi.o Tie
request for propoeals are made w -tk V-. 0",::.A L p;Q eý ilL- 4W" .G.1-'s t.aiItS
prescribed by congressionra. ac n 7iase• ta-n" !' . as .ow-employment
areas, small business equa!.zet•r . p. e plus a
large number of administ.ra -s tJ -5e. . th-.e Departwent
of Defense and its subordiknal tgeni z-.crmaI cona-trei.nts
inherent in budget discipline. ThA p aieni• xs i.nterested kn
obtaining a reasonable number of w-i, prepared propo--,a s, but not enough
to overload the engineeri;)g and pt- P u'rwn& to a point where
the time factor becomes exAr3s , aipi ' 130 or more proposals
were submitted on one PR i o . -` i.F&" • nnetr1- a~aff for an

unreasonable time; likewise, , en' h :c-eipons-aa v•;Ui. tcg down the entire
pro'-w-went soyttem _ Fortunti--PA Ta'i mosante from5 to 10
proposals which is considered xeabou.,ble. K-s- pj.pcse here is to give the
engineers who prepare the propos.is nme r-r:tea which will be helpful
to them in preparing proposals, and wil lopuly aivc.id the expenditure
of preparing proposals that are p•p't-.e The- rLper consideration
of the following factors will osxtaPm.iy •x-r.asa •he ftaxts of your 3abor.

a. Be sure that your approauZ is a•iba :,or the application stated.

b. Make your proposals p Aitivs. Don't di,•.•sa severai alternatives,
and then not state which one yc.ý ary, ch•:'ego

c. The objective of most FiD inveptigationi. ia to advance the state-
of-the-art. Be progressive ani sugges, a.pproaches that has a reasonable
risk, but one that may be reduced to p:act.,• whenr feasibility has been
established. We generally are b~IVy,,ng bznir.., anr .• rware.

d. Remember that you wilý be a'&ad.•d .• a V ?'Z say, and not by
what you may think. Be sure t-gs .at3r-qz at. :in to) semant-;cs. Poor
communications are likely to cost Ioi '.tb q;ntr±.. A crif.i'al reading
by someone well grounded in- En~g•,-.b. -s u-wU. Do .te•.nwiil be helpful.

e. Do not turn the task of eo` ing yc.r . ;•-er tc your
subordinates, however talexated; par•-i .r ycE. *,..> angineers as
they will not ordinarily apllU:t~ the W'u P . ,A " in.ations or
will they have the experience ro " . th '.• .. e 04 r-.tklrity
needed to impress the evaluatoy.

f. Don't dilute you.r talen- 'y id'ding r '-*.m thaT comes
across your desk. Without e -. ,- -.. a aeld your proposal
will appear amateurish and 1.n..e -:d I) t. . u-prc--duitive.
Even a small scale hehose -:- "..-t . w'ati enoughL
knowledge to make yo'.zr p.rop-.saL h- .t 1 n -f ýa-.t



g. Your proposal will be judged primarily by its contents and not
by its size; be concise and to the point. Avoid the uie of extraneous
and unusual words that take special effort on the part of the evaluator,
Stick to either the English or Metric system of measurements; but by all
means don't mix them up, especially in the same sentence or paragraph.
Avoid the use of complex formulas and derivations unless absolutely
essential to your theme. Use as many pictures and easily interpreted
graphs as are needed to tell your story. Provide ample margins and bind
neatly, but not lavishly. Minimize biographical data except for outstanding
individuals. Emphasize past accomplishment in related areas. Pictures
of hardware in related fields may be helpful.

Finally, remember that you are writing to please someone else
and not yourself. Always be alert to false assumptions, avoid extreme
views, unproved statements, communication voids, and individual biases.
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HARDENED ANTENNAS FOR ATLAS AND TITAN

MISSILE SITE COMMUNICATIONS *

The possibility of nuclear warfare has created a need for re-

liable post-blast communications to assist implementation of our

retaliatory capabilities. Antennas designed to withstand environ-

ments resulting from nuclear blasts must resist severe nuclear and

thermal radiation as well as extreme dynamic effects. Radiating

structures capable of withstanding this environment have required

the application of unique electro-mechanical techniques and materials

technology.

Atlas and Titan Missile Bases require both H.F. and U.H.F.

-- jI • Rad[io Conuaiuv has davaloaued

and is producing hardened antennas for this requirement.

The H.F. Antenna is a 1/4 wave vertical uionopole stored within

an underground protective silo during a nuclear attack. After the

attack the structure can be erected automatically by a remote command

to a maximum height of 117 feet above the ground. It can also be re-

tracted to the hardened condition after the command signal is given.

A frequency range of 2 - 30 Mc is covered with an associated

VSWR of less than 2:1 over 99% of the band. No matching device iE

required.

Structurally the fully erected antenna can withstand winds of over

150 mph and can be raised in winds of ';0 mph with gusts to 60 mph.

* By D. L. Holzschuh Collins Radio Company Dallas, Texas
* Developed for Air Force Ballistic Systems Division on Contract

AF04 (694)- 132
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Two versions of the H.F. antenna are being provided and differ

only in the time of erection and level of shock protection. The

Collins Radio 237Q-2 erects fully in I minute and can withstand a

greater overpressure environment than the 237Q-2A that erects in- 2

minutes. Weight of the 237Q-2 is 3300 pounds and 2800 pounds for

the 237Q-2A.

Constructed primarily of high strength structural aluminum, the

antenna consists of a telescoping tubular mast, a rectangular shaped

supporting crib, a drive assembly, a height-sensing assembly, control

box. 28 volt D.C. power supply, 480/115 unit trn and t-1

shock isolation assemblies. A control module, the Collins Radio

637G-1 (or 0=2 for two antenna operations) is supplied as an accessory

and is located in the Launch Control Center.

Ten movable mast sections can be elevated from the supporting

crib by eight rubber-faced, chain-driven, articulated drive wheels.

An automatic ball-latch mounted at the top of each mast tube locks

the adjacent sections together. Interior keys assure alignment of

the latches as they erect. Spring-loaded soft-aluminum contact brushes

mounted in the latch castings assure electrical continuity between

sections. Computer techniques simplified design of the mast. Maximum

combined stress, unit horizontal wind loading, an initial tube size,

fixed clearance betweenL tubes, the o;verlap between them, as well as

fixed lengths for 10 tubes were programmed into an IBM 7070. The

computer solved the differential deflection equation of the loaded

mast as derived from the radius of curvature formula. The program

di-ided the mast into 100 increments of length (10 on each of the 10

tubes) and solved for their outside diameters and wall thickness as
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well as total weight. The tubes vary in size from 2" O.D. to

12-7/8" 0.D. Average wall thickness is 1/4". A non-movable tube

is 14-1/4 0.D. and houses the movable sections; it is electrically

insulated from the supporting crib and functions as the center

conductor of a 50 ohm coaxial transmission line. The structural

support crib in addition to supporting all other systems also

functions as the outer conductor of the 50 ohm line.

Natural rubber of 55-60 durometer was chosen after exhaustive

tests for facing the drive wheels. This material was chosen due

to its high coefficient of friction under wet conditions, low

hysteresis loss, good electrical properties as well as excellent

resistance to nuclear radiation. The 8 drive wheels are held in

compression against the mast by a unique wire-rope tensioning

system. The wire rope is laced over pulleys mounted iL LILh EW-

tremities of the drive wheel shafts in such a way that a mechanical

advantage is provided similar to a block and tackle. Two extension

springs mounted on the sides of the support crib provide variable

tension to the wire rope and to opposing sets of wheels. A force

of 2000 pounds is exerted by each pair of wheels with the antenna

fully erected. The drive wheels are powered by two 3.1 or 2.2 H.P.

gear motor assemblies. The motors are 480 volt 3-60 cps and mount

90 volt D.C. brakes for rapid stopping.

A height sensing device located at the base of the antenna,

provides position information for the Control Module. A glass-

reinforced Teflon tape is attached to the inside of the 2" mast

section. The tape passes over a metering wheel attached to a synchro

transmitter. Holes in the tape match projections on the wheel and
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I
prevent slippage. The tape is held in tension by a constant force

'Negator'spring attached to the tape storage reel.

A control box containing automatic re-setting circuit breakers,

aircraft type contactors, terminal strips and the brake rectifier

is mounted on the structural crib. A 28 VDC power supply as well

as a 480/115 volt transformer for silo lighting are also mounted

on the crib.

Limit switches are provided that serve as interlocks for the

silo door pneumatic actuating system as well as limiting antenna

travel.

Two shock isolation systems were designed to suit two maximum

overpressure shock criteria. Both designs limit the induced shock

to less than 5.5 g under combined horizontal and vertical displace-

ments. Aircraft quality extension and compression springs are used

throughout. The shock isolation systems differ in that a iock-uuL

system is required for the 237Q- 2 due to the greater displacements

of the springs. The springs are locked out prior to raising the

antenna. Calculated natural frequencies of both shock isolations

were in the vicinity of I cps and were verified by full scale tests.

Coupling between the horizontal and vertical motions did not present

a problem due to the inherent damping of the system. R.F. electrical

continuity between the antenna and the silo door is assured by 8

flexible cables between the antenna and silo.

The 237Q-1 or Q-2 control module allows selection of the exposed

"soft" or protected "hard" H.F. antennas by rotating the antenna

selection knob on the front panel from "S" to "H" position. Antenna

resonant frequency is selected by rotating a knob and observing
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frequency indications shown on a moving non-linear tape located in the

control module. The knob also rotates a 10 turn pot in a bridge

circuit, Pressing the "Actuate" button on the panel causes the antenna

silo door to open and the antenna to extend. A synchro receiver

located in the module drives a follow-up pot in the bridge circuit.

The synchro receives position signals from the height-sensor synchro

on the antenna. A "null" condition is detected by a sensitive meter-

movement relay and causes the antenna drive motors to stop. A green

"ready" light then comes on. The antenna is quickly stowed by rotating

the antenna selection knob to the "S" position.

T16o U.H.F. antennas are being produced for the Atlas-Titan program, I
The Collins Radio 437B-3 is a stacked collinear dipole array hardened

for a moderate overpressure environment. For a very high overpressure

environment a stub monopole designated the 437B-4 is utilized.

The~~ 1±37R-3 •-•1red srr~'y _• __•::•d *, ~ax -iiid mast iZ ft. above

the ground and is protected by a glass reinforced phenolic radome

coated with a proprietary ceramic. The radiafed pattern is omni-

directional with primary lobes on the horizon. Gain is 5 db over

isotropic.

The 437B-4 stub monopole antenna is mounted on a reinforced con-

crete foundation, The 5-1/2" diameter cast steel radiating 1/4 wave

monopole is approximately 18" above the foundation and is supported

by two heavy glass-reinforced phenolic insulators. The insulators

mount in a galvanized cast iron base weighing 2500 pounds. The upper

insulator is protected from the high thermal environment by a coating

of proprietary ceramic material. The exposed portion of the probe as
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well as the upper insulator can ablate appreciably and be operable.

Heat stored in the probe during the blast is reduced to a safe working

level at the antenna terminals by a heat-radiating line located in

the foundation of the antenna. A frangible glass-reinforced polyester

weather dome protects the antenna from rain exposure. Radiation

pattern of the 437B-4 is omnidirectional with the major lobe on the

horizon. The VSWR over the band is 2:1 or better.
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A PROGRESS REPORT ON Z000°F ANTENNA ELEMENTS

Summary of a Paper to be Presented at

U. S, Air Force Antenna Research Symposium

University of Illinois

15-18 October 1963

by

J. J. Earshen and R. J. Blum

Cornell Aeronautical Laboratory, Inc.

Buffalo 21, New York

I. INTRODUCTION

A research program aimed at developing antenna elements suitable for

countermeasure and communication use on supersonic vehicles is currently

being conducted at the Cornell Aeronautical Laboratory under the sponsorship

of the Electromagnetic Warfare and Communication Laboratory, AFSC

Aeronautical Systems Division under Contract No. AF33(657)-1I100. This

paper reports progress to date in the development of antennas, development

of special testing instrumentation, and investigation of related materials

problems.

The objective of the current program is to perform exploratory research

on antenna elements having:

1. Ability to operate at surface temperatures ranging up to 2000°F

for a period of at least several hours.

2. Ability to handle high-peak and average power levels approaching

1 kw at pressure altitudes corresponding to 80, 000 feet; break-

down thresholds should be those of the ambient airstream, not the

antenna structure.



3. Ability to handle broadband s:gnal.s :'. 5 - 4. 5 Gc)O while exhibintng

a VSWR of less than 1. 5:1.

4. Suitability for flush mounting to minimize aerodynamic drag,

5. Abilty to withstand mechanical and thermal shock environment

encountered on supersonic vehiclehs

II. ANTENNA DEVELOPMENT

After a preliminary analytic evaluation of slot, scimitar, helix, spiral;

dipole'and stub antennas, it was concluded that flush mounted types which do not

possess high field concentrations are most likely to meet the previously listed

objectives. Of these types, the slot and sunken stub (annular slot) have been

chosen for detailed experimental study. Of the less desirable protruding types,

the scimitar has been chosen for experimental evaluation. It has a low drag

profile, can be rugged and its grounded far end provides a good heat shunt for

conducting heat from the antenna.

The slot antennas require dielectric windows to assure a smooth

aerodynamic surface and to provide a means for pressurized sealing. Pressuri-

zation maximizes the breakdown power threshold. Unfortunately, the most

promising refractory materials (fuzed quartz, berrylium oxide, and aluminum

oxide) currently under consideration, have dielectric constants at least

several times that of free space. The discontinuities introduced in the antenna

structures have a serious affect on driving point characteristics. Models of

S-band slot and annular slot antennas have been constructed to develop matching

devices necessary to compensate for window discontinuities.

On the basis of dimensions determined by model testing and the results

of materials investigation, an S-band, waveguide fed slot antenna capable of

pressurization (shown in Figure 1) is currently being fabricated. The wave-

guide has dimensions of WR-284 and is constructed of columbium. The

window is 1/16" thick berryllium oxide. These two high temperature materials

were chosen because they have similar thermal expansion coefficients.

Experimental pressure-tight seals between the materials have been made at

CAL using a nickel brazing alloy with the window material being initially

metalized at the joint with molymanganee.
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The matching elements consist of a thick symmetrical inductive iris

which matches the capacitive susceptance of the slot over a narrow frequency

band. Broadband matching is obtained by the addition of a round bar acting as

a capacitive iris. A VSWR of less than 1. 6:1 has been obtained over a fre-

quency range of 2. 3 to 4. 0 Gc for the model slot antenna. Both the inductive

and capacitive irises should hardle high power since they have no sharp corners

and thus no high local field intensities.

To cool the inboard end, a simple water jacket will surround the wave-

guide. Experiment has shown that a jacket located I foot from the 2000°F

window requires 0. 25 gallon/min. of 150°F cooling water. The water will

experience a 1 F rise.

Another version of the WR-284 slot antenna, consisting of a quartz

waveguide internally metal coated and sealed directly to a quartz window, is

also being fabricated. Metal-coated quartz matching elements are used. In

this version the difficult, high temperature, dielectric to metal seal problem

is avoided but a problem of connection to the ground plane arises. A non-

contacting choke system between ground plane and waveguide is being

investigated for this version.

III. TESTING INSTRUMENTATION

The experimental antenna assemblies will be tested under simulated

thermal conditions similar to those encountered in actual vehicular installations.

This requires that the outer surface of the ground plane, the dielectric window

(if present) and any antenna structure projecting beyond the ground plane, be

at the high temperature. Heat would then flow from these hot surfaces through

the supporting structure to the interior of the vehicle which acts as a heat sink.

A reasonably low temperature, say 100° C to 150°C, must be maintained

at the point where the antenna feed line is connected to the r-f source and test

instruments. The latter are standard laboratory devices capable of operating

only at the temperatures stated. The temperatures of other parts of the

experimental assembly are not of critical importance but, in general, should

be kept low to reduce heat losses.
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To provide a means for simulating the vehicular thermal environment,

an 18-inch diameter, electrically heated ground plane assembly has been

developed. The basic unit is shown in Figure 2. It contains a specially

constructed heating element composed of refractory material inlaid with

spiral high-temperature heating coils of Kanthal resistance wire. The assembly

is covered with a stainless steel ground plane. Antennas under test are mounted

in the center well of the assembly. Temperature of the ground plane is monitored

with thermocouples whose outputs are used to control a saturable reactor in

series with the heating coils. Stabilized temperature control is thus obtained.

At the high temperatures involved, the major heat dissipation takes

place by radiation. It is possible to reduce the required heat input to the ground

plane from an estimated 35 kilowatts to approximately 10 kilowatts by covering

the plane with an 1/8" thick fiberfrax insulation. The effective dielectric

constant of fiberfrax is very low and thus no noticeable effect on the antenna

patterns has been observed due to the presence of insulation at room temperatures.

Any substantial increase in dielectric constant at elevated temperatures can

"cause distortion of patterns.

Preliminary investigation of thin aluminum-oxide windows instrumented

with monitoring thermocouples, has revealed that it is not possible to establish

a uniform 2000°F temperature across the window by heating the edges through

contact with the ground plane. It has therefore been necessary to develop a

removable, electrically powered face heater which is used to bring the window

up to temperature and then removed immediately prior to conduct of r-f

measurements. The temperature at the center of the window was measured

with a thermocouple. Starting at 2000°F, the temperature decays asymptotically

to 1000°F with the plane exposed, and to 1250°F with the fiberfrax insulation

covering. In the first minute, the drops are respectively 540 and 3150F.

To enlarge the effective electrical size of the ground plane a thermally

isolated ground plane is superimposed over the heated ground plane at a distance

of approximately one quarter wavelength. The over-all dimensions are approx-

imately 42 x 48 inches.
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Testing of experimental antennas is aimed at:

1. Determining their ability to survive in the thermal environment.

Since corrosion effects are materially affected by the ambient

atmospheric pressure, survivability tests are conducted at

80, 000' pressure altitude in a vacuum test chamber.

2. Determining the thermal effect on driving-point electrical

characteristics, radiated patterns, and efficiency. These tests

are made at low r-f power. It has been noted that radiation

patterns of slot antennas are not significantly affected by change

in window dielectric constant. Thus driving point impedance and

VSWR measurements provide a more sensitive indication of change in

dielectric properties. Gross efficiency measurements are made

by comparing the absolute magnitudes of the radiation pattern

produced for the same input power under hot and cold conditions.

3. Determining the maximum power handling capabilities. The same

types of measurements described in (2) are made in this instance.

The driving power is increased in gradual steps till incipient

failure is observed. Presently a CW power source having a

maximum output of 200 watts is available. It can be pulsed to

produce peak power output in excess of 1 kw at high duty cycles.

IV. MATERIALS INVESTIGATIONS

Materials-oriented activities on this program result in materials

selection and recommendations for fabrication. Investigations of high tempera-

ture coatings, sealing techniques and materials properties have been conducted

in support of the stated objectives.

Several approaches to the fabrication of antennas have been examined.

1. Structural Metal Waveguides with Sealed Dielectric Windows

One form of such an antenna, now being fabricated, combines

columbium and beryllium oxide. Only rarely has use been made of

sealed structures operating at temperatures approaching 2000'F.
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Thus an investigation of stresses in seals as a function of operating

temperature, brazing temperature, material combination and material

dimension has been undertaken. Stresses are determined by X-ray

diffraction measurements of lattice dimension or from curvature of

sealed samples.

At high temperatures columbium is subject to oxidation and thus

a protective coating of chromium-titanium-silicon will be employed.

2. Refractory Dielectric Structure with Conducting Coatings

A form of this antenna is now being fabricated from fused quartz.

This approach minimizes or eliminates the problem of achieving high-

temperature pressure seals since the component parts to be joined are

of the same material. Investigations to date of suitable metal conductive

coatings have shown platinum to be satisfactory at temperatures up to

900 °C.

3. Unsealed Covered Slots and Waveguides

In the current program such configurations have proved useful for

preliminary investigations of properties of dielectric windows and

associated metallic parts. Such antenna structures may be simplest of

all to fabricate but have the significant disadvantage of low breakdown

power thresholds.

V. CONCLUSIONS

Progress to date in the program described includes: the development

of several high temperature antenna configurations to be tested, development

of high temperature testing instrumentation, and the formulation and compila-

tion of materials data necessary for high temperature antenna design. During

the concluding portion of the program, the antennas under construction will be

evaluated and the results of all investigations will be reported in form suitable

for providing preliminary guidelines for design of high temperature antennas.

The authors acknowledge the constructive technical guidance of

Messrs. L. L. Brown and E. M. Turner of the Electromagnetic Warfare and

Communications Laboratory of ASD. Principal investigators contributing to

development of test instrumentation are Messrs. J. B. Coleman and W. H. Leipold.

Dr. H. P. Kirchner has been the principal investigator of materials problems.
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DIELECTRICS FOR ANTENNAS

By

Eino J. Luoma * and David J. Epstein+

The materials used in antennas are electrical conductors, dielectrics, and
sometimes semi-conductors or iossy dielectrics. Electrical conductors,
i.e. metals, such as steel, brass, copper, aluminum, or silver are the
most common antenna material, but many antenna designs could not be
achieved without the use of dielectric material. It is the purpose of this
paper to briefly survey these uses of dielectrics in antennas; to examine
the properties of presently available dielectrics as related to antenna
applications; and to suggest new special dielectrics for use in antenna
design.

A. DIELECTRIC APPLICATIONS IN ANTENNAS

Table I is a typical list of applications of dielectrics in antennas
demonstrating very wide variety. The "Antenna Engineering Handbook"
by Jasik (Reference 1) was used in preparing this table.

B. DIELECTRIC PROPERTIES AND OPERATING TEMPERATURES

Against this preceding background of applications it is instructive
to consider what is available in dielectric materials. Figure 1 is a
graph of the relationship between dielectric constant and operating
temperature capability of the more common dielectric materials. It
is interesting to note that for the pure compounds or one component
systems there is a general correlation between the dielectric constant
and operating temperature capability. This is to say that if the de-
signer needs a higher operating temperature in a dielectric he may
generally expect to have to go to higher dielectric constants and
higher densities. On the other hand, any of the single component
dielectric materials may be diluted with air e. g. foams and pow-
ders or other low dielectric constant material to achieve the lower
dielectric constants and lower densities at a possible sacrifice of
strength and changes in the other mechanical properties. The de-
signer is fortunate if, as in the case of Fiberglas-plastic laminates,
for example, the dilution results in improved mechanical properties.

*Emerson & Cuming, Inc.
+Consultant to Emerson & Cuming, Inc.
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FIGURE 1

DIELECTRIC CONSTANT VS OPERATING TEMPERATURE CAPABILITY
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The operating temperature ranges shown for typical materials in
Figure 1 are the temperatures above which substantial degradation in
dielectric or structural properties take place. This is not to say there
has been no change in dielectric constant or reduction of strength at the
indicated operating temperature limit. Wilhout exception all of the ma-
terials lose strength substantially as the limiting temperature is approached.
With the exception of silica all of the materials change in dielectric constant
and loss tangent as the limiting temperature is approached. Thus if the an-
tenna application is at all critical as to the exact value of dielectric constant,
great care must be used in choosing the right dielectric.

Figure 2 shows the variation in dielectric constant with temperature
of typical dielectric materials. Figure 3 shows the variation in loss tan-
gent with temperature of the same materials.

C. DISPERSIVE DIELECTRICS

Dispersion is the change in dielectric constant of a dielectric material
with frequency. The well known low loss dielectrics such as polystyrene,
teflon, silica and alumina exhibit very little dispersion. On the other hand,
if best performance is achieved with a section of dielectric which is, say,
"a quarter wave or half wave thick, and, if this performance is desired over
"a substantial frequency band, the right kind of dispersion can be a useful
property. Unfortunately, dispersive dielectric constants are always ac-
companied by high loss tangents. Also substantial dispersion occurs more
commonly in liquid dielectrics, which are difficult to apply in antenna de-
sign. Figure 4 shows the dielectric constant and loss tangent as a function
of frequency for one of the more dispersive solid dielectrics, barium titan-
ate.

D. ARTIFICIAL DIELECTRICS

An artificial dielectric, as contrasted with a natural dielectric, is a
multi-component material in which two or more materials at least one of
which is a metal are mixed to produce desired dielectric properties. For
example, a small quantity of aluminum flake or aluminum slivers can be
distributed throughout a plastic foam to produce a marked increase in
dielectric constant with practically no increase in weight and very little
increase in loss tangent. There are two approaches to the achievement
of uniform dielectric properties in an artificial dielectric: one is to
distribute the loading particles as randomly as possible; the other is
to organize the distribution of the loading particles both as to their ori-
entation and spatial distribution. In the former approach, the limitation
to achieving perfect homogeneity is due to departure from perfect ran-
domness; in the latter approach the limitation is in the ability to achieve
mechanical perfection in the intended di•:tribution. The former approach
is commonly used today; the organized approach should be considered.
These problems are discussed in more detail in Reference 2. Figure 5
is a graph showing the relationship between dielectric constant and alumi-
num loading for an artificial dielectric foam.

-4-



FIGURE Z

DIELECTRIC CONSTANT VS TEMPERATURE
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FIGURE 5

DIELECTRIC CONSTANT OF LIGHT WEIGHT
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E. ANISOTROPIC DIELECTRICS

Usually, the antenna designer is interested in a dielectric with the
same dielectric constant in all directions. Anisotropic dielectrics, in
which this is not the case, are introduced here to call attention to the
fact that they are practical although little if any use has been made of
them. Reference 3 (H-Waves in Anisotropic Slabs) considers the prob-
lem of how anisotropic dielectrics might be used to increase the fre-
qu6ncy bandwidth of surface-wave antennas. In practice, anisotropic
dielectrics would be constructed of thin layers of alternately low and
high dielectric constant. Conceivably, anisotropy ratios of 100 to 1
could be achieved.

F. HOMOGENEITY

Wherever a dielectric plays a part in shaping the beam of the
antenna, inhomogeneity in the dielectric can be troublesome. This
is particularly true in lens applications. Therefore, the antenna
designer should be aware of the degrees of homogeneity that can be
achieved with dielectric materials as they are manufactured today.
A variation in dielectric constant no greater than -0. 01 is probably
sufficient for even the most critical applications. This homogeneity
is achievable with only the one-component dielectric materials. With
multi-component dielectric materials and artificial dielectrics the
antenna designer should expect to get a homogeneity no better than
tO. 15. In applying these ground rules, a word of caution is in order.
The ceramics generally are not pure one-component systems although
they may approach 100% purity. They are subject to porosity and im-
purities. Therefore, a homogeneity of -0. 05 is typical of the better
ceramic materials today.

G. MEASUREMENT TECHNIQUES

One of the biggest problems associated with obtaining homogeneity
in dielectric materials has been its measurement. Most measurement
techniques have required the cutting of a small mechanically precise
sample of the dielectric for insertion into a cavity or shorted waveguide.
Although the measurement made on this sample was very precise it
yielded little information on homogeneity. A non-destructive sampling
and measurement technique was needed. Within the last year, this has
been established at Emerson & Cuming, Inc. (Reference 4). The tech-
nique developed uses a microwave interferometer capable of making a
measurement on a highly localized segment of a large sample. This
differs from previous interferometer techniques in that both dielectric
constant and loss tangent can be measured. The principle of measure-
ment is as follows: Insertion loss and insertion phase are measured at
450 incidence on the flat sheet. Dielectric constant and loss tangent are
then determined from these measured values by use of conversion tables.

-



Special interferometer horns were developed which permit the inspection
area for a given measurement to be reduced to one square wavelength of
the flat sheet of the dielectric material.

H. DIELECTRIC POWDERS

One dielectric product which has recently been introduced by
Emerson & Cuming, Inc. deserves special mention. This is a line of
free flowing dielectric powders known as Eccoflo HiK. They are avail-
able in dielectric constants up to 10, have loss tangents below 0. 001,
and are of interest to antenna designers because they can be used in
plasma simulation experiments.
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DIELECTRICS FOR ANTENNAS

By

Eino J. Luoma* and David J. Epstein+

The materials used in antennas are electrical conductors, dielectrics, and
sometimes semi-conductors or lossy dielectrics. Electrical conductors,
i.e. metals, such as steel, brass, copper, aluminum, or silver are the
most common antenna material, but many antenna designs could not be
achieved without the use of dielectric material. It is the purpose of this
paper to briefly survey these uses of dielectrics in antennas; to examine
the properties of presently available dielectrics as related to antenna
applications; and to suggest new special dielectrics for use in antenna
design.

A. DIELECTRIC APPLICATIONS IN ANTENNAS

Table I is a typical list of applications of dielectrics in antennas
demonstrating very wide variety. The "Antenna Engineering Handbook"
by Jasik (Reference 1) was used in preparing this table.

B. DIELECTRIC PROPERTIES AND OPERATING TEMPERATURES

Against this preceding background of applications it is instructive
to consider what is available in dielectric materials. Figure 1 is a
graph of the relationship between dielectric constant and operating
temperature capability of the more common dielectric materials. It
is interesting to note that for the pure compounds or one component
systems there is a general correlation between the dielectric constant
and operating temperature capability. This is to say that if the de-
signer needs a higher operating temperature in a dielectric he may
generally expect to have to go to higher dielectric constants and
higher densities. On the other hand, any of the single component
dielectric materials may be diluted with air e. g. foams and pow-
ders or other low dielectric constant material to achieve the lower
dielectric constants and lower densities at a possible sacrifice of
strength and changes in the other mechanical properties. The de-
signer is fortunate if, as in the case of Fiberglas-plastic laminates,
for example, the dilution results in improved mechanical properties.

*Emerson & Cuming, Inc.

+Consultant to Emerson & Curning, Inc.
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FIGURE 1

DIELECTRIC CONSTANT VS OPERATING TEMPERATURE CAPABILITY
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The operating temperature ranges shown for typical materials in
Figure 1 are the temperatures above which substantial degradation in
dielectric or structural properties take place. This is not to say there
has been no change in dielectric constant or reduction of strength at the
indicated operating temperature limit. Without exception all of the ma-
terials lose strength substantially as the limiting temperature is approached.
With the exception of silica all of the materials change in dielectric constant
and loss tangent as the limiting temperature is approached. Thus if the an-
tenna application is at all critical as to the exact value of dielectric constant,
great care must be used in choosing the right dielectric.

Figure 2 shows the variation in dielectric constant with temperature
of typical dielectric materials. Figure 3 shows the variation in loss tan-
gent with temperature of the same materials.

C. DISPERSIVE DIELECTRICS

Dispersion is the change in dielectric constant of a dielectric material
with frequency. The well known low loss dielectrics such as polystyrene,
teflon, silica and alumina exhibit very little dispersion. On the other hand,
if best performance is achieved with a section of dielectric which is, say,
a quarter wave or half wave thick, and, if this performance is desired over
a substantial frequency band, the right kind of dispersion can be a useful
property. Unfortunately, dispersive dielectric constants are always ac-
companied by high loss tangents. Also substantial dispersion occurs more
commonly in liquid dielectrics, which are difficult to apply in antenna de-
sign. Figure 4 shows the dielectric constant and loss tangent as a function
of frequency for one of the more dispersive solid dielectrics, barium titan-
ate.

D. ARTIFICIAL DIELECTRICS

An artificial dielectric, as contrasted with a natural dielectric, is a
multi-component material in which two or more materials at least one of
which is a metal are mixed to produce desired dielectric properties. For
example, a small quantity of aluminum flake or aluminum slivers can be
distributed throughout a plastic foam to produce a marked increase in
dielectric constant with practically no increase in weight and very little
increase in loss tangent. There are two approaches to the achievement
of uniform dielectric properties in an artificial dielectric: one is to
distribute the loading particles as randomly as possible; the other is
to organize the distribution of the loading particles both as to their ori-
entation and spatial distribution. In the former approach, the limitation
to achieving perfect homogeneity is due to departure from perfect ran-
domness; in the latter approach the limitation is in the ability to achieve
mechanical perfection in the intended distribution. The former approach
is commonly used today; the organized approach should be considered.
These problems are discussed in more detail in. Reference 2. Figure 5
is a graph showing the relationship between dielectric constant and alumi-
num loading for an artificial dielectric foam.
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FIGURE Z

DIELECTRIC CONSTANT VS TEMPERATURE
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FIGURE 5

DIELECTRIC CONSTANT OF LIGHT WEIGHT
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E. ANISOTROPIC DIELECTRICS

Usually, the antenna designer is interested in a dielectric with the
same dielectric constant in all directions, Anisotropic dielectrics, in
which this is not the case, are introduced here to call attention to the
fact that they are practical although little if any use has been made of
them. Reference 3 (H-Waves in Anisotropic Slabs) considers the prob-
lem of how anisotropic dielectrics might be used to increase the fre-
quency bandwidth of surface-wave antennas. In practice, anisotropic
dielectrics would be constructed of thin layers of alternately low and
high dielectric constant. Conceivably, anisotropy ratios of 100 to I
could be achieved.

F. HOMOGENEITY

Wherever a dielectric plays a part in shaping the beam of the
antenna, inhomogeneity in the dielectric can be troublesome. This
is particularly true in lens applications. Therefore, the antenna
designer should be aware of the degrees of homogeneity that can be
achieved with dielectric materials as they are manufactured today.
A variation in dielectric constant no greater than +0. 01 is probably
sufficient for even the most critical applications. This homogeneity
is achievable with only the one-component dielectric materials. With
multi-component dielectric materials and artificial dielectrics the
antenna designer should expect to get a homogeneity no better than
±0. 15. In applying these ground rules, a word of caution is in order.
The ceramics generally are not pure one-component systems although
they may approach 100% purity. They are subject to porosity and im-
purities. Therefore, a homogeneity of ±0. 05 is typical of the better
ceramic materials today.

G. MEASUREMENT TECHNIQUES

One of the biggest problems associated with obtaining homogeneity
in dielectric materials has been its measurement. Most measurement
techniques have required the cutting of a small mechanically precise
sample of the dielectric for insertion into a cavity or shorted waveguide.
Although the measurement made on this sample was very precise it
yielded little information on homogeneity. A non-destructive sampling
and measurement technique was needed. Within the last year, this has
been established at Emerson & Curn-ing, Inc. (Reference 4). The tech-
nique developed uses a microwave interferometer capable of making a
measurement on a highly localized segment of a large sample. This
differs from previous interferometer techniques in that both dielectric
constant and loss tangent can be measured. The principle of measure-
ment is as follows: Insertion loss and insertion phase are measured at
450 incidence on the flat sheet. Dielectric constant and loss tangent are
then determined from these measured values by use of conversion tables.
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Special interferometer horns were developed which permit the inspection
area for a given measurement to be reduced to one square wavelength of
the flat sheet of the dielectric material.

H. DIELECTRIC POWDERS

One dielectric product which has recently been introduced by
Emerson & Cuming, Inc. deserves special mention. This is a line of
free flowing dielectric powders known as Eccoflo HiK. They are avail-
able in dielectric constants up to 10, have loss tangents below 0. 001,
and are of interest to antenna designers because they can be used in
plasma simulation experiments.
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CORONA AND BREAKDOWN AS A FUNCTION OF
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Lockheed-California Company
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Burbank, California

Summary:

Insufficient information in published literature concerning the effect
of relative humidity at low air-pressure on corona and breakdown prompted
an investigation by the Lockheed-California Company. The studies were con-
ducted in view of increasing penetration into the upper atmosphere by air-
craft like the U2 or Fl04. The Supersonic Transport currently under study
will cruise at 85,000 feet and will be equipped with BF SSB transceivers of
1 kw power output. Reliable communication is tied to the prevention of corona
or voltage breakdown at the antenna. Breakdown measurements were found to be
largely affected by the degree of humidity either present or deliberately in-
jected into the rarefied atmosphere. An increase of breakdown potential was
observed by other investigators when percentage of humidity was increased at
ambient air pressure. This effect was found to depend on gap spacing at D.C.
and A.C. (50 cps). At HF the breakdown potential is found to be a function
of electrode configuration also.

To obtain more information on breakdown phenomena, measurements in this
frequency range were made in a cylindrical pyrex bell jar 12.0" in diameter
and 36" high. This chamber was evacuated to air pressures simulating
altitudes up to 100,000 feet. Various electrode configurations were studied.
A humidity recorder was placed inside the chamber; a method of changing the
degree of humidity was devised. Results of tests are shown in graphical
presentation: typical corona and glow discharges are shown in color slides.



Introduction:

This paper presents experimental results of voltage breakdown and corona
at low air pressure corresponding to altitudes up to 100,000 feet in the H.F.
frequency range. Investigations of voltage breakdown and corona were made as
a function of water vapor content. These tests were made to investigate
particularly the H.F. range as little is known about how the effective elec-
tric field changes when water vapor at low air prcesure is present.
Quantitative experimental results were obtained at room temperature, 760 F,
and 15% to 100% humidity for air pressure to altitudes of 80,000 to 100,000
feet. Different spark gap distances and electrode shapes were used. The
applied radio frequency was varied from 2 Mc to 8 Mc. The results obtained
indicate that a higher voltage must be applied to produce corona discharge or
complete breakdown as the percentage of humidity is increased.

No references were found in current literature on this subject in respect
to the influence of humidity at low air pressure corresponding to the upper
stratosphere.

Experimental Procedure:

The experimental set up used for the test is shown in Figure 1. The BF
power source was a surplus Navy TDE-2 transmitter. An autotransformer was
designed and built to boost the output voltage to a maximum of 13,000 volts.
The pyrex glass discharge chamber is 12.0 inches in diameter and 36.0 inches
in length and mounted vertically. Wet blotters of different sizes were in-
serted to control the degree of humidity in successive steps. A relative
humidity recorder was located inside the glass chamber and provided a continu-
ous plot of humidity percentage and temperature. The measurements were con-
ducted for the following electrode configurations:

1) needle to needle
2) 0.18" sphere to 0.18" sphere
3) 0.5" sphere to 0.5" sphere
4) 1.0" sphere to 1.0" sphere
5) 1.0" sphere to 8.0" diameter circular plate
6) 5.0" Teflon covered square to 5.0" aluminum square

The electrodes were mounted on the vertical axis of the cylindrical test cham-
ber with the lower electrode grounded.

The critical breakdown voltage discussed in this paper is defined as the
potential between electrodes just prior to the initial appearance of a glow
discharge (corona) or breakdown. The initiation of corona or breakdown is
evidenced by a slight dip of the voltmeter pointer. The tests were conducted
at room temperature (76* F) with spark gaps of 5.0 and 11.0 inches.

Experimental Observation:

The test conditions for glow discharge were established at approximately

10% - 20% humidity and a reduced air pressure to simulate 80,000 feet altitude.
The HF power was then increased until glow discharge was initiated. When this



occurs, the glow discharge is a uniform, bluish cloud surrounding the upper
electrode, the surface of the electrode being covered by a salmon-pink-
colored glow.

If the Hf power is slowly increased beyond the initial breakdown value,
the bluish glow drifts toward the grounded electrode. When the HF power has
been increased approximately 10% over the initial breakdown value, the bluish-
colored cloud will have filled the spark gap area and a pink glow will sudden-
ly adhere to the grounded electrode. If the HF power is further increased,
the salmon pink-colored glow will expand from both electrodes to fill the gEp
between. When the two expanding columns snap together, complete breakdown
has occurred.

For the purposes of establishing standard test conditions, the HF power
is limited to that value which causes all glow discharge or breakdown phe-
nomena to exist at only the ungrounded electrode.

At very low relative humidity, the glow is very bright and extends
through most of the chamber. As the percentage of humidity is increased at
a given altitude, the glow diminishes and eventually disappears completely.
Greater HF power must be applied to the electrodes for the glow phenomena to
reappear. Beyond 30% humidity, the glow has only a narrow bluish column;
eventually it becomes a bluish streamer between each of the electrodes,
approaching a complete breakdown in a highly ionized small region. The cross-
sectional area of the bluish-colored streamer is found to be directly
proportional to the electrode area.

Experimental Results:

Gaseous discharges, such as electric sparks, arcs, or air glows, create
ions in the volume of the gas. For arcs or glows in low air pressure, a con-
siderable volume of densely ionized and excited gas is produced when a critical
HF potential is reached, (commonly called plasma). It has about an equal num-
ber of positive ions and electrons, except near the electrodes and near the
chamber bounding surface or walls.

Mobility of the ions is considerably affected by the degree of injected
water vapor. The water vapor particles remove electrons from the ionization
process by attachment. A higher field potential would speed up the electrons
but attachment is improbable. Test results have shown a direct, nearly lin-
ear relationship between breakdown potential and percentage of humidity.
Electrode configuration has the effect of determining the ratio of breakdown
potential versus percentage humidity at a given air pressure. It was found
that the humidity effect is less pronounced between sharp points or needle
electrodes. Needle points have a highly concentrated field; at low air
pressure, the breakdown potential is relatively independent of gap size.

As the relative humidity is slowly increased in a constant field, ion-
ization begins to disappear as a result of the short mean free path length
of electrons. The electrons become attached to the H20 molecules and a



higher field potential must be applied to detach the electrons. It is well known

that sharp needle electrodes with their highly concentrated field will detach

the electrons at a lower potential than with an electrode of greater radius.

The field distribution is also a deciding factor in the detachment of

electrons in the space between electrodes of different configurations when the

gap size is held constant. A study of this phenomena has been made by the

Lockheed-California Company and reported in the Eleventh Antenna Symposium on

USAF Antenna Research and Development.

Test results obtained during the present study program are plotted in the

graphs, Figures 2 through 8.

Conclusion:

It has been shown that relative humidity greatly affects the breakdown

potential. Electrode configuration with its associated field distribution is

also a deciding factor. An increase in humidity at a given altitude-is found

to require a corresponding increase in gap potential to invoke glow discharge

or breakdown. It appears that water vapor has a large re-attachment probability.

Glow discharge at high relative humidity disappears and only complete breakdown

is observed without the characteristic bright glow column. The observed bluish

streamer between electrodes is proportional in cross-sectional area to size of

electrode surface with a given air pressure and percentage humidity.
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Fig. No. 2
H.F. Breakdown as a function of humidity and
altitudes.

f =2 Mc
gap = 5.0 inches

4000 V- used electrodes; 1.0 sphere - 8.0" circular plate

3000 9 f

2000 -

1000 -

10 20 30 40 50 60 70 8 90 106

Humidity in %



Fig. No. 3
H.F. Breakdown as a function of humidity and
altitude
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Fig. No. 4

H.F. Breakdown as a function of humidity and
altitudes
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I ~Fig. No. 5I

H.F. Breakdown as a function of humidity and

altitudes
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Fig.. No. 6

H.F, Breakdown as a function of humidity and
altitudes
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Fig. No. 7

H.F. Breakdown as a function of humidity and
altitudes
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Fig. No. 8

H.F. Breakdown voltage as a function of -

humidity and contact configuration
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ABSTRACT

The concepts and parameters of voltage controlled breakdown are
reviewed and the significance of the collision frequency is shown.
The importance of the energy dependence term defining collision
frequency is illustrated. A heuristic development relates the gas
conditions within and without the breakdown region. It is shown that
when the energy dependence of the collision frequency is incorporated
into the basic breakdown expression and when the gas conditions are
related, the breakdown function is uniformly lowered as the ambient
ionization level is increased, thereby yielding first order agreement
with experimental data.
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1. INTRODUCTION

A common conception of voltage breakdown is an arc or corona, i.e.
a bright discharge. The bright discharge is accompanied by a discrete
change in the power level. The voltage breakdown applicable to antennas
is a process that occurs at a voltage level below that required to
initiate an arc or a corona and is called the dark discharge. This
condition is not accompanied by an abrupt change in power level.

A propagating electromagnetic wave is seriously attenuated when it
must pass through an ionized medium whose plasma frequency, corresponding
to electron density, is equal to or greater than, the frequency of the
propagating wave. If this ionized medium, viz a plasma, is created by
the electric field of the electromagnetic wave, the system is said to be
in a state of voltage breakdown.

Classic breakdown theory considers the molecule, which is struck by
the electron, to be at a much lower energy level than the electron. Thus
the rate of these ionizing collisions is primarily a function of particle
spacing.

When the gas is already at a high energy state, a modification to
the breakdown expression must be made. One method redefines the collision
frequency in terms of particle densities and another method redefines the
collision frequency to incorporate a temperature term. Both methods
however result in a minimal variation in the breakdown function for
various initial ionization levels. When an expression is utilized, which
includes the energy effects on collision frequency, a smooth transition of the
breakdown function results for varying initial gas energy levels thereby
giving closer agreement with experimental data.

Because of the extremely large number of parameters involved in this
problem (gas parameters, collision probabilities, collision cross sections,
mean free paths, energy states, gas constituents, gas chemistries, and
geometry) and the relative inaccuracies in the present knowledge of these
parameters, as well as the inherent problems in the application of such
theories (complex missile antenna geometries, upper air constituents, hot
gas chemistry, prediction of aerothermodynamic flow fields); the approach
in this paper will be generally heuristic and aimed primarily towards the
engineering solution.

2



2. THE BREAKDOWN EXPRESSION

The development of the breakdown expression, by ionization,

/ V 't~t,* (i)37u~ VL 4-,, V D -L + -o,

has been documented by BrownI and others. The solution to this
equation, for the condition of breakdown, i.e. the production of
electrons equal to the depletion of electrons, has been noted by
Chown 2 as,

04- 4/ýL+-L V n/ (2)

The requirement for breakdown to occur in accordance with this
expression is that the production of electrons exceed the loss of
electrons. Examination of the breakdown equations terms shows
the ionization rate, OL , must equal the attachment rate, Va , plus
the diffusion rate,D/XL, plus a term introduced to account for the
rate of electron build-up to a particular level. A comparison of
the defining relationships for breakdown as described by Brown1 and
those of Cobine 3 show a superficial difference. The breakdown
relationships of Cobine describe an are, i.e., a visible column, or
a glow relationship. These are definite "break points" of the
characteristic voltage-current relationship. When a potential is
initially applied across a gap a linear relationship between voltage
and current is apparent until saturation occurs, i.e., the usual
vacuum tube characteristics. Further application of potential
results in the electrons gaining sufficient energy such that electron-
neutral particle collisions result in ionization. This process is
described by the first Townsend coefficient. Still further applica-
tion of potential results in the secondary electrons, produced by electron
electron-neutral particle collisions, gaining sufficient energy to
create further ionization. This process is described by the second
Townsend coefficient. Finally this process proceeds to the point
where a conducting path is produced and the potential drops, while
the current increases rapidly, and a glow or arc is produced. The
glow or arc or a succession of both is a function of electrode
geometry.

Antenna breakdown as described by Brown, is defined as that
electron density about a radiating element which seriously attenuates
the propagating electromagnetic wave, i.e. the condition of

4) P . (3)

This relationship usually occurs in the region defined by the
first Townsend coefficient.

* See attached list of symbols.
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The plasma frequency, a term that appears with the units of cps
in the derivation of the Appleton-Hartree equation, is expressed as

3 '/2.
W0 = 2 10-•o (4)

Once the loss terms, attachment and diffusion, are suitably
defined such that a net ionization rate is known, a conversion to
electric field intensity and thus antenna power may be affected. The
net i•nization to electric field intensity correlation was .ade by
Chown• utilizing the experimental data of Gould and Robertsw and
Brown1 . This curve is given in Figure 1. The conversion is made by
writing equation (2) for a CW system of parallel plates in air from
the data of Gould and Roberts, and expressing attachment and diffusion
in the same terms as the data. The results of this analysis define
the effective AC electric field intensity, which would produce the
same energy transfer to the electrons as a DC electric field. This
factor is related to the electric field intensity of the propagating
signal, by Brownl, as

Ee E/ri+(w/./)~ JI'I
The correlation of electric field intensity and antenna power

can be made utilizing the Poynting Theorem. MacDonald5 has shown

the derivation and expressed one such result as

- o.82E1 (6)

where P is in kilowatts, A is in square centimeters and E is in
kilovolts per centimeter. The true electric field intensity contri-
buting to antenna breakdown is of course the near field.

FIGURE 1

THE RELATIONSHIP BETWEEN THE NET IONIZATION
RATE AND THE EFFECTIVE ELECTRIC FIELD

U
0)

(U

Ee/ip (volts/cm/mm Hg)
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2.1 The Terms of the Breakdown Expression. - The attachment term,
pa, is that rate at which the free electrons are captured by the ions.

MacDonald has expressed the attachment frequency as
- t

Va 4.10 =- 0a . (7)

The diffusion term,D/AR, is that rate at which the ionization
diffuses from, i.e. leaves, the area of interest. The diffusion
coefficient from Cobine 3 is

D = A V/c . (8)

Equation (8) describes diffusion for low ionization levels and is
sometimes called the free diffusion coefficient. When the level of
ionization is "appreciable", i.e. when the ions must diffuse between
electrons, the diffusion rate is decreased. This process is called
ambipolar diffusion. The ambipolar diffusion coefficient is related
to the free d ffusion coefficient by the expression noted in Whitmer
and MacDonald0 ,

Da - O,/40. (9)

The level at which ionization becomes large enough to effect a
transition from free to ambipolar diffusion is given by Whitmer
and MacDonald as

-4
-o = I'-zM , (10)

or by Chown2 as

o >> EoT/etA•. (1)

The diffusion length, A , is that distance which the ions
must diffuse to leave the domain of interest, e.g. the antenna area.
The diffusion length for parallel plates in air is commonly
expressed as

A= d/r . (12)

Chown 2 has postulated a modification of the diffusion length
expression to account for the various breakdown levels experienced
with slot antennas employing dielectrics other than air, e.g. see
the data of Scharfman and Morita7 . It is easily seen that when a
dielectric more dense than air is in the immediate area where the
ionization is produced, the ionized particles may more readily lose
their energies to the more dense dielectric, thus the effective

4 , ii mI



diffusion length is decreased, over that of air. Chown's 2 modifica-

tion introduces a constant, q, into the expression, thus

A^ /A T (13)

where

for the specific case of

= 5 (15)

Chown 2 also postulates a variation in the effective diffusion
length to account for high velocity air flow across the breakdown
gap.

The rate factor, L ne/vo, of equation (2) relates the
time required, T , for the ionization to build up to the required
density, y , in the presence of an ambient density, . Since a
finite time is required to produce a given density of electrons, it
is seen that a pulse system may operate at higher power levels than
a continuous wave system. The rate factor is zero in a CW system
as the "pulse length" is infinite.

2.2 Collision Frequency. - Collision frequency is of prime
importance in determining breakdown since both attachment and
diffusion are functions of collision frequency. Although the
energy dependence of collision frequency is a widely accepted
concept, many authors2 , 5,0 express collision frequency as a
function of particle density alone, viz

9
5. Z1'i (16)

where I?*& is a mythical pr ssure which has the units of mm Hg
and is defined as 3.5 x lO1 molecules per cubic centimeter for
P,& equal to 1 mm Hg. Chown's experimental results indicate that

the use of equation (16) does not result in a smooth transition of
the breakdown function for various ambient electron densities.

Shkarofsky8 has shown the collision frequency for any degree of
ionization to be

S= 5-36.sOP- T + 3.63 11-3 .5 -1 T ,(17)
aT 3/1 eI

Where the first term represents the electron-neutral particle
collisions and the second term represents the electron-ion particle
collisions. The Shkarofsky collision frequency expression is in
good agreement with the tabulated data of Shkarofsky, Bachynski and
Johnston9 and the curves of Langberg, Baldwin and YoslO.
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When the Shkarofsky collision frequency expression is plotted on
a modified Mollier diagram, Figure 2, in conjunction with electron
densities from Sisco and Fiskinll a relatively simplier collision
frequency expression,

Q, = .2.,.pc,/Po = $ .afp0  , (18)

can be formulated which holds, within a factor, over a wide range
of values.

In comparing the collision frequency equations (16) and (18);
one must note that equation (16) is expressed in terms of the
pressure outside the breakdown region, while equation (18) is
expressed in terms of the pressure inside the breakdown region.
A problem arises as to which gas parameter, if any, is constant
within and without the breakdown region. Assuming that both
expressions give valid results through the regions of electron
densities where most experiments have taken place, the equations
may be compared by assuming either (a) constant pressure, (b) con-
stant particle density or (c) constant air density within and with-
out the breakdown region. The enthalpy, entropy and temperature
are obviously not the same within and without the breakdown region.

Assuming constant pressure throughout, i.e.

(19)

then (16) and (18) are different by a factor of 33.6.

Assuming constant particle density throughout, i.e.

NM•.a = NM a (20)

together with the defining relationships of

NM (Plp) L. (21)

and

then (18) reduces to

Vc O. 5 B1Of10 . , (23)

as and. an

For the gas domain about X-band breakdown, i.e. "2 = 1012, from
Figure 2

3>T 3.i Z• > I (24))T• 4. to
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then (23) agrees with (16) to within a factor of 2.29.

Assuming constant density throughout, i.e.

-P-. Ji -'a '(25)

then (18) reduces to

VC = 0o.5 1.ai , ToT (26)

Equation (26) agrees with (16) to within a factor of 2.29/z,' .

Thus expressions (16) and (18) are in the best agreement if
the densities within and without the breakdown region are assumed
equal.

2.3 The Specific Breakdown Expression. - Combining the basic
defining relationships of

PC -- /L (27)

l a,/ e , (28)

and

' (29)

the collision frequency may be expressed as

VC .(30)

From (21) then

S-p •o(31)

Taking the velocity distribution as Maxwellian, i.e.

A T , (32)

equation (31) can be written as

Vc= VTS. ' Lo (33)

Combining (33) and (18) and using the defining expression of
(22) gives

So= ¢L• (34)

The diffusion coefficient from (8) may be written as

D /(35)



using (28) and (30). Substituting from (34) and (21) gives

2. / (36)

The attachment term from (7) together with (18) and (22)

is then

V = e (PP. /TAo (37)

Substituting from (36) and (37) the breakdown equation (2)
may be written as

T ~'~p T. + (t37 IJ,-eL (38)

where • =1 for free diffusion and 40 for ambipolar diffusion,
from (9).

It is convenient at this point to define three domains about
the breakdown region by subscripts. The domain removed from the
breakdown region will be described by subscript 1. This is the
free space region for the given altitude. The domain in the region
of breakdown before breakdown takes place will be defined by sub-
script 2. Region 2 may or may not be separated from region 1 by
a shock front. The domain within the region of breakdown will be
defined by subscript 3.

For the simple case of no ambient ionization, i.e. for the
case of free diffusion, (38) reduces to

1-77 6* 10 LL ( 't).t (39)

For the case of ambipolar diffusion (38) reduces to

=j 6 If j IOT, ( +a?. 7 -3 5 Q. (.P2J) Al 4- i LL IM, (4L0)

The net ionization is normalized for the correlation with
effective electric field intensity. The normalization is in
terms of a "pressure" in that region where the ionization will take
place. One restriction in the development of this correlation is
that the "pressure" is really a particle density for reference
temperature conditions. For the case of no abmient ionization,
region 1 is the same as region 2; and within the restrictions of
the analysis in Paragraph 2.2, the density in region 3 may be
considered the same as that of region 1 thus the "pressure"
normalization is that pressure for that density ratio at reference
temperature conditions. For the case of ambient ionization with
no shock between regions 1 and 2, within the restrictions of

S10



Paragraph 2.2, all the densities may be considered the same, and
the "pressure" normalization is that pressure at reference tempera-
ture conditions for that gas density in question. For the case of
ambient ionization with a shock between regions 1 and 2, the
densities of 1 and 2 are different and the "pressure" normalization
is that pressure for density ratio of region 2 at reference tempera-
ture conditions.

Note that the use of this mythical pressure for the normalization
of the net ionization results in a normalization in terms of particle
densities.

An alternate breakdown expression may be formulated by consider-
ingS constant and the velocities non-Maxwellian. Such a develop-
ment affects only the diffusion coefficient, and then by a factor of
only 1.6. Attachment is the predominant factor at high pressures
and the rate term is the predominant factor at intermediate pressures
for pulse systems, thus whichever assunption may be considered more
correct the area of its importance is generally restricted in "real"
systems. The consideration of a Maxwellian velocity distribution
results in the most pessimistic analysis from a systems viewpoint.

Ar
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3. APPLICATION TO TYPICAL MISSILE ANTENNAS

Two examples of typical missile transmission links will be analy-
zed; a continuous wave system at VHF, and a pulsed system at X-band.
The antennas will be assumed to be slots or variations of slots, with
a dielectric constant of 5.

The procedure is to (a) determine the density ratios for the
pressures or altitudes in question from standard atmospheric tables;
(b) determine the electron density required for cut-off for the oper-
ating frequency from equation (4); (c) determine for each pressure in
question the collision frequency, compressibility factor and
temperature for the electron density in question from Figure 2;
(d) determine the net ionization rate by equation (39) or (40) and
then the effective electric field from Figure 1; (e) convert the
effective field to the actual electric field by equation (5); and
finally (f) compute the antenna power from equation (6).

Figures 3 through 6 show the terms of the breakdown equation and
the resulting breakdown characteristics for the two systems. The
antenna configurations were assumed to be a 1.5" x 5.75" slot for the
VHF and a 0.4" x 0.9" open ended waveguide for the X-band.

An interesting characteristic of a graph of the terms of the
breakdown equation is (1) that each term appears to be a straight line
over the area investigated and (2) it is readily apparent which loss
terms are of prime importance throughout the various pressure domains.

In the CW case the initiation of breakdown is controlled by free
diffusion, and once breakdown has been established the level required
to sustain the breakdown is controlled by ambipolar diffusion.

In a pulsed system, for the condition of the ambient electron
density equal to that required for breakdown, the breakdown function

is the same as for a CW system.

In the figures, the pressure noted by the abscissa is that

pressure in region 1 for zero ambient ionization. This pressure in

region 1 is the same mythical pressure as that in region 2 when no

shock front separates regions 1 and 2. When this shock front is

present the pressures noted correspond to the mythical pressures of

region 2.
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FIGURE 3

THE TERMS OF THE VHF BREAKDOWN EQUATION
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FIGURE 5

8 THE TERMS OF THE X BAND BREAKDOWN EQUAT ION
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4. CONCLUSIONS

The application of the energy dependence of the collision fre-
quency term to the diffusion controlled voltage breakdown expression
has been shown. It has been shown that the utilization of such an
expression results in the uniform reduction of the power required for
breakdown as the ambient ionization level is increased.

Two areas which require further inve;tigation to confirm and
expand this theory are the verification of the net ionization -
effective electric field intensity correlation, and the degree of
variation of the diffusion length with various dielectrics in the
vicinity of the ionization. The first of these problems involves a
determination of the breakdown power levels for each of the domains
of ionization loss, attachment and diffusion, when considering an
energy dependent collision frequency expression. The second problem
requires the correlation of ionization intensity in the presence of
a dielectric. Sufficient data would permit the diffusion length-
dielectric constant function to be defined and an adequate theory
formulated.
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LIST OF SYMBOLS

A area in cm2

C velocity of light in cm per second

D diffusion coefficient

DS ambipolar diffusion coefficient

Dc free diffusion coefficient

ci separation in cm

E electric field intensity in volts per cm

Ee effective electric field intensity

EP peak electric field intensity

e electron charge in e.s.u.

Boltzman's constant in ergs per degree Kelvin

LO Loschmidt number in molecules per atmosphere cm3

1. electron mean free path in cm

electron rest mass in grams
e

NM number of particles per cm3

I electron density in electrons per cm3

7L, electron density lost

initial electron density

TL% electron density corresponding to the operating frequency

P powcr in watts

probability in collision

f pressure in mm Hg

factor relating A and cl

T temperature in degrees Kelvin

time in seconds
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LIST OF SYMBOLS (CONT.)

* time for attachment

1W velocity in cm per second

Scompressibility factor of air

Sfactor relating -tr and I

C dielectric constant

S factor relating 0 and

A diffusion length in cm

)6 wavelength in cm

V total ionization rate

va attachment rate

Vc collision frequency

SVi net ionization rate

factor relating f and ny

p density

1 effective collision cross section in cm2

Ir pulse length in sec

S' factor relating %) and

W operating frequency in radians per second

W P plasma frequency

Subscripts

0 reference conditions

i.a inside the breakdown region

o0a outside the breakdown region

1 the region removed from the breakdown region

2 in the region of breakdown before breakdown occurs

3 in the breakdown region

f correction factor

yr
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C-BAND BEACON ANTENNAS FOR PROJECT APOLLO

As presently contemplated, the Apollo three-man spacecraft will go

through several flight phases in the moon voyage. These are launch, abort

(if launch into orbit is not successful), earth orbit, travel to vicinity of the

moon, rrlr.. orbit, return to vicinity of earth, reentry into earth's atmos-

phere, and landing. Present plans are to launch the command module in

which the astronauts are located, the service module and the lunar excursion

module into earth orbit and subsequent travel to the moon and moon orbit.

The service module will be discarded during the moon-to-earth phase of the

mission, while the command module alone returns to earth.

Antenna requirements for the Apollo manned spacecraft include the

C-band beacon antennas for radar tracking. The C-band beacon antennas will

be operable during all near earth phases and up to 4, 000 nautical miles.

Therefore, the C-band beacon antennas must withstand all the environmental

conditions that the command module itself is exposed to. Further, not only

must the antennas operate electrically in a reliable manner, but, since the

antennas pass through the vehicle's outer structure, including the heat shield,

they must be designed to withstand the extremely high temperatures that the

heat shield, itself, will be subjected to.

A brief statement of the electrical requirements for each of the antennas

is as follows:

(I) VSWR: 1.5 or less

(Z) Power Handling Capability: 3 kw peak and 3 watt average



(3) Circular Polarization

(4) Pattern Coverage such that 4 antennas will approximate spherical

coverage.

(5) Frequency: 5600-5800 mcs

The environmental conditions for the pre-launch phase are those

normally associated with missiles which must withstand the seaside atmos-

phere of the launch site for an indefinite period. The normal conditions

during launch are not particularly severe, except if an abort is required,

under which condition the abort rocket engines will cause rather high heating

rates to be incurred by the command module. The earth orbit and the travel

to the moon and back impose the requirements of radiation and operation

in extreme vacuum environments for long periods of time. The most severe

environment that the antennas must perform in is, of course, the reentry

into the earth's atmosphere. The temperatures expected during this phase

are such that nearly two inches of ablative heat shield material will sur-

round the capsule in the most vulnerable area.

Several design approaches were originally considered for this antenna

application. One approach would be to place the antenna aperture beneath

the surface of the ablative heat shield so that it would be protected from the

reentry heating. This approach must be discarded because the heat shield

material chars when heated and becomes very lossy for microwave frequencies.

A second approach would be to design an antenna having a window incorporated

into the heat shield with the window made of an ablative material which would

2



not char. Such materials commonly used are mixtures of teflon with other

materials, usually quartz fibers or powdered quartz. However, the heat

rates expected for the Apollo are such that the ablation of teflon mixtures

would be at a very high rate and probably would be high enough so that no

material would remain to protect the interior of the antenna after reentry.

Furthermore, the heat shield material is designed to retain its physical

dimensions even after charring so that, if an ablative window which decreased

in thickness due to ablation were incorporated, a discontinuity in the vehicle

surface would cause extremely high localized heating by such discontinuity.

A second problem arising from use of an ablative window in this application

is the difficulty in retaining a satisfactory impedance match with varying

thicknesses of window material.
Y

The approach decided upon by RADCOM for this application resolved

itself around these requirements.

(1) The C-band energy must be conveyed to the outer surface of the

ablative heat shield through a dielectric having low loss tangents over a

temperature range of -250°F to +3, 000°F.

(2) Even under the most severe heating encountered by the capsule,

the temperature of the coaxial connector at the inner surface of the antenna

0I

must remain below 300 F. Therefore, the dielectric must have a low

coefficient of thermal conductivity.

(3) The window material must not ablate when exposed to the reentry

environment or if it does ablate slightly must absorb a large amount of heat

3



in doing so in order to retain the rest of the antenna at a reasonable

temperature.

Figure 1 shows the cross section through the antenna which was

designed for this application. The only dielectric material known to satisfy

all the requirements of this application is fuzed quartz. Since ordinary

fuzed quartz is transparent to radiant energy in the frequency range created

by the plasma during the reentry phase, it is necessary to use an opaque

quartz. This is available in a slip cast form from Corning Glass Company.

The radiator uses the same basic design as has been proved to be extremely

successful in the Gemini Program. This design employs a helix radiator

effectively imbedded within the quartz dielectric. The helix is actually wound

around a smaller diameter quartz cylinder which is then fitted into a blind

hole, ground into the aft face of the main body of the radiator. Since the helix

is separated from the high temperature external atmosphere by a considerable

thickness of quartz having a low thermal conductivity, the helix material can

be ordinary copper or beryllium copper. The helix dimensions are adjusted

to provide a 50 ohm impedance to match the input TNC connector.

It is important, of course, to avoid any high conductivity thermal paths

from the exterior of the vehicle inward; therefore, the RF cavity surfaces

surrounding, the quartz are formed with a very thin plating of nickel. This

plating extends the full length of the window and also provides the electrical

connection between the connector assembly and the window assembly. Since

the metal skin is only a few thousandths of an inch thick, it provides no

4
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Figure 1. Cross Section of Proposed Apollo Antenna
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mechanical support. Therefore, the quartz window is also the antenna

structure.

Preliminary thermal calculations indicated that with the heating rates

expected to be encountered, sufficient heat would be transferred through the

quartz to raise the temperature of the connector far above the 300 F speci-

fied. Therefore, the design includes a heat sink surrounding the quartz

window at the interface between the vehicle heat shield and the basic honey-

comb structure. The design of this heat sink has posed some of the most

difficult problems in the antenna design because of the difference in thermal

coefficient of expansion between the quartz and any metallic flange.

Referring again to Figure 1, a design incorporating the split flange of

graphite held in place with an outer ring of aluminum has been developed.

Spring tension between the mounting ring and the graphite sections is used

to hold the graphite in intimate contact with the quartz window. By releasing

the spring tension the flange assembly may be positioned on the quartz to any

desired location for use on vehicle sections having various thicknesses of

ablative heat shield material.

The antenna design described has been tested and satisfies electrical

performance requirements. Theoretical calculations indicate that it will meet

the thermal conditions specified. A comprehensive environmental test program

including tests which simulate the heat input during reentry is currently underway.

This work was performed under subcontract to North American Aviation,

Space and Information Systems Division
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UHF CROSSED-SLOT ANTENNA AND APPLICATIONS

Printed circuit methods are used to develop a circularly polarized,

crossed-slot antenna whose radome contains all necessary elements.

A hybrid junction of balanced strip-line is built into the radome

and connected to two microstripý dual probe feeds. Each dual probe

excites one of the two slots and isolates the slots from each other

by the symmetrical probe location. Right- or left-hand circular

polarization can be obtained by connecting to the respective hybrid

junction input port. Pattern beamwidths with regard to circular

and linear polarization is 130 degrees and 160 degrees, respec-

tively. The operating bandwidth for a VSWdR maximum of 2:1 is

approximately 44 percent. The operating bandwidth, limited by a

50 percent efficiency and 2.5 db axial ratio, is approximately

16.8 percent. The dimensions of a 415 MC antenna are 12-3/8 by

12-7/8 inches by 7 inches deep, including mounting flanges. The

crossed-slot antenna was developed to provide a quasi omidirec-

tional antenna system composed of two antennas on opposite sides

of a cylindrical vehicle. The directivity for the two antenna

system is 2 ,20db, with respect to circular polarization, and

provides a -900 db directive gain over 95 percent of the sphere

of coverage. It has been shown that, due to the fact that the

two antennas have only minor pattern overlap, an increase in

vehicle diameter has very little affect on the coverage.
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Introduction

The crossd-lo atonna operating in n ci•r-r larized mode.

provides a very broad beamwidth to both circularly and linearly

polarized transmitting antennas. Circular polarization is partic-

ularly desirable for space vehicle applications to prevent cross-

polarization with ground antennas. Very few flush mfounted,

circularly polarized VHF and UHF antennas are available. A brief

comparison of two of these, the cavity backed crossed-slot and

Archimedian spiral (printed circuit spiral), shows the crossed-

slot is more efficient and provides a broader beamwidth. The

spiral, however, has a greater operating bandwidth. These antennas

are approximately the same size and weight.

This paper discusses an UHF, crossed-slot antenna design con-

sisting of a printed-circuit , laminated antenna cover mounted on

a square cavity. The antenna cover contains a four port hybrid

junction of balanced stripline with two output ports each con-

nected to a microstrip, dual-probe feed. Each dual probe excites

one of the slots. A summary of the electrical characteristics for

a 415 MC antenna shows the operating bandwidth to be approximately

16.8 percent. The 415 MC antenna size is 12-3/8 inches by 12-7/8

inches by 7.0 inches deep including mounting flanges and weighs

6 lbs. A photograph of the 415 MC antenna is shown in Figure 1.

This crossed-slot antenna was developed to provide a nearly

omnidirectional pattern with two antennas. Two crossed-slot



antennas on opposite sides of a cylinder permit a minimum of

in~terfen bet...... the -. v.i.u.l ante.... patterns. The system

directivity is, therefore, affected very little by a change in

vehicle diameter.

Theory

A compact method of construction was incorporated which included

stripline and microstrip printed-circuit elements for the feed

system and slot radiator. The antenna cover consists of four

teflon fiberglass sheets (see Figures 2 and 3). A blank sheet is

used as a protective cover on the upper and lower sides of the

unit0 The two center sheets contain printed-circuit elements

and the crossed-slot is printed on the back side of one of these

sheets and positioned between them. One port of the hybrid feed

circuit is coupled through the two center sheets to the lower

printed-circuit elements. All four sheets are bonded into a

solid unit which mounts on a cavity which is one-quarter wave

length deep at the center frequency0 Circular polarization is

obtained by individually feeding the two planar, bisecting,

quadrature slots, one slot being fed 90 electrical degrees out

of phase with respect to the other 0 The 90 degree phase shift

is introduced by a one-quarter wavelength section of strip-line

added tc one leg of the feed system0 A calculation of the

bandwidth, limited by a maximum axial ratio degradation of 2.0 db

due to phase shift error with frequency, is t 14.6 percent 0 This

bandwidth is more than adequate to meet the requirements0



Any cross coupling between slot radiators or power division error

between slot feeds will result in a deterioration of the axial

ratio. A dual-probe feed assembly was designed from microstrip

transmission line to excite each slot individually and isolate one

slot from the other by a cancellation of fields due to the symmetri-

cal location of the probes. Isolation of the slots is obvious in

Figure 3 and a complete discussion is given in the Reference. An

unequal power division also results in a corresponding difference

in the axial ratio. For equal slot excitation, a hybrid ring

junction is used as a power divider and output isolator0 The

standard hybrid ring provides a division of 3.1 ± 0.3 db and an

isolation between output ports of greater than 20 db over at

least a ± 10 percent bandwidth.

Design Considerations

A single unit antenna cover to be placed over a cavity was the

original design goal. The printed-circuit design simplifies con-

struction and reduces vibration problems to a minimum. The

electrical attachment to the antenna cover is made by two coaxial

connectors through the cavity flange to the hybrid feed circuit.

rigure 2 shows the cover assembly.

For simplicity, a microstrip transmission line was used for the

probe feed design. This dual-probe feed must have a junction

point before the output of the hybrid ring. Since the hybrid

has a 50-ohm output, the probe feed lines were designed for

100 ohms. To determine the proper feed location. a single
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microstrip line was built which fed one side of a single slot and

incorporated a one-wavelength taper to match 50 ohms to 100 ohms at

the slot. The 100-ohm line crossed over one end of the slot and

was terminated in a sliding short circuit. By tuning the short

and varying the position of the line over the slot, a minimum VSWR

was observed. It was then calculated that an open-circuit, an odd

multiple of one-quarter wavelengths toward the slot, would result

in a location near the probe. The 100-ohm line was open-circuited

at the predetermined point near the slot and this open-circuited

stub is used as a tuning element (see Figure 3). This test resulted

in an operating bandwidth of approximately 8.5 percent for a VSWR

less than 2:1. A flat diamond shaped probe was built at the slot

to broadband the feed by reducing the reactance. This test

improved the operating bandwidth of a single slot to approximately

10 percent. The probe stub length and position over the slot are

not extremely critical but the position of the probes with respect

to the center of the crossed slot must be equal to give good

isolation between the slots.

Single Antenna Test Results

A 415 MC antenna was constructed to test the efficiency of the

crossed-slot antenna. An operating bandwidth of 44 percent for a

VSWR of less than 2:1 was obtained (see Figure 4). This broad

operating band is due to the hybrid and 90 degree phase shift

section, The antenna gain, with respect to a circularly polarized

isotropic radiator, is 3,92 dbo This gain was compared to a directivity
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of 4.4. db for the same antenna to show the efficiency to be 89.6

percent at the center of the band. The usable operating band can

only be determined from the limits of efficient operation and

polarization degradation. Figure 5 shows the relative gain of the

antenna versus frequency and Figure 6 shows the axial ratio across

the band. From the curves of Figures 5 and 6 and considering

a minimum efficiency of 50 percent and a maximum axial ratio of

2°5 db, the operating band is 65 MC centered at 415 MC or 16.8

percent. The antenna patterns for this antenna with a linearly

and circularly polarized transmitting antenna are shown in Figures 7

and 89 respectively. A beamwidth of 160 degrees was obtained with

a linearly polarized transmitter and 130 degrees with a circularly

polarized transmitter. The axial ratio of the crossed-slot antenna

increases from a minimum value normal to the antenna to a large

value 90 degrees from the normal.

Antenna System Tests

Two 4070 MC antennas were designed for the two-antenna system

tests on cylinders to simulate the space vehicle. Antenna patterns

were recorded with these antennas fed 90 degrees out of phase and

located on opposite sides of the cylinder whose size gave a ka1

factor of 13.2, The transmitting antenna for these tests is

circularly polarized. This system provided a directivity

Ika = 2Aa cylinder circumference in wavelengths, where "all

is the cylinder radius and > is the wavelength.
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of ?.20dbo These antenna patterns were again recorded under the

same conditions on a cylinder with a ka factor of 66 to determine

the chanoe in directivity with a larger cylinder equal to 50 feet

diameter for 407 MC. The directivity was increased by 0.12db and

indicates very little affect on the patterns by a change in frequency

or cylinder diameter for ka values greater than 13: Figures 9 and 10

show respectively the pitch and roll patterns of a two-antenna system

on a cylinder with a ka factor of 66. A measure of the uniformity

of the radiation pattern of the two-antenna system can be shown by

the fact that a directive gain of at least -9.0 db is obtained over

95 percent of the sphere of coverage for a ka factor of 13.2o

Conclusions

A crossed-slot antenna with printed-circuit construction is capable

of a 16 percent bandwidth in the circularly polarized mode. Though

the VSWR is below 2:1 over a broad bandwidth (44 percent), the

operating bandwidth is limited by efficiency and axial ratio degrada-

tion. The efficiency over the 16 percent band is 50 percent and the

axial ratio is better than 2°5 dbo The size of the antenna for a

415 MC band center is 12-3/8 inches by 12-7/8 inches by 7 inches

deep and the overall weight of the UHF antenna is 6 pounds0

A broad beamwidth is realized and is dependent upon the associated

antenna0 A beamwidth of 160 degreee to linear antennas and 130

degrees to a similar circularly polarized antenna is achieved0  A

near omnidirectional antenna system is obtained with two antennas

on opposite sides of a cylinder, With one antenna phased 90

electrical degrees with respect to the other a --9.0 db minimum
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directive gain is obtained over 95 percent of the coverage sphere

for a ka factor 13.2. Tests show that a change in cylinder diameter,

above ka = 13, has little effect on the overall coverage. The

directivity with ka = 13o2 is 2,20db and with ka = 66 is 2.32 dbo
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Aluminum cover plate

• •-.-- .Sheet #1 (Blank dielectric)

Hybrid Sheet #2
junction

Sheet #h (Blank dielectric)

E~yel61et

*y 1

Cavity

R.F. Connectors

Notes All solid areas are copper material.

The four dielectric sheets and the aluminum cover
are bonded together.

1igure 2- Crossed-Slot antenna in exploded view showing antenna
cover and cavity
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ABSTRACT

A waveguide resonant ring antenna many wavelengths in diameter is described which yields an

omnidirectional pattern. The waveguide ring is fed by a T-junction so that equal waves are

launched in clockwise and counterclockwise directions around the ring. Radiating elements are

coupled to the waveguide at equal intervals around the ring and the combination of element

coupling, element spacing, ring diameter, and waveguide phase velocity create a resonant effect.

Dipole radiators mounted in the waveguide broadwall and probe coupled to the guide are employed.

Polarization and elevation plane pattern are controlled by an extension of the sidewalls of the

waveguide, thus forming a 360-degree sectoral horn. This design provides a lightweight antenna

that can be flush-mounted upon spherical or cylindrical vehicles such as satellites.

The antenna design and fabrication are discussed and measured performance is presented.



INTRODUCTION

The antenna described in this paper is the result of a study to produce an antenna for space

applications. The investigation is still under way at this time, some experimental work yet

remaining to be done. However, the available data tend to verify the theory and measured free

space patterns will be presented as evidence of the performance of the antenna.

The antenna (shown in Fig. 1) is in the form of a waveguide resonant ring many wavelengths

in diameter. The broadwall of the guide is perpendicular to the plane of the ring. The radiating

elements, halfwave dipoles, are distributed uniformly around the periphery of the guide and the

combination of dipole coupling, dipole spacing, ring diameter and waveguide phase velocity

create a resonant effect. By reversing the sense of alternate dipoles, the minimum spacing

between adjacent dipoles is reduced to one-half guide wave length. The dipoles (shown in Fig. 2)

are probe coupled to the wave guide. The waveguide ring is probe excited from the rear of the

waveguide between two dipole probes so that equal waves are launched in clockwise and counter-

clockwise directions around the ring. Circular polarization is achieved by inclining the dipoles

parallel to the broadwall of the waveguide and extending the narrow walls of the waveguide to

form a 360-degree sectoral horn. The difference in phase velocity of the vertical and horizontal

components of the field established by the dipoles in the sectoral horn provides the necessary

phase shift to produce circular polarization. This sectoral horn is also used to control the

elevation plane (0 plane) pattern.

This antenna will provide a relatively smooth azimuth pattern with an independent control

over the elevation plane pattern. The polarization can be made to be circular on axis, regardless

of the width of the elevation pattern, by proper design of the sectoral horn width and slant length.

The location of the feed point, being near the edge rather than at the ring center, allows several

antennas to be stacked for operation on several bands with a relatively simple feed arrangement.
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TECHNICAL DISCUSSION

Ring Design

Consider the waveguide junction shown in Figure 3 with traveling waves entering and leaving

A,- AWlo A 2

g

B1  L __ B2

Figure 3. Waveguide Junction

both sides. The traveling waves can be related by

B1 = S1A1 +A 12 B2 (1)

A 2 S21A +A 22 B2 (2)

where in general the S's are complex coefficients that characterize the network. Equation (2)

can be written as

A, = A -- 22 B (3)
1 ~21 2 5 2 2$21 $21

Combining equations (3) and (1)

B SllA SlS22- S12S2 B (4)
s21 2 s21 / 2

In matrix form, equations (3) and (4) become

_S221 A 2

S:21 S 1 -clet S B[2 
(5)

whereS S22Sl - S12S21 = dot S

4



In order to get A 1 and B1 in terms of the normalized junction conductance, g, rather than the

complex coefficients, Sij, the transformation matrix1

T = S [SI 1$($21 S11 -det S 
6

is introduced.

It has been shown2 that the transformation matrix can also be expressed as

T=j [1 1 ] (7)

where U has the same properties as T and for a shunt element with normalized conductance g

is given by

u M (8)

From equations (7) and (8)

T = (91 -j+-g i-

2 2
Combining equations (9), (6), and (5) gives:

or g[2 (10)B1 -g 1 -B2

T 2 
2

or AI (1 +gA )A2 +A B2,(i

and

B - -KA2 + ( -R ) . (12)

Now the power input to the junction is given by

P (A 1 + B2 )2 (13)

1 Z
0 0

5



Combining equations (11) and (13) yields

p.= (2 , g)2 (A2 ' B2 ) (14)
1 4 Z ()

The power dissipated in the normalized conductance g of Figure 3 can be obtained since

P'i - Pr + Pt + Pd (15)

where P. = incident power,

P = reflected power,r

Pt = power transmitted beyond g along the line, and

Pd = power dissipated in g.

By definition:

"Pr =.i ' P 2 , (16)

where p is a reflection coefficient, and

Y0  (Yo + G) G

0 0 0
(17)Y (Yo + G) G + G

-- + Y 0y Y o
O 0

where G is the actual shunt conductance and Y is the characteristic line admittance.
0

Thus

-g (18)
P -2+g

and
2

p=p g.__ (19)
Pr =Pi 922

(2 + g)

Combination of equations (19) and (15) yields

pt' f d P i- r = P, I -;--- 9 (20)

=P. 4(I + g)
i r(2 + g)2

6



Since

P d (21)
P t

then

p (1 1) g 41 = p. 4( 14 g) (22)

d 9 d g (2 + g)2

and

= i4 (23)

(2 1g)

Then by equations (14) and (23),

( A2 fB 2)2
p g 2 (24)

0

The significance of equation (24) should be emphasized. This equation shows that:

1. At a junction of conductance g with waves entering and departing from both sides, the

radiated power can be determined entirely by the waves on one side of the junction. This

further implies that:

2. If equal waves are introduced at each end of a waveguide containing N junctions, the

radiated power from each junction will be equal, if the junctions have equal conductances.

It will be shown later that this is true as long as g < g cwhere gCis a certain critical

conductance.

Equation (24) and its interpretations tend to suggest a waveguide ring array containing N

junctions and excited in some fashion so as to launch equal waves in opposite directions around

the ring from some point on the ring. Such an antenna was constructed and is shown in Figures 1

and 4. Dipoles were selected as the radiating elements, 3first, since by reversing the sense of

alternate dipoles the minimum element spacing for in-phase radiators can be reduced to one-half

guide wavelength and, secondly, the orientation of the electric field can be changed by simply

rotating the dipole. The second feature was desired to permit greater control over polarization.

The technique for obtaining circular polarization is discussed in the section on that subject. The

dipole elements are coupled to the waveguide ring by a probe extending through the center of the

broadwall of the guide.4 '

Control if dipole coupling can be obtained by adjustment of probe length. The waveguide ring

is excited by means of another broadwall probe midway between two of the radiating elements

and extending through the opposite guide wall.

7
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Figure 4. Ring Array

Critical Conductance

The critical conductance mentioned earlier can be determined for any fixed array geometry.

Consider, for example, the five-element array of Figure 5, where the element spacing is A g/2"

The critical conductance is defined as that conductance which reduces the wave traveling from

FEED POINT

Figure 5. Fire Element Array

CrtclCodcac



elements 3 and 31 toward the feed point to zero. The value of this critical conductance can be

found as follows. In Figure 5, it can be assumed from symmetry that the waves arriving and

departing both sides of element 1 are equal, that is, in Figure 3 A = B2 and A2 = B Assume

further that A = B2 = 1 and then by equations (11) and (12) A 2 and B 1 can be found for a given

g. Now A 1 and B at the left side of element 1 are the same as at the right side of element 21

for a half-wave spacing while A2 and B2 at the right side of element 1 are the same as at the

left side of element 2 for half-wave spacing. Equations (11) and (12) are again employed to find

the waves on the opposite side of elements 21 and 2. These new waves are the same as are

presented to elements 31 and 3 and again equations (11) and (12) are used to determine the waves

1 1 1
on the opposite side of elements 3 and 3 . The waves traveling from elements 3 and 3 toward

the feed can be changed by changing g, the element conductance, which is the same for all ele-

ments. That value of g which reduces these waves to zero at the feed is the critical conductance.

Stated more precisely, in an array of N elements, N being odd, equations (11) and (12) can be

written for the nth element as

1 + (2n-1g

A 1 (n) - (-1)n+ 1 1 + g- T ,(25)
2

and

Bln1 (2 1_)n 1

B 1 (n) (-1)_n + [ g 2  
(26)

2

where n =(N+ 1).
2

The nth element is adjacent to the feed point and gc is that value of g found from equation

(26) when B1 (n) - 0, that is, when no wave travels from the nth element toward the feed. When

g = gel both waves launched in the waveguide from the feed are completely radiated. If g > gc the

waves are attenuated by radiation too quickly and successive elements farther from the feed

point do not radiate as much energy as those elements nearer the feed point, resulting in a non-

omnidirectional radiation pattern. If g < gc, the elements radiate uniformly; however, some

energy returns to the feed point and creates a mismatch. This can be corrected by tuning the

antenna input.

9



Polarization Technique

To obtain circular polarization, the dipoles are inclined in a plane parallel to the broadwall of

the waveguide to provide E 0 and Ep field components. The necessary phase shift between these

two field components is obtained by extending the narrow-walls of the guide to form a sectoral

horn. To determine the angle of dipole inclination and born dimensions, consider Figure 6.

The total field at "a" is the sum of E 0 and E0p, both direct and reflected components.

tE

hE

a

Figure 6. Section of Ring Array

This can be expressed as

Et - E. e;G0x + jIFO(x+ 2d). ~J+ E04eIx, e~ + J[F-0 (x + 2d) + 17(27)

which can be rewritten as

Et = -2 sin(/f d)E 0 ej ( d 21 -Zsin (10d) EpeJ[F xd÷ (28)

For equal amplitudes of E 0 and E,5 at "a" it is necessary that the dipoles be inclined to

produce the ratio

E s in ( 1 -,d )0 _____=1i. (29)
EO sin (f 0 d)

A difference in the elevation plane pattern (0 plane) for E 0 and EP may require a modification of

the ratio in equation (28). This is best done experimentally. E 0 and E~are in quadrature when.

10



from equation (28).

e e2 (30)

or. rearranging,

Fr

0 _ - 2(xf1) (31)

It is seen, then. that

1 1 1I= , (32)
o g 4(x +d) 

(2

since

2 (33)

0

and

2 (34)

g

where A0 is the free space wavelength, and Ag is the waveguide wavelength determined by the

sectoral horn height, h. Equation (32) can be solved for Ao since

=g 0 (35)

1-A
2

01

4h2
The result of substituting equation (35) into (32) and solving for A0 is

- 8h2(x + d) 8(x + d) (36)

h0 - + 4 (x + d) 2  1 + 4 (x.•d) 2

Figure 7 is a plot of equation (36) for constant ratios of (x + d).
h
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EXPERIMENTAL RESULTS

Preliminary measurements indicate the antenna is performing as predicted. The azimuth

pattern, Figure 8. has a ripple with a maximnum excursion of about ±2.5 db. This is explained,

in part, by unequal power being radiated from the dipole elements. It was later discovered that

manufacturing tolerances on the dipole elements were excessive, allowing an objectional variation

in their electrica:l properties. New dipoles are currently being produced with better control on

the mechanical tolerances. The average field strength is approximately equal for all aximuth

angles indicating that the conductance of the dipole elements has not exceeded the critical

conductance. A broad elevation pattern was desired and that this was achieved is shown in the

elevation plane pattern, Figure 9. With such a broad pattern, the lobes directly off the top and

bottom of the antenna shown on the pattern were expected, since in these directions all the

radiating elements appear in phase. Both the azimuth and elevation patterns were measured with

a linearly polarized source and the patterns presented are for E 0 ; however, these are typical

also of the EO patterns, that is, the patterns for the two components track one another.

Circular polarization was obtained in the plane of the ring with a dipole inclination of 60 degrees

with respect to the plane of the ring. Some variation of axial ratio has been observed as azimuth

angle is changed. However, it is anticipated that this effect will be reduced by using the improved

dipoles to obtain a more uniform azimuth pattern.

13
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CONCLUSIONS

Design information has been presented for a circularly polarized omnidirectional waveguide

resonant ring array many wavelengths in diamater. Such an array is well suited for space

vehicle applications. The resonant ring technique allows a simple single point feed to be used

and permits identical radiating elements to be used. These features greatly simplify fabrication

requirements. The use of dipole radiating elements permit a minimum element spacing of Ag/2

to be used resulting in a more omnidirectional azimuth pattern. Dipoles also allow the electric

field to be oriented as desired with a minimum effect on the dipole probe conductance. The

vertical plane patterns can be changed while maintaining circular polarization by properly

adjusting the sectoral horn dimensions. The antenna patterns presented verify the theory and

illustrate the performance of a potential flush-mounted omnidirectional radiator.

1I
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[INTRODUCTION

The antenna system development for the B-70 was faced with many new ana

unique problem areas, although electrical performance requirements were some-

what conventional. Military specification requirements formed, for the most

i part, the basic antenna requirements. The broad thermal spectrum to which B-70

antennas would be exposed was probably the most significant single factor con-

tributing to the need for a state-of-the-art advancement in the antenna area. The

high-temperature exposure time of many hours created a high-temperature

antenna requirement much different from those based on missile applications

which relied on the thermal inertia of the particular part. Although antennas

designed for much higher peak temperature conditions were available or at least

within the state-of-the-art, the high-temperature soak times of the B-70 could

not be tolerated. Crippling loads, in excess of any expected structural or aero-

dynamic loads, imposed on an antenna assembly of dissimilar materials exposed

to this long-duration heat soak, ruled out many of the so-called high-temperature

designs. These factors cuupled with the low-temperature conditions of letdown

and landing necessitated an antenna development program.

The design philosophy of the development program varied during the program

based on data refinements in the area of thermal and aerodynamic environments

and on a continuing Value Engineering approach which attemptecu to match per-

formance requirements with the actual mission and air vehicle economic con-

siderations. For example, the original effort was directed toward the development

of completely flush-type antennas. This was redirectea to the development of

external types in some applications based on a value-to-the-imission type of
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analysis. The requirement for an automatic tuning HF coupler was changed to a

passive preselected frequency approach on the basis of mission requirement

economics. (This coupler design was reported at the Antema Symposium of 1960

by J. K. Aiton of North American Aviation Inc, Los Angeles Division.) This refine-

ment of requirements and subsequent change in philosophy is discussed below.

REQUIRED FUNCTIONS

The basic electromagnetic radiating functions required on the B-70 are the

conventional requirements of a manned system, namely, communications, and

navigation and landing aids.

) The communications system consisted initially of both UHF and HF require-

I ments. Upon further analyses of the X-B-70 mission, the HF requirement

resolved into one of making provisions only for HF, and further HF development

per se was deferred.

The navigation aids system consists of the TACAN equipment ani the air-to-

ground beacon transponder (IFF). Both of these equipments operate in the L-band

region of the spectrum.

The landing aids system requirement includes the Glide Slope, Localizer, and

iMarker Beaco:; functions.

TECHNICAL APPROACH

The development programs for the antenna elements were formulated and

Srefined to their final status by a continuing Value Engineering analysis of each

Sphase of the development program. The results of this analysis showed that the

,I
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areas of testing and reporting were the predominant areas in which cost and time

savings could be realized without jeopardizing the electrical or mechanical quality

of the final part.

Also, during this phase of the program, it was concluded that the antenna

should be designed to assume the vehicle structural loads in lieu of having the

vehicle structure accommodate for the structural discontinuity caused by the

antenna. Thus, the development program was directed toward this objective.

Structural analyses of antenna materials were made in parallel with the environ-

ment, type, and location analyses. The location of the antennas on the vehicle,

as shown in figure 1, was the result of considering the individual and the

combined areas of electrical performance and the thermal, aerodynamic, and

structural environments. The ultimate location and design was the result of this

composite analysis. All of this information was compiled and detailed on

individual design control drawings and in specifications for completion of the

development by NAA or a subcontractor.

ANTENNA TYPES

UHF ANTENNA SYSTEM

The UHF communications antenna system includes two antennas. One

antenna is located on the top fuselage centerline and the other on the lower center-

line as shown in figure 1. These antennas are cycled by a C-2193 A/A switch to

provide the required antenna pattern coverage.

As previously mentioned, a flush-mounted annular slot type of antenna was

Sconsidered initially for this application, but upon further refinement of require-

Sments. high-tt.ýmperature, high-speec! blade type antennas were selected. The
C,3
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;ntenna considered was a slot-excited, one-piece blade being developed for the

Navy by Transco Products of Venice, California. The Navy antenna was fabricated

from a high-temperature aluminum alloy. Although this material would provide

adequate strength and stand the thermal environment, the difference in co-

efficients of expansion between this material and the B-70 skin material woulQ

iimpose failure stresses on the antenna. The material for the B-70 antenna was,

therefore, specified to be stainless steel. This material change unveiled problems

of sealing the antenna at the mating of the slot dielectric and the stainless steel

in order that it would meet the military specification seal-test requirements. This

problem will be discussed further. The XB-70 antenna resulting from this program

is shown in figure 2.

NAVIGATION AIDS ANTENNA SYSTEM

Both the TACAN and air-to-ground beacon transponder (IFF) systems operate

in the L-band region and, therefore, can use identical antennas. As originally

planned, the antenna system for these equipments was to be an integrated, two-

antenna system incorporating an antenna selector (C-2193), a lobing switch

(SA-498 A/A), and two F-339/A filters. NAA/LAD experience on the T-39

Sabreliner flight-test program and Air Force anc industry experience subsequently

indicated that the attenuation and loss of adjacent channels caused by the filters

was not tolerable during service conditions. Therefore, the integrated antenna

system concept was deleted and separate antennas were planned for each function.

The antennas are located on the upper and lower fuselage centerlines as shown in

figure 1.

4
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The electrical performance requirements for these antennas were similar

to those required of the standard AT-740 and AT-741 antennas. Meeting these

requirements under the environmental conditions of temperature and altitude of

the B-70 did pose some problem, however. As in the instance of the UHF antenna

design approach, a flush-type annular slot antenna design was initially con-

sidered. However, here also, later analyses indicated a low profile slot excited

blade (similar to the UHF antenna) being developed for the Navy approached the

B-70 requirements. In this application also, the high-temperature aluminum was

replaced by stainless steel. The pressure leak problem experienced with the UHF

antenna did not present itself here however, presumably because of the slight

difference in mechanical attachment caused by the size relationship to the mount-

ing radius of curvature.

Environmental tests to validate the antenna performance showed that voltage

breakdown, observed at the blade tips and across the dielectric filled slots,

occurred at power levels, temperatures, and pressure altitudes much in excess

of those required in the B-70 application. These tests qualified both the UHF and

the L-band blade antennas.

The resulting antenna, shown in figure 3, incorporates a test probe for sys-

tem checkout. Transmission lines from the probes are routed to a test panel in

the vehicle electronic equipment bay.

LANDING AIDS ANTENNA SYSTEM

This system includes antennas for Marker Beacon, Glide Slope, and Localizer

:functions.

___5
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Because the Marker Beacon antenna is a narrow band tuned cavity, it was

recognized that some problems in design for the extreme thermal band require-

ment of the B-70 would be realized if conventional cavity dimensions were imposed

A cavity volume of approximately four times that of the standard AT-134 antenna

was permitted to accommodate a larger antenna element and offset the dielectric

losses expected from a thick, structurally sound, dielectric cover.

The compensation required to keep the antenna tuned over the thermal band

width and the sealing of the dielectric cover presented significant developmental

problems. However, mechanical rather than electrical difficulties proved to be the

more difficult to solve.

A thermal compensating, printed circuit capacitive element keeps the antenna

within a 2. 5: 1 VSWR at 75 mc ±300 kc throughout a temperature range of -65°F

to +500'F.

Two significant problems were associated with the dielectric cover: that of

sealing the cover itself, and that of sealing the cover to the cavity case. Several

dielectric laminate companies tried to solve the problem of cover leakage.

Although sound thin laminates could be easily achieved, thicker, structurally

acceptable laminates, wicked and/or became porous as sections were temper-

ature cycled. Finally, a structurally acceptable dielectric cover was fabricated by

Laminar of Gardena, California, using a proprietary resin to high-pressure

laminate a Specification MIL-R-9300 material. This cover darkened after repeated

Stemperature cycling and, therefore, did effect the antenna performance to a minor

_ degree because of this carbonization, but the cover did not leak during or after

0 _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _
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environmental exposure. The material was later accepted for this cover as well

as the UHF slot windows.

In a joint effort, Transco Products and NAA/LAD investigated many tech-

niques of bonding the cover to the cavity case after mechanical fasteners were

found unacceptable because of their damaging effect on the laminate. Room-

temperature vulcanizing compounds (RTV) and various film adhesives were

investigated, with varying results. After considerable experimentation and test-

ing, an AF-31 film adhesive, qualified to Specification MIL-A-5090, was used to

bond the dielectric cover to the Marker Beacon case. This provided both a struc-

turally sound adhesive bond throughout the temperature range and a leakproof seal.

This film adhesive was not applicable on the UHF antenna because of bonding

surface discontinuities. However, a technique was developed using a RTV com-

pound which was successful in sealing the UHF antenna.

The Marker Beacon antenna finally developed is shown in figure 4, and is

located as shown in figure 1. Although the gain of this antenna is low because of

the composite effect of the element, high-temperature foam filler, dielectric

cover, and cavity size, it does meet the performance requirements.

The harmonic relationship of the operating frequencies for the Glide Slope

and Localizer equipments permitted the design of a single antenna. A bent dipole,

balanced with a broadband coax balun, bonded to the inside surface of the nose

radome was designed by NAA. A diplexer which separates the glide slope and

localizer signals anc. provides isolation between the equipments is located in the

Selectronic equipment bay.

0 7o
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The antenna has less than a 2. 5 to 1 VSWR in both frequency bands, and the

pattern, although narrower in azimuth than military specification requirements,

satisfies the requirement for the high performance B-70. The antenna is an

integral part of the nose cavity and because of the cavity effect, the pattern was

narrowed and forced downward. A photograph of this antenna on the XB-70A

dielectric nose fhrig i-s shown in figure 5.

SUMMARY

In conclusion, it can be said that the environmental conditions of the B-70

was the basis for the need of an antenna development effort. A program that

analyzed the structural, thermal, aerodynamic, and electrical performance

requirements to obtain a practical and economic balance of these requirements

mitigated the magnitude of development effort required. A survey of state-of-the-

art developments proved successful in several areas where existing technology

was upgraded to produce a design which met the new XB-70 requirements. Use of

both testing and analysis in combination allowed a reduction in the over-all test

program.

The approach taken on this program has proved to be successful at NAA/LAD

and is worthy of consideration for application on future programs.
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ABSTRACT: During recent years, monpulse radar antennas have been used
quite extensively in high performance aircrafts. The monDulse antennas
have been incorporated on multimode airborne radars. Since the radone
shape is more usually designed from the aerodynamic standDoint rather
than from the radar, serious system problems may result. The radome
shapes are usually quite different for each aircraft. The evaluation
of the effect of each radome on the radar system performance is of
extreme interest. Investigation has been made on several nroduct'.on
radome shapes of the fQllowing items:

A. Effect of the radome shape on antenna performance

B. Radome construction methods and materials

C. Effect of the presence or absence of a pitot nose

boom on the antenna performance

The conclusions reached from this radome shape study and the measurement
of the perturbations on the monoDulse antenna radiation parameters are
as follows:

A. The high performance aircraft streamlined radome share
presents a difficult design problem for the radome,
antenna, and radar system,

B. Very good correlation between the angle of incidence f6r
various antenna look angles and the transmiss-on through
the radome is obtained. Higher angles of incidence (more
pointed radome) gives more transmission loss. Transmiss'on
through the nose area is further reduced by the oresence
of the pitot nose boom.

C. The design of high performance radomes can be accomplished
to meet rigid boresight requirements.



D. Monopulse antenna radiation characteristics may be
seriously effected by a severe radome shape.

E. The radome transmission - one way is not all ohmic
losses, but is predominantly antenna scattering loss.
The antenna radiation pattern sidelobes are very seriouslv
increased by extremes in radome shaoe and presence of the
pitot nose boom.

F. The development of future radar systems should not
separate the radome and radar antenna designs. Close
coordination and cooperation between the aircraft or
missile airframe manufacturer and the radar/radome
manufacture is a must.
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INTRODUCTION

The antenna to be described is a part of the Goddard Range and Range Rate Tracking

System developed for NASA by the Military Electronics Division of Motorola. The

Goddard System utilizes carrier and side-tone modulation measurements to determine

the exact position of a spacecraft to within a few feet and its velocity to within fractions

of a foot per second. The antenna was designed for use with the spaceborne transponder

of the tracking system.

The antenna, shown in Figure 1, prior to the application of a thermal control coating,

is a conical spiral radiator supported on a fiberglass cone. It is designed to perform at

the widely separated operating frequencies of the Range and Range Rate System, near

1700 and 2300 megacycles. Over-all antenna height is less than 4. 5 inches and antenna

weight is less than 0. 3 pounds. Circularly polarized pattern coverage is obtained

throughout a 150-degree conical sector, which is sufficient to cover the earth when the

satellite Is at a 150 nautical mile perigee. A unique broadband feed structure was

developed which maintains a well-matched antenna input Impedance so that maximum

possible system gain is realized for tracking at cislunar distances. Mechanical design

is such that the antenna is capable of withstanding the extreme shock, vibration, and

acceleration forces experienced during the launching period, and capable of performing

satisfactorily in the space environment.

THE SPIRAL CONFIGURATION

Performance characteristics of the conical equiangular spiral antenna are uniquely

suited to the requirements of the Range and Range Rate transponder antenna. This type

of radiator falls in the general class of frequency independent antennas and its design

is well documented in the literature. 1, 2, 3

The two arms of the balanced spiral antenna are based on the logarithmic spiral curve

defined in a plane by

aop= ke

The simple planar spiral is itself a useful antenna for some applications, radiating

normal to the plane of the spiral in both hemispheres. However, radiation is confined

to one hemisphere with the conical spiral configuration. The conical spiral curve is

derived from an orthogonal projection of the planar curve on the surface of a cone, in
which case the defining relationship becomes

-1-



sin 0
0

tan Y oI

as shown in Figure 2. In a practical situation, in order to obtain a spiral arm of finite

width, the curve is rotated through an angle 6. Then expressions for the second arm

may be obtained simply by rotating these two curves through 180 degrees.

Dependence of the antenna performance characteristics upon the spiral parameters

has been thoroughly investigated. 1, 2 Radiation is confined largely to a single lobe

directed off the apex of the cone, and back lobe radiation decreases with decreasing

cone angle, 20 . Useful cone angles are generally less than 45 degrees. Major lobe0

beamwidths may be adjusted from 60 to 1800 by suitable selection of the rate of spiral

determined by the angle a. The useful bandwidth of the antenna is a function of the

diameters of the truncated apex and base. Generally, the apex diameter should be

less than at the upper frequency limit, and the base diameter should be at least 83
4 8

at the lower frequency limit.

The balanced spiral arms are fed at the apex of the cone. The impedance at this point

is influenced by the cone angle and by the terminal geometry but is nominally between

130 and 150 ohms. It has been shown that the spiral antenna may be operated satis-

factorily In free-space, in a cavity, or over a ground plane.

ANTENNA DESIGN AND PERFORMANCE

For the Range and Range Rate transponder antenna, an included cone angle of 30

degrees was chosen as a compromise between back lobe level and over-all antenna

height. The angle a was taken as 60 degrees, producing the rapid rate of spiral neces-

sary to obtain the broad, 150-degree pattern coverage. An arm width, 6, of 90 degrees

was employed. The apex diameter was made approximately 0. 2 A at the highest fre-

quency of interest, and the base diameter is approximately 0. 4 A at the lowest operating

frequency.

The radiation pattern shown in Figure 3 is typical of the circularly polarized coverage

obtained from the antenna at frequencies from 1700 to 2300 megacycles. Furthermore,

the broad, null-free pattern is obtained in any plane through the axis of the cone.

THE BROADBAND FEED STRUCTURE

The feed system for a balanced spiral antenna must perform two functions. It must

include a transition from unbalanced to balanced transmission line, and it must generally

-2-



provide an impedance transformation from approximately 50 to 140 ohms. In addition, if

the bandwidth capabilities of the spiral radiator arc to he realized, the feed circuitry must

perform these operations across a wide band of frequencies. A number of broadband

balanced-to-unbalanced transformers (baluns) have been developed in recent years. The

feed system developed for the S-band spiral antenna employs a novel realization of a

balun arrangement which was first proposed by Roberts in 19574

The general circuit arrangement as described by Roberts is illustrated in Figure 4.

Za is the characteristic impedance of the input unbalanced line, Zb is the characteristic

impedance of an open-circuited unbalanced line of electrical length 0b) and Zab is the

characteristic impedance of a short-circuited balanced line of electrical length 0ab.

Line ab is formed from the outer conductors of lines a and b. R represents the resistive

impedance of the balanced load.

It may be shown that if transmission line losses are neglected and 0ab = 0b = 0, the

following expression for Z is obtained,

RZab2 (cot 0) (R2Zab - R 2Zbcot - Z bZ ab2

R 2 R2 2 0 Z R2 cot2 Zab2

The balun circuit will be impedance-matched when Z = Z . This condition is satisfied whena

cot 6 = 0 and R = Za, but this is a narrow-band solution which is only of passing interest

for this application. Roberts discusses a specific broadband solution, making Zab = R

and Za = Zb for which a perfect impedance match is obtained at two widely separated

frequencies, f and f where

2 Zasin20•

The frequencies f and f2 are symmetrically related to a band center frequency, f0, as

shown on the typical VSWR versus frequency curve of Figure 5. The theoretical maximum

VSWR in the frequency band f2 - fl = A f will occur at midband where Z = R and, hence,

is proportional to R/Za. Another solution of the same balun circuit, which makes

Zb = R2 /Zab, provides increased bandwidth without the corresponding increase in

midband VSWR. It is interesting to note that, in any case, the balun provides a step-up

impedance transformation as a by-product since R 2! Z a
a

These specific solutions, while of considerable practical value, place some unneces-

sary restrictions on the circuit parameters. For this reason, a more general analysis

has been developed. Referring again to the general expression for Z, the line impedances

-3-



are matched when the imaginary part is zero and the real part is equal to Z . If thea
narrow-band solution is rejected (i.e. cotU/ 0), the following relationships may be

written,

2 2 2 2
ItZab R2ZbCOt20- ZbZab

RZ 
2

ab

R 2 cot
20 + Zab

2  a

Rearranging these equations and normalizing all impedances with respect to R such

that

Za Zb Zab
z =- z__

a R--' Zb- R-' ab R

the expressions obtained are,

Zab

b tan(J -f 0 )+Z b2

and

Z = Zl1 Zab

Af
where cot 0 has been expressed in terms of the bandwidth, y- . It may also be shown

that, in general, 0

z <1
a-

1
Zb ab

1and that the mldband VSWR is equal to -
Z
a

The relationships between the several circuit impedances have been plotted for various

Af
values of-- , producing the families of curves shown in Figures 6 and 7. These curves

0
permit the designer to make judicious impedance selections In order to obtain specified

balun bandwidths and voltage standing-wave ratios. The particular solutions mentioned

earlier are seen to be special cases of the general solution. Roberts' condition that
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R2

Z ab= R becomes Zab 1 1, and the second particular solution making Zb = .Zab becomes

1
z = .

b Z ab

FEED DESIGN AND PERFORMANCE

The bandwidth desired for the Range and Range Rate transponder antenna is approxi-

Af
mately = 0.3. Normalized balun impedances were chosen as z = 1.0 and

fo ab

za = zb = 0.94. In order to keep circuit impedances at practical levels, Z and Zb

were made 50 ohms and Zab = R was made 53.4 ohms. A separate transformation was

then provided from the 53. 4 ohm balun terminal impedance to the spiral feed point

impedance of approximately 140 ohms.

Mechanical features of the feed structure are shown in Figure 8. Lines a and b of

the analysis are the short coaxial sections near the antenna base, and line ab is a

parallel-strip line formed from a copper-clad fiberglass sheet. The 53. 4-to-140 ohm

impedance transformation is accomplished in the upper half of the structure by tapering

the parallel-strip line.

Typical values of antenna input VSWR are plotted versus frequency in Figure 9. As

can be seen, the input impedance is well-controlled over the desired frequency range.

The operating bandwidth of this particular antenna and balun is not, of course, indicative

of any fundamental limitation of either the balun or spiral configuration. Both are capable

of satisfactory performance over much wider bandwidths.
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AUTOMATIC CALIBRATION SYSTEMS FOR TRACKING RADARS

by

Leonard Blaisdell

INT RODU CTIOIN

Normally, calibrating the position of the electrical boresight axis of

a tracking radar is at least straightforward, if not simple. However, when

the calibration of the electrical axis is a function of the position of the

beam in space, as can be the case if the radar antenna has a scanning

capability, the problem can become complex. Under these conditions,

hundreds of calibration points may be required as a function of the angle

of scan.

The problem may be divided in two parts: 1) collecting the calibra-

tion data representing the error (difference) between the electrical and

mechanical or read-out axes; 2) how to use the data in the dynamic situa-

tion to correct the indicated target position in real time. This paper

describes an automatic calibration system which represents a practical

solution to both parts of the problem.

ANTENNA MODEL

One type of antenna with which the automatic calibration system

described in this paper can be effectively used is the phased array. A mono-

pulse tracking capability can be incorporated in the phased array by grouping

the elements to form four beams which are, in turn, combined in a mono-

pulse comparator in the usual way. The complex pre-comparator corporate

feed and phasing system in a steerable array of this type can result in

system tracking errors due to pre-comparator amplitude and phase asym-

metries.

Another antenna system which perhaps illustrates the application of

the auto-calibration system more fully than the array, is the organ pipe

4' scanner-lens configuration shown in Figure 1. For this reason, the cali-

bration system operation will be explained in terms of this model.
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As the sketch shows- the antenna contains a parabolic cylindrical
reflector fed from a line source feed. A coaxial organ pipe scanner con-

taining a monopulse sum and difference hybrid horn is used to move a

radiating phase center along the focal arc of a parallel plate lens which,

in turn, excites the feed. This whole assembly is mounted on a rotatable

platform so that the antenna can be readily positioned to search a given

sector of space. Actually, an elevation plane monopulse capability can

be included in the system by stacking two of these configurations, one on

top of the other. However, elevation scan is unnecessary to explain the

operation of the " auto.-calibration"i system. Suffice it to say that the same

technique applies equally well to such an elevation plane tracking system

whose electrical axis also varies as a function of the azimuth scan angle.

SOURCES OF TRACKING ERROR

In any monopulse tracking radar, the indicated position of the elec-

trical tracking axis can be in error for many reasons - pre-comparator

4 electrical, asymmetries in both amplitude and phase, defocusing within

the antenna system. Mechanical d'Istortions in the reflector or other

parts of the antenna structure can cause beam pointing error.

In this antenna configuration, all these sources of error can vary

in magnitude as a function of scan angle. In the relatively complex pre-

comparator systems, the amplitude and phase of the '*equivalent" elec-

trical paths seen by the monopulse horns in the scanner depend upon which

organ pipes are in the paths, as well as the particular region of the lens

seen by each horn. The degree of defocusing in the parallel plate lens also

varies as a function of position between the points of perfect focus along

the lens feed arc. The auto- calibration system is designed to correct these

and other errors listed at the end of this paper.
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DATA COLLECT MODE

In the antenna system depicted in Figure 1, we can define three axes:

1) The Electrical Tracking Axis. In any tracking system
this axis defines the target position because only when
the electrical axis is on the target does the tracking
error voltage ideally go to zero (neglecting the servo
positioning error required to maintain dynamic con-
trol). In operation, therefore, the position of the
electrical axis is the true reference.

2) The Optical Axis of The Antenna Reflector-feed System.
This axis, determined by a theodolite or other optical
instrument mounted on the antenna, is the reference
during the calibration data collect mode.

3) The Mechanical or Read-out Axis. An encoder on the
scanner shaft in the above described system defines
this axis.

The required calibration data consists of the angular difference between the

actual position of the electrical tracing axis defined by the optical axis during

the data collect mode, and its position as indicated by the mechanical axis

read-out device.

Before describing the data collect mode of operation, it should be

pointed out that there is a definite relation between the motion of the beam in

space and the motion of the scanner called the "microwave ratio, N". This

ratio determines the mechanical angle through which the scanner must rotate

to move the beam in space through a specified angle. In an ideal tracking

radar of the type described, this ratio is maintained a constant at every

increment of scan. It is fundamentally system defects, which upset this

ratio from point to point in the scan of a real radar, that the auto-calibration

system (ACS) is designed to correct.

Normally, to calibrate the organ pipe scanner-lens system, a zero

scan angle reference position is established by optically aligning the antenna

system to a marker located in the far field. This marker may be a pair of

crosshairs on a corner reflector.

4



Next, the tracking loop is closed and the scanner allowed to come to

rest on the target (the corner reflector). At this point, the electrical and

optical axes are coincident. The mechanical axis encoder is then set to

zero, and the zero scan angle reference is determined.

When the antenna platform on which the antenna is mounted is rotated

through an angle 0, the scanner in an ideal system moves through an angle

N 0 (in the opposite direction) to keep the electrical axis on the target (where

N is the microwave ratio, previously defined).

However, due to system defects, the scanner in a practical system

actually moves through an angle N 0 + e, where e is the error in the scanner

angle relative to the beam angle. Therefore, to get the angular error in

the encoder reading, the platform angle o must be multiolied by the micro-

wave ratio N and subtracted from the indicated encoder reading. This pro-

cedure can be continued at as small increments of 0 as required throughout

the whole scan range of the system to obtain a set of calibration data.

4 The relationship between the target (or mount) angular position and

the scanner angle for two cases is shown in Figure 2: (1) the ideal system;

(2) the real system.

For the ideal system the target position and scanner angle are

linearly .-elaLed by a straight line, the slope of which is 1/N. For simplicity

the relationship for the real system is assumed to be sinusoidal, though it

need not be mathematically definable as long as it is continuous, as it must

be in the real system.

To automate this operation a precision motor drive and encoder to

read the angle 0 on the azimuth platform must be incorporatcd. A simple

computer (part of the antenna system) can be used to perform the indicated

calculations. The calibration data is then stored on a memory drum as a

digital word representing the angular error, e. The drum address is N 0,

the correct scanner angle representing the true target position.

5
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One method for implementing the data collect mode is shown in Figure 3.

The mount encoder (1) angle 0 is fed to a digital computer (2) where it is multi-

plied by the microwave ratio N. Into this computer is also fed two other inputs:

The scanner encoder (3) angle N 0 + e'; the monopulse angle N ¢ + e". The

symbol e' represents that part of the total error e which occurs in the encoder

reading; e" is the error in the voltage at the output of the monopulse system (4)

error detector. This voltage represents a specific angle in terms of the known

transfer function of the system. It is converted to digital form in the A-D

converter (5). The sum of N 0 + e' and N 0 + e" is N 0 + e, previously defined.

Subtracting from this sum, the mount angle N 0 gives the total error e subject

to ACS correction. This error is stored on the magnetic drum (6) under the

address of the true target angle.

It should be noted that were the data collection operation performed

slowly enough, the scanner would come to rest before each calibration point

is obtained. In this case, the total error e would exist in the encoder reading

and the residual error voltage would be essentially zero, with only the servo

i •positioning error, which ACS does not correct, remaining. However, so that

the minimum data collect operation time is not limited by this requirement,

data is collected and stored as fast as the drum storage rate allows. Several

hundred points can be collected and stored in approximately one minute. Under

these conditions, the scanner does not come to rest. Consequently, a residual

error voltage which must be included in the data is present.

CORRECTION MODE

The calibration data having been obtained, it is now necessary to use it

in an appropriate manner to correct the indicated target position in real time.

One obvious approach is to use the stored data to correct the azimuth

encoder reading. However, it can be shown that in some cases this removes

the error, and in others it adds it in part or in total.
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For example, consider a target coming in along the system boresight.

The scanner is essentially in one position and the total system error will

show up in the encoder reading. The scanner is "at rest". Using the stored

data to correct the scanner encoder reading in this case removes the error.

A second operational situation is one in which a target is moving tan-

gentially to the system boresight at a relatively short range. Under these

conditions, the scanner is rotating rapidly. Due to system defects in the

organ pipes and other parts of the antenna system, the error voltage at the

input to the scanner servo system (at the receiver output) can fluctuate at a

high rate.

However, since the servo bandwidth is generally of the order of a few

cps as determined by the lowest resonant frequency in the structure, this

high frequency error will not pass through the servo. Since it is filtered out,

it will not show up in the scanner encoder reading. The encoder reading is

incorrect only by the bias or average error. Thus, if the stored data is used

to correct the encoder reading in this case, a large part of the system error

will be added to the indicated target position.

To avoid this problem the correction scheme shown in Figure 4 is used.

The stored data from the magnetic drum (1) is converted in a D-A converter

(2) to a voltage which, in terms of the known receiver system transfer function,

represents the angular error e. This voltage is then summed at the scanner

servo (3) input with the error voltage from the monopulse receiver (4) error

detector. The output of the monopulse receiver is an error voltage repre-

senting the angle N 0 + e previously defined. (Note that the servo positioning

error 6 is neglected since ACS does not correct this quantity. ) The drive

voltage actually applied to the input terminals of the servo is that required to

obtain the correct angular position of the target in the scanner encoder (5)

reading. In substance, the beam has been forced off the target the amount

of the angular error so that the scanner encoder always reads the correct

angle. This angle can then be used to address the magnetic drum, since

the true target angle is the required address, as explained previously.

9
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In the steady state, the scanner encoder does in fact, read the correct

angular position of the target. Referring again to Figure 2, let us assume

that the scanner angle is N 01, when the radar initially locks-on the target

and before any correction is applied. This scanner angle corresponds to

an indicated target position 0k . However, due to the system defects, this

initial reading is in error. The true target position is 0 T in Figure 2.

Before any correction is made, the electrical axis (beam) is on the

target, and the servo driving voltage from the monopulse receiver is, there-

fore, zero (neglecting the servo positioning error 6 required for dynamic

control).

Addressing the magnetic drum containing the calibration data with the

scanner angle reading N 01, (assumed to be the true target angle) we obtain

an angular correction e 1. The voltage VI corresponding to the angular

correction e, is applied to the servo input as explained previously, moving

the scanner to N 02.

Since the beam has been forced off the target by the driving voltage V 1.

a voltage VI from the monopulse receiver now exists at the input to the servo

in addition to the correction voltage V2 corresponding to the encoder error e2

at N 02. The voltage VI acts to drive the scanner back toward the original

N 02 reading. Hence, Vl subtracts from V2 leaving the net driving voltage

VD1 in Figure 2. This process is repeated until the correction voltage Vn

from the drum and the voltage V' from the monopulse receiver are arbi-m
trarily close in magnitude as well as opposite in phase.

From Figure 2, the desired condition in which the scanner encoder

reading represents the true target position occurs when I VnI and V I are

equal. The difference between these two in the steady-state condition is

determined by the rate at which the correction is made. It may, therefore,

be made arbitrarily small.

As long as the slope in the error curve of Figure 2 does not reverse

(go negative), there is no ambiguity or instability in the ACS operation. If

the slope does reverse, a given target position then corresponds to two

different scanner angles. In this case, an ambiguity does clearly exist,

and oscillation can occur.
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However, a slope reversal means that the scanner (of any type) can

move in the direction opposite to the normal direction for the beam motion.

For example if the beam (target) moves toward the zero scan angle, the

scanning mechanism indicates an increase in the beam scan angle. For this

to happen, system defects would have to generate an error in the scanner

reading which is larger in magnitude (as well as opposite in direction) than

the beam motion itself. In any real system which is properly designed, an

error characteristic of this magnitude is not very likely. For the original

application this possibility was investigated and found not to be a problem.

Clearly, a slope reversal in the error characteristic of any system is a

serious problem which should be corrected whether or not auto-calibration

is to be used.

It should be noted that a false crossover with a sidelobe is not a

consideration in this case since the second null it produces is sufficiently

far away that, once the radar has locked-on properly, it is not a source of

ambiguity. The concern here is with slope reversals that occur within

fractions of a mil of beam motion. The false crossover presents a problem

in initially locking-on properly.

CONCLUSION

The auto-calibration system is designed to remove the effects on the

indicated target position of a tracking radar of electrical and mechanical

defects in the system. Since the data collection operation can be performed

in approximately one minute after referencing the encoder at zero scan angle,

ACS can be used to correct not only initial system defects, but also changes

in the system that occur over a period of time such as temperature and

aging effects.

The following items represent some of the general types of errors

that can be corrected by the auto-calibration system:
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1) Pre-comparator RF asymmetries in the organ pipe
scanner and lens system (or the corporate feed and
phasing system of an array)

2) Post-comparator electrical asymmetries

3) Monopulse comparator defects

4) Antenna aperture defocusing errors in both the dis-
tributed aperture and array

5) Mechanical defects in the reflector over which the
beam is scanned (or the array elements are mounted)
as well as other structural deformations in the antenna
system

6) Changes in the above due to temperature gradient
changes

7) Changes due to equipment aging

8) Changes due to a new operating frequency

While ACS has been described in terms of a particular antenna con-

figuration for clarity, it is by no means limited to this system. As pointed

out, the array is another example of an antenna system in which ACS can be

effectively used. The technique is generally applicable to any tracking rada

antenna system where the degree of suphi 84 !,: iu akcr÷ I.e-, impossible

or prohibitively costly to build the required accuracy into the antenna system.
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ABSTRACT

A requirement for the order of magnitude of boresight errors in the near

field of a monopulse antenna indicated that this data was not available. All

previous near field work uncovered was related to amplitude, phase or pattern

type measurements. Therefore, measurements were made on a four horn

phase comparison monopulse X-band antenna. This permitted accurate

determination of the apparent shift in the elevation channel null as a function

of test antenna separation.

These boresight errors were determined at the 125 foot free space bore-

sight range of Republic Aviation Corporation. Antenna separation was succes-

sively reduced from the 125 foot maximum (far field) to 6 feet (near field).

Therefore, the monopulse antenna was checked in the Fraunhofer, Fresnel

and near field regions. The accepted far field distance criteria for boresight

measurements to D2 X- 1 which in this case is 38.4 feet. Similar data was

taken utilizing an anechoic chamber with a maximum antenna separation of

50 feet. The test measurement accuracy varied from 0.08 milliradians at

125 feet to 0.8 milliradians at 6 feet.

The data indicates that boresight errors increase with decreasing antenna

separation and with increasing elevation angle. The data from the anechoic

chamber relative to the free space range also indicates that the boresight

errors increase with increased reflections. The measured boresight error

variation is compared to calculated values. The actual far field requirement

is a function of the boresight error accuracy" required for the particular test

being conducted. The D2 X"1 criteria has been correlated to a boresight error

in the order of 1.0 mliiradian.
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A. INTRODUCTION

Monopulse radar antennas utilize phase and amplitude inlormatioq to

determine the direction of arrival of target data. When the target is in the

far field, a plane electromagnetic wave is incident on the antenna. In con-

ducting various tests, however, it is often difficult or impossible to Illum-

inate the antenna with a plane wave. Various criteria have been established

setting acceptable test antenna separations to insure accuracy of results.

Boresight error tests were conducted in order to obtain data within the

established antenna separation criteria.

These tests were performed in support of an engineering program to

develop a radar tester suitable for flight line use. Space limitations prohibit

the use of such a tester in the far field of the monopulse radar antenna. Since

any testing must be conducted in the near field, knowledge of the boresight

errors which may be encountered is essential. The tests conducted were

basically to determine the boresight errors as the test distance was reduced

from the far field region into the near field region. This report describes

the results and analysis of these minimum distance tests conducted on both a

free space range and in an anechoic chamber. Work was done under contract

number AF 33(600)-40838.

B. EXPERIMENTAL PROCEDURE

The evaluation of boresight error was accomplished by measuring the

elevation channel null shift of the monopulse antenna on both a free space

range and in an anechoic chamber. The azimuth channel null was continuously

monitored to assure alignment in the azimuth plane. The free space tests

were conducted on Republic's fifteen hundred inch boresight range. This

range, instrumented to perform various tests on antennas and radomes, is

located at the Antenna/Radome Laboratory in an area free of obstructions.

The anechoic chamber tests were conducted in a sixteen foot by sixteen foot by



forty foot microwave absorbent material lined chamber located in the Engi-

neering Research Laboratory. Boresight error was measured as the dIistance

between the monopulse and test antennas was reduced from the far field to a

six-foot separation, well within the near field.

1. Free Space Range

Tests conducted on the fifteen hundred inch boresight range utilized a

C. T. I. three-axis fixture adjustable to within one milliradian on each axis for

holding the monopulse antenna. A Craigg Systems portable tower adjustable

in elevation and azimuth was used to hold the test antenna. A standard gain

horn was used on the tower. Transmission could not be accomplished from

the test antenna due to large cable length losses and the unwieldiness of

moving the transmission equipment with the portable tower. The monopulse

antenna was used for transmission through the elevation difference channel.

In normal radar system operation, this channel is used only as a reception

channel. However, since bilateril components are used in the antenna feed

system and the theorem of reciprocity insures identical results, transmission

through the elevation channel is valid. Figure 1 illustrates how the sidewall

couplers, topwall couplers and phase shifters deliver equal power to the four

horn feed system (A, B, C, D) with 180 degree phase difference between the

two top (B, C) and bottom horns (A, D). This is required to produce the

two oppositely phased elevation channel lobes and central null on a transmission

basis..

To insure a minimum effect of ground reflections, antenna elevation

angles (0) were varied from the horizontal boresight axis in an upward direction.

Data was taken every one-half degree for elevation angles from zero to six

degrees. At low angles, ground reflections were minimized by a triangular

scattering mound of earth between the laboratory building and the

tower.

The monopulse radar antenna was first calibrated and adjusted at a

distance of 125 feet from the test antenna until the indicated boresight error

was less than 0.1 milliradians. This is within the accuracy of the CTI

2



Boresight System. The location of the elevation null was tracked by moving

the test horn on the tower in a vertical plane. This method was utilized since

it is a standard boresight test practice to check errors in a vertical plane.

The errors introduced by not moving on a sphere are less than the errors

introduced by system inaccuracies (reference 11). The test instrumentation

is shown in figure 2. Data was taken for antenna separations (R) of 125, 50,

30, 20, 15, 12, 10, and 6 feet. The distance of 125 feet falls between the
2 2

range of 2D /A and 4D /A which is well within the far field. The distance of

50 feet falls between the range of D2 /X and 2D2/X which is well within the

boresight test distance criteria. The distances of 20 and 30 feet fall between

the D2 /X and D2/2x range. The distances of 15, 12, and 10 feet fall between

the D2/2X and D2 /4X range. These last five distances can be considered as

being within the transition region (defined in section D). The distance of 6

feet is well within the D2 /4X criteria of the Fresnal region. Therefore, a

* well represented sampling was tested for all regions.

* 2. Anechoic Chamber

The same procedures described above were utilized for the anechoic

chamber tests. The standard gain horn was mounted on a smaller tower in

order to position it in the center of the chamber. The first test, conducted

at a separation (R) of 50 feet, was performed with the monopulse antenna

placed 20 feet away from the mouth, of the chamber. Subsequent tests, at

distances of 30, 20, 15, 12, 10, and 6 feet were performed with the monopulse

antenna at the mouth of the chamber. The standard gain horn and its

supporting tower were moved forward from the rear wall of the chamber.

The anechoic chamber is lined with ECCOSORB type FR-340 absorbent

material. At X-band frequencies, the maximum reflected power is 0.035 per-

cent which is greater than or equal to -35 DB. However, more reflections

were encountered in the chamber than on the free space range. This effect,

visible as increased boresight error, is evident in the data.
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C. EXPERIMENTAL RESULTS

Boresight error is defined as the angular difference between the expected

location of the elevation null as determined by geometrical considerations and

the actual null location as detected in the standard gain horn. The motion of

the horn in tracking the null was measured to within one-eighth of an inch.

This correspondes to a test accuracy of 0.08 milliradians at 125 feet and 0.8

milltradians at 6 feet. The angular location of the null was found by a trigono-

metric calculation knowing the antenna separation and the displacement of the

test horn from a horizontal reference. The reference was set at that height

of the test antenna when the monopulse antenna was at zero degrees elevation.

The data is presented as boresight error versus separation as a function of

elevation angle:

In general, boresight errors increased with increasing elevation angle (6)

and decreasing separation (R). The free space data shows a variation of error

at 6 feet separation from +0.75 milliradians at 6 equals zero to +25.5 milli-

radians at 8 equals six degrees. At R equals 50 feet, the maximum variation

is from -1.0 to +0.3 milliradians. This variation may be attributed primarily

to measurement inaccuracies. The anechoic chamber data shows corresponding

variations of 30.5 milliradians and 7.0 milliradlans, a combined effect of

measurement Inaccuracies and reflection variations.

Free space data is plotted in figures 3, 4, and 5. Those curves which

varied- in an identical fashion are grouped together for ease of interpretation.

Anechoic chamber data is plotted in figures 6 and 7.

D. THEORETICAL ANALYSIS

The monopulse antenna tested utilizes both amplitude and phase informa-

tion to obtain target data. Therefore, the following analysis will consider both

phase and amplitude effects as related to the test distance criteria.

The horizontally polarized antenna tested is a linearly polarized electric

field system. Therefore, the electric field components can be described in the

4



spherical coordinate system (R, 6, o) with the origin (0, 0, 0) at the antenna

aperature vertex. For the main pencil beam transmitting lobe the radial

component is represented by the following relationship.

P f(cos O, sin,) e- k + 2)ER =(R 3 +Rý

The normally polarized azimuthal component is then given by

E f(sine, cosqW)eJR- + j( RR R

and the cross-polarized elevation component is given by

E P 2 f(sin 26, sin2q)ej•R 2-

where e is the permittivity of the propagating medium (in this case free space)

- is the propagation constant and equal to 29w/

p - is the electric dipole moment

R - is the radial distance from the aperture

8 - is the elevation angle from the aperture

0 - is the azimuth angle from the aperture

f • - is the antenna aperature distribution function

K - is a constant with a value less than unity

These components can be divided into three regions as a mathematical

function of the distance R.

a) The static field - This field is composed of the inverse cube law

terms (R' 3). They are familiar quantities of electrostatics and DC theory.

5



b) The induction field - This field is composed of the inverse squared

law terms (RA2). They are the quasi-stationary state values encountered in AC

theory. In this region the velocity of propagation of electromagnetic energy is

assumed to have an infinite value.

c) The radiation field - This field is composed of the inverse first

power law termed (R'I). This is the area of retarded electromagnetic action

where the velocity of propagation is a finite constant quantity.

At large distances, where the (R- 3 ) and (R-2 ) terms become negligible so

that the (Rif) term predominates, the radiation field is defined as the far field

of the far zone. In optical terms, this region is called the Fraunhofer region

where the field is a quasi-point source field characterized by a cone of

divergent rays. In the vicinity of the antenna aperature, all three terms are

present and defined as the near fields of the near zone. In optical terms, this

is the Fresnal region where a column of parallel rays propagate geometrically

from the aperature.

1. Phase Errors

Utilizing a geometrical-optical approach, the Fresnal region is also

defined as the region where the aperature can be divided into half-wavelength

annular Fresnal zones. The distance at which the entire aperture appears as

one Fresnal zone occurs at

D2

R = D12

where D is the maximum nhysical aperture dimension and A is the wavelength

of the operating frequency.

But this limit of the Fresnal region can not be taken as the beginning

of the far field or Fraunhofer region. For at this distance, the contributions

from the edge of the aperture are 180 degrees out of phase with that from the

center. The Fraunhofer region assumes that the path differences between

points on the aperature to the distant point are negligible. This region separa-

ting the Fresnal and Fraunhofer region is known as the Transition region or

optically the shadow region.
6



This region is not however, just the superposition of the induction and

radiation fields. The two contradictory interpretations of finite and infinite

velocities of propagation cannot be combined rationally. The instantaneous

induction field action and the retarded action of the radiation field are incon-

sistent. The intermediate Transition region contains a single field that obeys

a complicated law.

In the Fresnal and Transition regions, all the electric field com-

ponents are present. They are mutually perpendicular and differ in phase.

The resultant electric vector is, therefore, neither linear nor a plane wave.

It is,generally, eliptically or circularly polarized in a changing plane.

The beginning of the Fraunhofer region for test purposes is dependent

up n the value of allowable errors and the type of antenna being tested. Listed

in Table I are the quadiatic phase errors for various values of test antenna

separation (R). The generally accepted criteria for boresight measurements

is at distances of (reference 1).

2
R >

for pattern measurements (references 4 to 12) the criteria is

2D2

for backscattering or reflectivity measurements the criteria accepted (refer-

ence 4) is

R 2-- 2

2. Amplitude Variation

The near field errors due to amplitude variations are not as pro-

nounced as those of the phase errors. The amplitude decrease at 2D2 A is

approximately 0.086 to 0.100 decibels (DB) at the point of maximum gain.

7



Across the entire aperture this variation is generally in the order of 0.25 DB.
For a defocused paraboloid or antenna which has a large phase curvature, such

as a horn, the error in measured maximum gain can be as great as 0.03 DB.

At a distance of D2 /X the amplitude is decreased by 0.506 DB at the

point of maximum gain. This decrease in gain is also accompanied by an
increase in the minima of the side lobe structure and an increase of the side

lobe maxima. Within the Fresnal zone the gain decreases from 2.5 DB at

D2/4k to 13 DB at D2/10X the main beam bifurcates up to the region of D2/16X

where the gain is reduced to 17 DB.

In Table I are listed the theoretical gain reduction at the point of

maximum gain as compared to the theoretical gain at infinity (references 2
2to 11). In general, however, for test conducted beyond D A, the amplitude

errors are not the limiting test criteria. The range of test system accuracy

falls between the ±0.1 to +0.5 DB tolerances (reference 1).

TABLE I. THEORETICAL AMPLITUDE AND PHASE ERROR

Distance Quadratic Phase Error Amplitude Error
(R) (degrees)* (DB)

D2/4X 180 -2.50

D2/2X 90 - .80

D 2/A 45 - .51

2D2 22.5 - .09

4D2 A 11.25 - .01

E. CONCLUSIONS

Monopulse radar operation is dependent upon the amplitude and phase of

both the sum and difference channels. The amplitude variations for either
channel are of the order of system and testing accuracy. The phase errors are

the more predominate criteria. In the sum channel the one main lobe is

8



essentially of the same phase until the first side lobe minima. In system

operation the information is generally confined to the region of the main lobe

within the -3 DB points. In this area the phase errors, as well as amt)litude

errors are very small.

In the elevation difference channel, the two main lobes are of opposite
phase with one being of the same phase as the sum channel main lobe. The

crossover phase point for the elevation channel occurs at the central null

region. Since boresight is defined as the position of the elevation null, any

phase errors in this critical area appear as BSE. This is the quantity
measured and presented, BSE due to null position shift.

Test conducted on both ranges displayed general characteristics that were

common to both. As the distance was decreased from the far field into the

near field, the BSE increased from zero to larger values in an expontential

type curve that was modified by a sinusoidal variation. Also, except for a

few random cases, the BSE increpxsed for increased elevation angle. The

errors encountered in the anechoic chamber are also generally, greater than
those taken on the free-space range. This is directly related to the increased

reflections encountered in the anechoic chamber. A general mathematical

relationship can be expressed in the form:

BSE - Ksintet

where (t) and (t 1) are functions of elevation angle (8), distance (r) and range

reflection characteristics (r), I. e.

t = f(8, r, r"

and

1 11t f. (6, r, r, )

The data obtained at fifty feet on the free space range verifies the generally

accepted boresight criteria of an antenna separation greater than D2 X"1. The
errors encountered at this distance varied from +0.3 to -1.0 milliradians which

9



are generally in the order of magnitude of overall system inaccuracies. The

data.obtained at fifty feet in the anechoic chamber indicate that the D2 )L_1

criteria is insufficient when reflections are present. The boresight errors in

the chamber varied a total of 7 milliradians which is entirely unsatisfactory

for boresight testing.

The iesults of the data also indicate that boresight errors in the near field

of an antenna are very significant. Unless these errors are known and cali-

brated, radar checkout equipment operated in the near field is very impractical.

Some means must be utilized to compensate for these errors. Phase correcting

microwave lens are one approach that may be feasible for radar testing in the

near field of an antenna.

10
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INPUT IMPEDANCE BY THE METHOD OF

SYMMETRICAL COMPONENTS AND AN

ALTERNATING CURRENT NETWORK CALCULATOR
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INTRODUCTION

When two or norle anitennas are used in an ar'ray, the feed point impedance of each element

depends upon the nmtual (ooupling belween that element and the others pllus the effect of its

self-impedance. Equation for finding the self-and mutual impedance of antennas in an array
1

have been derived. A set of equations that describes the terminal characteristics of antennas
2

in an array has also been derived. The feed point impedance may be calculated from these

equations. It will be shown later that the number of equations for a given array is the same

as the number of antennas used in that array, and that each equation has the same number of

terms as the number of antenna elements. As the number of equations increases, the more

laborious the solution becomes. There is, then, a need for some type of model or analog to

represent the antenna array so that measurements may be made that yield the feed point, or

input impedance, to each element.

The general forms of the equations lend themselves to a solution using the superposition

theorem as applied to polyphase systems or, as it is commonly termed, the method of sym-

metrical components.

It is the purpose of this paper to represent the equations of arrays of thin linear antennas

by an equivalent electrical network and to solve for the input impedance of each antenna in

the array using the method of symmetrical components. The solution of these equations in-

volves the use of a special purpose analog computor (a-c network calculator or analyzer)

which has been used extensively in the solution of electrical power system problems involving

the use of symmetrical components.

Equivalent Circuit of the Antenna Array

In order to measure the feed point impedance of an antenna in an array it is necessary to

make measurements at its terminals.

V.
1In general, the self-impedance , Z ii, of antenna is defined as Z ii .- when V a=

Vb - V = V ... = V = 0. (See Figure 1)
c j n

V..
The mutual impedance of antenna in an array is defined as Z ij= Ii ' where V.ij is the

open circuit voltage produced at the terminals of antenna j due to a circuit in antenna i.

Since the antennas are linear and bilateral, Z = Z... The self-and mutual impedance of

these linear antennas in an array may be calculated.

-1-



ANT. ANT. ANT. ANT. ANT. ANT.
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It t t t t t
A B C IN

VA$_ VB4_ VC4 I V14I VJ4-_ VN4 --

1/71111111177711117/7111/Ii77

Figure 1. Array of n Antennas

It has been shown that the equations of n antennas in an array are,

(1) Ra I aaZaa + %bzab + IcZac . ...... + InZan

Eb = a zba + Ib Zbb + IcZbc . ...... + InZbn

a ca + 'b Zcb + I Z + ...... +... ZI Z

En =a Zna + 0 Z 1 + Icz + ...... + I Z

The above equations are identical to Kirchhoff's second law equations for linear bilateral

networks. Therefore it is possible to find an electrical network where Kirchhoff's law equations
4

are analogous to equation 1. Such a circuit is pictured in Figure 2. This network is , then,

the equivalent circuit of an n element array of antennas as far as the terminal characteristics

of the array are concerned.

Once the dimensions of the antennas and their spacing in the array are determined, the self-

and mutual impedances may be found. Knowing these impedances and spacings, an analogous

network similar to the general network (Figure 2) may be derived.
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The networks may then be programmed on a network calculator and nmeasurements of feed

poinlt voltages may be obtained for various current distributions on the antennas. From these

measurements the input impedance may be calculated since

Ea
Zinput - I - input impedance to antenna a (2)

This calculation may be made by conventional mathematical means but, if there are more

than a few antennas, the calculation becomes very laborious.

THE USE OF SYMMETRICAL COMPONENTS

There are two reasons for using symmetrical components in the solution of Equations (1).

First, the method of symmetrical components is a method by which unbalanced currents may

be broken into components such that these components may be arranged to form balanced

systems. This greatly simplifies the operation of a network calculator. The solution for

each balanced system of components may then be found and combined for the complete

solution. Second, in the case of a symmetrical array the solution of the equations is simpli-

fied to such an extent that it is actually easier to solve the equations by symmetrical com-

ponents alone rather than using a network calculator.

To explain the use of symmetrical components as it applies to this problem, assume an n

element array of the type shown in Figure 1. Unbalanced currents Ia' 'b, 'c .... In are

applied to antennas a, b, c, .... n, respectively. For a multiphase system, it has been

shown that the currents and voltages may be broken into components as shown below.

Ia ao + al + Ia2 . ...... Ia(n-1) (3)

'b =bo + bl + 'b2 . ...... b(n-1)

= I + + 1 ...... InIn no Inl n2 n(n-l)

and

Ea E ao + E=al + E +. ....... Ea(n-1) (4)

Eb = Bo + Ebl + Eb2 . ...... Eb (n-I)

E n E + E + ...... En
- n no nl n2 (n-l)

-4--



where the first subscript indicates the antenna and the second indicates the set (or sequence)

of components. In each sequence, each antenna current or voltage Is related to the other

antenna quantities by the x power of an operator, p, that causes a progressive phase shift of

0=360 whr ejxO
- 60 n wherep = leJ, n is the number of antennas in the array, and xis the order

of the sequence. For example, in a three-element array of antennas,

0 360 =1200

3

Zero Sequence First Sequence Second Sequence

p = eJ = 1 + jo p = e j120 (7r/180) p = e 240 (ir/180)

2

'b p 2al 'b2 P'a2

Iao 'bo 'co Icl. PI al Ic2 = p21a2

c 1 Ib2

Ial Ia2

Ieo

CO cobl 'c2

It can also be shown, by solving equations (3) for the sequency components I Iat' Ia2 and

considering a three-element array, (I. e., n = 3) that,

Iao = 1/3 (Ia + lb + le) (5)

Ial = 1/3 (1a + plb + p2Ic)

Ia2 = 1/3 (1a + p21b + pIc).c

By substituting the sequence currents into equations (3), equations (1) for a three-element

array becomes,

E= Ilao+ al + a2 Zaa + Ilbo + Ibl + b2 Zab (6)

+ tIco + 'cl + Ic2] Zac

E b lao + lax + la2 I Z ba + I Ibo + Ibl + Ib2I Zbb

+[Ico + 'cI + 1c2 1  Zbc

-5-



E +ao 'al + Ia2 1  Z C+ I11) 'bi + 'b2I Z,,

+ I 'co+ Icl + Ic2 I Zcc.

By definition, let the voltages due to the zero sequence currents be,
E) = I Z + LZo Iab

E) ao Iao aa + oab co ac (7)

E) bo = Iao Zba + lbo Zbb + Ico Zbc

E) co = Iao Z ca + ho Zb + coZ cc.

Similar sets of equations can be written for each sequenc and E)al, E)a2' E) and E)b2 are

defined as the voltage due to the first and second sequence currents, respectively. Then,

Ea =E)ao + E)al + E)a2 (8)

Eb E)bo + E)bl + E

Ec = E) + E) + E)
co ci c2.

The input impedance for antenna C for example is
E_ c (9)

Zant C Ic

of course this procedure may be extended for any number of antennas in an array.

By programming the equivalent circuit of the array on a network calculator and impressing

the sequence currents, the sequence voltages may be measured and then combined to give the

total feed point voltages, Ea' Eb, E ... E , respectively. Once these are known, the input

impedance can be found.

SYMMETRICAL RING ARRAYS

The mathematical solution is greatly simplified, if the antenna array is a symmetrical

ring array.

Consider a symmetrical ring array of three antennas, a, b, and c spaced as shown in

Figure 3. In this case, it can be shown that Zaa = Zbb = Zcc) Zab = Zbc = Zac.

The equations for the voltages, due to the zero sequence currents, remembering that

Iao = obo = 1.0, can be written as follows,

-6-



ANT. C D1 = D 2= D 3
2 D 2

12 

3

D 3  D2

ANT. A D ANT. B

Figure 3. Symmetrical Ring Array of Three Antennas

V)ao f Tao (Z aa + Zab + Zac) (10)

E)bo = 'bo (Zba + Zbb + Zbc

E)co V Ico (Zca + Zcb + Zcc)

Since this is a symmetrical Ring Array,

Zo 0 Zaa + Zab + Zac (11)

SZba + Zbb + Zbc

=Zca + Zcb + Zcc

where Z is the impedance offered to zero sequence current. Substituting Z in equationso 0
(10) they become,

E) =21 Z =EZ (12)

ao ao o ao

E)bo= 'bo Z =Eo Ebo

E)cc 
o Z0

-7-



which are the zero sequence voltages.

The equations for the voltages due to the first sequence currents, remembering that

p j)I are
a, C I a,

E) a I a I (Z aa + P 2 Z ab + PZ ac (13)

E) I (p Z + Z + 1) 2 Z
b b I ba bb be)

E) I (P 2 Z + PZ + Z
c c ca eb cc

and as before,

Z Z aa + p 2 Z ab + PZ ac (14)

PZ ba + Z bb + p 2 Z be

p 2 Z ca + PZ bb + Z CC)

where Z 1 is the impedance offered to the first sequence currents. Substituting Z in equations

10, they become

E) I Z E
a a I a 1 (15)

E)b E = p 2 E
I 'b I Z1 b I a

E) I Z E = pE
C c I I c I a

E a,9 E b I and E c I are the first sequence voltages. In a similar manner the impedance offered

to the second sequence currents is

Z 2 Z aa + p Z ab + P Z ac (16)

and

2 2 2

E) Ib Z E p E
b 2 2 2 b 2 a 2

E) c 2 1 c 2 Z 2 E c 2 p 2 E a 2



where Ea2, Eb 2, and Ec2 are the second sequence voltages.

As before, the input impedance to antenna c is
E E+E +cE Eco0 ECI Ec 2

Z input = Ic = - 2 (18)
ant C c c

It should be noted that, once the sequence impedances are found, they do not change with

excitation. The sequence impedances are strictly a function of antenna contstruction and

spacing in a symmetrical ring array. Thus, the calculation of sequence voltages is greatly

simplified. Case I shows the results of this method of calculation.

PRESENTATION OF THE DATA

The data obtained in this investigation will be presented in the following manner:

(1) The number, half-length, and spacing of the antennas in the array

(2) The self and mutual impedances of the antennas

(3) The equations of the array

(4) The assumed antenna currents

-6 (5) The equivalent circuit of the antenna array

(6) The tabulated data for tne case. This includes a comparison of the measured and

calculated input impedances.

The number, half-length, and spacing of the antennas were assumed and their corresponding

impedances determined . The equations for the array were written and an equivalent circuit

was devised to represent these equations. The equivalent circuit was then programed on an

a-c network calculator. The assumed currents were analyzed for their symmetrical compo-

nents. Each set of sequence currents, r3spectively, was then impressed on the circuit and

the voltages due to that set of sequence currents were measured at those points on the equiva-

lent circuit which would correspond to the feed points of the antennas. The impressed

currents and measured voltages were then tabulated.

The equivalent circuit shown in each case is the circuit that was programed on the network

calculator. Conductive coupling was used in all cases to eliminate the use of 1:1 transformers.

Since the transformers are not without loss, they would have introduced some error.

A symmetrical array is shown in Case I, so Table I shows the calculated sequence voltage

in addition to the total voltage which was calculated by solving the original equations of the

antenna array.

-9-



CASE I

Input Impedance of a Symmetrical Ring Array

of Four Antennas

Four antennas of half-length H A and with their spacing as shown in Figure 4.

ANT. D

_ 

/4

ANT. A 4-- .354,A -- 1.0'ANT. C

74A

A NT B

Figure 4

Symmetrical Ring Array of Four Antennas

(2) From the above information it was found,

Z fZ Zff = 37.4 +j 21
aa bb cc dd

Zab = Z f Z = Z f 20.4-j 14.2
ab be cd da

ac = be -8. 3-j 18. 8

"(3) The equations for a four antenna array are,

a a aa ab ac a Zad

v• ~Eb = Iazba +IbZbb +I cZbc + .Idzbd

E =I Z +IZ + I Z + I Z

c a ca + ebucc +'Ze+'d Zed

Ed Iazda + Zbzdb c dc d dd

-10-



T
12. 1 +J 4.7 12. 1 +J 4.7

ANT. A EA ANT. B EB ANT. C EC ANT. D D

fIA B IC IFD

4.5 +J 30.4 4.5 +J 30.4 4.5 +J 30.4 4.5 + J 30.4

12.1 +J 4.7

12.1 +J 4.7

8.3 -J 18.8

Figure 5. Equivalent Circuit of an Array of Four Antennas
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(4) The currents for each of the ;tolctoio-s werc assumied to t,' :Is follows,

S= I. 5 /30oIa)

S= 1.0 /-60oI)

I = 2.0 /45o

S= 1.0/120'

(5) The equivalent circuit for a four antenna array is shown in Figure 5.

(6) Tabulated data for a four antenna array is shown in Table I.

CASE II

Input Impedance of an Array of Five Antennas

(1) Five antennas of half-length H = x and with their spacing as shown in Figure 6.4

ANT. D

4 4

.177,X

ANT. A .7A .1.177X ANT. CANT. E

.177 /X

Z

ANT. B

Figure 6. An Array of Five Antennas
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(2) From the above information it was found,

Z =Z = Z = Z Z =37.7 +j21
aa bb cc dd ee=

Zab = Z = Zcd =Zda = 20.4 -j14.2

Zac = Zbd = 8.3 -j18.8

Zae = Zbe = Zce = Zde = 27.9 -j7.0

(3) The equations for a five antenna array are,

Ea = Ia Zaa + IbZab + IZb + I Z + IdZad + I Z

Eb = I aZba + Ib Zbb + 'cZbc + IdZbd + Ie Zne

E -- =Ia Zca + Ib Zcb + 1c Zcc + IdZcd + 'e Zce

Ed Ia Zda + IbZdb + IcZdc + IdZdd + I de
Ee = aZ ea+ Ib Zeb + I Z + Z + Z

ebe aeac ec dZed e ee

(4) The currents for each of the antennas were assumed to be as follows,

= 01 a 1.0/ 0°
a

=- 3.0/-60'

I =2.0/45°
c

I = 1.5/-120°

I = 1.0/goo
e

(5) The equivalent circuit for a five antenna array is shown in Figure 7.

(6) Tabulated data for a five antenna array is shown in Table II.

CONCLUSIONS

A small difference is seen, in some instances, between the measured and calculated values

of input impedance. The main cause of this is the fact that a pure inductance cannot be ob-

tained on a network calculator and, while in some cases compensation may be made for the

resistance that is present in the coil, in other cases it was quite impossible. In cases where

a negative resistance occured a special circuit was used to represent it. This circuit is shown

in Appendix I.

-14-



ANT. A EA ANT. B EB ANT C EC ANT. D ED ANT.E EE

IFIA IrlB IC IfID I E

4.5 +J 30.6 4.5 +J 30.6 4.5 +J 30.6 4.5 + J 30.6 10.0 +J

28.0

12.1 +J 4.6

12.1 +J 4.6

-18.7 -J 11.8

27.0 -J 7.0

Figure 7. Equivalent Circuit of an Array of Five Antennas
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The adjustment or balancing of the equivalent circuit programmed on the network calculator

is an iterative process. The rate of o•tlaining a balanced system increased as techniques were

developed and solutions for the prloblem could be obtained quite rapidly.

In general, the values of input impedance obtained by using the a-c network calculator

were the same as those calculated by conventional means. Except for antenna arrays with a

low number of elements, and except for symmetrical ring arroys, the calculator solution is

less laborious.

-17-



APPENDIX I

EQUIVALENT CIRCUIT FOR REPRESENTING

NEGATIVE. RESISTANCES

Wherc negative resistances were necessary in this investigation, a circuit such as that

shown in Figure 8 was used.

By connecting the primaries of two 1:1 transformers in series and the secondaries in para-

llel and by adjusting the generator to the proper voltage and phase to give a zero current in the

jumber across the primaries, a negative resistance appears between points A and B. When

Ijumper = 0, the primary and secondary currents are equal in magnitude and opposite in phase.

This requires that the generator supply be 21 at point B and the voltage drop between points A

and B becomes,

V = -IR

or,

V = I (-R).
ab

The resistance represented between points A and B becomes,

Vab
- ab 

(-R).

A generator could have been used to represent a negative resistance; however, adjustments

are difficult to make.

-18-



C I I

B

I (JUMPER)= 0

VAB

Figure 8. Equivalent Circuit for Representing Negative Resistance
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Hydroacoustic Simulation of Antenna Radiation CharacteristicsI

by

M. L. Parker, Jr., W. A. Meyer, and H. J. Hewitt2

1. INTRODUCTION

Measurement techniques that describe the characteristics of electro-

magnetic radiators have long been of interest to the antenna engineer. The

radiation and propagation of acoustic energy Ln water is, in many ways,

analogous to the radiation and propagation of radio-frequency energy. The

propagation velocity of hydroacoustic energy (l1.45 x l• meters/second)

results in millimeter wavelengths in the low and medium frequency range.

Consequently, relatively small scale antenna models are possible at

frequencies where instrumentation is simplified. A theoretical and ex-

perimental investigation of techniquies to sixiate the radiation charac-

teristics of antennas using acoustic radiators propagating into a water

medium has been conducted. The fiz,,st phýase of the investigation involved

a feasibility study employing, primarily, empirical methods. During this

phase it has demonstrated that the radiati-on pattern of a large reflector

antenna could be simulated, hydroacoustically. This paper reports on the

second phase of the irnvestigation which dealt with tme development of

facilities and techniques employed in the hydroacoust-c simulation of

1. The work described in this paper was supported by the Rome Air Develop-
mernt Center under Contracts AF 30(602)-*2295 and AF 30(6,)2-2735.

2. M. L. Parker and W. A. Meyer, Melpar, Inc., Falls Church, Va.;
4 H. J. Hewitt, Rome Air Development Center, FiDne, N. Y.



antenna radiation characteristics. A large (4o ft. x 30 ft. x 6 ft.) hydro-

acoustic test tank was constructed, and considerable effort expended in

making the tank essentially anechoic. Fabrication techniques for transducers,

and methods of controlling their radiation pattern were developed. Pattern

control techniques included the use of masks, horns and arrays.

2. TEST FACILITIES

A fundamental requirement for any successful program of measuring

antenna or antenna system characteristics is an adequate test facility.

The characteristics desired for the hydroacoustic modeling facility are

essentially the same as those of an antenna test range, and the propagation

medium characteristics would, ideally, be those of free space. A choice

of a practical hydroacoustic test facility must be based, primarily, on the

ability of the facility to minimize reflections. There are three techn-

iques available to achieve this goal: (1) control of the configuration

of the water boundary, (2) use of absorbing material at the boundaries,

and (3) the use of specialized instrumentation to exclude undesired

reflection signals from the measuring instruments.

Range requirements are a function of frequency and antenna size just

as in r-f antenna measurements. A minimum range of d2 /-/v is desirable

where d is the maximum dimension of the antenna model under test, and

is the hydroacoustic wavelength. Instrumentation requirements are similar

to those of an enclosed anechoic antenna range. Some specialized equip-

ment may be required to reduce reflection problems. Certain minimum range

2



requirements are deemed necessary for the successful employment of hydro-

acoustic modeling techniques. These are:

a. A homogenious water medium with reflection levels at least -30 db

below the main signal.

b. A tank size capable of providing a range of at least d 2x for the

modeling frequencies and antenna sizes to be employed.

c. A system, linear, dynamic range of 30 db with sufficient power to

reduce system noise influence to a minimum.

A review of the available literature and consultation with hydroacoustic

authorities revealed that construction of an essentially anechoic test

facility capable of operating over a broad band of frequencies (10 to 1),

is a difficult, costly, and somewhat empirical procedure. An added

hindrance encountered in the design of hydroacoustic test facilities for

modeling antenna characteristics was the limited information on practical

methods and materials for the development of an anechoic, hydroacoustic

tank in the 100 kc - 1 mc frequency range deemed suitable for antenna

modeling techniques. A detailed study was made of available information

pertaining to hydroacoustic tank designs to facilitate the determination

of the most feasible tank shape and construction materials from both

economic and technical viewpoints, Several techniques for reducing the

effects of reflections in hydroacoustic test tanks were experimentally

explored in an effort to provide a reliable test range. There are three

general techniques that can be employed: (1) pulse techniques, (2) the

complete lining of the medium boundaries with hydroacoustic absorbers,

3



and (3) the use of baffles -of hydroacoustic absorber which, when properly

placed, will reduce reflections. The latter two techniques were rather

extensively examined during the study which this paper describes.

As the result of an investigation of hydroacoustic absorbing material,

it was concluded that Insulkrete,3 a porous absorber developed in 1953 at

the U.S. Navy's Underwater Sound Reference Laboratory in Orlando, Florida,

was best suited for the test tank facilities to be ubed at Melpar. Insul-

krete consists of a mixture of four parts by volume of loose, pine sawdust

to one part of Portland cement. The sawdust-cement mixture is formed into

a wedge shape, and installed with adjacent wedge dihedrals orthogonal to

each other. A baffle of Insulkrete installed in a small (6 ft. x 6 ft. x

6 ft.) test tank used at Melpar is shown in Figure 1. A second, larger,

test tank (40 ft. x 30 ft. x 6 ft.) was constructed at Melpar for use in

the study of modeling techniques. Several baffles of Insulkrete wedges

were placed at strategic points along the sides and on the bottom and top

surfaces of the tank. Figure 2 shows a portion of this tank with the

baffles installed. As a result of the use of Insulkrete in both the

small and large test tanks, range conditions approaching those deemed

desirable were obtained.

3. TRANSDUCER LESIM

The transducer is a basic element of any hydroacoustic modeling

technique. It was, therefore, necessary to have a thorough knowledge of

3. Darver, C. 1., "An Underwater Sound Absorber for an Anechoic Tank,
USNUSRL, Orlando, Florida, ASTIA No. AD 36133 (1953)
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Figure 1. Baffle ;f Insulkrete Wedges in Small Test Tank



A1106.01-33

Figure 2. Portion of Insulkrete Installation in Large Test Tank
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degrades the pattern of the transducer. The beryllium wire spring and

button provide a flexible contact between the connector and the crystal.

This minimizes the clamping effect on the element and improves the trans-

ducer efficiency. While not having ideal pattern characteristics, pairs

of transducers of this type showed great improvement over commercial

transducers,

Investigation of horns and waveguide techniques, and of array techn-

iques requires the use of transducers which hatve broad radiation patterns.

In addition, a transducer design was desired which would allow for quick

changes of element size and configuration without the necessity of fabri-

cating a new case and feed each time. To accomplish these ends, another

transducer configuration was designed and fabricated (Figure 4). The

advantage of this design is the replaceable cork disks and threaded cap.

The cork disks w•-ere cut m oheet d stock to the proper diameter. Holes

were then drilled or cut in the blanks to the shape of the crystal element

or elements to be used, The desired cork disk and crystals were the

positioned in the case and the cap was screwed on to hold them in place.

The cap aperture is large and does not contact crystal elements. The

elements are held in the cork by friction, Electrical contact is made

by painting a lead of conducting silver paint between the element and

the cap.
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Figure 4. Exchangeable Element Transducer
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h. PATTERN SYNTHESIS TECHNIQUES

From a theoretical consideration, it would seem that one of the

most obvious techniques for controlling a transducer pattern is through

the variation of the nperture size and shape. Thus,a masking material

may be placed over the transducer aperture tn alter its aperture size and

shape. Such a method of altering the aperture size has been investigated,

utilizing cork and metal masks over the transducer aperture. From a

practical viewpoint, there are, in general, three major handicaps

encountered in using the masking technique for transducer patter control:

1) Patterns produced by the masking technique are a function of

the transducer patterns.

2) A sharp decrease in transducer sensitivity is produced by the

damping effect of masking material.

3) The theoretical prediction of the sidelobes is quite difficult

because of the high amplitude taper of the clamped aperture and the

sensitivity of the sidelobes to crystal surface variation and variations

in the clamping of the mask.

Because of some of the inherent handicaps encountered in utilizing

the masking techniques for controlling transducer patterns, it was

decided that an experimental investigation should be pursued to determine

the feasibility of using hydroacoustic horns. In general, a hydroacoustic

horn could be used to modify the characteristics of a transducer and

improve the impedance match between the transduc-r and the medium of

propagation. In an effort to explore the practicality of using hydro-

acoustic horns for pattern synthesis, a number of rectangular aperture

1_1



horns were fabricated so that their characteristics could be determined

over the frequency range of interest, (Figure 5).

From the experimental investigation of hydroacoustic horns, it has

been determined that (1) approximately the same directivity pattern is

produced by hydroacoustic horn as predicted by theory, provided the feed

transducer produces a broad cosine-type pattern, (2) a relative gain can

be realized from a hydroacoustic horn as with r-f horns, and (3) the

throat dimension of the hydroacoustic horn determines the lower cutoff

frequency.

A great many antennas utilize ground planes or shaped reflectors

to produce the radiation characteristics desired. The reflector used

in the hydroacoustic medium must produce effects similar to the electro-

magnetic reflector. Daring this study, a hydroacoustic model of a radar

antenna having a shaped reflector fabricated from fiberglass was used.

It was noted that the secondary pattern of the fiberglass reflector was

extremely frequency-sensitive, and, at certain frequencies, produced

nulls on the axis of the antenxna reflector because of the phase cancel-

lation produced by the thickness of the fiberglass. To reproduce, in

water, single-surface reflecting characteristics of an elect'romagnetic

reflector, it was necessary to prodoce an air-water interface of perfect

reflectivity for hydroacoustic waves. A reflector was fabricated with

Isocyanate form to produce a smooth surface w-ith enclosed unicellular

air bubbles (Figure 6,). r---tt-e.-1) ,ta surePm.R-n!, taken over the same

frequency range with this reflector revealed that there was no bifur-

cation of the beam as was noted with the fiberglass reflector antenna.

12
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Figure 5. Hydroacoustic Horns and Transducer F,-(d
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Fzi'ure 6. AN/FPS-8 Hydroacoustic Foam Model and Large Tank
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Investigation of array techniques in the synthesis of antenna

radiation patterns was undertaken during this study. Transducer arrays

could be used to simulate the characteristics of r-f arrays0  In addition,

the arrangement of transducer elements of the proper size with the proper

orientation to each other would provide a more versatile and reliable

pattern control technique over that of masking. Finally, the development

of array techniques offered a method of simulating the characteristics of

more sophisticated antenna types, and of synthesizing the characteristics

of large aperture antennas. A nine-element array of square piezoelectric

elements was fed from a common line th:rough spring finger contacts to the

individual piezoelectric elements, resulting in a uniform amplitude, in-

phase array. Patterns produced by the nine-element array were generally

symmetrical and grating lobes were ganrerated aw. the higher frequencies in

agreement with array theory, Tc. proJt.re a more Ver-at.le experimental

array, a six-element a-.ray was fabriLcated with each element fed individually

by its own coaxial l'ine (Figure 7). With Uns array, at was possible to

examine not only the array pattern, but also the in~dividual element

patterns. The measurement of the indiwvidual element signal levels indi-

cated a slight amplitude taper from t÷e center element3 to the end elements

of about 2 db. This is attributed to the asynmetry of the end element

environment as cpposcd to that 4- -mn nonter element. The patterns of

the six elements, when fed by a simple power divider of coaxial tees,

were exceptionally good in the range from 150 to 20 kco. A typical

pattern is shown in Figare 8. A comparison of theoretical and measured

beamwidth characteristics of the mrlitielement arrays showed excellent

4
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agreement in all cases. in addition, there is good correlation between

the theoretical and measured sidelobe char atteristics includirg grating

lobe position0

5. SUMMARY

The results of the investigation of hydxcazoustu¢ modeling indicate

that hydroacoustic tetniques ýan be used su'Žzessfti2Ily t- simulate the

radiation patterns of antennas using small scale models at frequencies

where instrumentation is simplified. Methods for- the construction of

useful and reliable test facilities and transducers have been developed.

A number of techniques for the synthesl.. .,f anTenna ra.iiati_-n patterns

have been investigated. Since this paper is in the form of an abstract..

it is impossible to discuss thoroughly the complex aspects cf this subject.

For a more detailed discussion, intureuted pe.u,.nr .:% referred to the

final reports issued in conjar,.tllo,i with -' -"or.tra,,ts Involved. 5

4. Pullars, J. CG., "Model Te:hr-l 2,e-i F: rterf,;rer.-• Measarements;"'
final report, Melpar-, Tr-o, FC-Li Ch..'-. U I, PADC--TR,.o61-l91
(July 1961)

5. Meyer, W. A. et •il "B•n• Rep; M-t9 Te. :3.. f.-l. Tterferenrc.e
Measurements," final report. Malar. Zr...,. Fa•9, Ch,'r h- Va.,
RADC-TDR-63-281. (June 1-963)
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