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BROADBAND ANTENNA FEEDS FOR ARIS TELEMETRY SYSTEM
by

E. P. Valkenburg and J. C. Pullara

The antenna feed systems described in this paper were designed and
developed to satisfy the broadband telemetry tracking requirements of two Advance Range
Instrumentation Ships (figure 1). Each ship is instrumented with tracking and data
collection equipment considered by many to be more sophisticated than most existing
tracking facilities on the Atlantic Missile Range. The additional ability of the ARIS
System to be deployed in support of almost any mission has greatly increased the capa-
bilities of the Atlantic Missile Range.

The ARIS Telemetry Antenna System is capable of auto-tracking and collect-
ing data at any frequency in the bands 215 to 1000 mc and 12.5 to 14.5 gc; thus fulfilling
both current and future telemetry requirements. Two independent conically scanned feed
systems are provided to {lluminate the 30-foot diameter solid reflector (f/d=0.29) as
shown In figure 2. The Broadband Feed SF-1 (215-1000 mc) is supported at the focal
point of the dish by an octapod spar configuration while the Ku-Band Feed SF-4 (12.5 to
14.5 gc) is located at the vertex of the parabolic reflector. The vertex feed operates on
the Cassegrain principle and is functional only when the hyperbolic sub-reflector is
mounted between the broadband feed and the main dish. The requirement for circular
polarization on each of the feed systems prohibits simultaneous operation in both fre-
quency bands. The sub-reflector is therefore designed to be easily rempved and accu-
rately re-positioned.

Both feeds are conically scanned at 1200 rpm to produce a 20-cycle error
signal required to provide a tracking performance compatible with the high angular accel-
eration capability of the telemetry antenna of 30 degrees per second per second. The
20-cycle scan rate also serves to ensure an adequate safety margin between the inherent
vibrations of the feed and the natural resonant frequencies of other antenna system com-
ponents. Each feed is precision balanced to less than 1-mil double deflection as mea-
sured at the bearing housing to insure a minimum vibration and a maximum feed operating

life.

The conical scan system employed for this program provides two advantages
not available in most conventional systems: "spurious modulation cancellation" and
“scanning symmetry". The simultaneous dual channel operation of the feeds provides for
spurious modulation cancellation by combining the true error signals, which are inherently
180 degrees out of phase, with the spurious modulations which are always in-phase with
respect to each feed element. By using spacial combining techniaues the desired error
signals are made to reinforce while the unwanted spurious modulations are cancelled.
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Figure 1. Advance Range Instrumentation Ship

Figure 2. Telemetry Antenna on Test Range
(Without Cassegrain Reflector)




Scanning symmetry, realized by rotating the entire feed structure about
its axis of symmetry, reduces the polnting error normally encountered in conventional
scan systems, employing offset-waveyuide, scanning splash plates and other techniques,
Pointing errors in conical scan systems are partially due to nutation noise, i.e., modu-.
lation of feed impedance, axial ratio, pattern, etc. produced by the scanning device.
Nutation noise of the feed and its rotary joint can therefore be held to a minimum by
careful design of mechanical symmetry in both the feed and its environment.

The symmetry and phasing properties of the broadband feed configuration
permit increased pointing accuracy as a result of the cancellation of spurious amplitude
modulation and other unwanted signals caused by multipath and missile spin. This dual~
channel system attains an accuracy comparable to that of a monopulse system without
the complexities associated with such a system, and these characteristics are attained
over a bandwidth greatly exceeding that of a multi-channel phase coherent receiving
system, '

This paper describes the design philosophy employed in the r-f development -
of each of the feeds and presents the performance of each feed when installed in the
30-foot reflector.

Broadband Feed SF-1 (215-1000 mc)

The feed comprises two oppositely wound conical spiral antennas {figure 3)
which permit simultaneous reception of left and right circularly polarized waves, The
conical spiral antenna belongs to the class of frequency independent antennas and there-
fore provides essentially constant beamwidth, axial ratio, and impedance over the oper-
ating band. The spiral is fed at the tip of the cone with a broadband balun to provide a
balanced transformation from the 50-ohm coaxial line impedance at the base of the cone
to the 150-ohm characteristic impedance of the antenna. This transformation is realized
by a rigid coaxial line whose outer conductor is linearly tapered. Tchebychev and
logarithmic taper functions were considered; however, the performance improvements
were not sufficient to justify the associated increase in fabrication costs.

The successful operation of the balun depends on the degree of symmetry
realized in its fabrication. If balun symmetry is not realized, a substantial increase in
VSWR, axial ratio and pattern asymmetry will be experienced.

A 10 db beamwidth of 162 degrees is required of the feed to provide an
illumination of the 30-foot reflector (f/d = .29) commensurate with the required gain and
sidelobe performance. This requirement was fulfilled by a 30-degree cone with a con-
ductor pitch angle of 73 degrees. The length of the cone is dictated by the requirement
that the base diameter must be one wavelength in circumference at the lowest operating
frequency (215 mc). An additional length (20-30%) is commonly employed to insure a
strong and symmetrical radiating current band and to minimize interference caused by
current reflection at the end of the conductor. The design parameters of each cone
(figure 4) wers established on the basis of work performed at the University of Illinois,
(references 1 and 2) and experiemental measurements conducted at Dynatronics, Inc.
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The two cones are positioned diametrically opposite the reflector focal
axis so that each cone axis forms a 22-degree angle with respect to the axis of the
rotation. The angle of 22-degrees was predetermined to provide a constant electrical
spacing between the -phase center and the axis of rotation, independent of the frequency"
of operation.

" The following equations demonstrate that an angle "A" can be found to
provide a constant crossover level independent of frequency (figure 5):

(1) @ = k#@; where k = beam deviation factor <1
and,
41 A sinA.
2) tanf s 4 = T —; forff <€ 10°

where, .41 A is the position of the phase center along the axis of a
30 degree cone with a 73 degree conductor pitch angle;
therefore, substituting {(2) in (1):

- K.4l1 A sina
(3) 8 F

For any given aperture illumination; it can be shown that:

@ ‘BE‘V'\L = ~_K2_DA__; ~where BW = beamwidth and K is a constant in degrees,

For the special condition when,

(5) K _ (K (.4D) sin A
Zb F
Substituting (5) in (3) produces:
KA
¢ = 35—

And finally from (4):

BW -
8 = -
1 KE
This means that for some angle A, where A = sin~ ST AT DR B

_Bzvi will change in proportion to a change in 8 to provide a constant crossover level

independent of frequency.
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For the parameters of the ARIS Program, and crossover at 1 db:
D = 30 feet
K~ = 40°%or .7 radians for BW, ., (reference 3)
k = .8lforf/d = .29 '
F = g8.7feet

-1 _(K)F -

A = s WD W

Therefore:
A = 18 degrees.

It should be noted that the solution for "A" does not account for the beam-
broadening which is experienced at the extremes of the band due to defocusing. Nor
does the solution account for the change in F, used in the expression: -

tang = u41 A SinA ]
F

which is experienced as the phase.centar moves along‘ the cone axis as a function of

_frequency .

The calculated value of A = 18 degrees was used as the starting point of
an experimental program designed to esthblish the optimum value of "A" for a minimum
change in crossover as a function of frequency. The experimental program resulited in
a value A = 22 degrees.

The dual cone assembly is positioned in the reflector so that the axis of
rotation is coincident with the focal axis. The feed is located along the focal axis so
that the phase center position associated with the arithmetical mean frequency between
215-960 mc lies in the focal plane of the reflector. This positioning provides a minimum
and equal amount of defocusing (.65 db loss in gain) at the extremes of the operational
frequency band.

The mechanical design considerations required to produce a feed with the
electrical characteristics described above and a strength-to~weight ratio commensurate
with the requirement for 1200 rpm rotation, could be the subject of another paper. It
should be noted that the 1200 rpm rotation produces a velocity of 185 mph and a force of
about 1000 g's at a point on the periphery of the cone assembly at its largest diameter
(5 feet) . A precision balanced rotating structure is required to ensure the continuing
operation of the feed under these extreme conditions. The curve of figure 6 shows the
variation of dynamic balance as a function of time for a period-of 24 hours. The variation
in balance from t =0 tot = S hours is due to the variation of coefficient of expansion
of the materials in the feed. Stabilization of balance and temperature is realized after.
5 hours of running time,




L e A A i

MFEASURING POIMT
(HORIZ,)

MEASURING POINT

(VERT.)
BEARING HOUSING
" 3.0 "
'f-f N
E |
- 2.5 —
g
% 2,0}—
o~ ] VERT - —
«_% Ir\r
a 1.5
i
]
2 /
3 Y HORIZ,
s \
-,
3 o.sL
g
0 2 € 10 12 14 16 18 20 .22 24

RUNNING TIME {houri) #6893

Figure 6. Balance vs Time o
The two cones are encased in a conical shroud (5 feet in diameter at the -

- base), (figure 7) which serves to minimize the driving horsepower and to reduce the heat
- produced by air turbulence within the radome. The rotating cone assembly is ‘coupled to:

a shaft which is driven at 1200 rpm in the main housing structure., The housing contains
the drive motor, reference generator, rotary joint, heatens, and blowers. The conical
radome serves to protect the precision balanced assembly from the elements and reduces
the wind loading under high speed operation.

The broadband dual channel rotary joint (RT-50) transfers the r-f energy
from each of the rotating cones through a constant impedance to fixed transmission lines
The narrow band frequency limitations of most high speed rotary joints has been overcom
by replacing the commonly used choke-joint with spring loaded contacting surfaces. The
resultant unit provides the required broadband operation with a VSWR of less than 1.5 to
insertion loss less than 0.5 db, and WOW less thanl.1to 1.

The performance of the broadband feed after installation in the 30-foot "
diameter reflector was measured by ITT Federal Laboratories at the Kennedy Antenna
Division Range. :

Beamwidth - (3db

The data presented in fifure 8 shows measured beamwidths slightly wider
than those calculated using a cosine 8 illumination function. The difference is
partly due to the effects of blockage caused by the 5-foot diameter feed and eight 5-inch
diameter spars.
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Sidelobe Level

The data presented in figure 9 shows the average sidelobe level at each
frequency. A sidelobe variation was experienced as a function of the proximity of spars-
with respect to the plane of investigation. The 5-inch metallic spars generated a side-
lobe level variation of about 2.5 db.

Gain

The solid curve of figure 10 shows the results of a thorough analysis to
determine the gainof a 30-foot reflector over the band. The analysis considered all
losses to be encountered in the feed including illumination taper, spillover, blockage,
beam squint, defocusing, crossover, surface tolerance, rotary joint insertion loss, feed
loss, cable loss, and VSWR loss. Most of these parameters are independent of frequency.
The average efficiency of the system at the crossover point is 25 percent. If crossover
is neglected, the gain increases 1 db, resulting in an efficiency of 32 per cent. It
should be noted that the commonly accepted value of reflector efficiency of 55 per cent
does not include losses due to beam squint, defocusing, rotary joint, cablés and VSWR.

The deviations between the calculated gain and the measured points cannot
be fully explained at this time. The close correlation between points in the 215-300 mc
range, the sudden drop of 2 db in the range from 350 to 450 mc, and a further drop of
2 db at 960 mc, correspond to changes in reference antennas. Due to delivery commit-
ments, time did not permit recalibration of the reference standard gain antenna and a
re-measurement of the gain. -

Axial Ratio

The axial ratios presented in figure 11 were measured at the crossover
point where the power level is between 1 db and 2 db below the peak of the beam. Based
on scale model measurements made at Dynatronics, Inc., axial ratio improvements on
the order of 1 db can be expected at the beam maximum.

Crossover Level

The offset of the cones from the focal axis was designed to provide a cross-
over of 1 + 0,5 db. The calculations assumed a constant axial ratio across the secondary
beam, whereas the measurements have shown a variation of approximately 1 db from the
beam maximum to the crossover point. This omission in the calculation is partly respon-
sible for the resultant crossover of 2 + 0.5 db as shown in figure 12, Another reason for
the difference between calculated and measured results is that vertical and horizontal
polarizations were used for the measurements instead of circular. The data presented
have not been corrected for axial ratio.

VSWR

The VSWR data presented in figure 13 was measured at the feed output ter-
minals with the feed installed in the 30-foot reflector. The measurements include reflec-
tions from the cone assembly, parabolic reflector, rotary joint and associated connectors.
The VSWR of the cone assembly alone is less than 2 to 1 while the rotary joint exhibits
a VSWR of less than 1.5 to 1 over the band from 215 to 1000 mc.
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Front View Rear View

Figure 14. Front and Rear View of Vertex Feed

Figure 15. Cassegrain Reflector Mounted on Broadband Feed
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Vertex Feed SF-4 (12.5 to 14.5 gc)

The vertex feed employs the same basic operating principles as the broad-
band feed in that it provides polarization diversity, two independent but simultaneous
channels, and scans at a 1200 rpm. The conical spirals are replaced in the SF-4 feed
with two tff€ularly polarized horns as shown in figure 14. The waveguide horns operate
over the frequency band from 12.5 to 14.5 gc and generate circular polarjzation through
a quarter wave dielectric plate in the circular waveguide at a 45-degree angle with
respect to the input rectangular waveguide. This technique of generating circular polar-
ization was first developed at The Naval Research Laboratories and has since become
a commonly used technique for producing circularly polarized waveguide antennas.

The 30-foot parabolic reflector is easily converted to receive telemetry
signals in the 12.5 to 14.5 gc band by installaing a 5-foot diameter hyperbolic reflector
immediately in front of the broadband feed as shown in the photograph of figure 15. The
resulting Cassegrain system provides a means of using the 30-foot parabolic reflector -
for telemetry tracking in two greatly separated frequency bands without having to replace
the entire feed system. The general design parameters for a Cassegrain antenna are
shown in figure 16 (reference 4).

Normally, the feed would provide a well focused system for optimum gain
and sidelobe performance. However, a defocused system was desired at 13.5 gc in
order to increase the 0.17 degree beamwidth of the 30-foot reflector. The wider beam
increased the cone of acquisition and keeps the crossover slope within the tracking
capabilities of the servo system.,
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Figure 16. Design Parameters of a Cassegrain System
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Movement of the feed from the focal point along the focal axis produces
the quadratic phase error needed to generate a wider beam. The amount of feed dis-
placement required can be calculated by comparing the path lengths of all rays incident
upon the reflector. The maximum difference in path length will o¢cur between the in-
coming ray which strikes the edge of the equivalent parabolic reflector and that which
strikes the cénter of the reflector as shown in figure 17. This difference is used to
determine beam broadening and gain loss. Calculations were verified by experimental
measurements performed at 2200 mcs on a Newtonian system (f/d = .4). The results of
these measurements shown in the chart of figure 18 illustrate the increase in beamwidth
and reduction in gain as a function of feed displacement. '

The experimental program showed a very close correlation with the theo-
retical analysis presented by Lechtrek (reference 5) in the variation of beamwidth as a
function of phase error. -However, a greater loss in gain was experienced experimentally
than was predicted by Lechtrek. It is believed that the complex phenomena .of blockage
and reflector surface tolerance is responsible for the difference between the predicted -
and measured gain function.

The design of the defocussed Cassegrain system was based on the experi-
mental measurements. The fact that the measurements and calculations were made for
a Newtonian system does not restrict their application since the Cassegrain system can
be analysed as an equivalent Newtonian system, as proposed by Hannon. The normal-
ization of phase error to radians makes it possible to apply these results to any f/D
system.
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Figure 17. Ray Geometry in Defocussed Cassegrain System
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The design objective in defocusing the Cassegrain antenna system was to
provide a maximum beamwidth without main beam bifurcation. It can be seen from the
curves presented in Lechtrek's article that 5.26 radians of phase error will cause
bifurcation of the main beam. In order to provide a reasonable safety margin in defocus-
ing the beam prior to bifurcation, the vertex feed was removed from the focal point by
18 inches to give a phase error of 4.18 radians. This amount of phase error resulted in
half power beamwidth broadening from .17 to .47 degrees and a decrease in gain of 6.5 db.

The following table presents a comparison beiweeh the feed design spec-

‘ifications and the measured data. In general, differences in measured and calculated

data can be explained by the same discussions presented for the Broadband Feed, Model
SF-1. ' :

Specs., Measurement
Gain 49 db 47 .7 db
Sidelobe -15 db max. -17.6 db
B.W. 0.45° 0.47°
A.R. 3.0 db max. 1.9db
Crossover 1.5+ .,5db ~ 1.2db
VSWR 2.0 max. 1.6

Summary

The design and development of dual-channel, conically scanned tracking
feed systems has provided significant improvements in the utility and performance of
tracking and telemetry systems exceeding those previously attained with conical scan
auto-track antenna systems currently available. The capability of simultaneous recep-
tion of RCP and LCP, frequency diversity capabilities, coherent noise cancellation, and
broadband performance are a few of the areas of considerable improvement.

Although the Broadband Feed SF-1 is used in this application to cover the
band from 215 to 1000 mc, the basic feed elements are capable of operating continuously
to 2300 mc. The factors limiting the operation of the Model SF-1 Feed to the range 215
to 1000 mc are, 1) the location of the feed with respect to the focal point of the dish
and, 2) the limited frequency range of the rotary joint. The position of the feed with
respect to the dish focal point dictates the amount of loss in gain due to defocusing.
The feed {s positioned for maximum gain in the 215 to 1000 mc band. The rotary joints
(R]-50T) delivered with the SF-1 feed systems are capable of operating in the center
channel from 100 to 2300 mc but are limited in the outer channel from 100 to 1000 mc.

Dynatronics, Inc. has since increased the frequency coverage of the rotary

joint and the new Model RJ-51 is currently being used in improved Broadband Feeds SF-2
to cover the frequency range from 100 to 2300 mc.
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A BROADBAND CONICAL SCAN

AUTOMATIC TRACKING ANTENNA SYSTEM

By: L. R. Young
C. A, Lovejoy
L. E. Williams
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Melbourne, Florida

SUMMARY

At the 12th Annual Symposium on USAF Antenna Research and Development,
a broadband antenna system was described which utilized an array of four parabolic
reflectors with log periodic feeds. Although designed primarily for phase monopulse
operation, two such antenna systems were recently adapted for automatic tracking
using conical scan techniques. Variable phase shifters were developed which pro-
duce essentially a constant differential phase shift over a frequency band of 2:1
or more. These non-contacting phase shifters consist of a combination of both low-
and high-pass constant K filters with variable LC elements. For a given variation
in L and C, the relative phase shift of the low-pass filter increases with frequency
whereas the high-pass phase shift decreases with frequency in the pass band. With
proper design a differential phase shift of about £25 degrees can be obtained over
a 2:1 frequency band with a VSWR of less than 2:1. Calculated and measured
performance data are given for both the phase shifters and the antenna systems
utilizing the phase shifters.
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INTRODUCTION

A broadband antenna array has been described that is capable of operation
over a bandwidth of a decade or more.* The array consists of a cluster of four para-
bolic reflectors arranged in a diamond and each reflector is fed with a frequency
independent feed. When the array is utilized as a monopulse automatic tracking
system, it is necessary to provide hybrid comparators and three channel monopulse
receivers to cover the entire frequency band and the system becomes complex and
expensive. To simplify the system and reduce cost a conical scan technique was
developed which utilizes a variable phase shifter in series with each element of the
array for error signal generation and a single channel tracking receiver.

Most phase shifters are essentially "line-stretchers" and the phase shift, for
a given change in electrical length, varies directly with frequency. To achieve
broadband conical scan and maintain a constant crossover depth with the array a
constant differential phase shift with frequency is required. For this reason the
"line-stretcher" type of phase shifters are limited to frequency bands appreciably
less than 2:1. The combination of high~pass and low~pass constant K filter phase
shifters described herein have a theoretical differential phase shift that is constant
within approximately + 0% over a 3:1 frequency band.

Scanning by means of diode switching or by means of varactor filters tends
to be noisy and to introduce more insertion loss than a simple passive noncontacting
variable filter.

THE METHOD OF SCAN

The method of producing conical scan by means of variable phase shifters is
illustrated in Figure 1. There are four variable phase shifters, one in series with
each antenna element, that are driven in the proper electrical phase to squint the
secondary pattern of the antenna sequentially around the boresight and produce
conical scan. As frequency increases, the beam width of the antenna decreases
and the amount of squint required for a particular value of crossover reduces in
proportion. The differential phase shift required to maintain a constant crossover
level with fixed element spacing is independent of frequency as illustrated in the
derivation in Figure 2. In this derivation it is assumed that the phase across the
aperture of the antenna is constant over the surface of each reflector. It is also
assumed that the two center reflectors have the same relative reference phase while

* Williams, L.E., "A New Broadband Tracking Antenna," 12th Annual Symposium
on USAF Antenna Research and Development; October 1962.
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Figure 2. Derivation of differential phase shift required for conical scan with a
fixed crossover level.




the reflector on one side is advanced in phase and the reflector on the other side

is retarded. The effective phase across the entire aperture essentially steps between
the three levels and is approximated by means of a straight line as shown in the
figure. If the maximum differential phase shift between the opposite reflectors is
something less than 65 degrees, the maximum phase error across the aperture, with
respect to the assumed linear phase, is less than 1/20 of a wave length. Phase
errors of this order of magnitude do not seriously affect the gain of the antenna.

The equation, beam width = 64 /I/D, was determined from experimental measure-
ments on similar antennas.

The variable phase shifters are physically small and can be operated at rela-
tively high scan rates compared to the more general nutating feed systems. The feed
systems are orthogonally polarized; horizontal and vertical or right and left circular
polarizations are available. This feature permits the operator to track with one
polarization utilizing conical scan and receive with the orthogonal polarization
without conical scan thus realizing the full gain of the antenna. An alternate method
of operation is to conically scan both polarizations and select the one with a larger
signal level for the tracking signal and also the data channel. Various combining
techniques are also possible. For instance, the two polarizations can be scanned
180 degrees out of phase and the error signals combined so as to cancel the effects
of amplitude modulation, produced by the source or propagation path, that might
fall in the scan frequency band.

Figure 3 is a crossover pattern produced by inserting a relative phase shift
of £22.5 degrees into the two outside elements.

THE SCANNER

A schematic diagram of a single phase shifter is shown in Figure 4. This
particular phase shifter consists of two low-pass 77" sections, and two high-pass
T" sections. Each L and C element of the phase shifter is variable, and all vary
together so that they are maximum at the same time and minimum at the same time.
The lumped inductances are varied by inserting conductors between the turns of a
coil, thus, reducing the self and mutual inductance of the turns.

If the ratio of L/C remains constant, the impedance will remain virtually
constant far into the pass band. The cutoff frequency varies inversely as the square
root of L times C for both filter sections. The cutoff frequency of the high-pass
filter is therefore minimum at the same time the cutoff frequency of low~pass filter
is a minimum. The phase shift characteristic of a single T section high-pass filter
is negative and varies from - T at cutoff toward zero with increasing frequency.
The phase shift characteristic of a single TT" section low-pass filter is 77" at cutoff
and approaches zero with decreasing frequency. Figure 5 is a phase shift plot of a
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two section low-pass and two section high-pass phase shifter. The upper curves
marked B | and B| 2 show the extremes of phase shift across a 3:1 band for a two
section low=-pass filter when the cutoff varies from 1470 mc to 2700 mc. The lower
curves marked By and By are for the high-pass filter with a variation in cutoff
from 81.7 mc to 44.4 mc. The two curves marked By and B2 are the overall phase
shift of the combination showing By = B ) + BHj and B = B2 + By2. The
difference between B] and B2 is the differential phase shift across the combination
as the two cutoff frequencies are varied. Figure 6 is a plot of the differential phase
shift across a greater than 3:1 band. The cutoff frequencies were set so that the
band center or minimum differential phase shift was 50 degrees. The total tolerance
allowed was 50 to 65 degrees, and it is seen from the curve that this tolerance allows
a 3.9:1 band. The experimental points are taken from a phase shifter similar to the
one described and it can be seen that the band from 265 to 500 mc is not centered,
nor is the minimum at 50 degrees, but the phase shift is easily within the tolerance
limits for this relatively narrow band.

A complete scanner consists of four such phase shifters connected through a
four~way power divider and adjusted in relative phase so that opposing phase shifters
were 180 degrees out of phase and adjacent phase shifters are 90 degrees out of
phase.

Figure 7 is a plot of the relative phase shift of a single phase shifter versus
shaft rotation. Two views of the 135 to 265 mc phase shifter, with the cover removed,
are shown in Figure 8. The complete VHF scanner assembly is shown in Figure 9.

DESCRIPTION OF COMPLETE SYSTEM

Recently two systems, as described above, were delivered to PMR for use at
South Point, Hawaii. Both of these systems utilize four reflectors which are 10 feet
in diameter. The first system covered a single frequency band from 135 mc to 265 mc
and employed orthogonal log periodic dipole feeds. The operator can select ortho-
gonal linear polarization or orthogonal circular polarization for the outputs. A
block diagram of the RF (VHF) subsystem is shown in Figure 10,

The second PMR system covered four frequency bands as follows:

Band 1 ....... 265 to 530 me
Band 2 ....... 530 to 1000 mc
Band 3 ....... 1400 to 1550 mc
Band 4 ....... 2200 to 2300 mc

This system employs orthogonal triangular tooth log periodic feed elements. The
block diagram of the RF (UHF) subsystem is shown in Figure 11. Figure 12 is a photo
of the UHF antenna.
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Scanner with cover removed (two views)
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Figure 8.
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Figure 9. VHF Scanner Assembly
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Photograph of UHF System

Figure 12.
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It was necessary to separate the individual frequency bands by means of a
frequency multiplexer so that each polarization transducer and scanner could function
independently over a frequency band less than 2:1. The polarization transducers are
so connected that the horizontal and vertical polarization can be combined with an
approximate 90 degrees phase shift to produce right circular and left circular polari-
zation at the hybrid output parts or the horizontal and vertical can be connected
directly to the output. Hybrids are also used to combine the outputs from the indivi-
dual scanners.

At the time of this writing the systems were still undergoing tests and complete
performance data were not available.

CONCLUSIONS

The variable high-pass low-pass filter phase shifter can be used to conically
scan a four-element array over a frequency band approaching 4:1 with essentially
constant crossover level. Since this scan method utilizes a single channel AM receiver
for tracking it is less complex and expensive than the monopulse counterpart. The
scanner is physically small and scan rates of 100 cps or more are easily achieved.
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LOG-PERIODIC CAVITY-BACKED SLOT ANTENNA
V. A. Mikenas and P. E. Mayes*
1. INTRODUCTION

The past several years have seen the development and wide use of the
log-periodic dipole arrayl. Extensive investigations have been undertaken
and, as a result, many design data now exist for this antennaz. The basic
requirements for successful performance have -been established and thus it
is hoped that the key to the successful operation of various other log-
periodic structures may be found in the log-periodic dipole array. 1In
particular, the LP dipole array is used in this paper as the starting point

for development of a broadband cavity~slot antenna.

2. EQUIVALENT CIRCUITS

Consider the equivalent circuit representation of the log-periodic
dipole array shown in Figure 1. The shunt elements on the line represent
the dipole self-impedances. To complete the representation the mutual coupling
between dipoles must be added. However, the first consideration is to achieve
a broadband antenna which can be mounted below, and radiate through, a ground
plane. We seek to do this by changing the radiating elements from dipoles to
slots. Since it is desired that the radiation shall occur only in the half
space above the ground plane, the individual slots are backed with closed
waveguide sections to form cavity-slot radiators. The dominant mode can
be excited at the base of the rectangular cavities by using a loop or probe.
The loop-coupled cavity-slot has input impedance variation similar to the
admittance of a dipole. Hence the cavity-slot is the dual of the dipole.
The dual of the equivalent circuit of the dipole array (neglecting mutuals)
is shown in Figure 2. This equivalent circuit suggests that a series-fed
set of cavity-backed slot radiators which are scaled consecutively in a
log-periodic manner should operate in a way similar to the log-periodic

dipole array. A program of testing of antennas which were designed using

*Antenna Laboratory, University of Illinois, Urbana, Illinois.
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these considerations has produced promising results, although the data
obtained so far are in no measure as complete as has been gathered for the

LP dipole.
3. CONSTRUCTION

Since the number of parameters present in the cavity-slot radiator
exceeds that of the dipole array, the design of the former is more complicated.
However, as far as applicable, the known facts about LP dipole arrays have been
used as clues in the proper selection of parameters for the cavity-backed slot
antenna. Each cavity was scaled with respect to its larger neighbor by the
factor T to produce a log-periodic design. A value of T = 0.85 was chosen
for the first models. This value corresponds to values commonly found in log-
periodic dipole arrays. Performance data will be discussed for a model with
. a total of 9 cavities which is illustrated in Figure 3. The taper angle q
for this antenna was 16.50° The feed loops were transposed in adjacent cavities
to correspond to the transposed feeder of the LP dipole array. The complete antenna
and feed system was then placed in a ground screen for impedance and near field
measurements. A vfew of the antenna from under the ground screen is shown in

Figure 4.
4. MEASUREMENTS

The first set of measurements was performed with loops constructed using
printed circuit techniques. The loops were all scaled by the value_T and inserted
into the individual cavities as shown in Figure 5., A few minor chaﬁées in the
feed point and transmission line were made to achieve better performance. A
typical impedance plot is shown in Figure 6. Although the points are scattered,
there is a tendency to group on the high impedance side of the Smith Chart.

A number of far field patterns were also taken and a typical set of
these is shown in Figure 7. Most of the patterns display the backfire beam
which is characteristic of the log-periodic dipole. However, there were a
few frequencies where bidirectional patterns were observed. Near field measurements
were made which provided useful information with regard to the active. region

of the antenna and the causes of pattern variation. Several typical results




Figure 3.

Front view of antenmna.
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Figure 7. H-plane patterns of the cavity-backed
slot antenna.
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are shown in Figure 8. Note that there is considerable energy at the large end
of the antenna at the frequency where the bidirectional beam occurs; whereas,
the active region is well defined and near fields are negligible at the large
end at the frequency of the unidirectional backfire beam.

Although the cavity-backed slot antenna was operating in a fairly
satisfactory fashion, it seemed necessary to increase the coupling of energy
from the loop through the cavity to free space in order to improve the perfor-
mance. To investigate the coupling between the feed line and free space, a
single cavity was constructed with several adjustable parameters to enable the
determination of maximum coupling. It was found that maximum coupling was
attained when the loop was removed some distance from the bottom of the cavity
(approximately one eighth of a wavelength). The feed system of the log-periodic
slot antenna was then adjusted in an attempt to increase the coupling of energy
to free space. Although the information determined from the single cavity would
not be exactly true in the log-periodic array of cavities (due to mutual
coupling between adjacent cavities), it would nevertheléss give a good indication
as to how the coupling of energy to free space might be increased.

Due to the required flexibility, 300 ohm twin lead was used in place of
the printed circuit loops in the rearranged feed system. Some accuracy was
sacrificed but, from the experimental results, it appeared to be negligible.
Indeed, there was a marked improvement in the impedance plot as can be seen
in Figure 9. The antenna displayed satisfactory performance over a bandwidth
of approximately 2:1 in both impedance characteristics and far field patterns.
Some typical far field patterns are shown in Figure 10.

It was noted that the active region was, in all cases, in front of the
cavity whose cutoff frequency corresponded to the operating frequency, by
approximately 20%, Although it is not possible to operate the cavities at
their cutoff frequency, it is desirable, however, to operate at a frequency
where reflections from the slot aperture are low. This will insure as good
an impedance match as is possible so as to maximize the coupling of energy
to free space. The task of operating with the cavities in this condition
may be accomplished in one of several ways. One solution is the proper phasing
of loops between adjacent cavities to shift the active region toward the larger

cavities. Another approach would be to slightly reduce the cavity slot length.
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Figure 9,

Impedance locus versus frequency in Mc
referred to 50 ohms.
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Figure 10a.

H-plane patterns of the cavity-backed
slot antenna.
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1250 Mc

1400 Mc
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1700 Mc

Figure 10b.

H-plane patterns of the cavity-backed
slot antenna.
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5. CONCLUSIONS AND FUTURE PLANS

It was found that the design of a log-periodic cavity-backed slot antenna
could be successfully based upon considerations of the dual of the equivalent
circuit of the log-periodic dipole array. However, since the duality process
gives litrle or no insight into cavity or cavity-loop-coupling behavior, these
latter factors added to the complexity of the design of the total structure.

It was, nevertheless, found that properties of a single cavity and loop
coupling system could be successfully applied to the cavity array yielding
improved performance,

A uniform periodic structure is now being constructed and it is hoped
that further information about operation of the log-periodic structure will
be obtained from measurements and calculations using the uniform model. Several
variations of the present feed are also to be made in an effort to better determine

design criteria for the log-periodic cavity-backed slot antenna,
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I. Introduction
Mutual coupling effects are of utmost importance in determining
the performance of steerable phased array antennas in radar and communica-
tions systems. The radiation pattern of an array and the input impedance
can both be affected adversely by mutual coupling between the radiating
elements. 1In general, the effects on the pattern and impedance change with
scan angle because of the change in relative phase of the element excita-
tions required to steer the beam. Means of reducing and compensating for

these effects are essential for the proper design of efficient arrays to

meet the advanced requirements of systems currently being planned.

" The nature of these effects has been investigated by several
persons and the results presented in the literature. The variation in
theoretical element driving-point impedance with element location in the
array and array scan angle was shown by Carter1 for both an infinite wire
array and a half-wave dipole array with elements spaced one-half wavelength
on centers and one-quarter wavelength above a ground plane. Further
analytical results for gain variation as well as driving-point impedance
were presented by Alleng with some experimental confirmation, for a planar
dipole array with several different elcment spacings and distances to the

ground plane. Experimental measurements of the mutual impedances and the




contribution of each element to the array pattern (based on mutual imped-
ance to a pick-up antenna as a function of angle) were shown by Kurtz,

et a1,3 for 10 element linear arrays and 5 x 10 element planar arrays of
dipoles spaced one-half wavelength on centers and one-quarter wavelength
above a ground plane, with special emphasis on edge effects. Means Qf
compensation for mutual coupling effects in dipole arrays were investigated
theoretically by Edelberg and oliner4 using the unit cell approach developed

by them for analyzing waveguide slot arrays.5

This ﬁaper presents the initial results of a program for investi-
gating mutual coupling effects, devising means for their reduction, and

developing general array design relationships. A 7 x 7 array of

dielectrically-loaded circular-waveguide horn radiators with an adjustable

ground plane was constructed for operation at S band, and measurements were
made of the coupling between radiating elements, the element VSWR, and the
element pattern in its array enviromment as functions of the ground plane
position and frequency. The approach used in making these measurements was
to excite the central element of the array with all other elements terminated
in matched loads. From the data obtained with this approach, the performance
of a much larger array of like elements can be determined on a digital
computer by a superposition formulation similar to that discussed in Allen's

analysis.2

A general discussion of the approach used, the related array
concepts, and the aim of the overall program is given in Section II. The
results of measurements on the waveguide horn array are presented with dis-

cussion in Section III.




II. General Discussion

The approach used in this investigation lends itself directly to
the calculation of the driving point and pattern characteristics for any
large phased array having an element design and arrangement like that of a
small array on which measurements have been made, given a specified dis-
tribution of generator excitations. The driving point characteristics are
obtained by systematically indexing the matrix for a limited patch of
elements, obtained from measurements made on the small array, over the
larger array with appropriate weighting equal to the excitation distribu-
tion. Edge effects are taken into account by using the different matrices
obtained from measurements made at the edges and corners of the small array.
The array pattern characteristics are similarly obtained by summing the
appropriate element patterns over the array with the corresponding weighting

and the proper space phase term.

In general, an array of radiating elements constitutes a linear
passive network in which the mutual couplings between the terminals of all
elements in the array can be represented by a set of fixed constants
expressed as either an impedance, an admittance, or a scattering matrix.
In addition to these couplings between the element terminals, each radiating
element has distributed coupling to the space surrounding the array. This
distributed coupling is also fixed for a given array geometry and corre-
sponds to the radiation pattern of a single excited element in its array
environment, thus it includes the effect of any parasitic radiation from
neighboring elements. Instead of measuring the mutual impedances between
elements, which relate the open circuited voltages of all other elements

to the current in an excited element of the array, the coupling coefficients




between elements terminated in generator impedances matched to the connect-
ing transmission lines are measured directly for one element excited at a
time (i.e., all other generator voltages equal to zero). The coupling
coefficients thus measured are the coupled wave terms of a scattering
matrix taken at the terminals of the array elements, and the reflected wave
term is obtained by direct measurement of the excited element reflection
coefficient. The corresponding patterns of the exgited:element in its array
environment are also measured under these conditions of terminated neighbor-

ing elements.

Instead of forming a complete scattering matrix for the small
array by measuring all the coupling coefficients, only a partial matrix is
formed for the couplings to all elements around the excited element. This
partial matrix when indexed over the large array (with different terms
substituted near the edges as mentioned above) and weighted by the excitation
voltage distribution accounts for all possible couplings between terminals
of the large array. The resulting coupled and reflected waves at the
elemgnt terminals when all elements of the large array are excited, are then
the linear superposition of all the individual element contributions. These
results can be left in the form of active reflection coefficient versus
scan angle for each element in the array, or converted to the corresponding

active element impedances.

In calculating the patterns for the large array, care must be
taken to properly weight the measured element patterns. Since these are
measured with all generator impedances in place, the contribution of any
element pattern to the overall array pattern is proportional to its own -
generator voltage rather than its net voltage or current, in accordance

4




with linear superposition. 1In addition to weighting each element pattern

by the amplitude and phase of its generator voltage, it must also be
multiplied by the relative space phase term corresponding to the pattern
angle and the element position in the array. These conditions are equiva-
lent to the array pattern formulation given by Allen,2 except that individual
generator voltages are used instead of currents for individually excited

elements.

For initial measurements aimed at investigating and minimizing
mutual coupling effects, it is only necessary to obtain the magnitudes of
the coupling coefficients and element patterns, the phases only being
required for the final element configuration that is used for large array
analysis. 1In arriving at criteria to serve as guides for such initial
measurements, it is helpful to consider the related array concepts. The
currents induced over an array when a single element is excited can be con-
sidered as equivalent to various modes being excited over the array. Some
ofrthese modes can propagate back into the transmission lines connected to
the neighboring elements, while others cannot and are therefore parasitically
radiated. The modes that propagate into the neighboring transmission lines
affect the input impedances of the neighboring elements, while the modes that
parasitically radiate contribute to the resultant pattern of the excited
element in its array enviromment. While the space surrounding the array has
no single pair of terminals, the distributed coupling of an excited element
to that space may be sampled in a given direction, as discussed by Kurtz,
et a1,3 and is a function of the direction. The pattern of each element in
its array enviromment thus determines the contribution made by that element
to the overall array pattern as a function of the pattern angle, when all

elements are excited.




The overall array pattern is impaired by differences between the
individual element patterns which result from different array enviromments
at different locations in the array (i.e., edge effects). While the input
impedance to each element is affected by mutual coupling, this in itself
does not affect the overall array pattern for element patterns taken under
the conditions discussed above, since the individual generator voltages are
not necessarily affected. The exact manner in which mutual coupling affects
the overall impedance and pattern of a phased array depends on the nature of
the network used to connect the radiating elements to form the array pattern.
This may be a passive waveguide network in which case the various element
impedances can combine directly, or an active network having amplifiers and/or
frequency converters in each element feed line. In either case, the network
should present a matched impedance to the individual element feed lines in
order to minimize second order effects of mutual coupling. Such second
order reflections, if present, can be treated as additional input waves to

the array scattering matrix determined for matched generators.

It would be desirable to have no energy coupled back into the
transmission lines connected to neighboring elements of a phased array since
such coupling not only affects the element input impedances but represents a
loss of power that could otherwise be radiated and thus lowers the array

efficiency. It can also adversely affect the operation of transmitting

tubes connected to the elements and thus result in variation of the element
excitations with scan angle. To achieve such a condition, the coupling
coefficients from any excited element to all others would have to be zero.
Forward coupling to neighboring elements would still occur in this case and

contribute to the pattern of an individually excited element, but the element .




pattern in its array environment would then be a cosine power pattern, as
discussed by Parad,6 independent of the particular element design that pro-
duced the zero coupling condition. As a result, the array would remain
matched with scan angle (if initially matched) and the gain would vary only

as the cosine of the scan angle.

The overall aim of this program is to devise means of reducing the
mutual coupling of energy into neighboring elements to a minimum while main-
taining a satisfactory pattern for an individual element in its array environ-
ment. If this can be achieved satisfactorily, a frame of dummy elements can
then be placed around the edge of an array to overcome the adverse effects
of the edge elements on the array pattern. Since coupling into the dummy
elements would be small in that case, their terminations would not be critical
and would represent little loss of power. The principal function of the
dummy elemenfs would be to provide parasitic radiation for the edge elements
similar to that provided by the array environmment of the central elements and

thus make the patterns of all excited elements more nearly alike.

Edelberg and Oliner4 have shown analytically that significant
improvement in the E-plane scan characteristic of a dipole array can be
obtained by adding baffles. Their analysis is based on an infinite array
(or the central poition of a large array) with equal amplitude of excitation
for all elements, however, and does not take edge effects into account.5
Under those conditions and for a linearly progressive phase difference between
elements, they treated the array as a periodic structure and derived a unit
cell network. The relation between the approach of Edelberg and Oliner and
the one discussed in this paper is that, in their approach all elements are

excited and only a resultant dominant mode exists over the array based on the




conditions imposed, whereas in the approach discussed here a single element
is excited in its array enviromment and all the possible modes are present,
Once the mutual coupling into neighboring elements has been minimized using
the latter approach, it may then be desirable to reduce any remaining varia-
tion in active element impedance with scan angle by compensating for the
residual coupling in a manner similar to that of Edelberg and Oliner. In
any case, it is desirable that the coupling be reduced sufficiently to permit
a border of dummy elements to be placed around the array and thus minimize

the edge effects on the individual element pattern.

I11. Measurements on Waveguide Horn Array

A photograph of the dielectrically-loaded circular-waveguide horn
array with flush dielectric radiating elements is shown in Figure 1. This
array has forty-nine 1.670-inch diameter circular apertures spaced two inches
on centers in both planes. The dielectric filling is of Rexolite #1422. The
flush dielectric elements are matched by an annular groove 1.565-inch wide by
0.132-inch radial depth starting 0.257 inch back from the horn mouth. A
transverse butt joint in the dielectric filling is located 1.850 inches back
from the horn mouth to permit each of these elements to be removed and
replaced by an extended shaped element having a 1.850-inch long cylindrical
section which is inserted into the waveguide. The results presented here

are only for the flush dielectric elements.

A movable ground plane was constructed so as to be adjustable from
a position flush with the horn mouths to a position two inches back from the
horn mouths. The problem of maintaining adequate contact at the junction of
the round waveguide tubing and the ground plane was solved by cutting beveled

edges on the back side of the 3/16-inch thick aluminum ground plane around
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the holes where the tubes pass through. Tightly wound bronze coil springs
0.080 inch in diameter were then clamped into the bevels by a 1/4-inch

aluminum panel which was bolted to the back of the ground plane.

The method of measurement and the element identification system are
illustrated in Figure 2. The accuracy of the bolometer detector, amplifier,
and voltmeter used was within + 0.5 db when checked with a precision attenua-
tor over a 40 db range. The coupling measurements were made by exciting the
center element (0,0) with all other elements terminated in matched loads and
measuring the relative signal level from elements (m,0) along the x axis,
elements (0,n) along the y axis, and elements (m=n) along the diagonal. The
polarization of the elements was such that the E plane was parallel to the y
axis, thus E-plane coupling was measured along the y axis and H-plane coupling

along the x axis.

Results obtained in a preliminary investigation on a linear array
of six circular-waveguide horns with flush dielectric elements showed that
considerable reduction in ﬁ-plane coupling could be obtained by moving the
ground plane back from the horn mouths. The H-plane couplings for the linear
array of six horns are shown in Figure 3a as functions of the distance d from
the horn mouths back to the ground plane for a frequency of 3150 Mc. It is
seen that the H-plane coupling to the first and second neighboring elements
is reduced 14 db and 19 db, respectively, for d = 1.3 inches. The E-plane
couplings, obtained by rotating the polarization 90°, are shown in Figure 3b.
It is seen that for d = 0 the E-plane couplings are comparable to the H-plane
couplings, but as d is increased the E-plane couplings increase as much as
10 db at d = 0.8 inch and then return at d = 1.3 inches to about the same

values as for d = 0.




The H-plane, E-plane, and diagonal couplings for the 7 x 7 wave-
guide horn array are shown in Figures 4a, b, and c, respectively, as func-
tions of the ground plane distance d for a frequency of 3150 Mc. While the
couplings measured in the 49-horn planar array are similar in their gross
behavior to those measured in the six-horn linear array, the changes in
coupling are of lesser magnitude in general and there are more variations
with d. Some of these variations tend to form cusps having very low values
of coupling. 1In order to aid in selecting an optimum ground plane position,
the values of coupling to the three closest horns were replotted on a single

sheet as shown in Figure 4d.

In making these coupling measurements, a matched condition to the
excited input horn (0,0) was maintained at all times with a tuner and a
matched detector was connected to the coupled horn (m,n) being measured; how-
ever, the coupled horn was not tuned to present a matched source to the
detector. This was judged the most practical method since the tuner on the
excited center element needed to be adjusted only once for each position of
the ground plane. On the other hand, if it were attempted to match the
coupled elements, not only would an adjustment have to be made for every
position of the ground plane but also for every element. Since the coupled
element mismatch was less than a 2 to 1 VSWR, the amount of error produced

in the coupling measurement should be less than 0.3 db.

The VSWR's of the elements in the 7 x 7 waveguide horn array are
shown in Figures 5a, b, and ¢ as functions of the ground plane distance d
for a frequency of 3150 Mc. These are the VSWR's of only the horm mouths,
since all the reflections up to each horn mouth were matched out by a tuner

at each input with a matched load inserted in each horn. The input VSWR's
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are seen to change greatly with the ground plane distance d, although the

curves are smoother in general than those for the coupling.

The coupling and VSWR data were used together with the element
patterns to select a ground plane position of d = 1.125 inches for further
measurements. The H-plane coupling, Figure 4a, indicated a distance between
1.12 and 1.25 inches while the E-plane coupling, Figure 4b, indicated a
distance between 1.00 and 1.12 inches. The diagonal coupling, Figure 4c,
indicated a distance between 1.25 and 1.50 inches, but this was given less
weight since the values of diagonal coupling are lower. The composite plot
in Figure 4d indicates a best overall distance of 1.25 inches, but by itself
this does not take account of the 2nd and 3rd element couplings in the E plane
for which 1.12 inches is a better distance. The VSWR's are all lower for a
distance of 1.25 to 1.50 inches, but are under 1.6 for d = 1.12 inches. As
will be seen later, the principal E-plane patterns are good over the range
from d = 1.00 to 1.50 inches, while the principal H-plane patterns are best
from d = 1.00 to 1.25 inches. Taking all of these factors into account, the

value of d = 1.125 inches was selected.

The H-plane, E-plane, and diagonal couplings for d = 1.125 inches
were then measured over the 20 percent band from 2850 Mc to 3450 Mc and are
shown in Figures 6a, b, and c, respectively. The corresponding VSWR's are
shown in Figures 7a, b, and c¢. It is apparent from these data that the
circular-waveguide horn array with flush dielectric elements and d = 1,125
inches works best over the 10 percent band from about 3150 Mc to 3450 Mc.
Most of the VSWR's are below 1.5 over the latter band, and the couplings all
decrease below their values at 3150 Mc except for the couplings to the 2nd

and 3rd elements in the E plane which remain reasonably low. While the
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E-plane couplings decrease over the band from 3150 Mc to 2850 Mc and the
H-plane and diagonal couplings increase only moderately, the VSWR's exceed

1.5 at 3000 Mc and reach 3 to 1 at 2850 Mc.

In using a phased array for wide angle scanning, however, it is
important to consider the variation in electrical spacing of the elements
over the frequency band in addition to the coupling and VSWR. A second
major lobe will begin to form at © = -900 when the element spacing in wave-
lengths becomes equal to 1/(1 + sin Qm) where Om is the maximum scan angle.
The two-inch element spacing in the 7 x 7 waveguide horn array is equal to
0.483, 0.508, 0.534, 0.559, and 0.585 wavelength at 2850, 3000, 3150, 3300,
and 3450 Mc, respectively. The corresponding maximum scan angles, em, are

90°, 75.2°, 60.8°

s 52.1°, and 45.2°. The magnitude of the second major lobe
which is formed when these values of scan angle are reached and exceeded
depends, of course, on the amount of suppression provided by the individual
element pattern near 0 = + 90°. The present array design with flush
dielectric elements should be satisfactory over the band from 3150 Mc to
3450 Mc for a + 45° scan sector. For a scan sector of + 50°, however, it

would be preferable to use the array over the 10 percent band from 3000 Mc

to 3300 Mc and rematch the elements for a better VSWR over that band.

The principal H-plane patterns of the center element in the 7 x 7

waveguide horn array are shown in Figures 8a, b, ¢, and d for several ground

plane positions at 3150 Mc. Similar patterns for the principal E plane are
shown in Figures 9a, b, ¢, and d. These results show that the element g
patterns are most sensitive to variation of the ground plane distance d in
the range from 3/8 inch to one inch. For d from zero to 1/4 inch, there is

only minor change in the H-plane pattern and no appreciable change in the
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E-plane pattern. From 1.125 inches to 2 inches, the patterns show negligible
change in the E plane while there is some fall-off of the H-plane pattern

shoulders between 1.25 and 1.50 inches.

The radical pattern changes in the critical region are attributed
to the fact that the distance from the edges of the horns back to the ground
plane passes through the anti-resonant quarter-wavelength condition. A
quarter wavelength at 3150 Mc is about 0.94 inch, and the end loading by the
large waveguide horn diameter would foreshorten the anti-resonant length
somewhat. If only a simple TEM mode existed between the horns, the ground
plane would be one-half wavelength back from the horn mouths at d = 1.88
inches and thus behave the same as the flush ground plane. This is seen to

be more nearly the case for the coupling and VSWR than for the patterms.

Outside the critical region from d = 3/8 inch to one inch, the
measured horn patterns show suitable characteristics for use in a wide angle
scanned array. The -3 db beamwidth is about 110 degrees in the H plane and
about 100 degrees in the E plane with fairly rapid fall off outside these

ranges.

Off-axis H-plane patterns were measured at 3150 Mc with a ground
plane distance of 1.125 inches for E-plane angles of 20°, 40° and 60°. These
patterns are shown in Figure 10 and indicate that good volume coverage is

obtained.

Principal-plane patterns were also measured in 150 Mc steps from
2850 Mc to 3450 Mc with a ground plane distance of 1.125 inches. These are
shown in Figure 1la for the H plane and in Figure 11b for the E plane. They

remain most constant over the 3000 Mc to 3300 Mc band in the H plane and
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over the 3150 Mc to 3450 Mc band in the E plane. The H-plane pattern at

3450 Mc is somewhat narrow, while the E-plane patterns at 2850 Mc and 3000 Mc
are relatively poor. (Note: The apparent gain advantage at 3000 Mc in the
E plane is misleading, since the recorded patterns are not relative to a
reference level that remained fixed with frequency.) It is quite possible
that the patterns at 2850 Mc in the H plane and at 2850 Mc and 3000 Mc in the
E plane would be improved by using a ground plane distance greater than 1,125
inches, since this distance may be too close to the critical region at the

longer wavelengths.

IV. (Conclusions

Mutual coupling effects on the pattern and impedance characteristics
of a large steerable phased array antenna can be readily investigated by a
combination of suitable measurements made on a smaller array of like elements
and a computer formulation based on superposition. Rather than determining
the mutual impedances between elements, terms of an array scattering matrix
are obtained by direct measurement in this approach. Edge effects are also
taken into account., Effects on the overall array pattern are readily predictec
in advance from the measured patterns of elements of the small array when
individually excited in their array environment with all other elements ter-
minated, since an element pattern for these conditions contributes in direct
proportion to its excitation voltage and includes all mutual coupling effects
on that element.

From the results presented here, it is apparent that the coupling,
VSWR, and patterns of the radiating elements in a phased array are greatly

affected by the position of the ground plane relative to the element aper-

tures. An improper position of the ground plane behind the radiating
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elements can have disastrous effects on the VSWR and patterns. Some improve-
ment in these wutual coupling effects can be obtained by proper location of
the ground plane, but it appears that major improvement will depend more on
the element design and on the placement of devices around the elements to

reduce the coupling.
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COUPLING EFFECTS WITH SLOT AND SPIRAL ANTENNAS

R. M. Kalafus, R. B. Harris, Y K. Kwon
and J. A. M. Lyon

Cooley Electronics Laboratory
The University of Michigan
Ann Arbor, Michigan

INTRODUCTION

The purpose of the work to be described has been to devise the
means of predicting the coupling between two arbitrary antennas in close
proximity (i.e., spacings of a few wavelengths or less). Emphasis is on
rapid and reliable evaluations of coupling for use in radio frequency inter-
ference probleins. While the [inal presentation of data from this research
may be somewhat different, it has been expedient up to now to express
coupling between two antennas on a power basis, rather than by mutual

impedance. The power coupling described here assumes a matched load

in the receiving antenna.

The first type of antenna chosen for these studies was the rectangular

slot fed by waveguide. This antenna can be made to correspond to an idealized

simple slot in a conducting plane. It is one of the most accurately reproducible

of all antenna types and is one of the commonly used flush mounted types.
In addition to these practical considerations, the slot antenna is relatively
easily studied by analytical procedures. It has a single main lobe with no

side lobes and a gain of 5. 15 db in a ground plate.
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A second type of antenna, the Archimedean spiral, which is best
described as a traveling wave antenna, has also been studied for coupling
properties. The pattern defects present in any practical Archimedean spiral
contribute noticeably to the observed coupling between spirals. The spirals
have a desired circular polarization of the on-axis main lobe, degenerating
to linear polarization at the ground plane. The presently available analyses
of the Archimedean spiral are not as accurate as those for the slot. The
main reason for the limitation on theoretical analysis is the uncertainty
regarding current distribution. The latter depends upon the mode of feeding,
the mutual coupling between adjacent turns of the spiral, and reflections.

It is believed that the analysis of the coupling results presented here will
ultimately permit a more complete theoretical analysis of the Archimedean
spiral. It is expected that coupling information will be useful to those
concerned with the design of arrays of Archimedean spirals, as well as to
those occupied with the radio frequency interference problems in systems.

From a brief look at power interference between systems, it is
possible to find that the isolation of one antenna from another must often
account for a large part of the total isolation between the two systems. In
considering the isolation between a receiving system and a transmitting syste
when each uses adjacent antennas on the metal skin of an aerospace vehicle,
the isolation required between the two antennas might be 50 db. The latter
is comparable to the isolation provided by the filter system of the receiver

against unwanted transmitter signals.
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It is interesting to observe that the actual orientation of two antennas
in a common ground surface is of great importance. While this might
have been anticipated in the case of slot antennas, it is less obvious that
two spirals which are presumably axially symmetric can have an orientation
for least coupling. In the ultimate application of coupling data to interference

problems, the orientation of antennas must be clearly specified.

COUPLING BETWEEN RECTANGULAR SLOTS

The discussion presented here on the coupling between rectangular
slots in a common ground plane is an extension of work presented a year
ago (Ref. 1). It was shown that the far-field coupling formula, which has
a particularly simple form, satisfactorily predicts coupling even for moder-
ately close spacings. In the present paper a formulation is given which
considers near-field terms and yields useful improvement at close spacings.
The far-field expression is entirely inadequate, however, for predicting
the coupling between slots where one or both lies on the axis of the other.
Some interesting results are presented here for this case.

The coupling, C, is defined by:

where Wt is the total transmitted power, Wr the receiver power, and ¥
is the phase difference between the principal mode components in each

aperture. This measure differs from that of mutual impedance, because
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the receiver is matched, not open-circuited. Mutual impedance, 212, is
more easily measured at low frequencies, while coupling is the more
fundamental measurement at microwave frequencies. However, there is no

conceptual problem between these parameters, since coupling is related to

the mutual impedance by

2

Xl -1212‘2

where Rt and Rr are radiation resistances of the matched transmitter and
receiver, respectively. It should be pointed out that Rt and Rr change from
their far-field values at very close spacings.

The transmitting slot sets up a field in space which gives rise to a
tangential magnetic field Ho on the ground plane. When a second slot is cut,
the displacement current thus induced will produce a tangential field E in
the receiving aperture. However, the field E must be consistent with the
receiving waveguide boundary conditions as weil as with ﬁo' It has been
shown that the coupling is stationary with respect to estimates of the tangenti:
fields in either aperture. Therefore, it is reasonable to assume a principle
mode distribution in the aperture. The received power is then proportional

to the Fourier coefficient of ﬁo (Ref. 1).
2

WRN] f j Hocoslrb—y dy dx

By also assuming a dominant mode configuration in the transmitting guide,

ﬁo can be calculated. Upon substituting this 'ﬁo in the above expression
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for WR’ the coupling can be found without making far-field approximations.
The result is a quadruple integral, which can be reduced to a double integral
for computer evaluation. The mathematics are too lengthy to present here,
and only the final formulation is given. The calculations may be found in

an interim report (Ref. 2). The coupling magnitude for the broadside-to-

broadside case is given by:

7(d+b) n
a
c~f dx[%k—’-‘ -%dﬂf{[l—(z);):l (m-y) cos y
7(d-b) o
a

R R B B A
- ‘Z2a’ - v K4
Lo=] VE

and a, b, and d are defined in Fig, 1. The coupling falls away from the
gsimple 1/d hehavior in the manner shown in this figure. Agreement between
theory and experiment is excellent. The coupling is changed merely by the
gains of the slots as one or both is rotated, at least until a null is reached on
one of the two patterns.

When one antenna lies along the axis of the other, the far-field
terms vanish, and the coupling falls off as 1/ dz instead of 1/d. Figure 2
shows this trend even up to close spacings, for slots end-to-end. An

interesting behavior occurs when one slot is rotated away from the end-to-end




-6-

configuration. Instead of increasing the coupling, it is decreased. That
this is reasonable can be seen as follows: The far-field has an H-field

in the ¢-direction, so a slot oriented with its length parallel to the trans-
mitted H-field has the strongest TE10 excitation. When it is perpendicular,
" the slot has no H-field along its length. The transmitting field attempts

to set up a mode with its E-field across the length of the slot. On the other
hand, in the end-to-end configuration the H-field, while weak, is still in
the proper direction to excite the TE 10 mode. This behavior is shown in
Fig. 3. The coupling at the end-to-broadside configuration is below the

range of the apparatus, or more than -90 db.

COUPLING EFFECTS WITH SPIRAL ANTENNAS

The widespread use of flush broadband antennas on aircraft and
missiles, both singly and in arrays, has motivated a detailed study of the
ground plane fields. The Archimedean spiral is representative of this class,

......

and was thus chosen ior furiher siudy {see Fig. 4). Iuierest io date has
centered largely around the near-axis, far-field properties, which can be
obtained with rather crude appreoximations to current distribution. However,
the interference effects between antennas in a common ground plane depend
upon ground plane patterns, which require a more detailed knowledge of
current distribution.

An interesting factor of spiral ground plane patterns (see Fig. 5)

is their lack of omnidirectionality. However, ¢-variations are not due to

imperfections in spiral construction. Even with a perfectly balanced feed
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(necessary for the axial mode), and with perfect mechanical symmetry,
several db of coupling variation will occur as the spiral is rotated in the
ground plane., With the commercial spirals tested, other effects add to the
basic ¢g-variations. These variations stem [ruii the following secondary
causes and apply to all antennas in this class:

1. In-phase feed currents and the subsequent redistribution

of current on the spiral.

2, Reflections from the ends of the spiral elements.

3. Reflections from the cavity.

4, Distributed, induced reflections by neighboring elements.

5. Direct radiation from the feed and balun.

The effects noted above are more critical in coupling properties
than in near-axis properties. While it is difficult to isolate the effects of
the several secondary causes, such attempts can help in future design of
flush antennas. The study presented here is largely an experimental one,
with emphasis on physical causes.

Variations in the ground plane coupling pattern are not completely
undesirable for they make possible appreciable decoupling by proper orientation.
However, the observed ¢g-variations are a strong function of frequency, so
decoupling can occur only over a narrow band. For array purposes, it
would often be better to have frequency independent ¢-variations over the

band, even at the expense of higher coupling levels.
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Two similar circular Archimedean spirals obtained from Aero-Geo- F
Astro Corporation were tested singly and together. Pertinent data are

listed below:

Frequency range: 2 -4gc

Number of turns: 13

Width of conductor: . 62 inches

Width of spacing: . 62 inches

Balun type: Roberts, strip-line
Diameter of cavity: 4 inches

In order to test each antenna singly, a quarter wave monopole probe
was used as a transmitter. The ground plane was 4' by 4' using absorbent
material all around. The results in this chamber were within . 5 db at large
couplings (-35 dh or more) and within 2 db at lower levels (-50 db) compared
to the values using a 12' by 12' plane in an anechoic chamber.

Figure 6 shows typical coupling patterns at 2. 5, 3.0, and 3. 5 gc
between the spiral antenna and a tuned monopole probe. The patterns are
fairly consistent as the spiral-to-monopole distance is varied, even at the
extremely close spacings, where the probe is 1. 5" from the periphery. Ever
more consistent is the coupling level, which at the pattern maxima follows
within . 5 db of the ordinary 6 db per (distance) octave variation at distances
of 1 wavelength or more. At closer spacings, the level tends to rise some-

what above the 6 db line by up to 1. 5 db at 1/2 wavelength. To translate the

data obtained by the spiral-to-monopole measurements to a spiral-to-spiral
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or mixed configuration, it is necessary only to consider the relative gains
of the antennas. A clarifying example is given in Table I. All values are

normalized to a spacing of one wavelength center to center.

Frequency 3.5 gc 3.75 ge
Monopole-to-monopole coupling -19.9 db -19.9 db
Spiral A at Pp = 0° to monopole -25.8 db -25.5 db
Spiral B at 9p = 0° to monopole -25.7 db -26.3 db
Predicted spiral-to-spiral

coupling at ¢, =gy = o° -31.6 db -31.9 db
Measured spiral-to-spiral

coupling -32,2 db -31.6 db
Error 0.6 db 0.3 db

Table 1

The predicted coupling is merely the sum:

-25.8 db + (-25.7 db + 19.9 db) = ~-31. 6 db
This calculation assumes that the spiral current distribution is independent
of neighboring antennas, which it is in most practical cases.

The general problem of coupling between flush antennas in a ground

plane is greatly simplified by the fact that the incident field is linearly

polarized, since the tangential E-field must be zero at the conductor. This,

plus the fact that in the far field the field looks like an ordinary plane wave,
means the great majority of problems can be solved by merely knowing the
coupling patterns. This implies the winding sense of the spiral is irrelevant.

This viewpoint breaks down in the near-field because the receiving spiral

-
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in a spiral-to-spiral configuration subtends a large enough angle of the
other that the phase distribution of the transmitting field over the receiving
area is no longer that of a constant phase plane wave. However, this effect
can be noted experimentally by comparing the coupling at large and small
spacings.

Extensive tests were taken on the coupling patterns, from 1.7 gc
to 4.2 gc in 50 Mc increments. Rather than present the numerous curves
involved, the reduced data are shown in Figs. 7 and 8. Figure 7 shows the
total variation of coupling as a function of frequency. The actual spacing
was held constant so that the electrical spacing, in wavelengths, changes
with frequency. For comparison, a uniform coupling line is shown in additic
The variations are small at the lower freguencies and increase to cxtreme
levels at the higher frequencies, where sharp nulls occur. Just above the
rated frequency band, the coupling increases sharply with small variations.
The reason for this appears to be that the second mode, which has a null on
the axis of the spiral, becomes predominant. This mode occurs when the
feed currents are in-phase. There will be a large in-phase component
when the balun is operated outside its designed band. Furthermore, the
second mode has more energy concentrated along the ground plane, which
would account for the rise in the coupling level.

Figure 8 shows the angular position of the maxima as a function of
frequency. An expanded angular scale is used for clarity; one should
remember that ¢ = ¢ + 2n7 in the figures. At the lower end of the band,

the maxima and minima shift quite rapidly. This is due to standing waves
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arising from reflections at the ends of the spiral elements. These standing
waves are more predominant at lower frequencies because the current
traveling wave is not sufficiently attenuated by radiation damping.

It can be shown that if the feed currents are in-phase, the angle at
which adjacent currents have the same phase is given by

¢~ 1/ka or kr=1
where k = 27/x. Using the value of k for air, curves varying as 1/ka
are plotted as well., These show that the progression of the maxima follows
the usual interpretation of current belts or active regions.

In order to control the phase of the feed currents, a laboratory
spiral was constructed having the balun outside the cavity. For matching
purposes, a dielectric-filled cavity was utilized, the spiral being ted by a
tapered two-wire line. The cavity depth is . 663 inches, a quarter wave-
length at the geometric mean frequency in the medium whose dielectric
constant 1S Z.48. The spirai is circuiar, Archimedean, and has €ight turns.
Further details are given in Fig. 9.

When the feed currents are balanced, the coupling pattern has 180°
symmetry; that is, C (¢) =C (¢ + 7). The same is true when the feed
currents are in-phase. In both cases, the antenna has mechanical and
electrical 180° symmetry. Small amounts of in-phase currents have a large
effect on the current distribution, and cause an electrical asymmetry.

Experiments showed that when the current phases are within 10° of perfect




-12-

balance, the direct radiation from the two-wire line is not significant,
although it increases as frequency increases. Even better balance stability
is found with the printed circuit balun in the AGA spirals, since the fields
are tightly concentrated between the strip-line conductors. If the phases
vary by 90° or more from balance, the direct radiation becomes significant,
and the feed structure approaches a monopole. When this happens, the
radiation from the feed structure becomes comparable to that of the spiral
itself, and the coupling level will increase somewhat. The coupling levels
and variations observed in the commercial spiral are of the same nature
and magnitude as those for the fabricated spiral but differ in detail, since

the feed structure and the number and size of turns differ.

CONCLUSIONS

For most situations encountered in practice, coupling and interferend
effects with flush antennas can be evaluated in terms of the far-field patterns
along the ground plane. The coupling between slots is highly predictable
and uniform due to its simplicity. The spiral coupling has several secondary
causes affecting it, which is characteristic of antennas of its class. In spite
of its seeming near circular symmetry, wide variations in the coupling
pattern occur. These variations are associated primarily with the current

distribution, and are sensitive to changes in the feed current phase. Standin

wave effects affect the coupling pattern as well, and direct radiation from the

aave AL

cavity and balun plays a significant role at some frequencies. However, the
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coupling level is largely determined by the distribution of energy associated

with the idealized axial mode.
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Fig. 3(b) Notation used for recording slot-to-slot coupling data.
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CIRCULAR ARCHIMEDEAR SPIRAL

Fig. 4. Spiral face configuration.
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THE xy PLANE

Fig. 5. Spiral geometry.
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|. INTRODUCTIGN

The use of extremely low noise microwave receivers has caused the antenna of a
system to introduce a significant portion of the total noise accepted by the receiver. There-

fore a method to reduce to a minimum the noise introduced by the antenna is desired.

With the assumption of random noise sources distributed uniformly in a domain con-
taining the antenna, a criterion which minimizes the antenna contributed noise is cerived.
Using this criterion, the aperture illumination pattern is derived and the resulting antenna
patterns are plotted. In order to depress the near-in sidelobes of the antenna patterns, a
slightly modified derivation of the illumination pattern is used. Antenna patterns resulting
from this modified derivation are plotted. Finally, an analysis of the antenna pattern varia-

tions caused by random phase and amplitude errors in the illumination pattern is made.

Tables of illumination amplitudes corresponding to various aniwc..... potfern no r

worst sidelvize ratius are given, 1inese idules may Ve uscu 1us an array coniainin g 3

more radiating elements.
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lI. CRITERION FOR OPTIMUM PATTERN

The recent use of extremely low noise microwave receivers has caused the anten-
na to be a significant noise source in calculations concerning the noise temperature of a sys-
tem. Through the use of a maser, receiver noise temperatures of approximately 10° K
have been developed. However, if the antenna beam is directed at a hot body such as the
sun or earth, the system noise temperature will be much higher than 10° K. When the use
of the system requires the antenna beam to be directed at the hot body, nothing can be done
to improve the noise figure. However, in the majority of antenna uses, the beam is not
primarily directed at hot bodies; it is only the beam sidelobes which are directed at these

points.

There are many examples which might be stated in which the inleriering objecis
ave digtritntnd mondamiu ahant o dicanpine of fetng ~el T terion to be developed is for
ina giteation where the inter are uniformiy distributngd, ‘t'he probability of the
magnitude of each body's interference is not specified as the form of the antenna pattern

criterion is not dependent on it.

Let the magnitude of the ith body's interference be A; which has a probabitity dis-
tribution p(Aj).

Let p(0;) be the probabitity distribution of the ith object's being at an angle 0 rela-

tive to the antenna.
Let the ith object be at a distance X3 from the antenna which has a probability dis-
tribution p(xy).
€ (0) is the antenna beam pattern and B is the phase shift constant.
The array's response to all I objects is then
I

)
R = A E (0) e
el ' (1)

Bx,




The mean square average response to the complete ensemble is

a2 _r r 1 r r T (A /
R _,,f .A. Jn P (Ai) dAi .If R po(H) dGi {2)
i i=1 Oi i=1
1 . 2
I JBXi
. fffﬂ p(xi)dxi 5 Ai E(Oi)e
X, . R
i i=l i=1

Carrying out the indicated operations and, noting that the distribution of the noise sources is

uniform over all angles, gives for the array response,

B2 - 142 [ 82(gde (3)

That is, for a uniform distribution of interfering objects, the minimum antenna
response occurs when the integrated squared value of the pattern is a minimum. Thus the

aptimum pattern may he referred to ag a Minimum Energy Pattern.




Ili. MINIMUM ENERGY PATTERN

A, Derivation

The Utopian antenna pattern would be one which has a finite response at a direction
normal to the array and no response at any other direction. This pattern is unrealizable,
but at least square approximation to it can be found, Let the unrealizable pattern be re-

presented by € * (0) and the approximate pattern be represented by € {0). Then,

1when0 = 0
€1(0) = (4)
Owhen© #£ 0
N
€ (0) = %(n) An cos (n 34 sin 9) (5)
The integrated squared difference, or error, between the two patterns is then given by
m
e-f [8'(0) ~e@]? ao ()
Jar J
Expanding

™ m ™
€= j;r [EII(O)]zd()—ZLrE'(O)E(O)dOJrLE,(O)]ZdO 1)

Since £'(0) is equal to zero everywhere except at 0=0, the first two integrals equal zero.

Thus -
€ = _/;T [e(o)]zdo (8)

Therefore the least square approximation to the ideal pattern will produce a minimum energy

pattern in accordance with the results of Section II,

1t may be desired to reduce the sidelobe level of the approximate pattern at a slight ex-
pense of main lobe width. This can be accomplished Ly a appropriate weighting being placed
on € () around 8=0, One possibility is not to minimize in the region 6=0. The resulting
pattern will then be a minimum energy outside this region. Therefore equation 8 may be

rewritten as

-a 2 2
- |-F-‘ ,\.-] [4 . [
€ - e | a0 fa £(0) ] do 9)




By varying the value of a in equation (9) various patterns, all minimum energy over the
regions a < / 0/ <™ can be produced,

Now substituting equation (5} into equation (9) gives

m

E:fjr [_%N Ancos(nﬁdsinO)]2d0+ '/;{

Expanding gives

N 2
Z A cos(nBd sin Q)] do
N "

(10)
i N N
e=f 20 30 A A cos [(i+j)/3 dsinO]dQ
a - N 1]
™
N N
+ f 260 X0 A A cos [(i -y B dsinO] do
a -N -N ] (11)
Now using the identity:
w bid o0
f cos(ksinO)dO:f {J k) +2 Z(m) J (k)cos2m0]d0
o 2m
0 (s} 1 (12)
m
But f (cos 2 m 0) dO = O for all non zero integer values of m.
o
Thus,
w ”
f cos (ksin0)d 0 = J0 (k) f do =« J0 (k) (13)
o o

Using the result of equation (13), equation (11) may be written as

N N a
g=r YO Y0 AAJ, [wpsa] - [
~-N N - -

L 4 JO

N N
g\(‘_i) -%(j) A, A_i cos [(i+j)ﬂ d sin 0] a0

N N N N
a7 S0 6 AAT [(i-j)B d] .f S0 Y6 A A cos {(i-j)Bd sin O]d 0
N N '11° o W F 17
(14)
The problem to be solved is to reduce equation (14) to a minimum by a selection of the
An 's with the condition that

N
_%(n) A =1 (15)




This side condition results from the fact that the antenna pattern should have a maygrnitude of
1at0=0, Then

N N
€@ = 1= _%(n) A cos(nfBdsin@) = ) A

The method of Lagrangian Multipliers will be used to minimize equation (14). Math-

ematically the technique may be stated as

R (10
n n

where P is Lagrange's multiplier,

Carrying out the operations of equation (16) on equation (14) will give a set of (2n+1)

equations with 2(n+1) unknowns. The remaining equation is the side condition of equation (15).

The set of equations may be written in matrix form as

] [ % [

i 77'JO [(i+j)Bd] - 7’ cos [(i+j)Bdsin 0} d0

¢}

where

Cc

‘Ihe region over whnich the antenna sidelobe energy is minimized was varied by varying
the parameter (a) in equation (9), The value of (a) was varied between zero and 0.25 radians
in steps of 0,025 radians. For each value of {(a), the coefficients Cij of equation (28) were
evaluated and the resulting set of equations were solved for the values of An. Using the cal-
culated values of An’ equation (11) was computed for various values of the angle 0 so that the
mradbmcaann canbdaciens mna 1A Wt dba A AYY f Ll mmsnmmnmm e e mam b et rmmmam a3 L. - A2
CRALAAIREASE POALIALL $10 LUMAWM WL HAULLLMe L2LA VL UIIU pa \'\IUUWA% VL AlLUIHD wlAC yc:. AUA LIITWU U1 A V™
gital computer using a value of (d) equal to /2. This is equivalent to spacing the radiat-

ing elements one-half wavelength apart,
B. Pattern Evaluation

In Figures 1 through 4, a portion of the antenna patterns are plotted. The antenna re-
sponse for angles from 0° to 90° is shown because the pattern is symmetrical about 0° .
Only four of the ten patterns calculated have been plotted as they show the effect of the varia-
tion of the minimization interval, These antenna patterns develop when the antenna array
contains 31 radiating elements spaced one-half wavelength apart. This number of elements
was chosen to be plotted as a compromise. The number of sidelobes is sufficient to show

trends and all important details,
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Figure 1 is the antenna pattern when (a) is equal to zero, This pattern is the approxi-
mation to an impulse type of pattern. The sidelobe peaks fall-off all the way out to 90°, In
fact, the large lobe in the vicinity of 90 degrees is noticeably depressed. This pattern is
very similar to that produced by a uniformly illuminated aperture except for this last lobe

which is much lower in the minimum energy pattern.

Figure 2 is the pattern which approximates a rectangular pattern which is 0.1 radians
wide., From the figure it may be noted that all the sidelobe peaks are approximately 2 db
lower than the corresponding sidelobes of Figure 1.

Figure 3 is the pattern which approximates a rectangular pattern which is 0,15 radians

wide. The lower sidelobe trend continues but if is more pronounced in the far sidelobes.

P

wrdele G
wille

Figure 4 is the pattern which approximates a rectangular pattern which is 0.25 radians
id.

=
[

The firat sidelobe has now increascd so that it is equa the {irst sidelobe of Fig-
g

ure 1, but the next few are lower than those of Figure 3. The far sidelobes are approximaieiy

equal to those of Figure 3,

A curve showing the relationship between the first (worst) sidelobe and the minimiza-
tion interval is given in Figure 5. It is noted that the first sidelobe is depressed until a
value of a = 0,075 radians is reached. Then the sidelobe increases in value until it reaches
a value 13.3 db down from the peak of the pattern. It holds this value for all a > 0,14 radians.

At the commencement of this work, it was anticipated that the first sidelobe would con~
tinue to decrease in magnitude as the minimization interval was increased, This has not de-
veloped. The reason is that the energy {rom the reduced far sidelobe has been placed in the
first sidelobe and not the main lobe as anticipated. Although the sidelobes have not been
suppressead as groatly oe desived, the patterns do have minimum energy sidelobes. There-
fore under the stated conditions of a uniform distribution of interfering sources, these pat-

terns are the optimum,

Tables I through X list the radiating element amplitudes for the various patterns.

Table I
Illumination Pattern (100 X)
a=0
Element No. Magnitude Element No. Magnitude
0 3.272 1 3.225
2 3.272 3 3.224
4 3.274 5 3.222
6 3,217 7 3.218
8 3.283 9 3.210
10 3,284 11 3.193
12 3.321 13 3. 145
14 3. 427 15 3.772
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Table I

Illumination Pattern {100 X)

a = 0.025 rad.

Element No. Magnitude Element No. Magnitude
0 3.354 1 3. 309
2 3.350 3 3.299
4 3.339 5 3.280
6 3.320 7 3. 250
8 3.295 9 3.208

10 3.268 11 3. 150
12 3.248 13 3. 056
14 3.297 15 2. 6417
Table I
Illumination Pattern (100 X)
a =0, 08 rad.

Element No. Magnitude Element No. Magnitude
0 3. 660 1 3.618
2 3.638 3 3.571
4 3.571 5 3. 480
6 3.464 7 3.348
8 3.323 9 3.181

10 3. 157 11 2,982
12 2,983 13 2. 7142
14 2.861 15 2,242
Table IV
Illumination Pattern (100 X)
a = 0. 075 rad.

Element No. Magnitude Element No, Magnitude
0 3.823 1 3.1780
2 3.788 3 3.710
4 3.686 5 3.574
6 3.526 7 3.383
8 3.321 9 3. 150

10 3. 087 11 2. 886
12 2. 850 13 2.593
14 2.671 15 2. 076
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Table V
Illumination Pattern (100 X)

a~0.1rad.

Element No. Magnitude Element No. Magnitude
0 3.554 1 3.519
2 3. 551 3 3.509
4 3.536 5 3.478
6 3.491 7 3. 405
8 3.397 9 3. 269

10 3. 241 11 3. 055
12 3. 026 13 2. 754
14 2.815 15 2. 169
Table VI
Tilumination Pattern (100 X)
a = 0.125 rad.

Element No. Magnitude Element No. Magnitude
0 3.235 1 3.215
2 3. 288 3 3.312
4 3.416 5 3.446
6 3.541 7 3.528
8 3.570 9 3.471

10 3.442 11 3. 235
12 3. 155 13 2. 827
14 2.811 15 2. 118
Table VII
Illumination Pattern (100 X)
a = 0.15 rad.

Element No. Magnitude Element No. Magnitude
U 3. 205 i 3.151
2 3. 267 3 3.295
4 3. 406 5 3.444
6 3.545 7 3.539
8 3.587 9 3.491

10 3.462 11 3.253
12 3. 167 13 2.831
14 2. 804 15 2. 106
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Table VIII
INlumination Pattern (100X%)

a = 0. 175 rad.

Element No. Magnitude Element No. Magnitude
0 3.351 1 3.312
2 3.334 3 3. 286
4 3.318 5 3.203
6 3.363 7 3.364
8 3.456 9 3.429

10 3.478 11 3.337
12 3.296 13 2.968
14 2.919 15 2.165
Table IX
Illumination Pattern (100X)
a= 0.2 rad.

Element No. Magnitude Blemeni Nu. Magnitude
0 3.458 1 3.402
2 3.372 3 3.259
4 3.229 5 3. 166
6 3.232 1 3. 266
8 3.415 9 3.454

10 3.556 11 3. 442
12 3.391 13 3. 030
14 2,921 15 2.130
Table X
Illumination Pattern (100X)
a = 0.25 rad.

Element No. Magnitude Element No. Magnitude
0 3. 280 1 3. 204
2 3.333 3 3. 330
4 3. 369 5 3. 208
6 3. 286 7 3. 208
8 3.267 9 3.281

10 3.431 11 3.417
12 3.468 13 3.165
14 3. 048 15 2.190
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IV. MODIFIED MINIMUM ENERGY PATTERN

A, Derivation

Although the true minimum energy patterns may be useful under certain conditions, a
first sidelobe 17.4 db down from the peak is undesirable in other situations. A possible con-
dition could occur when a very large antenna is used and a fair amount of main lobe broaden-
ing can be tolerated, In the minimum energy patterns previously calculated, the main lobe
width did not increase noticeably. Thus the first sidelobe failed to be depressed. One pos-
sible technique which forces the main lobe to broaden is to replace sin 8 by ¥ in the mini-

mization proceag, Tha amtsnng matdore
RLR0N DYNRCeSs. tns aniznn “ Fanlins

ment as that used in the previous section with the exception that sin 0 is replaced by ¥, The
antenna pattern derived from the calculated radiating element magnitudes is plotted using
values computed from the true antenna pattern equation,

Again as in Section IH, the pattern to be approximated is

1 wheny = 0
€'(7) = (18)
Owhen v £ 0

Now the antenna pattern will be represented by
N
E(M= -%(n) A cos (nBd7) (19)

€ (7) is to represent an antenna pattern, it must have the characteristics of one.
A true antenna representation is periodic with period lrrﬁ , where m is the number of half-
wavelengths between adjacent radiating elements. If the radiating elements have the usual
A/2 spacing, the pattern as given by equation (19) does not have a period of v, Instead it
has a period of unity, Therefore, the argument of the cosines should be divided by » if an
equation of the form of (30) is to be the model of an antenna pattern, The pattern will then

be represented as,

(20)

\./

N
E(r)= .(n) A cos (
-N
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As in Section III, the error between the desired paitern and the approximate pattern is

€= j.a [6(7)]2 dr+

Substituting equation (20) into equation (21) gives

given by
[s (y)]2 d y (21)

pS— 4

m

-a N )
€= f > A, cos (EEE'Z') dar f [ Z(n) A cos (nﬁdY)] a7
- 17 a (22)

Expanding equation (22) gives

(23)

iB,,dY ) cos (deY )dr

k4

1#}

j
” ’ Ai Aj cos

+
m'\ta
|[\4z

Carrying out the integration gives

gN(n) A“2 [v- a- 2—;%3- sin (anda )] (24)

+ i(i) -%(j) Ay A, 'GTI;FT { sin [(Hj)ﬁ d] -sin[(i“—j;),-ﬁ—g?-]}

+ _%(i) _%(]) A Aj uﬁ-é—a-{sin [(i-j)ﬁd] _sm[(i-izrﬁda]}

Again the method of Lagrangian Multipliers will be used to determine the various values
of An which minimize equation (24). The side condition

N
(25)

is used again.
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The set of equations to be solved may be written in matrix form as

RS0

where # isthe Lagrange multiplier and

Fr-a "fn_wé—d’ sin (anda) Q=
c, - J . sin [(i+))Bd] -sin | Gxi)Bda (27)
]] G+ HEd
+UT;:WEB {sin [(i-j)Bd] -sin[(—i;%@—di]}i;éj

As was done in Section IIl. the parameter (a) was varied, the coefficients C‘i were
1

valuaicd, the A's computed and the resulting antemna pailerns were determined. The one-
t

y]

half wavelength element spacing was used again.

B, Pattern Evaluation

In figures 5 through 9, the antenna patterns were plotted for the modified approxima-
tions. Only four of the computed patterns are plotted as they show the effects of the varia-
tion of the minimization interval. The array which produces these patterns has the same

number of elements as those which produce figures 1 through 4.

A comparison of the two sets of patterns shows that the sidelobe in the region of 90° is
suppressed further in the true minimum energy patterns than in the modified patterns for the
same value (). This indicates the weight which is placed on the energy in the vicinity of
90 degrees in the true minimum patterns. It is also noted that the first sidelobes of the modi-
fied patterns continue fo decrease as the value of (a) increases, This is contrary to the trend

exhibited by the true minimum patterns.

Figure 6 is the antenna pattern when (a) is equal to zero. This pattern is the approxi-
mation to an impulse type pattern. The individual radiating elements have equal currents on
them. Thus figure 6 is very similar to a iii—)f- pattern. In fact, if sin 0 were to have been
replaced by ¥ when the pattern was computed, the pattern would have been of the form
sin x

X

.

Figure T is the pattern which approximates a rectangular pattern which is 0,125 radians

wide, The sidelobes are generally 3 db below the corresponding lobes of Figure 2,

Figures 8 and 9 are the patterns which approximate rectangular patterns 0.175 and 0.25
radians wide, respectively. Continued lowering of the sidelobe level is evident. In particu-

lar, the first sidelobe has been depressed to 27 db below the peak when (a) equals 0.25 radians.
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A curve showing the relationship between the first sidelobe and the minimization in-
terval is given in Figure 10. It is noted that the sidelobe level continues to decrease as (a)

is increased. From the curve it would appear that the sidelobe may be depressed indefi-

a value is reached which causes the first sidelobe to increase. An extension of Figure 10

would show an infiection point the same as Figure 5.

The sidelobes are depressed at the expense of the mainlobe. The minimization proc-
ess removes energy from the sidelobes and places it in the main lobe region. In the true
minimum energy patterns, the mainlobe and first sidelobe shared this energy., Thus there
was no noticeable mainlobe broadening. In the modified minimum energy patterns, the
mainlobe received almost all of this sidelobe energy. Therefore, a noticeable mainlobe
broadening occurred, Figure 11 is a curve of the 6 db pattern width as a function of the

L S S ¥ PR Sy pp 1
O I ZATION 1INeTVaAlL.

Tables XI through XX list the radiating element amplitudes for the various patterns.

Table XI
Illumination Pattern (100 X)
a=0

Element No. Magnitude Element No. Magnitude
0 3.225 1 3.225
2 3.225 3 3.225
4 3. 225 5 3.225
6 3.225 7 3.225
8 3.225 9 3.225

10 3.225 i1 3.225
12 3.225 13 3.225
14 3.225 15 3.225
Table XTI
Ilumination Pattern (100 X)
a = 0.025 rad.

Element No. Magnitude Element No., Magnitude
0 3.232 1 3.232
2 3. 231 3 3.231
4 3,231 5 3.230
6 3. 229 7 3.228
8 3.227 9 3.225

10 3.224 11 3.222
12 3.220 13 3.218
14 3.216 15 3.214
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Element No.

O ® O
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14

Wiamaeani No.

Element No.

DN O
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14

Table XIII

Illumination Pattern (100 X)

a = 0.05 rad.

Magnitude

90 60 09 09 09 00 0o 0

£9 99 09 99 09 09 20 0

. 274
. 272

264
252
235
213
186
155

Table XIV

Eleme_r_ﬂ_: No.

1
3
5
T
9
11

13
15

Mlumination Pattern (100X)

a = 0. 075 rad.

. 012

Table XV

Illumination Pattern (100X)

a=0.1rad.

Magnitude

NP0 £9 09 00 00 o &

. 541
. 524
.44
. 391

279
138
973
787

Element No.

Magnitude

. 274
. 269
. 259
. 244
. 224
. 200
. 171
. 138

O L)W W W

. 374
. 359
. 327
. 281
.221
. 147
. 060
. 961

NWWWWwWwwWww

Magnitude

537
.203
.436
.339
212
059
883
688

899 09 63 62 60 ¢ 0
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Table XVI
Illumination Pattern (100 X)

a = 0,125 rad.

Element No. Magnitude Element No. Magnitude
0 3.1757 1 3.749
2 3.727 3 3.691
4 3. 640 5 3.576
6 3.498 7 3.408
8 3. 307 9 3.194

10 3. 072 11 2. 940
12 2. 801 13 2. 658
14 2. 505 15 2. 349
Table XVII
Ilumination Pattern (100 X)
a = 0. 15 rad,

miement NO, Magnituae mlement No Magnitude
0 4. 005 1 3. 994
2 3. 960 3 3. 908
4 3.828 5 3. 1731
6 3. 615 7 3.481
8 3. 330 9 3. 166

10 2. 988 11 2, 801
12 2. 605 13 2, 402
14 2.196 15 1. 988
Table XVII
Illumination Pattern (100X)
a =0, 175 rad.

Element No. Magnitude Element No. Magnitude
0 4,280 1 4 954
2 4,207 3 4,129
4 4, 023 5 3. 889
6 3.729 7 3. 547
8 3. 344 9 3.125

10 2. 891 11 2. 648
12 2. 397 13 2. 144
14 1. 890 15 1. 640
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TNV L WYL
FAEmein NG

[--Ne 3 TN

10
14

H!\’NWMJ}##

.-:-nww.c-.u»hcn

Table XIX

Illumination Pattern (100 X)

Magnitude

. 537
. 454
. 214
. 835
. 346
.784

120

. 605

a = 0.2 rad.
Element No.
1
3
5
7
9
11
13
15
Table XX

Nlumination Pattern (100X)

- YU
VAU N ole

. 054
. 928
. 566
. 006
.311
.552

803

. 128

a = 0.25 rad.

L] .
riamer

L = UT O s

11

15

4,516
4. 353
4. 040
3. 602
3.072
2.489
1. 894
1. 327

Magnitude

Maonitnde
b4

5. 022
4,715
4. 307
3. 671
2. 935
2.172
1,453
0. 835
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C. Array Size Considerations

Thirty-one radiating elements were used to calculate the patterns shown in Figures 1
through 10. Thus, the array is 15.5 wavelengths long. This number was chosen as a con-
venience to keep computational work to a minimum and still show trends in the patterns.
Slightly different effects occur when the number of elements is increased. The effect of a
change of minimization interval is more pronounced on the patterns with a larger number of
elements. The general level of the patterns is reduced for a given value of (a). In the mini-
mum energy pattern, the least first sidelobe occurs when (a) equals 0.05 radians when the
array is 20.5 wavelengths long and at 0,075 radians when the array is 15.5 wavelengths long.
In the modified minimum energy pattern, the first sidelobe is approximately 38 db down
from the peak at a value of (a) equal to 0.25 radians when the array is 20.5 wavelengths long
and is only 28 db when the array is 15.5 wavelengths. Thus caution must be exercised in
iong whara

the parameter (a) ig involved

i I \ AnNVoLveo:

The fact that the effect of the minimization interval is different for different size arrays
is reasonable. An extremely large antenna might have many sidelobes within a few degrees
of the boresight. It would seem that some form of normalization in the parameter (a) would
make the affect of the minimization interval independent of the array size. The most ob-
vious choice of a normalizing factor is the array size, or, equivalently, the number (N) of
elements in the array. Listed in the following table is the first sidelobe level at various
values of a normalized parameter (a.N) for antennas containing 21, 31, 41, and 61 elements,

TABLE XX1

First Sidelobe Level
(a.N) 21 elements 31 elements 41 elements 61 elements
3.1 .178 L1711
3.9 .155 . 155
6.2 0775 0774 .0693
6.8 .0609 . 0610
7.2 .0498 .0503 . 0499
8.3 0345 .0351

A more detailed comparison was made on several of the patterns with various numbers
of elements. For example, an array of 31 elements was compared with one containing 61
elements. For NA = 6.8, every other illumination magnitude of the 61 element array equaled
the corresponding magnitude of the 31 element array. Next, taking into account the different
array sizes, a point by point comparison was made between the two antenna patterns. Again
oo difference Lotween the two patterns was found to be negligible, i.e. less than one percent

difference.
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Therefore, taking into account the comparisons made from Table XXI, it is a safe as-
sumption that the illumination amplitudes for a particular antenna pattern is not dependent
on the number of elements in the array. This assumption is valid for arrays containing
more than some minimum number of elements. A comparison using an array of 21 elements
shows close agreement with an array of 41. Thus the array illumination patterns may be
specified by curves drawn from Tables XI through XX for arrays containing 31 or more ele-

ments.

The true minimum energy illumination pattern depends on the number of elements used
in the array. A glance at Tables I through X shows that there is a ripple on the amplitudes.
This ripple causes the antenna pattern to be depressed in the region of @ = 90 degrees. In
order to do this, the ripple period must have a period of two radiating elements. Therefore,
drawing a curve from a table in the first set, cannot be used to determine an illumination

The use of tables or curves is an unfortunate requirement to the use of a minimum
energy pattern, This requirement arises because a tractable functional form for the array
illumination cannot be obtained. Considerable effort was expended in an attempt to deter-
mine a functional form. There is still a value in this report to builders of arrays as
Tables XI through XX may be used in place of a functional form. Also, if a minimum energy
pattern is desired, a great amount of computational effort is saved by using equation (28),
Section HI for the desired number and spacing of elements.
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Y. EFFECT OF RANDOM PHASE AND AMPLITUDE ERRORS

The nominal antenna pattern of an array is degraded by pLase and amplitude errors
on the individual radiating elements. This section derives the variance of the pattern pro-
duced by random errors on a linear array of isotropic radiators.

A simple equation specifying the variance of the pattern in terms of the random phase
and amplitude errors is given.

The antenna pattern ata specified distance from the array is given by

€(t,0 = ‘F‘(n) A, cosfw t+nfdsin o1 (28)

-
=N J
=4y

The important region of the pattern is in the vicinity of @ = 0 degrees because this is
the region of the highest sidelobes. Thus it is possible to make the substitution —,ZL =8in &
as was done in Section IV, Then the pattern may be represented by

£(t7) = Z(n) A cos[w g4 RB4Y ] (29)

It was tacitly assumed in the derivation that all the radiators were in phase. This is
very difficult to accomplish in practice. In addition it is very difficuilt to achieve the exact
illumination desired, Thus two sources of error are inherent in an actual array which
cause the pattern to deviate from the ideal pattern:

let 8 = the random per unit amplitude error on each radiating element.

and @ = the random phase error on each radiating element. The actual an-
tenna pattern is then,

€)= S A_(148)cos (wt+ REXL , g) (30)
-N

Expanding equation (43) gives

E(tY) = Z(n) A (148)cos wt+2B2 )eos g

anY

N
- n) A (1+8) sin (w T 4 —————) gin § (31)

-N
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If it is assumed that 8 < <1and @#<<1, then cos =1
sinfg (32)

and second order terms (e.g. 8 @) are negligible.

Expanding equation (31) and noting that 8 @ < < @ gives

N
€ 7))~ %(n) An (1+8)coswtcos m?,———g!—-) - Z(n) An(1+ 8) 8in w t sin= gdr
=N -N
N N
\ - - 1 ar nBdY
. _§(n ) A_#sinut cos gar _%(n) A cos ut sin nRY (33
Rewriting equation (33) in complex form gives
Et,Y)x2 coBwt _%(n) An(1+8 -jﬂ)cos-rl—;———
' N L ngdy
- sinwt Z(n) An(]+]8 + @) sin ——p— (34)
-N

The An's are symmetrical about A0 and the error terms are small, therefore the
second term of equation (34) is negligible compared tc the first term. Dropping the time
dependent portion of equation (34), the antenna pattern may be represented by

N
E(r)NYm A (14318 cos 2L (35)
~-N -

It will be assumed that the error magnitudes have normal probability density with

mean zero; then

-82
2
p (V)= 1 2%
27 %3
,-‘2
-
20 2
p (#)= 1 e p (36)
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The expected value of the pattern is

® oo 3" _‘:T
R N 20g
e ..[f X0 4, (14 5 -1 cos B 2,,81,¢ e Plag, ag,
@ (37)
Noting that
2
-X
2 o 2
f e dx = 1 (38)
./2 o
2
V) _-_x_2_
2 o
f e dx =0 (39)
, /2 To
2
® 2 __z_-x
-
f X e 2 dx = o 2 (40)
JS2m o
)
Using equations (38) and (39), equation (37) becomes
N nB8dY
ETY = 20 A cos ~— (41)
-N
The second moment of the pattern is
L
4 4] N nBdY 9 2 0'8 92 o-¢2
E(Yi =ff :[/'I Z(n) (1+3-jP) A cos—p— N S ds dﬂ
-N n 2mro §°
~0 g (42)




Expanding equation (42} and carrying out the integrations gives

N N N _ L
i-:()’)2 = _%:(n) An2 cos2 nﬁdy - %(k) _‘;(1) AkA,t cos k/.j'd?’ cos 1//31(’17
s N og? ALY 2 5 nBdY
%n) A T g }‘(n) A (43)
A% k

Recognizing the first two terms of equation (43) as the antenna pattern squared and

combining terms gives
2 | & npar |2 2 2y ¥ 2 2 npdy  (44)
E(r) = %f(n) An €08 ——r— + (a' + o ) Z(n) A " cos
“ 8 2/ 5 n v

The variance of the pattern is
2

N
L e (R ¢2)_§‘"’ a2 cos? LYY (45)

Equation (45) was derived for an array whose illumination was symmetrical about its
center and whose phase and amplitude errors were small. Since the only other imposed

restriction was that —I—sssin @, equation (45) is generally valid for any array,

A useful result of equation (45) is a calculation of the decrease in the peak of the an~
tenna pattern which develops for an error in the amplitudes and phases of the radiating
elements. Using Tables XI through XX to specify the A 's, the standard deviation of the
patterns at 8 = 0 was calculated for (0' 2 T g ) Ql For other values of (¢ 3 + g ),
the ordinate may be linearly scaled. Since the pattern error is the sum of random errors
with a Gaussian probability density, the pattern error has a Gaussian probability density.
Thus the 10% value of the error is related to the standard deviation by the factor 1.3. A

curve showing the results of these calculations is given in figure 12,

In figure 12 it is noted that the reduction of the peak response is increased as the
nominal first sidelobe value is decreased, This is a result of the array illumination pat-
tern being more tapered for the low sidelobe cases, This taper results in the center ra-
diating elements having a greater weighting than the average. Thus the center elements

have a greater effect on the pattern than do the end elements,

A more pronounced variation occurs when the variance is calculated at a value
of ¥ emual to the location of the first sidelobe. Again using Tables XI through XX, the
standard deviation of the patterns were calculated for (o 3 2 + o ¢2) = 0.1. The 90%
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probability factor was also used. Figure 13 was plotted from these calculations. The ex-
treme variation in this case is not so much caused by the taper directly, as it is caused by
the lowering of the sidelobe itself, In absolute magnitude, the standard deviation varied

over an 8% range. But considering the nominal level of the first sidelobe, a large percent-

age change took place,

Figure 13 shows that the nominal 13.3 sidelobe pattern's first sidelobe has been
raised 0.9 db. The nominal 27 db sidelobe pattern's first sidelobe has been raised 6.5 db
for the same error in phase and amplitude.

Figures 12 and 13 summarize the effects of random errorson the response of anantenna
pattern. Random errors cause a comparatively small variation in the peak response of
an antenna. These same errors cause a significant variation in sidelobe levels when the
pattern has depressed sidelobe levels, Therefore, antennas designed to produce low side~
lobes must have very close tolerances.
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VI. SUMMARY

The antenna patterns derived in Section IV are the optimum when the noise contribut-
ing sources are randomly distributed in space. This condition is fulfilled in a large number
of antenna applications, Thus an antenna using a minimum energy pattern accepts the least
possible noise. The modified minimum energy derivation produces a pattern which is simi-
lar in shape to the true minimum energy but the near sidelobes are depressed. These modi-~

fied patterns possess both low sidelobe levels and low noise acceptance.

Tables XI through XX may be used to generate the array illumination patterns for the
modified minimum energy for an array longer than 15 wavelengths. The array illumination

for the true minimum energy patterns must be computed for each array size.

The analysis of the pattern variations caused by random phase and amplitude errors
on the radiating elements show that for a given magnitude of error, the sidelobes have a much
larger percentage variation than the main lobe. Thus if an antenna is to have low sidelobe
levels, the tolerances required are very tight. I the tolerances are allowed to become
large, little or no advantage may be procurred by using an illumination pattern designed to
produce low sidelobes,
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ANTENNA POLARIZATION ANALYSIS BY
AMPLITUDE MEASUREMENT OF MULTIPLE COMPONENTS

by
L.. Claytont and J. S. Hollis*

Introduction

The purpose of this paper is to describe a method of determining completely,
including sense of rotation, the polarization characteristics of an antenna by
relative gain measurements only. The method permits rapid recording of
polarization data without the requirement for phase measuring or continuous
polarization scanning equipment. It is ideally suited to use with RDP {radiation
distribution printer) instrumentation and associated punched-tape instrumentation
for computer analysis of polarization data describing space-vehicle and airborne
antenna characteristics over the sphere. It involves simply recording the
relative power received by the antenna when illuminatcd with waves of either

four (minimum) or six (recommended) different polarization characteristics, or

alternatively, analyzing the wave radiated by the antenna by recording the rela-

tive power received by a pickup antenna which can be connected to have four or
six different polarization characteristics. Four or six RDP plots are thus
required to completely characterize an antenna, compared with a minimum of
three required for characterization in terms of the customary two polarization
components and phase angle or ellipse tilt angle. However, the relative gain
plots can be recorded quite rapidly, and there is considerable merit to having
the additional data; one can estimate the polarization performance of an antenna

fairly well simply by inspection of its response to waves of four linear and two

circular polarizations.

Polarization analysis and characterization have becn treated in detail in the
literature. See, for example, references 1l and 2. However, the simple and
attractive multiple -component method appears to have received little notice,
possibly because the requirement for rapid recording of great volumes of data
has become critical only recently with the nced for detailed analysis of spherical

coverage.

+V.P. -Research, Scientific-Atlanta, Inc.
#*Principal Enginecr, Scientific-Atlanta, Inc.




An example of a radiation distribution table is shown in Figure 1. In this pres-
entation, signal level versus angular orientation data are presented by recording
signal levels numerically in decibels at preselected intervals of the spherical
coordinates 0 and ¢. In the table shown here, the angular increments are 0.5
degree in 6 and ¢, the dynamic range is 40 decibels. and the signal-level

resolution is 1 decibel.

The contour effect seen on the graph, which aids in interpreting the table, is
obtained by printing the even values of signal level and omitting the odd values.
Little information is lost by this procedure since the values of the omitted
numbers almost always can be determined by inspection. When the primary
purpose is numerical analysis, rather than visual interpretation, one prints
both odd and even numbers. If the data are stored on punched tape, both odd and
even values are recorded in any event. Greater resolution can be provided by
printing all integral decibel values and omitting the numbers which differ from
an integral number by more than 1/4 decibel. In this casec the data stored on

tape would be recorded with a resolution of 1/4 decibel.

Each recorded table is for a single polarization component. In the method
which will be described, a minimum of four and preferably six recordings are
made to describe the complete polarization characteristics of an antenna.
Although this at first appears to be an involved procedure, its adaptability to
computer processing and the simplicity of the required measuring equipment

give it merit in comparison with alternative methods.

Conventional Representations of Polarization Characteristics

The polarization character of the wave radiated by an antenna is customarily
specified completely by giving one of the following sets of measured quantities

for each direction of interest.

() Magnitudes of two orthogonal linearly polarized components
of the total field and the angle 0 of their electrical phase
difference. :

(b) Magnitudes of two orthogonal linear components, the tilt
angle 7 of the major axis of the polarization ellipse with
respect to the direction of a specified field component, and
the sense of rotation of the total field vector.

(¢} Magnitudes of two orthogonal circularly polarized components
of the field and the angle § of their electrical phase difference.




oz

$334930-6

sl

oz

Z

e

a{gqe], UOIINQIIISTJ UOIIRIPRY

4& o’ *Mﬂﬂ ﬁ?ﬂ N ,

*1 2and1g

<o

FYET
EXY
18

. m. 02-
”.nmn
,.nm
REEE
.m,
.Jm st-
or-
S -
E]
Lo 1o
g
E:CT O .
818 _m

.ﬁ&&&a ‘@'

o T R el u

Ytk ]

S$33493a

o__o_ OV [0, 9

W..na!l K Va ,. q-m_.x.. N

st -

-9




(d) Magnitudes of two orthogonal circular components and the

tilt angle 7 of the major axis of the polarization ellipse with

respecl lo a specified reference,
Any of these methods of presentation is admitted in the IRIG Standard Coordinate
System and Data Format for Antenna Patterns. 3 The IRIG standard does not
explicitly require specification of sense in method {b), but it would be necessary
if the method were used with antennas of other than purely linear polarization
characteristic. Method (d) is recommended by Pike? as the most generally

useful.

The data gathered in the multiple -component method proposed here are readily
reduced to any of these formats in the course of a communications -link analysis.
1f, as is recommended, one records four linear -component responses and two
circular -component responses, ors might, for example, choose to regard the
right-circular and the left-circular as the principal components. To complete
the specification in method {d), one would then regard the four linear ~component
recordings as a measure of the tilt angle, which is speoified by an equation of

the simple form:

where the quadrant is identified by inspection of the algebraic signs of the
numerator and the denominator. This kind of calculation will generally need to
be made only for those points that lie along a specific aspect-angle trajectory or
near it. It should be possible to deduce the general behavior of the antenna in

regions of less crucial interest by inspection of the multiple component plots.

Properties of an Arbitrarily Polarized Wave

It will be convenient for the present purpose to resolve the electric vector E(t)
of a plane electromagnetic wave of arbitrary polarization characteristic into two

orthogonal vector components,

[
~—

E(t) = B (1) U B, (




where Lil and LTZ are orthogonal unit vectors in the plane perpendicular to the

direction of propagation.

If E(t) is of a single frequency w, the component scalar coefficients El(t) and

Ez(t) can be written, with appropriatc choice of the time reference t=0,

El(t) = El sin wt
E,(t) = E, sin (wt + 0) (2)
El(t) El and Ez(t) 32 are the electric vectors of two plane electromagnetic waves

of orthogonal linear polarizations, differing in time phase by the angle §.

In the general case both the magnitude of E(t) and its direction in the uju, plane
are time -varying functions such that the tip of the vector E(t) describes an
elliptical locus which is the familiar polarization ellipse of Figure 2. In
accordance with IRE standards, as one watches the incoming wave, if the rota-

tion of E(t) is counterclockwise the sense of rotation is- right-handed; if one

prefers to think of the outgoing wave, the rotaiion is clockwise for right-hdnd

sense of rotation. The tilt angle T is the angle between the major axis of the
polarization ellipse with respect to a specified field component; the axial ratio

is the ratio of the lengths of the major and minor axes of the ellipse.

Consider the instantaneous component (or projection) of E(t) in an arbitrary

direction in the ugu, plane, defined by the angle x in Figure 3.

EX(t) = El(t) cosy + Ez(t) siny ,
or

EX(t) = E1 cos ¥ sinwt + E, siny sin {wt + 0).
Expanding sin {(wt + 0),

Ex(t) = (E1 cosx + E, sinx cos 0) sinwt + E, siny sin§ cos wt,

or
Ex(t) = EX gin (wt + )

where
2 . 2 . . 2
Ey = (Ejcosy + E, sinX cos 0)” + (E, siny 5in §)

and

1 E, siny sinb

Y = tan E cosy + E,sinycos0
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Figure 2. Polarization Ellipse for Right-hand Elliptical

Polarization. Direction of propagation is out of paper. Rotation

of I_*f(t) is counterclockwise in accordance with IRE Standards.

Polarization Pattern

Construction Lineq Show
Formation of Polarization Pattern
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Expanding the square of EX and employing double -angle identities, one obtains:

2 1 2. 2 2 e o]
Ex -flEl + E2 + (E1 - E,)cosyx + /_t.lhzcoousmaxj ’ (3)
or
2 1.2 2 2 22 2+1
Ex —Z[El +E,+ [(E1 - }:,Z) + (ZElEzcos 0) ]z cos{2x - \,l/)-‘ (4)
where
2E, E,cos0
- 172
Y = tan T

2
E - E,

The sign of the square root is to be taken as positive.

A polar plot of E versus x is called the polarization pattern of the wave. It

gives the max1mum projection uf E(t) in the x direction, as indicated in Figure 3.
EX therefore corresponds to the response to the wave of a linear antenna as it

is rotated in the uluz plane. However, as can be seen, the maxima and minima
of the polarization pattern coincide with those of the polar1zat1on elhpse, and

consequently define its eccentricity and orientation with respect to the u1 axis.
From {4) it is seen that E(t) has its greatest maximum projection at the angle

X of maximum Ey = %ll/

T=
or
1 -1 ZElEZcosﬁ
T = 5 tan (5’
2 EZ EZ.
17 72

The tilt angle T is the angle between the major axis of the polarization ellipse

and the u, direction.

Note that an ambiguity of 180 degrees results when an angle is defined by its
tangent alone, and this ambiguity in the inverse tangent of (5) as it stands
produces a 90-degree ambiguily in 7. Kraus5 states that the angle T as given
by (5), which he derives by a d:fferent method, is the angle between the 1?1
direction and cither the major or the minor axis of the ellipse. However, this
uncertainty is removed if onc identifics the quadrant of 4 as must be done to
maintain consistency between (3) and (4) with the choice of the positive squarc

root in (4). The quadrant of 27 is identified by the algebraic signs of the




numerator and the denominator of its tangent as expressed in (5), according to
Table 1.

Table I. Sign Conventions for
Identification of Quadrant of 21 or &
27 or 6 Numerator of Denominator of
(5), (10), or (17) | (5), (10), or (17)
1st Quad. + +
2nd Quad. + -
3rd Quad. - -
4th Quad. - +
0° 0 +
90° + 0
180° 0 -
270° - 0
Undefined 0 0

If 27 is taken to be a positive angle, the tilt angle is given as a positive angle
between 0 and 180 degrees. Since the polarization ellipse is symmetrical with
respect to 180-degree rotation, T angles in the second quadrant may be replaced
by their negative supplements if it is desired to express T as an angle between
+90 degrees. Included in Table I are cases where 27 falls precisely on a
quadrant boundary, and the case of circular polarization for which 7 is undefined.

The table applies also to identification of the quadrant of 0 described later.

From (4), the ratio of the maximum of the polarization pattern to its minimum is

l,
; 2

1

ET + Eg + [(Ef Zcos{))a]z
2 2 2.2 21
- [(LI—EZ) + (2E,E, cos 0) ]

22 .
-—Ez) 4(LE1E

2
1
2
E1

or, upon multiplication of both numerator and denominator of the quantity within

the outside radical by the numerator,

,‘,
X+ ES 4 [(EZ- BD® + 2B, B, cos 6)%]?
I T 1" 1E. )
= PR AIY) 23 ' -
[(Lf‘rEg) —(EI—E&) —(dElEzcosﬁ) }5




or

2

L
2

2. .2 2 2.2 .
[ ] 64

By ¥Ry, + \n,l - h’&) + \/_t.ll:,acosu)

|x]=

2E|E,[sin 0]

This axial ratio takes a particularly simple form in terms of the circular com-

ponents to be discussed presently.

Linear -Component Measurements

Suppose that the arbitrarily polarized wave is examined with a linear antenna
rotatable in the polarization-axis coordinate y. When x = 0 the antenna is
—_

aligned with the u;

tional to El; when x = 90° its terminal voltage is a relative measure of E,. The

direction and the magnitude of its terminal voltage is propor-

rcceived power is proportional to El2 or io EZZ for x = 0° or 90°, respectively.

When the antenna is positioned diagonally at x = 45°, equation (3) shows that the

received power is proportional to

2

2
By =450

= i(EZ + E; + 2E,E, cos 0) (7)
2 1 2 172

When the antenna is positioned diagonally at x = 135°, equation (3) gives

2 _ 1,2 2 . (8)
Ex: 135° = Z(El + E2 - L‘EIEZCOSG)
Let EZ ) Ez .
x =45° ~ 73 ’
2 2
By =135° 7 By

Examination of equations (5), (6), (7), and (8) shows that rclative measurement
of Elz, EZZ, and cither E; or E42 is sufficient to dotcrmin'e the tilt angle and the
magnitude of the axial ratio. However, if b_ot_hE32 and E/f arc measured the
calculations take a particularly simple form, because

l‘)% - P:.; Z.I-l] F:B, cos 0 . (9)




so that

2 2
;o= itan—lfi_'_fii (10)
e

{which is to be used with the rules for quadrant identification given previously in
Table I}, and

(g2 Ez)z];—

H By - 4

2 2 2 2.2
EY + E; ¢+ [(E1 - E)

fr] = (11)
; p 1
[(Ef + E‘;‘)‘)‘ - (Ef - Ei)Z - (Ei ~ Ei)g]'2

Equation (9) gives

2 2
] By - By

ZE_EZ

|6] = cos™
|

but does not show whether the phase angle is positive or negative. Consequently,
measurements of linear components alone do not identify the direction of rotation
of Ei(t). Similarly, since one does not know whether to use the positive or the
negative square root in the denominator of (11), the sign of r is undetermined;
otherwise, as will be shown in the circular component case, the sign of r would
identify the sense of rotation. (In the numerator the positive square root must

be used for consistency with previous assumptions.)

The squared field intensities which appear in these relations may be determined
either by relative power measurements with a single antenna successively
oriented to y = 0°, 45°, 90°, and 135°, or by switching connections to two iden-
tical stationary coplanar probes oriented orthogonally in the L_l’l and SZ directions.
In the latter case the diagonal intensities are obtained by adding terminal voltages
either in-phase or out-of-phasc in such manner as to obtain sum voltages pro-

portional to

(1/\/2)[El(t) + F,)Z(t)] : (‘./\fz)[mlsmm P ain(wt 4 6)] = ¥, sinfut )
and
N2 1 (0 -12,(0] - (N2 [ sinot - 52 sin(ot 18)] Bysintat 43,) .

] (a3

10




Expansion of sin{wt + 8) gives
Ejsin(wt+v,) = (IN2)[(E| + E, cosd)sinut + E, sinb cos wt]
1 o [4

and

E, sin(wt+7,) = (1/'\/—2)[(}31—13Z cos 8)sinwt -~ E sinbcos wt] ’

2

from which

2 1,2 VA .
E3"Z(El +E"¢ + dElEZcosﬁ) ;
2 1,..2 2
E4 = ?(El + EZ - ZEIEZCOS 0) ’

in agreement with (7) and (8).

Circular -Component Measurements

Suppose that the terminal voltages of the orthogonal 9oplénar linear antennas
introduced in the preceding paragraph are now combined in phase quadrature in
such manner as to obtain sum and difference voltages proportional to

(l/'\/'Z)[:E1 sinwt + E, cos {wt+ 5)] = Ep, sin{wt+7v,) (12)

R

and

“N-Z)[El sinwt - E, cos(wt+6)] = ELsin(wt+'y4) . (13)

Expansion of cos (wt + 0) gives

ERsin(wt«l- 'y3) = (1N2) [(El- Ezsinﬁ)sinwt + Ezcosﬁcos wt] H

E, sin(wt+ 'y4) = (IN2) {(El +E, 8in ) sinwt - E, cos 0 cos wt] .

L
from which

2 1,2 2 : .
Ep = S(E] + E; - 2EE,sind) ; (14)

E =%(E‘§+E‘§+ZE E,sin0) . (15)

172
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When E1 = EZ’ the antenna phasing arrangement corresponding to (12} and (14)
produces a maximum response to a wave for which 8 = —90° and null response

to a wave for which § = +90°. In either case, equation (4) shows that the pro-
jection of E(t) is independent of direction (¥) in the U u, plane; both waves are
circularly polarized. When 0= -90°, Ez(t) lags El(t) and inspection of Figure 2
shows the E(t) appears to rotate in a counterclockwise direction when viewed
from the direction of propagation with the wave approaching. In the IRE conven-
tion followed in the antenna field this condition is identified as "'right-circular
polarization.' When 8§ = +90°, the rotation of E(t) is clockwise, wave approach-
ing, and the polarization of the wave is 'left-circular."” Thus the antenna
phasing arrangement corresponding to (12} and (14) produces a composite right-
circularly polarized antenna. Similarly, the phasing arrangement corresponding
to (13) and (15) has maximum response to the wave for which & = +90° and null
response to the wave for which 8= —90°. It constitutes a left-circularly polarized

antenna.

At the outset of this discussion a wave of arbitrary polarization characteristic
was defined in terms of two orthogonal linearly polarized components and their
phase difference. As is well known, the wave can be defined equally well by

the amplitudes ER and EL of two circularly polarized components and their

phase difference 6' = Y3 =~ Y4 This representation is treated in detail in the
referenced literature and is examined further in the Appendix. Here the equiva-
lence of the representations will not be elaborated because the present intent is
not to change to an alternate representation, but rather to show how the commonly
used measures of wave polarization characteristics can be determined by

measurement of both linear and circular polarization component amplitudes.

For this purpose it is immaterial whether the linear -component or the circular-
component representation is chosen as the basic viewpoint; we will continue to

use the former,

It will be recalled that measurements of lincar components alone gave only the
magnitude of the phase angle 0 (in terms of its cosine), and hence left the sense
of polarization undetermined. This ambiguity is resolved by measurement of

either EZ or Eﬁ, because (14) or (15) gives in addition the sine of 6. However,
if both ER and ElzJ are measured the calculations are simplified. Since

2 2 .
E; - ER = Z.ElE2 sind , (16)

12




one obtains with the use of (9):

2

L—E
2

E3—E

1 E

6 = tan~ , (17)

thN

the quadrant of '§ being determined by the signs of ELZJ - Eé’ and E32' - E42 in

accord with Table I. Table I includes cases for which § falis precisely on the
quadrant boundaries, and the special cases of linear polarization directed along

the u; oru, axis for which § is undefined.

Equation (4) for E 2 is also simplified by substitution of circular-component

quantities. The product of (14) and {15) gives

E;Ei = + (B} + D% - (2E,E, sin8)”]
- L [E% - E2? + (2E(E, cos8)° ] .
‘oY
2epE; = [(£] - £)° + @E|E, cos )’ 1° ' (18)
The sum of (14) and (15) gives
Ef+ES = Bl v ED . (19)

Substitution of (18), (19), and (5) in equation (4) gives

2 _ 1.2 2
Ex =5 [ER + E] + 2EgE; cos 2(X - )] . (20)

From (20), the ratio of the maximum of the polarization pattern to its minimum

is just 511
p)

o (Eg + E)

2

The sign of the square root is chosen by convention such that

E.+E
R L (21)
ER - EL

13




which gives a positive axial ratio for right-handed polarization and a negativ‘e

axial ratio for left-handed polarization. This relationship is evident (except

for the sign convention) from inspection in the circular-component representa-

tion where one considers I_*f(t) to be the resultant of two contra-rotating vectors
¢ .

of amplitudes ER and EL'

Practical Considerations

Measurement Techniques --In setting up an antenna range to make polarization

measurcments by the multiple -component method, the following requirements
must be met:
(1) the correct polarizations must be established for each
of the six polarization components,

(2) the measuring system gain must be maintained fixed
during the measurement interval,

(3) conditions such as suppression of extraneous reflections,
etc., associated with measurements of 2 single polarized
component must be satisfied.

One can of course invoke reciprocity and interchange the roles of the transmitting
and receiving antennas. It has been convenient to consider the case in which the
wave radiated by the antenna under test is examined with receiving probes, but

it is commonly preferred to operate antenna ranges in the opposite manner. One
then measures the receiving response of the antenna under test when it is

illuminated by waves of various polarization characteristics.*

"A note of caution is warranted. The polarization properties of an antenna are
defined here, as is customary, by polarization parameters of the wave the
antenna radiates, and must be so interpreted even though the relative component
magnitudes actually may be determined from measurement of the receiving
response of the antenna under test. Ep and E1, can be measured by the receiving
responses of the antenna under test when it is illuminated respectively with
right-circular and left-circular incident waves, as would be expected. The
linear components must be measured, however, with illuminating waves whose
vectors are parallel in space with the E vectors of the corresponding com-
ponents of the wave which would be radiated by the antenna under test. Since in
the multiple -component method one measures amplitudes only (and not phase
polarities, which are deduced from relative amplitudes), this condition is of
consequence only in setting up the ''diagonal" linearly polarized illuminations.
E3 and E4 must be measured with illuminating waves whose K vectors are
directed respectively at x = 45° and x = 135° in the coordinate system defined

with respect to the antenna under test, (Not at the corresponding angles of the

coordinate system which would be used to define the polarization properties of

14




The linearly and the circularly polarized sampling or illuminating antennas can
be of any convenient type. While only relative amplitude measurements are
required for polarization analysis, it is necessary to insure that all components
are measured with respect to the same reference. Good practice requires that
this condition be verified experimentally in any case, through techniques familiar

to the antenna engineer.

The principal considerations in application of the multiple -component rmethod can

be illustrated by discussion of several suggested means of implementation.

(2a) Three-Antenna and Polarization-Positioner Method

Probably the simplest method of establishing the required aperture fields is that
shown in Figure 4. A linearly polarized source antenna, mounted on a polariza-

tion positioner, is employed to establish the four linear polarizations at the test

ROTARY POLARIZATION POLARIZATION
PAD OR
JOINT /~ POSITIONER ISOLATOR~ POSITIONER
/ ‘ ROTARY
I ¥ JOINT
— - : - LINEARLY POLARIZED ANTENNA ﬂ—%—{ F—
[
| ANTENNA  UNDER
| TEST
PAD I
/\/\/}W\ OR —s={b R H CIRCULAR ANTENNA
ISOLATOR :
I
I
i
XMTR |
™ L H CIRCULAR ANTENNA
I TO RECEIVER,

AND RECORDER
SOURCE ANTENNAS

Figure 4. Schematic Showing Three-Antenna
Method of Providing Six Polarizations Over Test Aperture

aperture. Two additional antennas are employed to establish the right ~hand and

left-hand circular polarizations. In the absence of reflections, the same signal

the illuminating wave itself. The polarization parameters of an illuminating wave
to which a receiving antenna is polarization-matched are not, in general, identical
to those of the wave the antenna radiates' No subtle non-reciprocity is inveolved
here; it is simply a matter of the way coordinate systems are established by con-
vention for defining polarization properties of waves.)
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levels are automatically provided for the four linear polarizations if the axis of
the polarization positioner is aligned with the center of the test aperture and if
the axis of the transmitted beam is aligned with the axis of the polarization
positioner. The gains of the two circularly polarized antennas do not have to be
identical to each other or the same as that of the linearly polarized antenna; a
reference antenna can be employed at the test aperture to permit adjustment of

the system gain to compensate for relative gain differences of the three antennas. *

If an absolute gain reference level is to be determined by the comparison method,
a standard gain antenna is required and can be employed for the reference antenna.
In both applications it is necessary to provide a means for displacing the antenna
under test from the test position and inserting the reference antenna in its place.
If the absolute gain reference level is determined by pattern integration and
calculation of antenna loss, the sta:ndard gain antenna is, of course, not

required. In this case, an uncalibrated linearly polarized reference antenna can
be employed to check the circularity of the circular fields and the purity and

orientation of the linear fields.

(b) One-Antenna and Polarization-Positioner Method

The arrangements shown schematically in Figures 5a and 5b provide the required

polarizations with a single antenna and a polarization positioner. The circuit

*In the discussions under the section headings, Linear Component Meagurements
and Circular Component Meagurements, the signal a.mplitg_des E3, {:IA’ ER, ag_d
Ej, were produced by adding signals equal to (1/N2) Ej (t) uj and (1/N2) E; (t) up
in the proper phase relationships. This requires that the total gain of the sampling
antenna be constant for the six polarizations. In the practical measurements
problem, based on receiving or transmitting with the antenna under test, it is
sufficient that the total measuring system gain from the transmitter to the
recorder be constant, with a linearly polarized reference antenna of constant
gain substituted for the antenna under test. The reference antenna is aligned with
two orthogonal linear polarization components of the source antenna in use to
measure two partial system gains, which are added to give the total gain. Thus
relative gain differences of the transmitting antennas can be compensated by
altering the gain of the receiver or recorder or the power output of the trans~
mitter.

For the circularly polarized case, one-half of the system gain is in each of
two orthogonal linear polarization components. Therefore, in setting the total
system gain equal for the linear and circular polarization cases, the partial
system gain for one polarization component is set three decibels lower than the
system gain for the linear case, where the total gain is in a single component.
As a check, it is desirable to rotate the polarization of the linearly polarized
probe through 360 degrees to see that the partial system gain is constant for all
linear polarization components, insuring circularity of the aperture field.

16
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Polarizations Over Test Aperture
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provides for switching the polarization of the source antenna from linear to
right-hand circular or to left-hand circular. The four required linear polari-
zations are achieved by rotation of the polarization positioner to 0°, 45°, 90°,
and 135° orientations. The orientation can be measured manually or indicated
by a synchro data takeoff of the type in common use. Several switching arrange -
ments are possible; the method of Figure 5a uses a hybrid and a movable short
as a 180-degree phase changer to reverse the sense of rotation. At the higher
frequencies rotary-vane phase shifters and attenuators are of a convenient size
and can be employed. The method of Figure 5b switches the outputs of a hybrid
between the two orthogonal antenna elements to reverse the sense of rotation.
Trim adjustments are necessary to compensate for unequal power divisions by
the hybrids, to compensate for differences of transmission line attenuation, and
to effect precise £+90-degree phase relationships between the two components for
the circular polarization cases. Attenuator and phase shifter settings can be
recorded and manually set as required, or the attenuators and phase shifter can
be arranged for programming to the predetermined setting, the method employed

depending on the desired degree of automation.

Use of a polarization positioner to obtain the four linear component orientations
has the advantage that the polarization purity of the linear components is not
dependent on electrical adjustments. However, a reference antenna is required
as in the previous method, to provide a check on system gain and polarization

purity,

(c) One-Antenna Method

The circuit shown in Figure 6 provides the six specified polarizations without use

of a polarization positioner.

If switches A and B are in position 1, the polarization is vertical linear; if switch
B is rotated to position 2 the polarization is horizontal linear. With switch A in
position 2 and switch B in position 1, the polarization is determined by (1) the
relative total phase shift ¢2 =~ (from reference plane aa to the terminals of the
two antennas) and (2) the partial gains for the two polarization components
referred to plane aa. Right- and left-circular polarizations are provided by £90-
degree relative phase delays and equal gains. Linear polarizations at 45-degree
and 135-degree orientations are provided by adjusting (1) ¢ ~$; equal to zero and

180 -degrees and (2) the two gains equal.*

“See footnote, page 14.
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Figure 6. Schematic Showing One-Antenna
Method of Providing Six Polarizations over Test Aperture
Provision of two calibrated trim pads permits the total gain to be set equal for
the six polarizations. The attenuator and phase shifter settings can be recorded
and manually set as required, or the attenuators and the phase shifter can be
arranged for programming to predetermined settings. A rotatable linearly
polarized reference antenna is required at the receiving test site to permit

initial calibration of the system and to provide gain and polarization checks.

Sensitivity to Error --The multiple -component method, like the conventional

methods, is subject to errors introduced by cross-polarization components in
the probe or illuminating antennas, amplitude readout errors, and gain~reference
setting or drift errors. These matters have been discussed by Bohnerté. Read-
out errors due to digital recording roundoff must be considered in what is
expected to be the major application of the multiple-comp>nent method: where
amplitudes are measured at discrete sample points over a large solid-angular
sector {(or entire sphere) and are recorded to the nearest decibel on punched

tape or angular grid plate for subsequent computer analysis of communications
link adequacy. One can illustrate by the following example the kind of point-to-
point scatter one would expect to result from a maximum 0.5 db roundoff error

if the computer program did not provide for data smoothing. Suppose that at a
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particular sample point the actual relative magnitudes of the components were
as given in the first column below (in decibels relative to an arbitrary common

reference), and that the levels were recorded with roundoff as in the second

column,
Component Actual Level Recorded Level
dbref dbref
E1 - 8.739 -9
E, -13.510 ~14
E; - 7.791 - 8
E4 -19.230 B -19
ER ~10. 500 -11
EL -10. 500 -10

The actually equal E_ and E. have been oppositely rounded so as to have

maximum effect upofthe calculated axial ratio. Use of the recorded data

in (21) gives r = -17.39 (24.8 db, left-elliptical}), and (10)-gives T =29.7
degrees. Actually, the wave is linearly polarized, T = 30 degrees. Equation
(17) gives 0 = 8 degrees; actually it is zero. Equation {20) gives E_ (the
maximum of the polarization pattern) as -7.47 dbref ; Equations (4) and (9)

give it as -7.76 dbref i actually it is -7.49 db__..

This kind of accuracy from raw data is quite acceptable for most applications,
but it could lead to erroneous results in a data-link analysis if over a particular
region the transmitting and receiving antennas were exactly cross-polarized;
the difference between a 25 db loss and no signal at all is substantial. It is our
understanding that the IRIG link analysis computer program provides for multi-
point data sample interpolation prior to computation to reduce errors from this

source.

Similar errors result from plot-to-plot jitter in precise point of sampling. These
errors are most pronounced in regions where the antenna pattern has steep slope
with respect to the angular coordinates. Multi-point interpolation prior to com-

putation is also effective in reducing these errors.

Still more effective data refinement can be based upon the redundancy that exists

if six components are measured. The simplest constraint is, of course, that
4 2

the actual values of Ef + Eg’ = E§ + E4 = ER + EE This condition can be invoked
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in a fitting process, and it can be used as the basis of data validity testing to
reject data showing evidence of reference-setting blunders or excessive drift.
More elaborate constraints, e.g.,

2 .22 .2 22 2 2.2

(El —EZ) + (E3- E4) + (ER-EL) =

1 2 2.2 2 2.2 2 2.2
3 [ET+ED® + (BS+E) + (ER+E])° ],
Tequire more sophisticated programming to introduce in an optimum manner.
One could, of course, simply compute polarization parameters from several
alternate expressions involving different measured quantities and average the
results, but one would not expect to arrive at an optimum fit through such a

procedure.

Summary of Results

Definition of Measured Quantities --Subscripted E's are relative measures of

component amplitudes taken with respect to a common reference. They are
defined here as terminal voltages of receiving probes used to examine an arbi-
trarily polarized wave radiated by an antenna under test. Their common refer-
ence is such that the various probes devclop the same terminal voltages when
illuminated separately by waves of the corresponding pure polarization charac-
teristics having equal power aensities. (Proper reference can be established

with actual antennas by receiver or recorder gain setting.) Specifically,

E1 is the measure of the component that is linearly polarizéd in
a direction ‘—;1 in a plane of measurement normal to the direc-

tion of prdpagation.

E, measures a linear component in a direction :2, orthogonal to
;i, in the plane norrhal to the direction of propagation. The

positive direction of 32 is the direction ¥ = 90 degrees, where

X is ah angle defining a direction G’X in the u,u, plane, measured
from the :1 direction counterclockwise as seen by an observer
who faces the uju, plane such that he sees the antenna under
test behind the plane with its radiated wave approaching him.

Ey

E4 measures a diagonal compenent linearly polarized atx =135°,

measures a '"diagonal'' component linearly polarized at X =45°.
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ER measures a right-circularly polarized component.

-EL measures a left-circularly polarized component.

Notes:

(a) E1 and E, correspond to EB and E¢’ respectively, in the IRIG format,
(b) The common reference of the Ei's is such that Ef + E; = Eg + Ei =
E; + Ei, a measure of the total power density of the wave at the sampling
point. They provide measures of relative electric field strengths in the

following manner: If the number-subscripted Ei's are taken to represe: ¢

relative peak field strengths of the corresponding linearly polarized

components, e.g.,
!

s 4 . —
El(t) =_El sin wt uy o,
then in the same units the constant magnitudes of the field strengths of,

the circular components are given by

ép = WW2EL £ = INE] .

{c) The component magnitudes and other polarization parameters discussed
here characterize the polarization properties of an antenna in terms of the

nature of the wave it radiates and must be so interpreted. The components

may be more conveniently measured, however, by invoking reciprocity and
testing the receiving response of the antenna when it is illuminated by waves
of various polarizations. In setting up the incident fields one then must

observe precautions discussed in the footnote, p. 14.

Polarization Characterization--The measured quantities Ei give directly the

relative magnitudes of the corresponding components in terms of which an
arbitrary wave can be characterized; their common reference is such that
the square of any Ei gives the relative power contained in that component,
A get of four Ei's consisting of one "principal’ linear component (E1 or EZ)'
one '"diagonal' linear component (E3 or E4), one circular component (ER or
EL), and any fourth component is sufficient for complete chal.-acterization.
Such a set can be used without further reduction for communications link
analysis if the equations for power transfer between antennas are written in

compatible form. However, it may be preferred to rggard one pair of
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orthogonal components as '"principal' components (E1 and E2 or ER and EL)
and use the other amplitudes in calculating, as a third parameter to complete

the description, one of the customarily used quantities

T = ellipse tilt angle*, the angle between the major axis of the
polarization ellipse and the :1 direction, measured in the

sense defined in the previous subsection for the angle y;
6 = phase angle by which Ez(t,) leads El(t) ; or

51 = phase angle by which ER(t) leads EL(t), when circular com~
ponent phases are defined so that 6' = 0 for linear polariza-
tion in the G'l direction,

Measurement of all six component magnitudes instead of the minimum of

four is recommended because doing so provides greater insight into antenna

behavior through direct inspection, redundancy for verification and refine -

ment of data, and simple expressions for the parameters

2 2
E., -E
6 = tan™! l&‘ R , (17)
g2 - g
(B3 By
: 2. 2
t E - E
p=Q_ 1, 1727 74 (10):(A6)
2 2 2 2 -
E1 - E2

Quadrants can be identified through the numerator-denominator sign rules

given in Table 1.

Other useful expressions are the following:
+ E
ErtPL (21)
Er - By,

where thé axial ratio r is the ratio of the major axis of the polarization
ellipse to its minor axis; by convention, r is positive for right-handed

polarization and negative for left-handed polarization.

*Completes description only when used with ER and EL; does not give sense
of ellipticity when used with El and E,.
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2 1 2 2

Ex =3 [ER+ E] +2EQE| cos 2(x - ] , (20)
where E_ is the magnitude of the polarization pattern (the projection of

the polarization ellipse) in the direction specified by the arbitrary angle

X, defined in the previous subsection.
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APPENDIX
FURTHER EXAMINATION OF CIRCULAR COMPONENTS

In the text the terminal voltage of a probe antenna responsive to
the right-circular component of an arbitrary wave is represented as
proportional to the quantity

E, sin{wt+ 73) = (IN2) [-(El -E2 8in 0) sin wt + E2 cos 8 cos mt] .

R

and that of a left-circular probe is represented as proportional to

ELsin(wt+'Y4) = (INZ) [(E1+Easin5)sinozf—Ez cos O cos wt] .

2 2

ER and EL are related to Ef, Eg, and 6 by (14) and (15). In con~

tinuation of this development it is first necessary to evaluate the phase

differeﬁce
= -
O'= Y3 - Yy -

It will be convenient to represent v, and V4 by their sines and cosines,

which from (Al) and (A2) are:

Ezcosﬁ EI—EZsinG
sin'y 2 me———— CO8 Y, T ~——em————
3 3
»J'ZER \/'ZER
iny -Ezcosﬁ cos _E1+Ezsin5
siny, = =
4 4
»JZEL 'JZEL

From trigonometric identity,
sin §' = siny; co8s Y, - cos vy siny,

cosd'! = cos Y3 €087, + 8in 7Yy siny,

so that
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sin &' = H
EpEL
E} - Ej
cos 0! = .
ZEREL
Therefore
2E ,E, cosb
tanf!' = ——‘1—2—2—-‘-2—- .
E|-E,

Comparison with (5) in the text shows that
6! = 27

If circularly polarized probe antennas ar€ to be used to determine
T by measurement of 8', it is essential to note that 0' is defined, as in
(A3), as the angle by which the right-hand component leads the left-hand
component, and that the antennas must be adjusted so that §' = 0 for an

incident wave that is linearly polarized in the w, direction. The oppor-

1
tunity for confusion is substantial because the literature is rather casual

-in specifying the sense of 0', *

One might find it helpful to sketch out two contra-rotating E vectors
{right- and left-circular components) whose resultant is a linearly polar-
ized wave and note how (A6) can be arrived at geometrically. It is then
clear that an advance of the phase of the right-hand component in its
cycle relative to that of the left~hand component in its cycle increases

T in its positive direction.

Transformation from a wave represéntation in terms of ER’ EL’
and 0' to one in terms of El’ EZ’ and 0 can be accomplished in the fol-

lowing manner:

*For example, Kraus' equation (15-65) of Reference 2 gives 6' the op-
posite sense from that defined by his null measurement technique de-
scribed in his Figure 15-32 and associated discussion. The latter agrees
with our (A3) and (A6).
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From (A4),

E.E
cosd = R sin 0!
EiE;
From (16),
2 2
E, - E
8ind = — R
ZEIEZ
Therefore
2 2
o1 By -Ep
6 = tan = , (A7)
ZERELSIn5

where the quadrant can be identified by numerator-~denominator sign

conventions as in Table II.

From (A5),

Ef— Eg = ZERELcosé' .

Adding or subtracting (19) gives

e _1,.2 2 v
E| = Z(ER + EL) + ERELCOSG ; (A8)

2 _1,.2 2 i
EZ = Z(ER+ EL)- ERELCOSG' ’ (AD) j

which agrees with the result of substituting ¥ = 0 or n/2, 27 = 0' in (20).




LOG-PER;ODIC HELICAL DIPOLE ARRAYS

D. T. Stephenson and P. E. Mayes
University of Illinois
Urbana, Illinois

SUMMARY

The low-frequency cutoff of the logarithmically-periodic dipole array
occurs when the length of the longest dipole is approximately one-half wave-
length. For applications in and below the high frequency (3-30 Mc) band the
antenna becomes quite large. By replacing the linear dipoles with normal-
mode helical elements, the dipole length can be reduced. Near-field measure-
ments show the similarity in propagation constants in arrays of linear and
helical elements. Data are shown for LP helical dipole arrays with elements
of length \/4 at the lowest frequency. Frequency-independent backfire patterns

are maintained and maximum VSWR less than 2:1 has been achieved.

1. INTRODUCTION

Since its introduction by Isbell1 in 1959, the log-periodic dipole has
become a very popular broadband antenna. Its structural simplicity makes
it 4 practical design for applications where portability or rotatability are
desired.

As is true with most antennas, the LPD must be fairly large if it is to
work well at low frequencies. The longest dipole in the LPD array must be
about one-half wavelength long at the lowest frequency of operation. There
is also a requirement on the boom length of an LPD: directivity suffers if
. the parameters are chosen so as to make the antenna too short for a given

operating bandwidth2° Thus if one wishes to reduce the overall size of an




LPD antenna in terms of wavelengths, one must contend with both the dipole
lengths and the boom length. The latter seems most likely to have a basic
limitation on directivity, i.e., a2 minimum boom length is required to achieve
a unidirectional pattern.

No such severe limitation with respect to directivity should exist in the
case of dipole lengths, however; since the pattern of short dipoles is almost
the same as for half-wavelength dipoles. This paper describes a method of re-
ducing the lengths of the dipoles in an LPD array. The results of this re-
duction are discussed, with emphasis on the comparison between the performances
of the resulting antenna and the original LPD design. The effect on boom
length is discussed.

Dipole Length Reduction

The method chosen for shortening the dipoles in the LPD array is to replace
them with normal-mode helical dipoles. By proper choice of pitch angle, a
helical dipole may be msde to resonate at a frequency much lower than the fre~
quency for which the dipole is a half-wavelength long.

This method was chosen in preference to inductive base-loading because
of its higher efficiency, and in preference to capacitive end-loading because
of structural considerations. Dielectric-~loading of the entire array is im-
practical at low frequencies. The helical dipole also features a uniform geome-
try which simplifies construction in some respects.

There are, however, several reasons why the use of helical dipoles in
place of linear ones would be expected to change the performance of the array.
For any considerable degree of length reduction, the radiation resistance of a
helical dipole is rather 1ow3. Since in a log-periodic array the relationship
between dipole impedance and feeder characteristic impedance has a major effect
on active region efficiency, and therefore on directivity, end effect; etc., it
would be expected that the substitution of helical dipoles would change these
properties considerably. These properties are also functions of the mutual im-
pedances between the dipoles in the array. The mutual impedances of a helical
array would be expected to differ from those of a linear array.

Unlike a linear dipole, the helical dipole produces elliptically-polarized
radiation4, but in the range of dipole parameters used in this investigation

this effect is quite small and the polarization is nearly linear.




These considerations lead one to expect a certain degree of deterioration
in the performance of the log-periodic helical dipole array as dipole lengths
are reduced. A major purpose of this investigation has been to determine to

what degree one must compromise in return for obtaining a narrower array.

2. EXPERIMENTAL RESULTS

Much of the experimental work on the helical dipole array was based on
previous work of a similar nature that had been done in the Antenna Laboratory
on linear dipole arrays. Such measurements include input impedance and far-
field radiation pattern as a function of the design parameters, and the k-f
(Brillouin) diagram obtained by probing the near field of a uniformly-periodic
array of dipoles.

Whenever directivity is mentioned in this report it was calculated from

the approximate formula5

41,253

Directivity in db = 10 log =—mrT—i———
(BW)E(BW)H

where (BW)E and (BW)H are the half-power beamwidths, in degrees, in the E-plane
and the H-plane, respectively.

Figure la shows the geometry of a log-periodic helical dipole array (LPHDA)
and the design parameters used in its construction. The design of the individual
helical dipoles is not discussed here, except to point out that the relationship
between the dipole half-length h and the free-space quarter-wavelength is given
by h := s%, where s will be called the shortening factor. Thus, for a linear
dipole, s :s 1. Figure 1lb illustrates the method of feeding the dipoles, and
shows the effective 180 degree twist in the feeder between dipoles. The helices
were wound on cylindrical polystyrene forms, and all helix dimensions in the log-
periodic models were scaled by the factor T as closely as was permitted by
available standard wire sizes.

2.1 Active Region Efficiency vs. s

As an initial investigation,; it was necessary to determine the degree to
which the dipole shortening affected the efficiency of the active region, i.e.,
the number of dipoles which must be excited in order to radiate completely the

signal propagating along the feeder. Two uniformly periodic (T = 1) pattern
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models were built, each containing five dipoles. The shortening factor s was
0.26 on the first model;, 0.57 on the second. The second model exhibited uni-
directionxl backfire radiation at the dipole resonant frequency, while the
first showed a bidirectional pattern. Only when five more dipoles were added
to the first model; giving it a total of ten dipoles, did it exhibit backfire
radiation.

These results indicate that in the s = 0.26 model each of the original
five dipoles radiated relatively little of the energy that was propagated
towards them along the feeder. The remainder of the energy continued to the
rear end of the feeder, and was reflected back towards the feed point. This
reflected signal excited the dipoles once again, producing strong radiation
in a direction opposite to that produced by the incident feeder signal; hence
the bidirectional pattern. A log-periodic array built with such a low value
of s would therefore suffer from strong end-effect and poor patterns, unless
the scale factor T were very close to unity. Such a T would lead to an
extremely long antenna for any appreciable operating bandwidth.

For these reasons, all subsequent LPHDA models were built with s in the
range 0.5 to 0.6,

2.2 Direct Comparison of Arrays of Linear and Helical Dipoles

To gain further insight into the effect of dipole shortening, a direct
comparison was made of two log-periodic arrays. These arrays were identical
in all respects except for the use of linear dipoles in one and helical dipoles,
with 8 = 0.54;, in the other. The design was taken from Carrelz, and based on
minimum boom length for 9 db directivity.

Figure 2 shows the far-field H-plane radiation patterns of the two arrays
at four different frequencies. The patterns of the array of linear dipoles,
represented by dashed lines, are quite consistent over the entire range of
frequencies for which the antenna was built. By contrast, the patterns of
the helical dipole array (solid lines) deteriorate quite noticeably at the
extreme ends of the frequency range (400 and 1033 Mc). These results suggest
that the active region on the LPHDA includes a larger number of dipoles than
does the active region on an LPD.

The 610 Mc pattern is typical of the mid-range performance of this array.
Ir is seen that both directivity and front-to-back ratio suffer somewhat by

comparison with the LPD.
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837 Mc 1033 Mc
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Figure 2. Radiation patterns of an LPD and an LPHDA.




Figure 3 illustrates the variation with frequency of the input impedances
at the feed-~points of the antennas. For both antennas, readings were taken
at three frequencies per log~period; that is, if f_is the resonant frequency

-1/3f , T-2/3f -1
n

of the n-~th dipole, the frequencies chosen were fn’ T s T F
n n

= fn+1’ etc. The individual points shown are the impedances for the helical
dipole array, from 400 to 1000 Mc. The circle encloses all of the impedances
measured on the linear dipole array, over the same frequency range. The VSWR
with respect to the mean input impedance varies as follows:

Linear dipole array: VSWR = 1.5, 400-1000 Mc

Helical dipole array: VSWR = 4.85, 400-1000 Mc

VSWR = 3.2, 400~753 Mc.

The point-by-point progression of impedance vs. frequency is not shown in
Figure 3; but it should be remarked that the orderly, clockwise movement of im-
pedance as frequency is increased, a feature of log-periodic dipoles, was present
in the helical model. '

The measured data may be summarized as follows: the LPHDA, built with the
same design parameters as the linear dipole array but with the dipole shorten-
ing factor of 0.54, featured an operating bandwidth about 65% as wide as that
of the LPD, an average directivity of 6.37 db compared to 9 db for the LPD; an
average front-to-~back ratio of 15.4 db compared to a minimum of 20 db for the
LPD, and the input VSWR comparison given in the table above.

This degradation in performance was anticipated, as mentioned earlier. The
usefulness of the LPHDA will depend on the degree to which performance may be
improved by adjusting the various design parameters. The effects of varying
these parameters were investigated next, and the results are described below.

2.3 LPHDA Performance vs. T, O, and z,

The goal in this investigation was to determine which values of T, 0, and
Zo lead to optimum performance of an LPHDA with s = 0.5, in terms of far-field
pattern directivity, input VSWR, and overall boom length.

Three LPHDA models were built to cover a 400~-800 Mc frequency range. These
models featured a feeder impedance, Zo’ equal to 100 ohms, and a scale factor
T of 0.90, 0.92;, and 0.95, respectively. Figure 4 is a photograph of the T := 0.92
model. The spacing of the dipoles along the feeder, and hence the spacing fac-

tor 0, could be varied over a wide range. In all three models, s = 0.54.




LPHDA-2

LPD-2 and LPHDA-2 (s=0.54)

o =010 v =0.90 400 - 1000 Mc

Figure 3.

Input impedance of an LPD and an LPHDA.




LPEDA laboratory model.

Figure 4.
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Measurements of input impedance {at the feed-point) and far-field radi-
ation patterns, as a function of frequency, were made for several different
values of ¥ on each model.

Figure 5 shows the variation of VSWR (with respect to mean input impedance)
as a function of U, The T := 0.90 model with 0 = 0.16 (design A gave the
lowest VSWR, just under 2, but the boom length of the antenna at this ¢ setting
was quite long. The T = 0.92 model performed almost as well in terms of VSWR,
and with 0 = 0.07 (design "B") it was a shorter, more compact array. The T = 0.95
model with 0 = 0.05 (design "C'") appears to be shorter yet, but the increase in
T offsets the decrease in ¢ and actually produces a longer antenna. Thus from
the standpoint of VSWR and boom length, the best design of those three appears
to be design "B". In Pigure 6 are plotted the input impedances for this model
at frequencies throughout the range of 414 to 800 Mc.

The far-field radiation patterns showed rather small changes from one value
of O to the next, but in all three models the optimum patterns (in terms of
directivity and front-to-back ratio) and the optimum VSWR were found at the same
value of 0. Figure 7 shows the H-plane patterns at six frequencies for design
"B". The directivity of this model is about 6.5 db, and the front-to-back ratio
averages 19 db from 514 to 800 Mc and 15 db from 400 to 800 Mc.

It is difficult to compare the boom length of this model with the boom
length of an array of linear dipoles which has the same directivity, because
existing LPD design charts do not give complete figures for directivities lower
than about 7.5 db. It is clear that the linear dipole array would be somewhat
shorter. It is also worthwhile to note that the insertion of T = 0.92, 0 = 0.07
into the LPD design charts gives a directivity of about 8.8 db.

In order to investigate the effect of Zo on the performance of the LPHDA,

a new model was built in which Zo could be varied over the range 100 to 300 ohms.
Design "B" was chosen for T and 0. At a feeder impedance, Z_, of 250 ohms, the
VSWR was found to be 1.95; it increased to 2.33 and 2.31 at Zo = 230 ond 275 ohms,
respectively. Figure 8 shows the impedance of this model. ~Pattern measurements
showed results that were essentially the same as those measured with Zo equal to
100 ohms .

Measurements are currently underway on another variable Zo model on which

Z0 may be set at values much higher than 300 ohms.
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2.4 k-pB Diagram of a Uniform Array

The far-field pattern of a radiating periodic structure is closely re-
lated to the k-f characteristic of its near field. The k-f3 diagram of a
uniformly periodic array of linear dipoles has been obtained and studied,
both experimentally zand theoreticallys’eq Although the full meaning of this
k-f diagram is not yet completely understood, it was felt that it would be of
interest to obtain experimentally the k-B diagram for a uniformly periodic
helical dipole array (UPHDA) for purposes of comparison.

The UPHDA that was constructed for this measurement contained 14 identi-
cal dipoles  equally spaced with a spacing factor ¢ egual to 0.087. The
shortening factor s was 0.53. Its near field was probed, in a direction parallel
to the feeder, by a small shielded loop that was oriented to respond to the
magnetic field produced by the axial component of the dipole currents and reject
the field produced by the feeder currents. Relative amplitude and phase of the
probe signal were measured at many frequencies as a function of distance along
the feeder. This distance was defined in terms of a "cell” of length a, the
distance from one dipole to the next. The resulting data appear in the form of
a k-f diagram and a curve of attenuation per cell; these are shown in Figure 9.

The k-f curve, showing points in the vicinity of the first two stop bands;
is similar in appearance *o k-f diagrams obtained from linear dipole arrays.
Measurements of the far-field radiation patterns of this array were made at the
frequencies shown; and the agreement of these patterns with corresponding points
on the k-f diagram is excellent. DPoints are shown only for those frequencies at
which reliable phase data were obtained; at some frequencies the presence of more
than one mode on the structure leads to ambiguous phase plots.

The curves of attenuation per cell are also similar in form to those ob-
tained from linear dipole arrays. The big difference lies in the maximum values
of attenuation obtained. Linear dipole arrays have produced in the neighborhood
of 20 db attenuation per cell, while the maximum value obtained on the helical
dipole array is about 6 db. This result agrees with the concept of a wider
active region on the IPHDA.

2.5 The Log-Periodic Mixed Dipole Array

This investigatio~ was motivated by the observation that in an appli-

cation where size reducticw» ir a broadiand array is desired. the need for size
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reduction is present only in the longest dipoles; half-wave linear dipoles
are still satisfactory for use at the high-frequency end of the array. An
antenna in which only the few longest dipoles are made helical would combine
the well-behaved characteristics of a conventional LPD array at the higher
frequencies with dipole length reduction (and a change in performance) only
where it is needed most.

Two log-periodic mixed dipole array (LPMDA) models were built and tested.
The models differed in T and U, but were similar in that on each model the
first four dipoles were helical and the rest were linear. The helical dipoles
were scaled differently than those on previous models had been: all four were
the same length. The first dipole was built with s = 0.5, and the pitch of the
following dipoles (and consequently the value of s) was increased progressively
so that (on one model) the fourth dipole had a value of s = 0.9. Consequently
the resonant frequencies of these first four dipoles were increased log-
periodically, while their lengths remained the same. .The result of this was a
gradusl transition from belical to linear dipoles. Figure 10 is a photograph
of these two antennas.

Pattern and impedance measurements displayed uniform characteristics over
the frequency range in which the linear dipoles were active. As the frequency
was reduced to bring the helical dipoles into operation, the performance changed
gradually to broader patterns and higher VSWR. The following table illustrates
this change for the first of these models, in which T = 0.825, 0 = 0.06, and
Z° &3 135§Z(fn denotes the resonant frequency of the n-th dipole).

Freq. Range VSWR Front-to-Back Ratio
£, and above ' 1.91 21.5 db minimum
£, - 1, 1.91 20.28 db

£, - 1, 2.11 11.69 db

£, - I, 2.27 8.22 db

£,- 1, 3.58 3.36 db

The VSWR performance for this model is illustrated in Figure 11. The
sixteen points shown are spaced evenly through the first four log-periods.

The point labelled "f1J is at the resonant frequency of the first helical
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dipole; the next three points connected to it by the line correspond to fre-
-1/4 -1/2 -3/4
T T
fl’ flg and fl

"fz", etc. As frequency is increased, the impedance pattern (with the exception

of the point labelled "f4") spirals inward towards a progressively lower VSWR.

quencies of T . The next point is the point labelled

Above frequency f5 the impedance points are clustered around 1.5 + j O with
a VSWR of less than 2.

These and other data obtained from the LPMDA models suggest that a
practical way to design such an antenna might be to add one log-period to the
intended frequency bandwidth, i.e., to build the array one dipole longer on
the low frequency end. Also, T and U could be changed to more suitable values

in the helical portion of the antenna.

3. CONCLUSIONS

With the aid of the above experimental results, the drawbacks and advan-
tages of the LPHDA may be summarized. It has been shown that the array must be
made longer as the dipoles are shortened in order to maintain good directivity
and VSWR over the same bandwidth. Thus the antenna designer who is faced with
space limitations may find the LPHDA to suit his needs where low-frequency cover-
age is desired if he is willing to give up bandwidth in exchange for reduced
dipole length. An installation in which the antenna is fixed with respect to
surrounding objects could possibly make good use of a longer but narrower array.

An LPHDA may be well suited for low-frequency applications where mechanical
support is a problem. A long boom on which are mounted long dipoles requires
support in several directions in order to stiffen the whole array. By using
shorter helical dipoles wound on tubular fiberglass poles, for example, the
support problem could be reduced to that of supporting the boom alone.

In such applicationss the LPHDA (or LPMDA) could be useful even if it
is found necessary to increase the design bandwidth of the array by one or two
log~periods on the low~frequency end in order to maintain good performance at
the origjnal low-frequency limit.

The results described in this paper suggest a number of other investigations
which should be made. For example, the effect of Zo, as mentioned earlier, con-
tinues to be studied. Research on the conventional LPD antenna shawed that zO

had a major effect on mean input impedance level and a secondary effect on input
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VSWR and active region efficiency. Much work is yet to be done on changing
the parameters of the LPMDA in that portion of the antenna which contains
the helical dipoles. Using the k-p diagram as a guide, extra phase shift
might be inserted in the feeder between dipoles in order to improve directi-~
vity. A mathematical analysis, similar, for example, to Carrel's analysis
of the LPD, might prove useful in verifying experimental results and in pro-
viding data for LPHDA design charts.

The authors anticipate that further work on these and other factors will
make the LPHDA and related antennas useful members of the family of log-

periodic dipole arrays.
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OCTAVE BANDWIDTH MULTIPLE BEAM ARRAY

Program Objective

In 1960 a unique corporate feed network capable of deriving
multiple beams from a single array of antenna elements was developed.l’z
The most significant feature of these networks, commonly referred to
as Butler Matrices, is that the beam forming has an efficiency of 100%,
that is, the only loss is due to attenuation. A number of relatively
narrow band phased arrays have been developed using the multiple
beam matrix with the major effort centered in LL and S Bands, The
prime purpose of this paper is to present the results of a program to
develop an 8 element/8 beam phased array capable of operating over
the octave band of 2 to 4 Ge. Since this array was developed for
potential use on aircraft and satellites the matrix was to be fabricated
in strip line in order to minimize weight and volume. Also, the an-
tenna elements and beam forming matrix were to be designed as a
single integrated unit to obviate the necessity for connectors and

cables.

Operating Principles of Multiple Beam Forming Matrix

The basic components contained in a multiple beam forming
matrix are 2 3 db quadrature coupler and fixed phase shifters. The
3 db coupler is a 4 port device such that if a signal is applied to one
of the ports, equal outputs will appear at two other ports with a rela-
tive phase of 900, while the fourth port will be isolated. A simple
2 beam array can be achieved by connecting 2 elements by means of

a single 3 db coupler as shown in fig. 1. This can be expandedto a




4 beam array by connecting 4 elements by means of 4 couplers ard a -
pair of 45° fixed phase shifters as shown in fig. 2. If a signal is ap-
plied to the beam port marked 1 Left it will excite all the elements
with a relative phase shift of 45° between elements. Assuming A/2
spacing between elements this weuld result in a beam peak at 14, 5° to
the left of boresight. The beam port marked 2 Left would produce a
phase gradient of 135° between etements which would produce a beam
peak at 48. 50, again assuming A /2 sracing of elements. Fromsym-
metry it can be seen that the 1 Right and 2 Right beam ports would
produce the reverse phase gradienis and thus produce similar beams

to the right of boresight.

Certain properties of thhe beams are of interest. At the
space angle corresponding to the peak of any beam, all other beams
have‘ zero amplitude, that is, the beams are orthogonal. This is a
fundamental requirement for lossless beam forming. As the operating
frequency is increased all beams will tend tc move toward boresight

with a beam squint given by
a0 - tandF—

where d@ is in radians, O is the beam pointing angle measured from
df 5 . . :

boresight an Tis the franctional change in frequency. Since the

beamwidth also decreases zs the frequency is iacreased the overlap

betweenr beams remains consiant at rougaly -3.9 db.

Since each bezzm makees use of all the antenna elements the
gain of all the beams is d=‘arinined by the total antenna aperture. The

fact that the beam forming is pxssive insures reciprocity so that the

array is equally useful for transmittiag or receiving.




If the beam ports are excited singularly the elements will be
excited with equal amnpalitude and the familiar sin x/x pattern will re-
sult with -13 db maximum sidelobes. If a pair of adjacent beam ports
are excited, in phase and with 23ual amplitudes, a cosine amplitude
distribution can be achieved which will produce a pattern with -23 db
theoretical side lcbhes. Likewise, 3 ports can be excited to give cosine?

taper etc.

Development Effort

A schematic diagram of the 8 element array developed on
this program, is shown in fig. 3. A photograph of this array is shown
in fig. 4. The major items requiring development during this program
were connectors, directicnal couplers, fixed phase shifters, and

radiating elements

The first item to be investigated was a coax-to-strip con-
nector since these are required on all the tests of the other components.
Available type N connectors have a mismatch as high as 1. 4:1 over the
2-4 Gc band. This amount of mismatch would make it impossible to
measure to the precision required. It was possible to reduce the mis-

match to 1.15:1 by modifying the connector design.

A variety of 3 db couplers can be fabricated in strip cir-
cuitry, including branch line couplers and traveling wave or Shimizu®
couplers. The Shimizu coupler was selected because it has better
broadband characteristics. The major development effort needed on
these couplers was to increase the isolation. The resulting perform-
ance over the 2-4 Gc band was isolation greater than 24 db, VSWR less

than 1. 2:1 and power split within +. 5 db.




By far the greatest difficulty was experienced in developing
the fixed phase shifters. The design utilized was based on broadband
fixed phase shifters developed by Shiffman?. In these units a constant
phase shift between two lines is achieved by including a coupled region
in one of the lines. The primary difficulty was due to the very large
mismatches in the line with the coupled section. By modifying the
coupled section it was possible to reduce the mismatch to less than

o
1.3:1. The phase variations over the octave band are about +3 .

The antenna array consists of 8 square Archimedes spirals
in the form of a linear array with a spacing of 0. 5A at center fre-
quency. The spirals and balun are printed on epoxy fibreglass material,
NEMA G-10. The sides of the spiral are 1. 810 inches long (about .5 A

at center frequency) and the depth of the cavity is 1'.

Typical measured data for the antenna elements are VSWR <
1.8, gain +3 db WRT isotropic circular, and axial ratio less than 3 db

over the band.

Test Results

The major significance of this program was the design of
the octave bandwidth matrix in strip line. The performance achieved
was quite comparable to results of the much simpler narrow band

units previously designed.

Amplitude Distribution

Whenever a beam port is excited the signal should divide

equally among all eight antenna elements resulting in a 9 db attenuation.




The measvred variation in amplitude on any beam is about *. 5 db while

tyovical insertion loss is 0,6 db.

Phase Distribution

. . c
The idezl phase gradients of an 8 element matrix are £22 127,

+67, 5°

, 112, 5° and £157. 50, for beams 1 thru 4 respectively. The
measured values of phase gradient are shown in Table I and indicate
very close agreement with the theoretical values. Likewise, Table II
indicates the extent of phase error, or ripple, at the antenna slements.
Tyoical RMS phase errors are less than 5° with a maximum error of

. ,O
7.1 .,

Computed Beam Patterns

In an attempt to isolate the effects of phase and amplitude
errors contributed by the beam forming matrix a series of computed
beam rsiterns was derived. These patterns were obtained by means
of a compouter program developed by M.1. T. Lincoln Laboratory.
Measured vhase and amplitude data for each beam: and at 5 spot fre-
qencies acroas ihe 2-4 Gec band were supplied to Lincoln Laboratory.
Samples of the :2mvuied beam patterns are shown in fig. 5. The beam
patteras Lave maximum side lobes of -12 db compared to -13. 2 db
theoretical., {7t should be noted that the computed beam patterns as-

sume ideal isotzopic elements).

Eecause of tre large variation in element spacing (in terms
of wavelergik) across the band, the peaks of the beams will move
toward heresight os the {requency is raised and away from boresight

as tae freguesc 13 lowered, Also, at 4 Ge grating lobes appear when




the outside beams are excited, as is to be expected. At 2 Gc the out-
side beams actually disappear since they have moved beyond the plane

of the array.

In order to confirm the computed patterns and to determine
the effects of the spiral elements a set of measured beam patterns is

prasently being derived.

This work was performed under Contract AF 33(657)-8896
for the Antenna and Radome Section of the Aeronautical Systems
Divisisn, Mr. O, E. Horton, Project Engineer. As a continuation
to this program a strip line phased array covering the frequency

range of 7-11 Gc is presently being developed.
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TABLE I

FREQ. BEAM PORT ;
(6e) | B4aL | B3L | B2L | BIL | BIR | B2R | B3R | B4R |
2.00 158 112 68 22 23 67 1172 158 |
2.25

2.50 157 112 68 23 23 68 113 157
2.75

3.00 157 112 68 22 22 68 112 158
3.25

3.50 157 113 67 22 2% 63 112 157
3.75

4.00 158 112 68 22 23 68 112 157
DESIGN 157.5 112.5 67.5 22.5 22.5 67.5 | 112.5 157.5

BEAM PHASE GRADIENT (DEGREES)
TABLE II

FREQ. ANTENNA PORT ]I
(Ge) A4L | A3L | A2L | AIL AIR A2R | A3R | A4R
2.00 2.1 3.3 h.3 1.8 1.6 3.8 6.2 3.6
2.25

2.50 5.2 3.7 3.6 5.2 .2 nL3 4,7 5.2
2.75

3.00 5.4 4,0 5.8 6.0 6.0 3.5 4.9 5.1
3.25

3.50 6.0 4.6 6.1 5.0 4.9 | 4.2 6.3 0.8
3.75

400 7.1 b5 4.5 3.9 h.3 4.7 2.3 f

RFAM RMS PHASF FRROR (NFGRFFS)




ARRAY FACTORS WITH ZONE-PLATE SPACINGS
b —_ W —_ _____ ] SIS

BY A, J. MONY AND R, M. HOGE

(North American Aviation, Inc., Columbus, Ohio)
ABSTRACT
R O E R R ORI OER R

INTRODUCTION

"It is generally knqwn that phased arrays with a non-uniform spacing factor have

se&eral adﬁantages over uniformly spaced arrays. These include a reduced number
of elements to obtain given beamwidth, bandwidth, stegrability and suppression

of grating lobes in the scanned volume.

Attehdant disadvantages include increased complexity in the generation of element

excitations and variation of element source impedances over the aperture.

In recentryears non-uniform spacing techniques have been based ﬁpon'empirical
spacing selection and verification of results by high speed computation. In
spite of the absence of a satisfactory theory, some limited applications have

been achieved. The number of elements involved were on the order of hundreds.

More recently, the probabilistic approach(l) to arrays with a large number of
elements, on the order of tens of thousands, appears more satisfying on a
theoreticai basis. In this approach, synthesis of érrays is based upon a class
of'probaﬁility density functions from which the random element locations are ob-
tained. This method provides an analytical evaluation of side-lobe structure,

beamwidth and gain..




There are two general design techniques which may be distinguished. The first
is concerned with strictly non-uniform spacings based upon a probability densi-
funétion or other criteria, while the second is based upon the random removal ¢
.elements from a uniformly spaced array.(g) it is expected that the latter
method will favor implementation of actual arrays due to the integral phase

relationship of the element excitations. . .

Finally we observe that most investigators of phased arrays with a non-uniform

spacing facfor have limited their attention to iinear arrays. -Study of planar

arrays with non-uniform spacing factor ﬁés been primarily concerned with circu
- apertures and thinning or space taper, based upon a reference amplitﬁde taper

wvhich is known to produce satisfactory side-lobe structure.

OBJECTIVES

The work feported in this péper concerns the evaluation of a particular method
for random removel of elements from arrays of uniférnﬂy spaced elements. The
method evaluated results in array factors with low close-in side-lobes and
slowly decreasing remote slde-lobe level. Thus; it is similar to other known
criteria which produce desired space factors and good resolution. In addition

it is possibly easier to apply high speed digital computation than sdme method

The technique which has been designated the zone-plate method was suggested by

the Huygens-Fresnel construction but has no theoretical connection therewith(3

The zone-plate consists of a central disk and concentric annuler rings whose

innef and outer radii are proportional to the square roots of successive

-2 -




integers. In the arrays evaluated a reference zone-plate pattern of rings
designaterthose elements which are retained from an array of uniformly spaced
elements. Inter-element spacings of one-half wavelength were found convenient

to use. .

Space factors were obtained for symmetrical linear arrays and planar arrays
with eircular apertures using this method. Computer programs were prepared
for the TRM 7090 of the North American Aviation, Inc. faciiity. The general
program for planar arrays employs an unusual sparse-data subroutine which makes '
efficiént use of the available fast memory. A rectengular lattice of 22,801
element posifions allows the synthesis of planarrarrays of any configuration,

'not necessarily circular.

RESULTS
Linear Arrays - Symmetric linear arrays with apertures of 50 and 75
wavelengths were evaluated. These were constructed from elements

uniformly spaced by one-helf wavelength only within the zone-plate

Lingy =t Gx fﬁ%x:’ D, \/—Eg;> ’

vhere D is the,aperture in waveiengths

intervals:

n=2Ny -1, Np = number of rings used in the>
reference zone-plate pattern.

(1 =0,2, 4y .... 2Ny -2)

(3=1,2,3, .... 2Np -1)




Linear Arrays - (Continued)

Space factors were computed by means of a simple program capable of

handling arrays with 23,000 element pairs.

For Dy = 50 and Ny = (3, 10), the number of elements averaged 63 and
the maximum side-lobe level averaged -12.05 db from the main-lobe. For
D) =75 and Np = (5, 15), the number of elements averaged 91 and maximum

side-lobe level averaged -12.13 db.

Planar Arrays - It 1Is expected that most antenna applications of interest
will require pencil beams. Planar arrays with circular symmetry are therd

fore indicated.

The zone-plate criﬁerion was used for design of arrays with overail cir-
cular apertures of 50 and 75 wavelengths and varying number of rings in
the reference zone-pla@e pattern as a parameter. The fllled array on
this basis used the Zﬁﬁxij's previously defined as the radii of annular
rings which designate the elements to be retsined from those in a regular
lattice. All others are considered to be removed. Choice of elements to
be retained or removed in some cases where the ring intersects an element
cell is arbitrary. However, the randomness which results is not an adver:

factor since the number involved is small compared to the total number of

elements in the array. A filled zone-plate array results in an array this

to about 57% of a filled circular aperture of the same overall size.




Planar Arrays - (Continued)

In the first case evaluated, the space factor was computed by means of
the general computer program. In order to reduce computer time, a
modified program was prepared which takes advantage of the circular
éymmefry“of the array simplication of the mathematical expression for
the space factor. .The results of the modified program were compered
with those of the general program and found to be in very close

agreement.

For 50 wavelength aperture, the average number of elements is U519 and
the average meximum side-lobe level was -19 db down from the mein-lobe.

The half-power beamwidth was 1.15 degrees.

The 50 wavelength apérture array of U521 elements waé selected for
furthér thinning on a uniforn basis. This was done by inspection
over an octant of the array by thinning each of the 9 rings equally
and duplicating the thinning in the remaining octants. The number
of elements ianged from 4521 down to 1048 and resulted in an average

meximum side-lobe of -17.8 db down with no change in the beamwidth.

NON~UNIFORM THINNING

It is possible to further reduce the maximum side-lobe level by selective apodi-
zation. In selected cases where the maximum side-lobes are close to the main
beam, by insﬁection of the side-lobe pattern one can delete elemehts contributing
to thosé mexima. In one case of an 80% thinned zone-plate array of 1610 elgmenfs,

& side-lobe maximum of -23.4 db was obtained by apodization.

- 5.-




SUMMARY

The zone-plate method of designating sources to be removed from & uniform latti
has been found to provide space factors of symmetric linear and planar arrays
Vifh subsﬁantial reduction in number of elements required with no significant
deterioration of side-lobe structure. The small variation in side-lobe patterr
show that the nunber of rings in the reference zone-plate is ndt eritical.

Finally, the method is well adapted to high speed digital computation.
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A 500:1 SCALE MODEL OF WARLA - A WIDE APERTURE RADIO LOCATION ARRAY

X
J. W. Greiser & G. 8. Brown

ABSTRACT

This paper describes the design, construction, and testing of a micro-
wave scale model of a circular array of broadband antennas. The ultimate
goal of this work is the construction of a high gain direction finding array
using frequency independent antennas which would permit efficient operation
over the 2-32 Mc range. The scale model is an attempt to experimentally
verify certain theoretical results which were obtained from calculations per-
formed on e compufer.

-Restrictions imposed on the array by the necessity of keeping inter-
element phase center spacings less than approximately .75 wavelengths have
. forced the use of three sets of log-periodic elements -~ one set being added
for each higher frequency band. The model discussed here represents only the
lowest frequency band of the full array. A scaled frequency range of 1000 to
2500 Mc (array diameter of 29 in.) which corresponded to the 2-5 Mc range
(array diameter of 1210 ft.) was employed as the model frequency limits.
Typical radiation patterns of the model are presented and their relation to

computed patterns are discussed.

¥ University of Illinois Antenna Laboratorg,University of Illinois, Urbans,
Illinois.




1. INTRODUCTION

The ultimate goal of this work is the construction of a circular, high-
gain direction finding array using frequency-independent antenna elements
which would permit efficient operation over the 2-32 Mc range. Design of the
array is being done by the University of Illinois Antenna Laboratory and the
Radiolocation Laboratory for the Navy Bureau of Ships. The array will produce
a fan-shaped beam, narrow in azimuth, which can be rapidly rotated so as to ‘
scan the entire horizon many times each minute. Essentially WARLA is a high
efficiency, wide frequency band version of the present Wullenweber Antenna
located southwest of Champaign, Illinois, and operated by the Radiolocation
Laboratory. The efficiency of the new array should permit transmitting as
well‘as receiving modes of operation.

The initial phases of the work were limited to investigation of individual
vertically-polarized antennas which might be suitable for use in the proposed
array. Since several log-periodic antennas are presently available which are
satisfactory for this application, attention is now being given to the problems
associated with operating the circular array over the desired 16:1 bandwidth.
This paper describes the initial feasibility study which was perfofmed at a
greatly reduced scale for economy and convenience. The measurements were made
to corroborate calculated results obtained on a digital computer and t6 provide
preliminary data on some anticipated design problems. However, since the scale
factor of 500:1 is so great, an intermediate scaled design is contemplated be-
fore full scale construction is attempted. Testing of the 500:1 scale model
was made possible by the recent acquisition of a 20 foot square ground-plane
pattern range which has a sufficiently large aperture plate and by the appli-
cation of printed circuit techniques to the construction of log-periodic antennas
for frequencies above 1000 Mc.

Before discussing the scale model, it would seem appropriate to mention
some of the physical and electrical specifications for the full-sized array.
The overall diameter of the circular array will be between 1000 to 2000 feet.
This figure will ultimately be fixed by both economic and electrical consider-
ations. Frequency coverage of 2 Mc to 32 Mc is desired, with an efficiency
adequate for transmitting purposes. Thanks to recert developments in vertically-

polarized frequency-independent antennas, this bandwidth and efficiency can be




readily achieved in a single antenna. The present study, therefore, is limited
to the problems associated with a broadband circular array utilizing log-periodic
elements. In regard to the radiation pattern which is produced by zbout a 120o
sector of elements, the goal is to achieve the narrowest possiblie beamwidth along
with ~10 db or better sidelobes. Studies on groups of 2 or 3 log-periodic
elements firing at one arother have shown that an array in which the active
sector of elements fired inward and therefore through the inactive elements

on the opposite side of the circular array would have serious pattern distortion
- especially in the vertical plane. Thus, attention has been focused on outward
firing arrays composed of 120 to 180 log-periodic elements of varying size.

The sidelobe level constraint places a restriction on the maximum phase
center spacing between active elements. By banding the frequency range into
three segments and switching in more elements for each band, the phase center
spacing can be kept, for the most part, below .75 wavelengths - a value which
both theoretical calculation and experimental work suggests is a maximum. Two
factors control the phase center spacing: the diameter of the array and the
number of elements therein. With the value of .75 N\ in mind, a diameter of 1210
feet was selected. The three frequency bands chosen for the preliminary design
were 2~5 Mc, 5-12.5 Mc, and 12.5-32 Mc. There were 40 large elements covering
the 2-32 Mc band spaced every 90; 40 elements covering the 5-32 Mc band and placed
in between the large ones; 80 elements covering the 12.5-32 Mc band placed in
between the previous elements. A sketch of this scheme is given in Figure lc.

Due to the difficulty of modeling the array to fit into a 29 in. diameter
circle which is allowable with the Scientific Atlanta ground screen aperture
plate, only the lowest frequency band elements were constructed and spaced at
9o increments. A printed circuit version of the Bent Log-Periodic Zigzagl’2
was designed for a range of about 1000 Mc to 3000 Mc, and served as the radi-
ating elements. The full array of 40 elements was made - even though 28 were
not excited - in order to check on the possibility of a trapped wave traveling

around the circle.

2. DESIGN OF MODEL

Array Excitation and Configuration

1t is known that co-phasal, uniform amplitude excitation of the elements

produces the minimum beamwidth along with a sidelobe level somewhat higher




than -13 db.3 The uniform amplitude is desirable from the standpoint of
simplicity in the feed network. On the other hand, any type of phase distri-
bution could be achieved with constant time delay networks, such as sections
of air dielectric coaxial cable. From an operational standpoint it was felt
that sidelobes no higher than -10 db could be tolerated. Also it is important
for accuracy in D~F work to have the minimum possible beamwidth. Thus the
uniform amplitude co-phasal excitation seemed the best choice.

Several array element configurations were considered at the beginning of
the project. They are illustrated in Figures la, 1b and lc. The first schenme,
Figure la, was briefly considered because of several theoretical advantages.

It is the only frequency-independent array since it places the virtual apices
of the individual elements at a point so that the electrical distance between
phase centers is constant with frequency. With the virtual apices at a point,
the input terminals of all the elements lie conveniently on a small ring and
thus, the length of feed cable is minimized. However, there are also several
disadvantages with this scheme. First, the effective aperture of the array
would remain constant with frequency, so that even though a large amount of
real estate is occupied, no use would be made of it in terms of increased gain
and accuracy at the higher frequencies. Next, all frequency-independent an-
tennas suitable for use in the proposed array are backfire devices. Therefore,
the active sector of elements would fire through the elements on the opposite
side of the array. Experimental tests have shown that severe pattern distortion
can be expected from this arrangement4. A final disadvantage results from the
physical requirements that the array imposes on the elements themselves. In
order to achieve high gain with the array of Figure la, the elements would have
to be very long, i.e., the diameter of the array is increased. Not only does
this create substantial mechanical problems, but the radiation pattern of the
elements becomes very directive creating the need for more elements to prevent
beam cogging effects. These are the main reasons why the frequency-independent
array scheme was abandoned.

The array shown in-Figure 1lb is a modification of the frequency-independent
design just discussed. It is an attempt to alleviate some of the problems
encountered with theAinward-firing array while partially preserving the good
features. However, tests have shown that pattern distortion in bcth the

horizontal and vertical planes still persists. Thus, the inward-firing
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arrays were abandoned in favor of the outward-firing arraying scheme of
Figure 1lc.

The outward-firing array of Figure lc does have some advantages over
the others. For example, scattering from the utexcited sector of elements
is completely eliminated. Also, this array makes the best possible use of the
site in terms of achieving high directivity. In fact as the frequency is
varied from 2 Mc to 32 Mc, the azimuthal beamwidth will decrease from about
300 to a littler over lo. The accuracy of the array when used for direction
finding will correspondingly increase,

A disadvantage of the array of Figure 1lc uppears when the movement of
the element phase centers is considered. As the frequency of operation is
raised the phase centers move outwara toward the vertices of their respective
elements. Thus the criterion of .75 wavelengths mentioned earlier could be
quickly exceeded unless corrective measures are undertaken. These measures
consist of dividing the range of 2-32 Mc into 3 bands: 2-5 Mc, 5-12.5 Mc, and
12.5-32 Mc. Assume that frequency-independent elements are available which
cover the full range of 2-32 Mc. These are spaced every 90 around the array
circle. The active sector in the 2-5 Mc band is then composed of 12 of these
40 large elements. When the banding frequency of 5 Mc is reached another set
of 40 smaller frequency~independent elements is switched in. These elements
lie in between the large elements and cover a frequency range of 5-32 Mc.
When 12.5 Mc is reached a final set of 80 elements covering 12.5 -~ 32 Mc is
added to the array. Figure lc shows how this system might look. The active
sector of elements (somewhat less than 1200) increases from 12 to 24 to 48
elements for the three bands so that when the proper array diameter is chosen,
the .75 wavelength criterion is never exceeded.

Banding Considerations

The banding scheme just described was born out of a union of electrical
necessity and economic practicality. Xt may have already occurred to the reader
that the .75 wavelength criterion could be simply met without using three sets
of freqﬁency-independent elements by placing the full range elements at smaller
angular increments. In this way the phise center spacing would be set at .75 A\
for 32 Mc and decrease from that value st \lower frequencies. However, this is

objectionable from both the &lectrical and economic s*tandpoint.




If the phase center of an element lies at .59 wavelengths from the virtual

apex for all frequencies and assuming a total array diameter of 1210 ft. the
required angular spacing is found to be 2.250. Therefore, 2322 = 160 elements

would be needed for the array. But each of these elements must cover the full

frequency range of 2-32 Mc. So that there would be 160 elements 220 ft. long
and about 130 ft. high at the large end in the array and this is economically
undesirable.

Even more objectionable than the economics involved is the serious
electrical problem this arraying scheme creates. Impedance studies on groups
of log-periodic elements suggest that phase center spacings of less than .15
wavelengths cause a considerable incresse in the VSWR of the individual emementss.
Mutual coupling, undoubtedly, is the reason. With large elements spaced every
2.25o the phase center spacing at 2 Mc would be .025 N\ ~ much less than the
minimum figure. The banded arraying scheme described previously has a value of
«10 A at 2 Mc.; still below the .15\ figure. More impedance investigations will
be needed to determine exactly the minimum spacing for the particular type of
frequency-independent element used in the ultimate array.

Summarizing these considerations, it is noted that the three band system
keeps the interelement phase center spacings in the range of .10 tc .75 \. It
also uses the minimum number of large expensive elements by replacing many of
these with smaller, less expensive ones. Two band and four bund systems have
also been considered previously and rejected for one or both of the reasons
given above.

Design of lLog-Periodic Array Elements

It was clear that if any sort of meaningful results were to be obtained
from a microwave antenna model with a scale factor of 500:1 a high degree of
constructional accuracy would have to be maintained. An error of 1/16 in. in
the model represented over 31 in. in the full-sized array. Perhaps the most
critical parts of the whole model were the 40 log-periodic elements. Construction

techniques such as hand soldering pieces of wire or tubing or the use of miniature

coaxial cable were too inaccurate to produce 40 identical antennas operable from
1000 Mc to 3000 Mc. In addition, it would have been a long and tedious job to
build the elements by any hand method. Printed circuit techniques applied to
the bent log-periodic zigzag antenna have resulted in a generally satisfactory

model element.




All of the successful bent log-periodic zigzaugs tuilt previcusly were
three dimensional structures. So the first problem was to reduce the antenna
to two dimensions; the second problem was to ackieve satisiacrory pattern and
impedance performance. The printed elerent finally develcpea is skown full-
sized in Figure 2. A small] meander delay line takes the place of the phasing
stubs of the original bent zigzag anterna. Low frequexncy paitern performance
is improved by u parasitic reilector seen as a broxd ccnducting strip behind
the zigzag element. Only three connections on the antenna have to be made:

1. Connection of the feed point at the swmall end to the feed cable or to ground
in the case of unexcited elements; 2. Connection or the last toorh of the
zigzag to ground; 3. Connection of the parasitic reflecror to ground. All of
the critical comnstruction work wis eliminated -- even the draizing work for

the printed circuit negative was simplified bty drawing it sever times life

size and then photographically reducing the drawing.

The antennas were printed on an .025 in. thick epoxy-fibregluss circuit
board with 2 oz. copper on one side. Numeroius samples of circuit board were
secured before this particular one was chosen. Evex though teflon-fibreglass
board had a lower dissipation factor; the epoxy fibregluss board was used be~
cause of its superior rigidity. A thickness of .025 in. was the thinnest
practical in line with securing reasonably strong and stable elements.

Very little is known about the slowing properties of small meander lines
set on edge such as used to phase this anténna. Therefore their design tended
to be a cut~-and-try process. Inspection of the radiation patterns of some
early designs indicated that as the frequency was increased the epoxy-iibreglass
dielectric of the circuit board exerted a greater effect on the phase delay of
the meander line sections. Reducing the lergth of these phasing sections at
the small end of the antenna more rapidly than at the low frequency end counter-

acted the dielectric slowing effect to some extent.

The pattern performarce attained with these printed circuit elements was
not as good as that found for conventionai bent log-periodic zigzags at lower
frequencies. Representative H-plane patterns of a single elexent =xre shown in
Figure 3. No E-plarne patter»s are given kecause ~hey were reasonakly uniform,
having a half-power beamwidth that decreased from =bcur 400 2™ 1000 Mc *o around
30 at 2500 Mc. The patterns were taken for xn elemez® whose feedpoint was

14.5 in. off the center of rotarier, 50 zome. of the s¢x2lcps x:v Ye aue Lo the
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Figure 3. Patterns of a Single Printed Circuit Element.
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motion of the element (used for transmitting) and the presence of edge effect
on the finite ground screen. Also, because the dielectric censtant of the
sheet was about 5 and its thickness was .025 in. pattern scallops could hkave
resulted from the circuit board itself;, modifying-the radiation patternGo
Finally, element pattern distortion could stem from radiation by the meander
phasing line.

It will be seen in a later part of this report that element patterns even
more distorted, less directive; and with a lower front-to-back ratio than the
ones shown here had little effect on the total array patiern when twelve
elements were operated in unison. The H-plane patterns of a single element
were considerably degraded when tested in the presence of the other 39 elements.
Still; as will be shown, good array patterns were measured.

Past experience with new log-periodic designs usually found impedance
control rather more difficult than pattern control. This was particularly
‘expected in a microwave design. Therefore, since a signal source with an
!output in excess of 25 watts would be available, each element of the active
‘sector was padded with a 10 db. resistive pad. The pad also provided an im-
pedance transformation from 150 £ to 50 §) which was thought to be necessary on
the basis of impedance data of other bent zigzag antennas. As expected, the
VSWR of the printed antenna was quite poor: raunging from 2:1 to 8:1 generally,
with values of 11:1 and higher for frequencies above 2600 Mc. The impedance
locus very approximately circled the 75 § point on the Smith chart. However,
with the resistive pad in place the VSWR was under 2:1 with respect to 50 §
for the entire band of 1000-2500 Mc. The importance of a good impedance match
for the array elements is discussed in a later section.

Another characteristic of the printed antenna which is most important in
array work is the phase center position. Studies on other types of log-periodic
antennas have establiished Lhat the main beam phasc ccnter
electrical distance from the virtual apex of the structure ’ . It was found
that the phase center fell in the active region of the anterra, somewhat ahead
of the half-wavelength element. Work with bent log-periodic zigzags, however,
had suggested that the phase center position fcr these devices was probaktly
at or very near to the quarter-wavelength element (this corresponds io the
half-wavelength element on a free space antenna). Facilities for mezsurirg

the phase center positior. were not available at the time comstructica was
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started on the phasing network for the 500:1 model, so the assumption was

made that the phase center position resided directly at the qusrfer-wavelength
element for all frequencies. This gave a distance of .54 wavelengths frcm the
virtual apex -- which of course is strictly a geometrical resuit; dependent
only on the a angle (see Figure 5a) of the structure.

Later, when measurements could be taken; it was found that this was a good
assumption to have made. A graph of the measured phase center distanrces is
shown in Figure 4. These were taken at an elevation of 15o and a + 600 swing
about the main beam in azimuth. It can be seen that the distance in wave-
lengths is not a comstant, as expected. The frequency dependency apparently
results from the active region impinging on the truncations of the structure.
These measured values of phase center position were used in the computer program
to calculate the array patterns.

The Magnavox Company in Urbana, Illinois did the printing and etching job
to produce the 500:1 scale antennas from the negative and circuit board supplied
to them.

Feed System

The feed system for the circular array had to meet two fundamental require-
ments: the first was the equal distribution of power to all active elemants;
the second was the cophasal excitation of all active elements. As mentioned
previously, cophasal and uniform amplitude excitation ensure the arrival of
maximum signal at the receiver input when receiving with the array and in the
case of transmitting with the array, uniform signal at the active anternas.

The first step in designing the feed system was the calculation of the phase
delay necessary for copbasal excitation of the array. Defining Pn (see Figure 5b)
as the phase difference between elament 1A and the ath element , it 1s easily

shown that

BA ¢ n o= 2,3,4,8

E -. (2n-1) o
s =v— - S wee -~ COS — 3
Pg 7 cos cos ~= ¢E 60

>l
4
>la

where DA is the diameter of the array, d is the distance from ite virtual ipex

of the element to the phkase certer of the element, and t is the Zistarce from
the Virt.il 2pex *C tre feed poi~t of *he element., To elevare *the mwair beam to

N -

scme amgle @ {copr.s-! «mgle - ~bove *he heorizewn; muifiplv P by ces 0.
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2A

5b.

Da
2
= ANGULAR SEPARATION OF
THE ELEMENTS
= PHASE DIFFERENCE BETWEEN
ANTENNA 1A AND THE
nth ANTENNA DOUE TO
CURVATURE OF ARRAY
= DIAMETER OF THE ARRAY
{(MEASURED FROM OUTER-
ELEMENTS TO THE LEFT OF THE MOST EXTREMETIES OF TWO
0° LINE ARE CORRESPONDINGLY DIAMETRICALLY OPPOSED
NUMBERED B8UT DENOTED BY THE ANTENNA )
LETTER B.

r_—éézj . 5a.

-
f d
| PHASE CENTER

Figure 5. Geometry of the Individual Eloments in the Array.
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For the particular version of the bent log-periodic zigzag anteunna used

in the array,

d .
N 0.54 DA = 29 in.,
o (s}
bg = 9 0 =0
b = 1.07 in.

First the phase difference between antenna lA and the other antennas over the
1000-2500 Mc frequency band was calculated; then these figures were corverted
to the phase delay necessary for cophasal excitation. With respect tc phasing
of the array it was decided to use fixed lengths of coaxial cable which would
be cut so as to provide the proper phase delay at 2000 Mc. Although this
approach was employed mainly because of its economic merit, it was alsc used

to give an indication as to how much phase deviation in the feed system could
be tolerated. As was mentioned previously in this report, the ratio d/\ was
found not to be a constant but varied as a function of frequency as shown in
Figure 4. Since the cables were cut for d/\ = 0.54, the variation in d/A
caused the phase delay to vary more radically than expected. Figure 6 gives

an indication as to how the actual measured phase delay compared to the re-
quired delay. In the experssion for Pn, d/\ becomes an important factor at the
lower frequencies and because the actual measured d/\ was smaller thar the calcu-
lated value of 0.54, the net effect was to increase phase deviation at the lower
frequencies and shift the zero deviation mark to some frequency greater thin
2000 Mc. The phase deviation between the corresponding A and B feed systems is
due to slightly different lengths of coaxial cabie and/or different paths of
travel through the power divider-pad combinationr. To check on how this phase
deviation between corresponding A and B elements affected the patterns, the
phasing cabies to corresponding A and B elements were interchangec. Upcz
compurison of the patterns of the array opersting in its normal phasing ana
patterns of the array operating in interchanged phasing (A to B, B roc A,

no noticeable deviation was detected. This indicated that mutual coupling
between elements in the array might be a very dominant factor (that is, mere

cf a factor than nominal deviation in the phasing of the individuz2l avter-as).
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The construction of the phasing cables was made comparatively simple by
the fact that all lengths of cable could be made relative to a single reference
length of cable. Therefore, since element 6A(6B) required 0o of phase deluy
over the entire band of frequencies, its feed cable was selected as i convenient
reference. Cable 6A was cut long enough to reach from the power divider, which
was some distance under the aperture plate; to element 6A. From previous caicu-
lations and using the velocity factor of the teflon insulated coaxial cable it
was possible to calculate approximately how long to make the other cables. Then
to exactly determine these lengths, the following measurement procedure was
employed (see Figure 7): the null position (XR) with the shorted reference
cable attached to the slotted line was recorded, then the shorted cable under
test was connected to the slotted line and the next null position toward the
load (Xx) was recorded.

If the required additional length is less than 1800, the measured additional

X -X
length is —E—X——E 360°. If the required additional length is greater than
(s} (o} xx - xR (o]
180, the measured additional length is nl80 + - 360, where n is

the largest integer ratio of the required phase delay to 1800. The cables were

initially cut to a length given by

ey
1 = 10 + 360 (0.69\) + 1/2 in.

where 1o ~ reference cable length, ¢n is the required phase delay for the nth
element, 0.69 is due to teflon insulation, and the 1/2 in. ensures that the
cable will never be too short and yet will not be greater in length than \/4 or
90°

As stated previously in this report, 150 £ to 50 §2 resistive (10 db loss)
impedance transforming pads were employed on the individual elements which
limited the VSWR to a maximum value of 2:1 with respect to 50 §. Since the
lines feeding the individual elements are terminated by the elements when the
array is operated in the transmitting mode, the VSWR on the feed lines 1s deter-
mined by the impedance of the elements. Thus, it was decided to transmit with
the array and use a power divider which was uncompensated with respect to im-

pedance, i.e., no impedance transforming devices.
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The main consideration in designing the uncompensated power divider was
keeping all output arms of equal length. Also, as the number of outputs ir-
creéses the transition from the outputs to one input becomes more difficult
to construct. It was found that two six-output power dividers were easier to
make than one twelve-output. The end result is shown in Figure 8. The BNC
connectors are Amphenol 31-356 “Quick Crimp" and the type N connectors are

UG-58A/U .

3. CONSTRUCTION OF MODEL

Mounting Plate and Radiating Structure

Although the rotating aperture of the Scientific-Atlanta ground screen
is 36 in. in diameter, only 31 1/4 in. is accessible from the underside due
to the presence of a suﬁporting lip. The array diameter of 29 in. was chosen
to provide clearance for the BNC connectors, resistive pads, and phasing cables
which were attached to the active elements from below. The element placement
on the aperture plate is illustrated in the drawing of Figure 9. A photograph
of the completed array is shown in Figure 10.

The active sector of driven elements was composed of 12 of the 40 printed
antennas giving an angular sector of 108°¢ Slightly more directivity might
have beer obtained by extending this to 1170 with 13 driven elements but, that
would have made the power distribution and phasing more difficult. An odd
number of elements would have destroyed the symmetry of the power splitters
-- symmetry which critically affected the power division in the mismatched
system.

Elements immediately adjacent to the last active elements (6A and 6B) were
terminated with 50 §) commercial loads through 50 £ to 150 §2 pads. The next *wo
elements on either side were terminated with 150 £ loads made in the laboratory
with BNC connectors and miniature carbon film resistors. These four muatched
elements served to simulate the actual array situation wherein all unused an~
tenna eclements would be connected to matched cables. Both in the interest of
holding down costs and for simplicity in comstruction all of the rest of the
elements were connected to ground at their feed points.

Sufficient strength for the support of the elements was secured frowm the

three connections: although some difficulty was experienced with oper circu:ts
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ANTENNAS

2

DRIVEN
ELEMENTS

ELEMENTS
FEED POINTS SHORTED

29" FROM CONNECTOR TO CONNECTOR

Figure 9. Element Location on Aperture Plate.
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at the feed points. The copper elements af *he tip of the antenna were so
narrow that the metal would pull zawzy from the civcuit boare wi+h any slight
strain. To remedy this x smill piece of coppe~ wire was sclderec along the
first vertical corductor and thexce ro *he center comcuctor of the BNC ccn-
nector. Plastic cexent wias then run bevweer the copper wire ind the printed
circuit board to provide a strong joint,

A final devail should also ke mentioned. it was cesired to have a small,
neat transiticn from *the coaxial system to the feed points of the eliements;
but ordinarv BNC panel feed-throughs not only seemed too large x4 abrupt, but
also were difficult to mount properlv on the 3/8 iv. aluminum sperture plate.
A satisfactory solution was found with tke use of Ampheol 31-351 “Quick Crimp"
BNC connectors. These connectors have z *ube .380Q ir., long and .168 in. in
diameter through which the coaxial cable enters. This tube was sweat soldered
into a brass plug which was then threaded and screwed into the aluminum plate.,
The assembly is visikle irn Pigure 2.

The Computer Program

A Bendix G-20 computer was employed in the analysis of the radiation
pattern for varicus element configurations and excitations. The synthesis
of an optimum array patterr (in the sense of Dolph) for a circular array of
discrete elements has net yet been satisfactorily solvedsu Imposing the
cophasal excitation requirement further complicates the problem. On the other
hand; pattern analysis with the zid of computers is both simple ard rapid.

And it is a» approach which hus been widely used i» practical gesign work in
the past and founa *to give satisfactory results.

Basically, the computer performecd 2 vecror addition of the contributions
from the active elements at given azimuth and elevation angles. Lvery ckaracter-
istic of the circular array could te chainged 2% will; array aiameter, size,
length, orientation, =nd spacing of the elexents; element ragizzion pailern and
phase center position; array phase and ampli*ude excitavior. Two miajor assump-
tions had to be made: mu*usl coupling and scatvtering efiec’s were ‘tiken as
zero; the ground was a perfect conduc'or. The eftect of these assumptions will
be considered in the nex* secticn.

As a check on the program ana computer several cata points were hand calcu-

lated. Agreement 1o tkree sign:ficant figures was ob*aived.




4. EXPERIMENTAL AND COMPUTED RADIATION PATTERNS

Test Facilities and Measurement Procedure

As stated in the introduction, one of the reasons for going ahead with
the 500:1 model was the availability of the new Scientific-Atlanta ground-
plane pattern range. A few words gbout this facility and its associated
equipment are necessary before proceeding to consideration of the patterns
measured .

The basic ground-plane is 20 feet square with a fibre-glass boom carrying
the probe antenna that swings parallel to two sides of the screen in the verti-
cal plane. A photograph showing part of the ground-plane and boom is given in
Figure 11. The separation between the probe antenna and the model under test
is 15 feet. Visible in the photograph is a wire mesh extension to the ground~
plane which was found to be necessary in tests after the facility was erected.
Scientific-Atlanta's design had the probe antennas swinging in an arc that was
outside the perimeter of the ground~plane. Thus, when vertical plane patterns
were attempted serious pattern distortions resulted from edge diffraction as
the probe antenna illuminated the side of the plane which lay between. Several
things were tried with absorbers and rolled edges, but only the ground screen
extension seen in Figure 11 had much effect. The extension carries the ground-
plane out past the probe antennas so that its edge is not illuminated very
strongly. Edge diffraction, although reduced in severity, still remained -~
becoming more serious at higher frequencies. Further extension of the ground-
plane, with special shaping of the side, it is hoped, will eliminate this pro-
blem altogether.

The plane itself serves as a roof of a 20 ft. by 20 ft. equipment room,
which in turn is mounted on a metal tower. There are a few buildings which
could have caused scattered fields as the energized array was rotated. Some
scattering could also have been produced by the fibre-glass boom and the metal
structure to which it was fastened. However, the latter was protected with
absorbing material set along either side of the ground-plane when azimuthal
patterns were being taken. 2

With the longer boom of the Scientific-Atlanta range, the EX— criterion
was satisfied at all frequencies in the model frequency limits. The projected

aperture of the array was 1.06 \ across at 1000 Mc, giving a value of 2.43 ft.
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2 2
2D
for —K~ . At 2500 Mc the projected aperture was 4.05 \ and E%— was 12.96 ft.

~ inside the probe to model spacing. It is inferesting to note that the ITE

Antenna Handbook gives the following relation for uniformly illuminated rec-
51 9

o o A

turns out to be 48.2 at 1000 Mc and 12.6 at 2500 Mc. Considerably narrower

tangular apertures: half-power beamwidth = In the present case this
beams than those were measured on the actual model.

The pattern recorder was a new Scientific-Atlanta polar recorder, model
APR30 with a model PFA-25 pen function amplifier. A crystal detector was
used on the square-root mode of the pen amplifier. It had been intended to use
a bolometer for detection, but the power oscillator which was supposed to supply
over 25 watts did not function properly and so most patterns were taken with a
GR Unit Oscillator. At 1500 Mc and 1800 Mc there was enough signal to use a
bolometer, and a comparison between the crystal patterns and bolometer patterns
showed some difference.at 1500 Mc. However, at 1800 Mc the patterns were essenti-
ally identical. A corner reflector served as the probe antenna for the range
1000-2000 Mc; above that, a waveguide horn was used. Care was taken to filter
the rf signal source and to avoid overloading the crystal detector for all

measurements .

5. MEASURED AND COMPUTED RADIATION PATTERNS

Probably the most salient feature in the patterns of Figures 12 to 15 is
the fact that the beamwidth of the measured radiation patterns averages about
25% less than the calculated beamwidths. The number and level of the sidelobes
generally match up; but, in all cases the measured sidelobes occur at angles

closer to beam maximum. In particular the measured sidelobes are lower than pre-

dicted at 2 Mc and higher than predicted at 5 Mc. An excellent front-to-back

ratio is maintained at all frequencies in spite of the rather low front-to-back

ratios of the element patterns at some frequencies. Measured vertical plane

patterns are shown in Figure 16. ;
A large part of the pattern differences undoubtedly stems from the basic !

assumptions which must be made in programming pattern calculations on the

computer. First and foremost of these is the assumption that no mutual

coupling exists between elements in the array. Of course, this is not true;

but a program which attempted to evaluate such a factor (if such a factor
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MEASURED
TOTAL ELEMENTS 40
COPHASAL ANGLE 0°
OUTWARD FIRING ARRAY

1000 MC

(2 mc)

2.3 08
40 DB

@
BEAMWIDTH CALC. 374
MEAS. 28.7°
CALC.
FRONT TO BACK RATIO MEAS.
ELEMENT PATTERN FUNCTION
(COS .5¢,1"08

COMPUTED

ACTIVE ELEMENTS 12
ELEVATION ANGLE 5
ARRAY DIAME TER 29" (1210)
SIDE LOBE LEVEL
57° 75°
CALC. -13.0D8B
MEAS.| -154 DB

PHASE CENTER POSITION {(d/X)

0.509

PIEUTT 12, Computed and Measured Array Patterins (Horlizontal Plane).
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MEASURED
TOTAL ELEMENTS 40
COP HASAL ANGLE 0°
OUTWARD FIRING ARRAY

CALC. 22°
BEAMWIOTH MEAS. 17.1°
CALC. OVER 40DB
FRONT TO BACK ‘RAT|0 MEAS. 40 DB

ELEMENT PATTERN FUNCTION

1.345
(COS .75 ¢,) 3

COMPUTED — — — — — — — —
ACTIVE ELEMENTS 12

ELEVATION ANGLE 5e

ARRAY DIAMETER 29" (1210
SIDE LOBE LEVEL
9 | -32° 37° !
CALC. -14.1 D8
MEAS.[-12.108 | -164 DB
PHASE CENTER POSITION (d/\)
: 0.567

Figure 13. Computed and Measured Array Patterns (Horizontal Plane).
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2000 MC
(4 MC )
MEASURED COMPUTED — — — — — — — — —
TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12
COPHASAL ANGLE  0° .
OUTWARD FIRING ARRAY ELEVATION ANGLE 5
CALC. i6° ARRAY DIAMETER 29" (1210)
BEAMWIDTH  \eas. 1330 SIDE LOBE LEVEL :
CALC. OVER 40 DB & [-77°|-40°|-22° | 26° | 27° | 70°
FRONT TO BACKRATIO  yeas. 305 08 CALC. 50
ELEMENT PATTERN FUNCTION MEAS. |-18.3 |75 |~I53 |-i4.7 -20
(cos .9 g 3% PHASE CENTER POSITION (d/\)

0637

Figure 14. Computed and Measured Array Patterns (Horizontal Plane).
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2500 MC
(5MC)
MEASURED COMPUTED — — — — — — — —
TOTAL ELEMENTS 40 ACTIVE ELEMENTS 12
COPHASAL. ANGLE 0° .
OUTWARD FIRING ARRAY ELEVATION ANGLE S
CALC. (1.6° ARRAY DIAMETER 29"  (1210)

BEAMWIDTH  ueas.  8.8° SIDE LOBE LEVEL

CALC. OVER 40 DB O |-29°|-18° | 17° | 19°]| 34°
FRONT TO BACK RATIO  \eas OVER 40 DB CALC.| -124 | -18
ELEMENT PATTERN FUNCTION MEAS.-I15.7 [-106 [-122

(cos ¢>,)°'48 PHASE CENTER POSITION (d/\)
0615

Figure 15. Computed and Measured Array Patterns (Horizontal Plane).
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(4MC) (5MC)

ELEVATION PATTERNS

CORRESPONDING TO THE AZIMUTH PATTERNS

OF FIGURES I3 TO 16

Figurc 16. Measured Array Patterns (Vertical Plane).
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could be calculated) would be difficult, indeed, to write. When the patterns

of a single printed circuit element are taken in the presence of the other

39 elements of the array, considerable distortion results. Some representative
patterns are shown in Figure 17. It is interesting to note, however, that while
on one hand the mutual coupling and scattering causes the element patterns to
broaden out considerably; it produces on the other hand a narrowing in the

array pattern.

Another assumption -- or in this case, idealization -- is that the phase
and magnitude of the element currents are close to the ones desired. Several
factors influence the power distribution and phasing of the active elements.
First the environment of each element plays a part. For instance, the elements
at the extremes of the active sector have an excited element on one side and an
unexcited element on the other; while elements near the center have excited
elements on both sides. The difference in environment causes differences in
impedance and mutual coupling, and thus, differences in power distribution and
phasing.

A second assumption is that co-phasal excitation has been achieved; or at
least approximated in the feed system of the scale model. It was known in ad-
vance that co-phasal excitation theoretically cculd be obtained at only one fre-
quency in the band if lengths of coaxial line were employed as the delay mechanism.
However, for a 2.5:1 band, the maximum deviation (including errors in construction
and movement of phase center position) for any element of the array from the de-
sired phase distribution was about 3000 This maximum error occurred at the band
limit frequencies of 1000 Mc and 2500 Mc. The patterns show that the measured
sidelobes, at least, are best predicted at the midband frequencies.

The H-plane half-power beamwidths and the directivity plotted against fre-

10
quency are shown in Figures 18 and 19 respectively. Kraus's formula :

D - 101 41,253

PR,
i0 B_B

was used to calculate the directivity. Both elevation and azimuth patterns

were taken Yrom a frequency of 800 Mc to 3,200 at intervals of 100 Mc. Already




H-PLANE H- PLANE
F=1000 Mc F= 1500 Mc
H - PLANE H- PLANE
F=2000 Mc F = 2500 Mc
PC—-58B
a= 25° £=15° T=0.87

FEED POINT OF ANTENNA 14.5"
FROM CENTER OF ROTATION

Figure 17.

Patterns of a Single Printed Circuit Element
in the Presence of 39 Other Elements.
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at 900 Mc the front-to-back ratio was 19.6 db with sidelobes well below that.
However, the azimuthal beamwidth was 40°. At 3000 Mc sidelobes were still down
10.9 db or more and the front-to-back ratio was over 25 db. A 21.5o beamwidth
was found in the vertical plane.

Study of the whole series from 800-3200 Mc indicates that good pattern
control is certainly possible over the low frequency 2.5:1 band. Conical cuts
were also made in order to check the azimuth patterns at elevations of 15o and
30°. In general, both the beamwidths and sidelobe levels increased. For example,

at 1500 Mc the following values were found:

Elevation Angle 0o 15o 30o
Beamwidth 17.1° 17.2° 19.3°
1st Sidelobe Level -14.25 db -13.39 db -13.37 db ave.

However, at 2500 Mc, the sidelobe decreased with elevation angle:

Elevation Angle o° 15° 30°
Beamwidth 8.8° o° 10.6°
1st Sidelobe Level -11.42 db -12.97 db -14.54 db.ave.

The strong influence of the vertical plane pattern of the individual elements
on the array pattern tends to prevent any unexpectedly large sidelobes or beam
irregularities at high elevation angles. Vertical plane patterns will be run on
the computer in the future as a further safeguard against anomalous behavior.

To see what effect the outermost elements (6A and 6B) had on the H-plane
patterns, tests were repeated with these elements unexcited. With an active

sector of 10 elements the following data was obtained:

H-plane Beamwidth 1st Sidelobe Level
freq; - 12 elements 10 elements 12 elements 10 elements
1000 Mc 28.7° 34.0° -14.93 db -15.7 db
1500 Mc 17.1° 20.6° -14.25 db -12.90 db
2000 Mc 13.3° 14.5° -15.02 db -17.77 db

2500 Mc 8.8o 10.1° -11.42 db -12.60 db
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On the average the beamwidths increased by 17% and the sidelobes went down by
an additional .84 db. This seems to be a rather high price to pay for side-
lobe reduction -- which, fortunately, is unnecessary because of the -10 db
criterion originally stipulated. In fact, it would be nice to find an exci-
tation that would produce a narrower beamwidth than the uniform-cophasal
excitation ~--~ even if higher sidelobes came with it. Such an excitation is

unknown if super-gain arrays are excluded.

6. CONCLUSIONS

Perhaps the most important conclusion to be drawn from this work is that
in spite of certain idealizations necessary for the computer program, reason-
able correspondence to the measured data has been obtained. While this report
is being written, additional pattern calculations are being carried out for
which phase and amplitude corrections have been made in order to more closely
simulate the experimental situation.

The experimental patterns show that good results are possible over the
2.5:1 frequency band even though appreciable (300-400) phasing deviations are
introduced by the fixed length phasing cables and the motion of the element
phase centers. It appears that there will be no difficulty in meeting the
-10 db sidelobe criterion or in maintaining a high front-to-back ratio over the
operating band. In fact, a satisfactory array pattern should still be avail-
able some 10% below the lowest planned frequency of 2 Mc according to the
measurements made on the present array. However, impedance considerations
may, in the end, be the determining factor in the case of low frequency oper-
ation.

If the full 3 band array were built according to the present scheme a total
of 160 antenna elements would be necessary. This report establishes that good
pattern characteristics can be expected over the low frequency band. However,
it has not been established that 160 is the minim#m number of elements necessary.
In other words, angular separations greater than 9O may still be satisfactory --
or even necessary when impedance is considered. Another unknown yet to be
closely studied is the scattering efifects of the high-band elements when only

the low band elements are energized.
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Future plans include a better simulation of the WARLA model on the
computer for pattern calculation purposes; the construction of another 500:1
o
scale WARLA model with 12 between large elements; and the insertion of high

band elements to study scattering effects especially near the band change-

over frequency.
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A TRANSISTORIZED BEAM-CONTROL ARRAY™

John R. Copeland, William J. Robertson
and Robert G. Verstraete

Antenna Laboratory
Department of Electrical Engineering
The Ohio State University
Columbus, Ohio

ABSTRACT

A four-element array of transistorized dipole antennafiers has
been used for electronic beam shaping. An equal-amplitude corporate
feed was used, but the effective amplitude taper was controlled by circuit
gain adjustments on the individual antenna-circuit integrated elements.
Patterns have been taken with various amplitude distributions, such as
uniform, edge, binomial, and Dolph-Chebyshev.

The antennafier element used was a gamma-matched half-wave
dipole integrated with a 2N1742 VHF transistor amplifier. Adjustable
base bias was used for gain control. Up to 12 db circuit gain was
obtainable in each element with an effective overall noise temperature
under 400°K at 148 Mc.

* The work reported here was sponsored in part by Aeronautical
Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33(657)-10386 with The Ohio State University Research
Foundation.




A TRANSISTORIZED BEAM-CONTROL ARRAY*

John R. Copeland, William J. Robertson,
and Robert G. Verstraete

Antenna Laboratory
Department of Electrical Engineering
The Ohio State University
Columbus, Ohio

I. INTRODUCTION

Antenna arrays are usually designed so that amplitude distributions
and phase relationships are fixed by the feed arrangement. For example,
the corporate feed structure is a method of exciting all elements of a
planar array in the same phase to produce a broadside main beam. If
equal power division is made at each tee, a uniform amplitude taper is
obtained which gives the characteristic 13 db reduction of first side lobes.
Other amplitude distributions give different pattern shapes, but always
with the main beam aligned broadside to the plane of the array if the
distribution is symmetrical.

The amplitude taper need not be fixed by the power division ratios
in the feed structure, however. The techniques of integrated antenna-
circuit design can be used to provide electronically controllable gain in
each array element, allowing adjustment to any effective amplitude taper
without changing the equal-amplitude corporate feed.

II. FOUR-ELEMENT BROADSIDE ARRAY

Such an array described above has been built and tested using four
controllable-gain dipole antennafier elements spaced X /2 apart at
148 Mc, as sketched in Fig. 1, Figures 2 through 5 show represent-
ative array patterns which can be obtained by adjusting only the

* The work reported here was sponsored in part by Aeronautical
Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33(657)-10386 with The Ohio State University Research
- Foundation.
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Fig. 1. Four-element antennafier array.

individual bias control voltages on the integrated transistor amplifiers.
Also shown are the computed array patterns for the appropriate ampli-
tude distributions, which are uniform,binomial, edge, and 15 db Dolph-
Chebyshev, respectively.

The bandwidth over which good patterns could be obtained with
reasonable gain was about 25 per cent in all cases. For example,
Fig. 6 shows the Dolph- Chebyshev pattern taken at 130 Mc, and Fig. 7
is the same distribution taken at 170 Mc., This represents approxi-
mately the useful bandwidth of the elements themselves, beyond which
the array patterns begin to deteriorate sharply.

The power gain of the array was measured with respect to a half-
wave passive dipole constructed similar to the antennafier elements.
Since both directivity and circuit gain contribute to the over-all power
gain, the convention of specifying patterns, gains, and noise temper-
atures as separate parameters has been adopted.
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Fig. 2. Uniform distribution (1:1:1:1).
These measurements are summarized in Table 1.
TABLE 1
Performance of 4-element broadside antennafier array
with A\ /2 spacing, measured at 148 Mc
. ) . Half-power Gain over Noige
Distribution beamwidth \ /2 dipole, db temperature
Uniform 29° 9.0 8509 K
Binomial 37° 9.0 1020° K
Edge 180 7.0 455° K
15 db Dolph- Chebyshev 29° 9.5 1090° K
Maximum gain 29° 17.0 5150 K

Note:

The noise temperatures are effective values equivalent to the

input noise temperature of a single amplifier following a

conventional array.
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Fig. 3. Edge distribution (1:0:0:1).

Two distinct methods of gain adjustment in the individual antenna-
fier elements were investigated: reverse and forward bias techniques.
Reverse gain control reduces gain of the transistor amplifier by reducing
the amount of forward bias normally applied between emitter and base,
thus operating the transistor close to cutoff bias. Forward gain control,
on the other hand increases the forward bias, driving the transistor
toward saturation. However, a bypassed resistor is used in series with
the collector circuit, and the resulting DC drop across it at high currents
forces the transistor to operate at very low collector potential, greatly
reducing its gain.
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Fig. 4. Binomial distribution (1:3:2:1),

Forward gain control has the advantage of being inherently much
more resistant to overload than reverse control, but phase shift through
the amplifier was found to change enough as a function of gain to alter the
array patterns somewhat. This effect was almost entirely absent for
reverse control, so the latter was used for all measurements shown here.
The pattern distortion was of such minor nature, however, that forward
gain control would be recommended for any application requiring the
additional resistance to high-signal overload.

Noise performance of antennafiers is the most difficult property
to measure accurately. In the past, good results have been obtained by
comparing the noise performance of a given antennafier to an identically
constructed passive antenna. This method has the advantage of not
requiring a measurement of effective antenna aperture.
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For the array measurements, however, it was inconvenient to
construct the identical passive antenna array, so comparisons were
made to a single half-wave dipole antenna, and the array directivity
was computed from the patterns. It was necessary to know the di-
rectivity because the total output noise is the amplified input noise
plus the excess noise. The input noise is amplified only by the circuit
gain, however, so the total gain of the array must be reduced by the
array factor in order to evaluate the excess noise of the amplifiers.

It should be noted that the noise temperatures shown in Table I
are derived from the excess noise divided by circuit gain, and
represent the input temperature of an equivalent lumped amplifier.
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Fig. 6. 15-db Dolph-Chebyshev at 130 Mc.

III. THE TRANSISTORIZED DIPOLE
ANTENNAFIER ELEMENT

The array is comprised of four transistorized half-wave dipoles.
Figure 8 shows a schematic diagram and Fig. 9 is a photograph of one
such antennafier element constructed for 148 Mc. The antenna was
connected with a gamma-match directly into the base of the 2N1742
VHF transistor. The length of the gamma rod and resonating
capacitance were made adjustable for proper matching between the
antenna and the transistor.

The output circuit was a parallel resonant tank, using the parasitic
output capacitance of the transistor alone in order to achieve maximum
bandwidth. The 50-ohm coaxial output was tapped part-way up from the
cold end of this tank circuit for an impedance match. Other tap points
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Fig., 7. 15-db Dolph-Chebyshev at 170 Mc.

could be used in the output circuit at the expense of power gain, but
the condition of matched impedance was chosen here. This choice
resulted in a half-power bandwidth of about 20 Mc which corresponds
to an operating Q of about 7.5.

It will be shown later that at these bandwidth limits the antenna
VSWR is so low that the total bandwidth is determined by the operating
Q of the collector circuit.

The N\ /4 sleeve balun in Figs. 8 and 9 was required only to
prevent antenna currents from flowing on the supporting structure of
the dipole. This is a common fault of the gamma-match type of
unbalanced feed arrangement, and if uncorrected can lead to asym-
metrical radiation patterns of the dipole.
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Fig. 8. The transistorized dipole antennafier.

The power supply used for the 2N1742 transistor amplifier was
12v DC connected to the RF output line with an RF choke and DC block
arrangement for isolation. A Microlab HW-02N monitor tee was well
suited to this purpose.

The gain of the transistor was measured as 12.5 db relative to the
reference dipole. The pattern was identical to the reference dipole
pattern as shown in Fig. 10. The 12.5 db gain difference was removed
for better comparison of the two patterns. It was found that the
controllable-gain antennafier of Fig. 8 could be adjusted over the range
from 20 db loss to 12.5 db gain by variation of the control voltage.




Fig., 9. The transistorized dipole antennafier.

Figure 11 shows the frequency response of the antennafier. This
curve was obtained from comparison with the response of a reference
dipole constructed to the same dimensions as the antennafier, with an
identical reference dipole used as a transmitting antenna. Figure 12
shows a VSWR curve of the two identical reference dipoles. In this way
the frequency behavior of the transmitting antenna was known and
accounted for in the frequency-response measurements.

As mentioned earlier, since the half-power bandwidth of the
antennafier corresponds to VSWR limits of less than 2 on the antenna
(a VSWR of 5.8 would correspond to a half-power mismatch), the band-
width of the antennafier is determined by the choice of loaded Q in

the collector circuit.

The spot noise temperature, measured at 146 Mc, was about 350°
for the complete antennafier. This turns out to be slightly better than
the approximately 425° K measured for the same transistor in an
amplifier test circuit. This difference is believed to arise from the
losses which inevitably occur in the input circuit of the amplifier, and
which have been eliminated in the integrated design.
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ed dipole antennafier

Fig. 10. Field patterns of transistoriz

and reference dipole antenna,
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Fig. 1l. Frequency response of the transistorized
dipole antennafier,

It is interesting to note that even at this frequency of 146 Mc, the
noise temperature of the antennafier approximates the lowest level of
cosmic noise temperature to be found in the coldest regions of the sky,
and this element is therefore well-suited to VHF communication
applications.

IVv. CONCLUSIONS

The described active array, comprised of four controllable~gain
transistorized dipole antennafiers spaced one-half wavelength apart,
illustrates rapid main-beam and sidelobe control in a broadside
receiving array in the VHF range. The techniques of integrated design
of antenna and receiving systems accomplish this beam control inex-
pensgively, with very few parts, and maintain high signal-to-noise ratios
throughout the receiving procegs. Furthermore, the transistor
amplifiers are suited to '"forward" gain control to minimize overload
or cross-modulation products from strong signals.

12
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This four-element array was intended only to demonstrate an
application of antennafier elements in larger systems. It seems clear
that the economies in weight, size, complexity, and cost shown here,
along with the improved performance, would be of very considerable
value when multiplied by the dozens or hundreds of elements now
being used and proposed for new receiving arrays.

Future work in this direction will include electronic phase control,

as well as amplitude control, for complete beam control, including
steering as well as shaping.
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CURRENT DISCONTINUITY DEVICES

Burt J. Bittrer
Sr. Staff Scientist
Kaman Nuelear
Colorado Sprirgs, Colorado

INTRODUGCTION

The concept of flux linkage courling between
transmission elements is very mature and welli under-
stood. Therefore the extrapolation process to the
new class of components discussed in this summary

report should have been accomplished 25 years ago!
As a result, the"inventive-process' which produced
the fllters, wave traps and new antenna configura-
tions is probably more startling in 1ts basic
simplicity.

This simplicity has proven to extend to the
prototype and final products and generally has pro-
duced design objectives with a minimum of research
and development effort. Discussion of some current
discontinulty aspects will be limited dus ©to licensing
restrictions.

Fundamental Conflguration

The current discontinulty device in its simplest
form consists of small, series connected, formed
coupling loops which lie parallel to a transmission
line element and the coupled loops ars resonated by
a capacitor. The device acts to impede the current
flow at resonance by the magnetostatic force on a
moving charge duvue to the closely coupled electrons




in the associlated loops - the law of Biot-Savart -
and thus provide a rejection "trap." Basic uses of
this configuration are as a wave trap on an antenna
structure ard as a band-reject filter in a coaxial
configuration. In both of the preceding applica-
tions it can be seen that the approach allows the
center conductor to remain structurally undisburbed
and experimental tests have shown that the physical
arrangement illustrated in Figure 1 is sufficient

to effectively "couple" or enclose th2 magnetic
field. Prior to the experimental investigation at
Kaman Nuclear, 1t was rather arbitrarily and erron-
eously assumed that a loosely wound torroidal con-
figuration would not be effective. The assumption
was that the configuration could not properly contain
the flux and, for some isolated cases this may still
be true. However, for most applications, sufficient
coupling is obtained with the configuration of Figure
1, as opposed to that of Figure 2.

Figure 1 also illustrates the type of config-
uration used to achieve directional coupling, in
which case the arrangement (without the condenser)
becomes a re-entrant coupled transmission line
element with the advantages that it is physically
shortened, has a much higher coupling-per-unit-length
capablility and considerable bandwidth.

Under circumstances where the center conductor
is of such a size that the total length of coupling
elements required to surround the conductor might
begln to approach self-resonance, the paralleled
inductance counter-wound configuration of Figure 2
may be utlilized. This arrangement also allows the




two terminals to be physically separated which
is a requirement fcor high power applications.
This method also permits the length of each
coupling element to be increased, which linearly
increases the mutual coupling in the clazsical
equation for mutual coupling in R.F. Transformer
design.

Some Additional Applications

Figure 2 1llustrates that the current discoen-
tinuity device is capable of beiﬁg used around a
structure of significant size, but not greater than
a portion of a wavelength; however, models have
been constructed, as illustrated in Figures 3 and 4,
where by paralleling many elements, a structure with
a clrcumference greater than a wavelength can be
properly exclted. In this case, as well as for the
small structures, the device becomes a means for
feeding the structure as well as 1ts distinctively
different application as a parasitically excited
system. A most lmportant application is shown in
Figure 3, whereln it has been found that a figure
of revolution 1is not essential and thus a linear
section, A /2, of a missile or alrcraft can be ex-
clted by a small flat coll arrangement current
discontinuity device without structurally or elec-
trically isolating a section of the airframe.
Broadbanding techniques for this appllication have
been discovered.

Another application of considerable merit is
in the use of the current discontinuity device around
each leg of a radio tower to effectively provide iso-
latlon which would otherwise be achileved with bulky

insulators or shunt feeding.




Results

The research to date has shown that the wave
trap concept yields results as is shown in Figure
5 for a one-element current discontinulty parasiti-
cally exclted and the addition of a colinear array
of these elements yields results which will be dis-
cussed in the presentation. It must be emphasized
that the device functions properly as a wave-trap
when placed at a desired current maximum as opposed

to parallel resonant wave traps which must be placed
at voltage maxima. The device is also different
than the parallel resonant wave trap in that at
frequencies "off-resonance”" it does not perturb

the transmission line appreciably and it may be
physically "slid-along" the antenna element.

Figure 6 illustrates the plot of admittance
of a speclfic tunable current discontinulty band-
reject, band pass filter design tested in an NBS
tracklng station. As a simple band reject filter
it was matched (VSWR<1.1l) from DC through to 115 mc
and from 131 mc through to over 300 me. The reject
"notch" was tunable from 5 mc to 256 mc.

The theoretical analysis of the device indi-
cates that there are no transcendental, or harmon-
lcally related spurious response characteristics
of signilficance.




Additiorial Apgplications

Current dilscontinvity devices have direa:t
application as:

(a) Rotary joint couplers (mulsi-pors).

(b) Parametric amplifiers,

(c) Coaxial o waveguide feeds.

(d) Plasma modulators

(e) Miniature flush antennas cn large sSruziurss,

(f) Baluns and other % transformers.

(g) Multiband long wire array antennas plus
other applications such as switching,
modulating aad phase-shifting.

Limitations

The concept inherently 1s a current cr flux
linkage device most applicable to low impedance
transmission lines.
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FIGURE 3
FLAT PLATE C/D ANTENNA
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FERRITE LOADED-SLOT AND TRAVELING-WAVE ANTENNAS

By

A, T. Adams, J. A, M. Lyon
and J. E. Herman

The University of Michigan
Ann Arbor, Michigan

ABSTRACT

This presentation summarizes some of the results of a theoretical
and experimental investigation of the use of ferrite materials in various
types of antennas., Promising results have been obtained with a rectangu-
lar-slot antenna backed by a ferrite-loaded cavity. Preliminary results
have been obtained with equiangular spirals using ferrite materials, The
work with slots has been analytical with substantial experimental con-
firmation. So far, the work with spirals has been almost entirely experi-
mental,

It is interesting to note that others are currently attempting to ob-
tain useful modifications of antennas through the use of materials. Recent
Russian work,as described in Ref, 1, covers the use of materials with
Helices. Although the title of this reference indicates dielectric materials
are used, the mathematical analysis could be extended without undue
difficulty to situations where the material has a relative permeability

greater than 1, It is interesting to note that this reference claims a more
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directional radiation of energy is possible. Of course, the retardation
of waves in the Helix has made possible axial modes at a lower frequency
than if the dielectric core material were not present.

In the work to be described on slots, the observed changes in radi-
ation pattern were slight. Comparatively large reductions in dimensions
were possible but only at the sacrifice of efficiency and bandwidth,
However, it is believed that a slot antenna modified through the use of
ferrite will be very useful in some types of established communications.
The reduction in efficiency is not great if carefully selected ferrite is
used. The reduction in bandwidth is substantial, and all such ferrite-
filled slots produced to date are necessarily limited to narrowband usage.

The introduction of the use of ferrite material for equiangular-
spiral antennas has resulted in a given equiangular-spiral antenna being
operable at considerable lower frequency than otherwise would be possi-
ble. This situation can also be interpreted as a reduction in the lineal
dimensions, Unfortunately, at the present time the known available
ferrite materials do not maintain high permeability, high permitivity
and high effective Q over a sufficiently wide frequency band. Improvements
in ferrite materials, with respect to maintenance of characteristics over a
wider frequency band, may very possibly make feasible the reduction in
the lineal dimensions of the face of an equiangular spiral and yet retain the

wideband characteristics of such a spiral. -t
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Very preliminary results on the utilization of ferrite materials with
a scimitar antenna are presented. These results appear interesting, but
so far no time has been spent on the mathematical analysis of this type of

antenna utilizing ferrite materials,

COMPARISON OF SLOTS

The inherent limitations on electrically small antennas have been
known for some time, 2-4 It appears that it is possible within these limi-
tations to effect significant size reduction at what is believed to be a
tolerable reduction in both bandwidth and efficiency. Figure 1 shows
three antennas loaded respectively from left to right with air, powdered-
ferrite material, and solid-ferrite material. The performance charac-
teristics of these three antennas are tabulated in Table I. Please note
that the operation of all three antennas is in the vicinity of 300 Mc tests.
The choice of this operating range of frequency has been based upon the
characteristics of the ferrite material. These characteristics are de-
scribed in Table II. The antenna on the extreme left consists of a rectangu-
lar air-filled waveguide fed by a T bar. The middle antenna in the figure
consists of a rectangular waveguide filled with powdered-ferrite material
and also utilizing a T bar feed. The third antenna on the extreme right
consists of a rectangular waveguide filled with solid bars of ferrite material

and utilizing a simple cylindrical probe as a feed. All of these antennas
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have the obvious advantage of suitability for flush mounting and possession

of a single-lobe radiation pattern.

THEORETICAL ANALYSIS OF SLOTS

Using the results of a variational analysis, it has been possible
to predict the characteristics of flush-mounted slot antennas of the type
shown in Fig. 1. The resonant frequency or frequency at which the VSWR
(voltage standing wave ratio) is a minimum, can be predicted within a few
percent. Bandwidth and efficiency can be predicted within about 25 per-
cent, The beam pattern when mounted in a ground plane can be accurately
predicted.

The method of analysis is as follows: Fig. 2(a) shows a semi-
infinite waveguide loaded with isotropic homogenous medium character-
ized by v r and € r This waveguide opens into a conducting ground plane
of infinite extent. A variational expression for the normalized aperture
admittance was obtained using an analysis similar to that of Lewin5 for

the unloaded waveguide.

Y G .B
Y Y *l¥ i+ R
0 (0] (o)

a bayb
[ E_(x,y) E (§n) G (x,y;§,n) dx dy df dy
0O 0 O

O
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where Ex(x, y) = electric field in the aperture
R = complex dominant mode aperture’
reflection coefficient
%
Pp = Vs - ¥
K = o€ ko=
ko = W uo € o

G,(x,y;¢,n) = & + k? €
IX,Y,’é,ﬂ - ayz 0 27TI‘ +

) m=1 n=0 aburI‘m a b a b

o* Q @, 4 € mn m7 nmé m7 nnx
— 4+ K ) sin = cos sin P cos
n

The equivalent circuit which has been useful in further calculations,
as well as in visualization, is shown in Fig. 2(b). Using the dominant
mode assumption for Ex(x, y), a quadruple integral reduces to a double-
integral suitable for machine computation. The numerical results of
such a computational effort have given the normalized values of B and G
as functions of Bps €ns b/a, and frequency. Detailed numerical values
are available in Ref. 7. All this data have been checked experimentally
for a few cases and shows an agreement within about two percent.

Using these basic data for B/Yo and G/Yo , resonant frequency and
bandwidth of the antenna shown in Fig. 3 can be calculated by simple equi-

valent circuit calculations based upon the representation shown in Fig. 4.
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For instance, resonant frequency may be calculated by neglecting the shunt
reactance B'p introduced by the probe and by calculating the frequency at
~ which the short reactance (looking toward the left) cancels the aperture
reactance. Predictions of resonant frequency based upon this method are
accurate to within a few percent. Perturbation calculations may be made
to take the feed configuration into account. Typical calculations yield
corrections of less than one percent to the resonant frequency due to con-
sideration of the probe feed. Similarly, bandwidth can be calculated by
taking into account the variation with frequency of aperture admittance
and the admittance of the shorted section to the left. For simplicity, G'p
may be assumed constant over the frequency range under consideration.
The effect of losses on bandwidth may be assayed by multiplying the band-
width in the lossless case by (1/efficiency). The effect of these assump-
tions are more serious for bandwidth prediction. Accuracy of bandwidth
prediction in the cases which have been tested was 25 percent or better.
The variational data may be used to calculate efficiency. The
theoretical formulation is given in Ref. 6. For the case of high Q ma-
terial with magnetic losses much greater than dielectric or wall losses,

the following approximate formula may be used:

Efficiency = P Pl |

LR
2,2 _ 2 :
|:k2a2 (_2_4) . (k°a 27°) sin 23 10‘1
_P_E o a k222 - 72
Pp ¥ (1- R?) Yk%aZ - 7%
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PN

where:
d = cavity length = d1 + d2
B 10d = electrical length of cavity
— k222 - 72 (d/a)
po= p' - jut

Table III shows a comparison of theoretical and experimental data
for several ferrite and dielectric loaded models. Figure 5 shows a com-
parison of the theoretical and experimental beam patterns for the solid-
ferrite loaded antenna shown on the extreme right in Fig. 1,

The analytical results indicated on slots, when compared with the
experimental data, show that reasonably accurate results have been ob-

tained in spite of the necessity of assumptions dealing with the following:

(a) The aperture field;
(b) The effect of the probe; and

(c) The finite length of the cavity.

PRACTICAL CONSIDERATIONS ON FERRITE SLOTS

Experiments were made on a number of loaded rectangular cavity
slot antennas, using ferrite-powder materials, solid-ferrite material, and
dielectric material. In all cases it was possible to match the antenna by a
single adjustment, namely, the édjustment of the probe feed depth. The

location of the type N fitting for the probe was not critical. In most cases
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optimum bandwidth was obtained with a fitting approximately centered in
the broad wall of the waveguide.

The effect of the flange on antenna characteristics other than beam
pattern is minor. Typical results showed an increase of 0.5 percent in
resonant frequency.

The variational data given in Ref. 7 indicates that for a given set
of dimensions a and b and also a given Bp€L product, as well as a given
frequency, the admittance is directly proportional to B and the ratio
of G/B is constant. As a result, an optimum choice of material proper-
ties may be made. The efficiency and bandwidth depend very critically

upon:
|T|? = 1- |R|?

or the squared magnitude of the transmission coefficient which has a

maximum value for that value of M which makes:

/ 1
B/Y, = V1T
where k = G/B.

Since B is directly proportional to By for a given M€y product, the
optimum M, can be readily predicted. For instance, Fig. 6 shows a
plot of bandwidth and |T|? as functions of Wy, for p e =9,

b/a = 0.3, ka/7 = 1.8 (80 percent above cutoff). The optimum value

of IT]2 occurs at 4 = 6.79 at which point B = v1/1 +k? .
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The optimum bandwidth occurs at about Bpo= 5. The difference in opti-
mum values is explained by the fact that the bandwidth also depends upon
the cavity length, which increases with increasing Bl The bandwidth
for (ur = 5.0, €. = 9/5) is almost double that for purely dielectric
loading (er = 9.0, 4 = 1). This is borne out by the bandwidth data in

r
Table II.

EXTENSION TO OTHER ANTENNA TYPES

By the early comments on Ref. 1, it would seem logical to con-
sider helical antennas loaded with ferrite. This reference has stated
as a conclusion, "In order to increase frequency bandwidth of the aerial
investigated, we can use, instead of a continuous dielectric rod in the
helix, a stratified dielectric or a magneto-dielectric medium." This
statement does not appear to be based firmly on either the experimental
or analytical work of that paper. The helix is fairly readily analyzed and
in the near future it is contemplated to study ferrite loaded helices.
However, it suited the purposes of the program discussed here to do
some preliminary work on the use of ferrites with equiangular-spiral

antennas and with the scimitar antenna.
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FERRITE-LOADED SPIRAL ANTENNA

The VSWR of the cavity~backed equiangular spiral shown in
Fig. 7(a) was measured both with and without ferrite loading. The feed,
shown in Fig. 7(b), is of the "infinite balun" type used by Dyson. 9
Standard 50 ohm coaxial cable was used for the feed construction.

The VSWR for the simplest loading condition is shown in Fig. 8.
The cavity was fully loaded with the ferrite powder. A thin layer of
ferrite powder was also placed on top of the spiral. The fully loaded
case produced a reduction of the lower cutoff frequency by a factor of
approximately 2. The introduction of the ferrite powder introduces a
narrowbanding effect due to the fact that the magnetic Q becomes small
above 700 Mc as shown in Table IV. This is a superficial effect, how-
ever, since it is a function of the type of material used. Thus it is ex-
pected that with the development of wideband, high Q ferrites, moderate
widebanding of the spiral antenna could be achieved. However, with
presently available materials, a 2 to 1 size reduction is possible.

Figure 9 shows that approximately the same result can be ob-
tained by loading only one arm of the spiral. This method has the ad-
vantage of using less ferrite material.

Figure 10 shows the response of the bidirectional spiral without a
cavity in both the loaded and unloaded conditions. The curves have the
same general shape as for the cavity backed spiral. Thus the cavity

introduces little basic deterioration of the antenna response.
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Preliminary efficiency measurements for the loaded spiral indicate
an efficiency of about 80%. Efficiencies of unloaded spirals are typically

greater than 90%.

FERRITE-LOADED SCIMITAR ANTENNA

Measurements of VSWR and efficiency were made on a ferrite-
loaded scimitar shown in Fig. 11(a). The introduction of the ferrite-
powder loading lowers the cutoff frequency by a factor of about 2-1/2 as
shown in Fig. 11(b). The efficiency of the loaded scimitar is approxi-
mately 80% as shown in Fig. 12. Efficiencies of unloaded scimitars are
typically greater than 95%.. It is interesting to note that the reduction of
bandwidth and efficiency with ferrite loading is less serious than it was

in the case of the loaded rectangular slot antenna.

CONCLUSIONS

Upon the basis of the results of detailed studies of a number of

types of antennas it can be concluded that:

1. Some reduction in the size of an antenna can be made

through the use of properly placed ferrite materials.
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2. Some reduction in efficiency may be anticipated even
with the best ferrite materials now available. This
reduction in efficiency may in practice be entirely

tolerable.

3. The bandwidth reduction is severe in some of the

antennas studied.

4. The bandwidth can be sufficient for some communica-

tions.

5. The bandwidth of a slot antenna using ferrite may be
extended by optimizing the value of permeability as

compared to permitivity.

Additional effort is contemplated on several antenna types. The
possiblity of increasing the bandwidth by using periodic structures of
numerous essentially narrowband elements is being surveyed. The ele-

ments may be both smaller and narrowbanded due to the use of ferrite.
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Ferrite Powder

pue' = 8.3
uo= 2.2
Q = p'/u" = 30 at 300 Mc
Solid Ferrite
u' = 6.63
€' = 12.6
Q = u'/um = 30 at 300 Mc

Table II. Characteristics of ferrite material.
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RESONANT FREQUENCY

Theoretical Experimental
Solid Dielectric Cavity 313 Mc 316 Mc
Solid Ferrite Cavity 351.7 Mc 347 Mc
Maximum Error = 1.3 %

HALF-POWER BANDWIDTH

Frequency
(Mc) Theoretical Experimental
Solid Dielectric Cavity 316 4.9 % 5.7 %
Solid Ferrite Cavity 352 . 8.5 % 9.7 %
Powder Torrite Cav: RN 12.6 % 15.6 %
Maximum Error = 24 9
EFFICIENCY
Frequency
(Mc) Theoretical Experimental
Powder Ferrite Cavity 315 62 % 66.5 %
227 0% a1 9"
Solid Ferrite Cavity 352 21 9 30 %"

Table III. Comparison of theoretical
experimental data.

*
Only an approximate efficiency measurement was obtainable.




Frequency

(Mc) _Q
100 8.8
200 37.4
300 34.5
400 27.8
500 217.5
600 21.8
700 16. 1
800 13.5
900 8.1

Table IV. Q of ferrite powder.

%

A. T. Adams and R. M. Kalafus, Study and Investigation of a UHF-VHF
Antenna, Quarterly Progress Report No. 10, Cooley Electronics
Laboratory, The University of Michigan, January 1963.




‘SPUUJUR JOIS-papeo] Jo uostaxedwod TedisAygd -1 *Sid




Fig. 2. (a) A loaded waveguide radiator.

Fig. 2. (b) Equivalent circuit.
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Short Probe Aperture

T |

Transforming to the aperture:

o0
n-
it

= l ! G gBA G, B = Admittance of short

o

At resonance:
Gp =Ga
Bs +Bp +Ba=0

Fig. 4. Simplified equivalent circuit.




Theoretical, infinite ground plane
—— Experimental, no flange
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Fig. 5. Comparison of theoretical and experimental beam
patterns of a solid-ferrite loaded antenna.
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Fig. 11(a). Scimitar antenna.
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ANALYSIS AND DESIGN OF TUNNEL-DIODE-LOADED
DIPOLE ANTENNAS*

Kyohei Fujimoto

Antenna Laboratory
Department of Electrical Engineering
The Ohio State University
Columbus, Ohio

ABSTRACT

Tunnel-diode-loaded dipole antennas have been studied. Various
configurations have been used to facilitate matching and to optimize the
placement of a tunnel diode amplifier in the dipole. The combined antenna
and amplifier is called an antennafier.

The analysis is based on an equivalent circuit of the loaded dipole
that can be obtained by decomposing the loaded dipole antenna into a
radiating component and a non-radiating component. Using the equivalent
network, antennafier properties such as gain, noise performance, etc.,
can be obtained. Four types of antennafiers, differing in the location of
the tunnel diode loading, are analyzed and design considerations are
discussed.

The stability condition of an antennafier is discussed and is found to
depend not only on the static situation but also on field effects, including
reflection and coupling.

It is shown that the reradiation in the antenna mode of an antennafier
may be found from the reflection factor at the output of the equivalent source
of the antennafier. This is illustrated with some examples.

Measurements for selected models were made. Typical values are
10 db gain and 6 db noise figure at 420 mc.

*  The work reported here was sponsored in part by Aeronautical
Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33(657)-10386 with The Ohio State University Research
Foundation.
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ANALYSIS AND DESIGN OF TUNNEL-
DIODE-LOADED DIPOLE ANTENNAS

Kyohei Fujimoto

Antenna Laboratory
Department of Electrical Engineering
The Ohioc State University
Columbus, Ohio

I. INTRODUCTION

This paper deals with the integration of amplifier circuitry into
an antenna structure, the resulting device is called an antennaiier.
Specifically, tunnel diode circuitry is integrated into modified dipoles.
This is but one phase of the growing field of integrated circuits and
antennas. This is a challenging field for antenna engineers because it
requires not only a good knowledge of antennas but also of circuits and
leads to a more sophisticated concept of an antenna system. The antenna
may no longer be a passive, linear, and reciprocal device but in general
may be active, nonlinear and nonreciprocal.

The ¥ -match or double-H antenna structure’ (Fig. 1) is used to
facilitate matching and to optimize the placement of a tunnel diode
amplifier in the dipole. In principle the loaded w-match antenna can
be decomposed into two parts, e. g., radiating and non-radiating com-
ponents. This facilitates the determination of the equivalent network
of the antennafier, from which the antennafier properties such as
impedance, gain, and noise performance can be found by applying ordi-
nary network theory.

Four types of antennafiers depending on the place of tunnel diode
loading, as shown in Fig. 2, have been considered. In addition a
coaxial type has also been studied.

%  The research reported here was supported in part by Aeronautical
Systems Division, Wright-Patterson Air Force Base, Ohio under
Contract AF 33{657)-10386 with The Ohio State University Research
Foundation.
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Fig. 1. w-match and double-H dipole antenna

The stability of an antennafier is considered not only from the
standpoint of the static situation (no field present) but also under the
effect of an incident electromagnetic field, which may cause a shift
in the antennafier parameters.

Re-radiation or backscattering is also an important factor in the
design of an antennafier. The magnitude of backscattering in the an-
tenna mode may be uniquely determined by knowing the reflection
factor at the input terminals of the equivalent network of the antennafier.
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Fig. 2. Four types of loaded 7 -match dipole antenna.

In general antenna impedance is not given in analytical form,
therefore theoretical calculation of antenna performance is limited.
If measurements can be carried out with sufficient accuracy, graphical
methods using the experimental results seem to be most useful, A
modified Smith chart may be used for studying the stability and re-
radiation problems.

II. ANALYSIS

1. Input Impedance and the Equivalent Circuit

By means of a decomposition of induced currents and voltages on
the antenna element, one can obtain an equivalent circuit for the w -
match antenna. !’ ? By the same principle, one may obtain the input
impedance of a loaded m -match antenna. The input admittances of the
four types of loaded 7 -match antennas shown in Fig. 2 are given as
follows, 2

2 1
Type I : Y, = v; Yu + —— + Y4, ()
i2X

1
Type I1 . YAII = . ’ (2)
1+ 24 L4 (1-Vi)z Yu
j2X

2 1
v. Y1 + — (1 + Y11 Zp)
i1 2% d




Type 111

Type IV

2 1 s ~1
Y = v Y t —— +2 2 , 3
Alll (1 n j2X> d {3)

2,1 2,4, tan B4,

- 2
Yoy © Vi Yu # )
o ZdZ + J Zo tan sz

Zvi Y1, Zdz — V? lez tan B4,
i cos B, i
24, iz, tan BY, Yo 1) Yy, tan B2,
(4)
The quantities are {see Fig. 1)
Y1 : admittance of the equivalent dipole
vy . the current division factor!
Yy ¢ tunnel diode admittance { = I/Zd)
X : impedance of the equivalent transmission

line {= jZ, tan BY;)

de . ]-/Zd2 =l/zd+Yzz

Yiz : the admittance mutually existing between
the point where Z4 is located and input
terminal,

Y22 : the admittance seen at the equivalent

terminal where loading Z4's are placed.

Equivalent networks can be obtained from the impedance equations.
For example, an equivalent network of the Type I antennafier is
shown in Fig. 3.
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Fig. 3. Equivalent circuits of loaded dipole
antenna and antennafier Type L
2. Gain
The gain of an antennafier is considered to be a measure of
increase of load power due to the addition of the tunnel diode to the
antenna. Using the Fig. 4 network parameters A, B, C, and D,
i I
N
’ o A B
vilo 6, Ei Ez G
Je o]
Gr s ViZG"
Fig. 4. Equivalent network of v -match antenna.
gain is given by
4 G, Gy,
= . (5)

|G, {A+BGy) +c+DGy)”

x Using values of A, B, C, and D obtained from the input impedance

equations, we can find the gain of an antennafier.




3. Noise Performance

In an integrated system, the determination of the noise contri-
bution of the network components would appear to be quite difficult
because of the inaccessibility of terminals. A practical technique for
integrated systems based on field-strength sensitivity measurements
has been previously reported.® The system with amplifier is compared
to the system with the amplifier either actually or effectively removed.
Referring to Fig. 5, we can find a noise figure FT of the total system as

S; S
System 2. 12 >l Fa Fy r________OOu?put 02
N. No2

v Antennafier Receiver
S. Output S
System |. ! ¥ Fr “——-B'—O o
Ny 7 Noi
Receiver

Fy = Noise Figure Of The Receiver
Fa - Noise Figure Of The Antennafier

Fig. 5. Block diagram of representation used in
determining noise figure of antennafier.

_ R
FT"E'FrI

and the noise figure F_ of the antennafier

Fll-m +n
Fa=FT ) (7)

Fy




J——

rn o s o ner m L
-

where

Soz / Noz S; N
= =2, g= & 5pq g = 2% (8)
Sot /No1 54 Nox

The ratio R is important because it tells immediately the effect of

adding the amplifier circuitry to the antenna. The quantities & and
R (including m) can be obtained by measurements. Also, R can be
found theoretically by using the equivalent circuit for noise contri-
bution of the network components.

4. Stability

Stability of an antennafier may be treated for two cases. First,

+ 4 £3 3 3
the antennafier should not show any unstable behavior in the static

gituation {no field present). In general, if the transfer function of
antennafier network is given by

1
glp) = ——— 9)

where p= U + jw, the complex frequency function, stability requires
fp) #0 for 0 >0. {10)

As an alternate form a network as shown in Fig. 6{a), for example,
may be said to be stable if

I
Re {Gr + Yil} > 0’ fOr GLZ 03 ‘lla)
or

Re {Gy, tvy;, *+ Y4} > 0, for G, >0 . {11p)

* Yy includes Ygy.
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(b)

Fig. 6. Example of stability testing.

Graphical determination of Eq. (1lb) is shown in Fig. 6(b) where the
heavy line portion of the curve {b) shows the stable region.

Second, the case of an antennafier placed in an electromagnetic
field is considered. It is possible that the signal might cause a shift
in the bias point of the tunnel diode even when the signal strength is
within the dynamic range. The variation of bias and thus the negative
resistance will affect the stability. Besides the effect of signal strength,
the effect of reflection from obstacles or the effect of coupling with
other antenna elements will also affect the stability because these effects
may change the antenna impedance. Therefore, the stability of the
antennafier must be secured for a shift in the network parameters such
as negative resistance and antenna impedance due to an incident field,
In this case, one may write for the stability condition

9f(p) af(p)
£(p) + o, dGat

d r

dY . #0 for0>0, (i2a)

Py
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or using Eq. (llb),
8 Y; '
Re (GL+Yiz+Yd+B_YlLdYr+de)>°‘ (12b)
r

It is clear that the same procedure used in Fig. 6 can be applied for this
case with slight modification,

One must also notice that the shift in the network parameters
affects the gain considerably. The sensitivity of gain to the variation
of the network parameters increases as the gain becomes high. Hence,
the sensitivity of gain must not be ignored in the design procedure.

A
~

Th_NATTA TTANT
L= NV LIAEY 4 INJIN

=
<
psl

The field scattered by an antenna as a function of load impedance
Z, may be expressed by4

- — %* ~AM
Ez,)=E(Z2, )+ TE , (13a)
where
Zz
EAM . _%r oY, (13b)
2 Rr
%k
Z,.- 2y
r = _* ) (* = conjugate) {13¢)
Z,+2Z

E(Z* ) is called the structural scattering which is _E_ke}vfcattered field
resulting when the antenna is matched {Z, = Zy), E is called the
antenna mode scattered field and has the same field distribution as the
transmitting pattern of the antenna, and I' is a modified current
reflection factor which is observed at the output of the antenna {or the
input of the equivalent network). The impedances Z, and Zj are,
respectively, antenna and load (equivalent network input) impedance.
I{0) is the current through the load Z, = 0 and E * is the electric field
transmitted by the antenna when excited by a unit voltage source. Since
the input impedance of the equivalent network may have negative real
value, I may have a number larger than unity.




Modifying Eq. (13) we have

E(z) . ®zD) . (14)
EAM I*—:AM

Since E(Z:) and EAM are constant quantities for an individual antenna,
it may be said that ' determines the portion of the scattered field
which depends on the network parameters. Vector representation of
Eq. (14) on the chart {Fig. 7) gives an easy way to visualize and to
obtain the magnitude of the backscattering of an antennafier. Since T
may be larger than unity, the backscattered field can be widely
controlled by adjusting I' by means of the network parameters.

Antennafier

___S—> <-Zr »= N %GL

-~

L ]
E(Zg) = E(Z/*) + [EAM

Sr=Ss+T

-4 - E(29)
- Where S+ = ——-—-—EAM
— E(Z/%)
SS R em—
Kl E AM

Fig. 7. Graphical determination of backscattering.
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V. MODIFIED COAXIAL DIPOLE ANTENNAFIERS

When v; = 1, the antenna structure becomes coaxial rather than
two parallel wires (Fig. 8). The radiation current flows only on the
outer conductor and the non-radiation current only on the inner
conductor. The treatment is simpler than for the ordinary 7 -match
antenna.

b e e - e ————— - ————— - M bo o s wn e man e o o am - M
;:::_‘_::::;a:::::::: =3 ;:—_-:.::::*KP:'::::: =3
[ 1
(o) (b)
R ] . A -
gl o iy i S H SR o fveflfcfngiug B ol oo e 2

\g

Fig. 8. Models of coaxial type antennafier.

V. EXPERIMENTAL RESULTS

The tunnel diodes used were TD-1 and TD-1A. Measurements
were made in the UHF region, centered at 420 mec.

Using a Type I antennafier (double-H), maximum gain obtained
was approximately 12 db at a bias voltage -120 mV with shunt resist-
ance 470 ohrus and £, = 1.2 inches. Measured patterns of a Type II
antennafier (coaxial) are shown in Fig. 9. Bandwidth of this type of
antennafier was found to be approximately-a few percent of the center
frequency and noise figure was 5.8 db.

1




WITHOUT DIODE

Fig. 9. Measured pattern of a loaded-dipole (coaxial
type) antennafier Type II

VII. CONCLUSIONS

An antennafier incorporates both circuit principles and antenna
principles. A practical structure in the form of a tunnel diode loaded
dipole can be represented by an equivalent circuit and readily analyzed.
The tunnel diode loaded dipole is a relatively simple device giving a
gain of about 10 db and a noise figure of 5-6, db at 420 mc.

Antennafiers should prove to be useful devices. They can reduce
the size and weight of a system while increasing reliability. Applications
include not only amplification of a received signal but backscattering
{echo) control and array applications (pattern control).

12
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High Speed Ferrite Phase Shifters

I. INTRODUCTION

With the advent of high speed conical scanning antemnas, it is necessary
to provide methods for beam nutation. Scan rates as high as 20 kilocycles
per second are now becoming obtainable. This paper deals with a particu-
lar type of ferrite phase shifting device for use in high speed conical

scamning antennas.

Applying magnetic flux to ferrites through the waveguide housing has
always been a problem at high frequency scan rates. This is due mainly
to the shorted turn effect caused by the waveguide wall., The wall acts
as a shorted secondary of a transformer. A discussion on the elimination
of this shorted turn effect is also discussed herein.

II. FERRITE SELECTION
The selection of ferrites for this purpose was accomplished through
manufacturers data and empirical data. High loss tangents eliminated many
ferrites due to the low allowable loss in this phase shifter application,
Other limiting factors were saturation moment, line width and Curie
temperature. Data research narrowed down the selection to four ferrite
materials, any one of which is suitable for the spplication.

l. Trans Tech, Inc., Type TT 390

2. General Ceramics, Type Rl

3. Solid State Research, Type MM1lL

ke Raytheon, Type R151

Their characteristics are as follows:

1.




Type Saturation Line Dielectric Loss Curie

Moment Width Constant Tangent Temp.
- Lar Ms DH e! tan & °C
TT 390 2150 540 13 sx10l 32
R 1760 490 13 sx10°t 290
M1 1k 2000  >300 13 5x107k 280
R 151 2300 100 12 5x1ok 300

Each of these ferrites was tested under simulated conditions and curves

of the IC hysteresis 100p and AC sensitivity were made.

The DC hysteresis loop is a plot of phase shift versus IC current, The
result is shown in Figure 1. The area between the curves is representa=
tive of the hysteresis loss of the ferrite material, The AC sensitivity
is a plot of the phase shift caused by a constant AC drive voltage for
different values of DC current. A typical curve of AC sensitivity is
shown in Figure 2,

Conmparative curves were made on each of the four ferrites, and a selection

made based on the curves and the loss at microwave frequencies.

IX. THE SHORTED TURN EFFECT
There are a few methods available to reduce the shorted turn effect. Some
of these are:

a) Longitudinal slots (non-radiating) in the waveguide wall

b) Windows

¢) Plastic waveguide walls with a thin metallic plated interior

N




d) Solid dielectrics with a thin metallic plated exterior

Longitudinal slots in the waveguide wall must be placed in the center of
the narrow wall of the waveguide for minimum attenuation. Experiments
prove that slots in the broad wall cause & great deal more attenuation.
The slots for minimum attenuation are located as shown in Figure 3. The
coil in this figure is shown split in order to illustrate the location

of the slot.

With this arrangement, microwave attenuation is approximately proportional
to the length of the slot. As an example, the loss of this device with no
slot is approximately 0.3 db, and is increased at a rate of 0.5 db per
inch of slot in Xu band waveguide. The frequency at which this, andi all

ensuing tests were performed was at approximately 10.5 GCe.

The phase shift obtained by this method at high scan frequencies is
g:;éatly improved over a phase shifter with no slots., The phase shift
requirement for testing purposes was 100° peak to peak phase shift for

two inches of ferrite. In order to drive a phase shifter at 15 kilocycles
without slots, it would take more than the 8 watts provided by the modu-
lator., With a slot in the waveguide, the AC power dropped to only 2.3
watts per phase shifter, Little gain was obtained in power reduction

when the slot was made longer than 110% of the length of the coil.

A method to eliminate part of the loss incurred by the waveguide

longitudinal slot has been devised. It is the waveguide window.




Essentially it is an extremely thin film of metal placed over the slot
to reduce the RF leakage. This method causes a slight increase in drive
power, and does reduce the RF loss. The thin metallic plating is superior

to this method, both in electrical characteristics and manufacturing ease.

The third method for reducing the shorted turn effect is a plastic wave-
guide wall with a thin metallic plating. A metal waveguide wall thin
enough to reduce the shorted twn is not self supporting, therefore, it
becomes necessary to support the waveguide wall by other means. For this

reagson, the plastic waveguide is used,

In Jdetermining theoretically just how thin a waveguide wall could become

with negligible attenuation, consider the skin depth, 8, of copper wave~

- ..%JJA_F
A b

For copper, the conductivity P is1.72 x 10"6 ohmwcm, and the permeability

guide at 10,5 GC,

A 1s unity therefore

$ - 6.15 x 1075 en.
From this fact, it can be seen that the waveguide wall need be only 25
microinches thick to support conduction of the microwave energy at 10.5 GC.
Waveguide walls this thin are not feasible because the surface would have
to be absolutely smooth and without roughness. In plating plastice with
metals, the plastic should have some degree of roughness in order to pro-

vide reasonable adhesion. For these reasons, plating thicknesses less

L
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than hS or 100 microinches were not considered, The lower limit of these

tests was set at ,0001 inches,

When the inside of a plastic waveguide is plated, the type of plastic used
is relatively immaterial., Any plastic of sufficient rigidity meeting en-
viromental requirements can be chosen. This method lends itself to
modification of existing designs to high frequency scanning applications,
The waveguide housing the ferrite is molded from plastic. The piece is
then plated with copper to a thickness of about 0002 inches. The exterior

surfaces are then etched away leaving the copper on the inside only.

This method has several advantages. The power requirement for operation
at approximately 15 Kilocycles was 1,2 watt for the phase shifter test
requirement, The loss of this unit is only 0.3 db, This result can be
extended far beyond 15 kilocycles by selection of a nickle ferrite such
as Motorola's MOS2 with an increase in loss to about 0.8 db. The power
requirements to operate this phase shifter reduce appreciably with lower
frequency scan rates., For example, at 2 kilocycles the requirement is
only about 0,45 watt.

Another method utilizing the thin waveguide wall is to plate the outside
of a dielectric mediwm., The dielectric constant of this medium must be
carefully chosen, First of all, the dielectric constant should be much
smaller than that of the ferrite material since the microwave energy will

propagate mainly in the higher dielectric. Secomdly, low dielectrics do




not have sufficient mechanical rigidity under envirommental conditions.,
Considering both these factors dielectric constants between 2 and 4

were considered.

The second consideration was the loss tangent, which eliminated all but
a few dielectrics., These were Polytetraflouroethylene (Teflon), Poly-
styrene, Polyethylene and Emerson Cumming's LoK. Teflon has excellent
characteristics both in loss tangent and dielectric constant, the only
disadvantages being weight and the tendency to cold flow. Emerson Cum=
ming's LoK characterictics seemed to vary too much from sample to sample
and was eliminated. Polystyrene and Polyethylene exhibited like charac-
teristics and both proved excellent for the application.

An irradiated cross-linked polystyrene was used for most of the experi-
ments. In order to plate this material it must first be assembled with
the ferrite embedded in the plastic. Then it was cleaned and slightly
roughened with a mild sbrasive. It was slightly etched and then washed
with deionized water. The first layer of copper is put on by chemical
reduction of copper compounds, and this is then built up by electrolytic
copper 4o the thickness desired. A protective flash plating of gold is

used to prevent oxidation of the electrolytic copper.

The blg advantage of this method is the reduction of physical size. 4
slight reduction in drive power is also noted. The loss of this device
is 0.4 db, and the drive power is 1 watt at 15 kilocycles.




IV, CONCLUSIONS

The best results obtainable for high speed ferrite phase shifters are
obtained by using an extremely thin metal wall on a dielectric body.
Dependent on the AC drive frequency the walls should be as thin as possible

without exceeding the microwave skin depth.

The power required to drive a phase shifter at these high scan rates is
dependent on wall thickness. For example, at 15 kilocycles, the AC
but for a thickness of ,0007 the requirement is 1,35 watts. The increase

in power throughout the interim range is fairly linear.
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Preparation and Submission of Procurement Proposals

Edwin M. Turner
Research and Technology Division
Wright-Patterson Air Force Base, Ohio

The U. S. Government is spending 13.2 billion dollars annually on
research, which is said to represent approximately 87% of the total in
the country. To give this figure some meaning in terms easily understood;
the entire cost of the public educational system runs something over 10
billion dollars annually.

This money is spent to procure many thousands of items including
bagic research, development, testing. prototypes, design, standardization,
pilot runs, research facilities, and test equipment; plus the salaries of
many thousands of scientists, engineers, technicians, and support personnel.
It is estimated that 3 percent of the entire cost of R&D contracts are spent
on the preparation and submission of proposals. It is obvious that if we
are to keep a democratic competitive process in our economy some of these
costs are inevitable. The process must be continued in a manner somewhat
as it exists today with rules prescribed by congress. This does not mean
however, that our procedures cannot b2 imnroved, and that the cost cannot
be lowered. It does mean that the door must be kept open to those who are
capable and desire to bid on any particular procurement even though this
process within itself is costly. Discussions with large numbers of con-
tractors indicate that the average cost of preparing proposals on electronic
(R.F.P.'s) average around $2000 each; meaning an average of 2% cost on a
$100,000 item. With an average of 10 contractors per proposal the cost
may well be 20 to 25 percent of the cost of the PR, This seems to be an
unreasonable expenditure of public funds just to get the contractor selected.

Streamlining administrative procedures will go & long way toward
reducing these costs. The problem is as pressing for the government as
it is for industry. In order that the evaluation process for proposals
be better understood, a copy of the AFSC Form 51A is included herein for
your examination. You will note that three ma jor categories of evaluation
ere listed, namely: (1) Scientific/Engineering Approach, (2) Qualifications
based on past experiences, (2) Management. A predetermined weighing factor
is put on each element of the evaluation; and each proposal is evaluated
where possible by at least three persons t0 minimize the humen factor.
The Scientific/kngineering approach is made by the engineering laboratories,
while the past performence and management capabilities are made by thse
procurement agensy.
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a. Be sure that your approac: is Jeasinis for the application stated.

b. Make your proposals pwsitive, Don't discuesd several alternatives,
and then not state which one yoi: are chuoweing,

¢. The objective of most Fih investigaticne is %o advance the state-
of-the-art. Be progressive and asuggesi approachss that hea e reascpable
risk, but one that may bs reduced 10 praztice uwher feasibili4y has been
esteblished., We generally sre huring heaiLz and 2ob herfwere.

d. Remember thet yow wili be guadsd oy wha® you say, and not by
what you may think, Be suwre %7 givs adsquate time L0 gsemenizes. Poor
communications are likely 1o 208% row Lha cntrart, & cricical reading
by someone well grounded in Eng.:zb ag well 55 Mogiaeeving will be helpful.

6. Do not turn the task of suyv FIUDGSA L. YR TC your
subordinates, however talented; pariigs.iariy yooy T oengineers a3
they will not ordiparily appreciele the wnlue o g od cumaunications or
will they have the experience o 12f the serspzaiize or maturity
needed to impress ithe evaluator,
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across your desk. Without
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Even a small scale in-the-house 2
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&. Your proposal will be judged primarily by its contents and nct
by its size; be concise and to the point. Avoid the use of extranecus
and unusual words that take special effort on the part of the evalustor,
Stick to either the knglish or Metric system of measurements; but by all
means don't mix them up, especially in the same sentence or paragraph.
Avoid the use of complex formulas and derivations unless absolutely
essential to your theme. Use as many pictures and easily interpreted
graphs as are needed to tell your story. Provide ample margins and bind
neatly, but not lavishly. Minimize biographical data except for outstanding
individuals, Emphasize past accomplishment in related areas., Pictures
of hardwere in related fields may be helpful.

Finally, remember that you are writing t¢ please someone else
and not yourself. Always be alert to false assumptions, avoid extreme
views. unproved statements, communication voids, and individual biases.
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HARDENED ANTENNAS FOR ATLAS AND TITAN

MISSILE SITE COMMUNICATIONS *

The possibility of nuclear warfare has created a need for re-
liable post-blast communications to assist implementation of our
retaliatory capabillities. Antennas designed to withstand environ-
ments resulting from nuclear blasts must resist severe nuclear and
thermal radiation as well as extreme dynamic effects. Radiating
structures capable of withstanding this environment have required
the application of unique electro-mechanical techniques and materials
technology.

Atlas and Titan Missile Bases require both H.F. and U.H.F.
couimunicatione capehiiiciea.  (ollins Radio Comvanv h
and is producing hardened antennas for this requirement,

The H.F. Antenna is a 1/4 wave vertical wonopole stored within
an underground protective silo during a nuclear attack. After the
attack the structure can be erected automatically by a remote command
to a maximum height of 117 feet above the ground. It can also be re-
tracted to the hardened condition after the command signal is given.

A frequency range of 2 - 30 Mc is covered with an associated

VSWR of less than 2:1 over 997 of the band. No matching device ic

required,

Structurally the fully erected antenna can withstand winds of over

150 mph and can be raised in winds of %0 mph with gusts to 60 mph,

* By D. L. Holzschuh Collins Radio Company Dallas, Texas
* Developed for Air Force Ballistic Systems Division on Contract

AF04 (694)-132

1 of

~1




Two versions of the H.F. antenna are being provided and differ
only in the time of erection and level of shock protection. The
Collins Radio 237Q-2 erects fully in 1 minute and can withstand a
greater overpressure environment than the 237Q-2A that erects in 2
minutes, Weight of the 237Q-2 is 3300 pounds and 2800 pounds for
the 237Q-2A.

Constructed primarily of high strength structural aluminum, the
antenna consists of a telescoping tubular mast, a rectangular shaped
supporting crib, a drive assembly, a height-sensing assembly, control
box, 28 volt D.C. power supply, 480/115 volt transformer and twm
shock isolation assemblies. A control module, the Collins Radio
637G-1 (or G-2 for two antenna operations) is supplied as an accessory
and is located in the Launch Control Center.

Ten movable mast sections can be elevated from the supporting
crib by eight rubber-faced, chain-driven, articulated drive wheels.

An automatic ball~latch mounted at the top of each mast tube locks

the adjacent sections together, Interior keys assure alignment of

the latches as they erect. Spring-loaded soft~aluminum contact brushes
mounted in the latch castings assure electrical continuity between
sections. Computer techniques simplified design of the mast. Maximum
combined stress, unit horizontal wind loading, an initial tube size,
fixed clearance betweeu tubes, the uverlap between them, as well as
fixed lengths for 10 tubes were programmed into an IBM 7070. The
computer solved the differential deflection equation of the loaded
mast as derived from the radius of curvature formula. The program

di "ided the mast into 100 increments of length (10 on each of the 10

tubes) and solved for their outside diameters and wall thickness as
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well as total weight. The tubes vary in size from 2" 0.D. to
12-7/8" 0.D. Average wall thickness is 1/4". A non-movable tube
is 14-1/4 0.D. and houses the movable sections; it is electrically
insulated from the supporting crib and functions as the center
conductor of a 50 ohm coaxial transmission line. The structural
support crib in addition to supporting all other systems also
functions as the outer conductor of the 50 ohm line.

Natural rubber of 55-60 durometer was chosen after exhaustive
tests for facing the drive wheels. This material was chosen due
to its high coefficient of friction under wet conditions, low
hysteresis loss, good electrical properties as well as excellent
resistance to nuclear radiation. The 8 drive wheels are held in
compression against the mast by a unique wire-rope tensioning
syetem. The wire rope is laced cover pulleys mounted ai iue &z~
tremities of the drive wheel shafts in such a way that a mechanical
advantage is provided similar to a block and tackle. Two extension
springs mounted on the sides of the support cxrib provide wvariable
tension to the wire rope and to opposing sets of wheels. A force
of 2000 pounds is exerted by each pair of wheels with the antenna
fully erected. The drive wheels are powered by two 3.1 or 2.2 H.P,
gear motor assemblies., The motors are 480 volt 3~60 cps and mount
90 volt D.C. brakes for rapid stopping.

A height sensing device located at the base of the antenna,
provides position information for the Control Module. A glass-
reinforced Teflon tape is attached to the inside of the 2' mast
section. The tape passes over a metering wheel attached to a synchro

transmitter. Holes in the tape match projections on the wheel and
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prevent slippage. The tape is held in tension by a constant force
‘Negator’ spring attached to the tape storage reel.

A control box containing automatic re-setting circuit breakers,
aircraft type contactors, terminal strips and the brake rectifier
is mounted on the structural crib. A 28 VDC power supply as well
as a 480/115 volt transformer for silo lighting are also mounted
on the crib,

Limit switches are provided that serve as interlocks for the
silo door pneumatic actuating system as well as limiting antenna
travel, -

Two shock isolation systems were designed to suit two maximum
overpressure shock criteria. Both designs limit the induced shock
to less than 5.5 g under combined horizontal and vertical displace-
ments. Aircraft quality extension and compression springs are used
throughout. The shock isolation systems differ in that a lock-out
system is required for the 237Q-2 due to the greater displacements
of the springs. The springs are locked out prior to raising the
antenna. Calculated natural frequencies of both shock isolations
were in the vicinity of 1 cps and were verified by full scale tests,
Coupling between the horizontal and vertical motions did not present
a problem due to the inherent damping of the system. R.F. electrical
continuity between the antenna and the silo door is assured by 8
flexible cables between the antenna and silo.

The 237Q-1 or Q-2 control module allows selection of the exposed
Mgoft" or protected "hard" H.F. antennas by rotating the antenna
selection knob on the front panel from "S" to "H" position. Antenna

regonant frequency is selected by rotating a knob and observing
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frequency indications shown on a moving non-linear tape located in the
contrel module. The knob also rotates a 10 turn pot in a bridge
circuit. Pressing the "Actuate" button on the panel causes the antenna
silo door to open and the antenna to extend. A synchro receiver
located in the module drives a follow-up pot in the bridge circuit.

The synchro receives position signals from the height-sensor synchro

on the antenna. A 'null" condition is detected by a sensitive meter-
movement relay and causes the antenna drive motors to stop. A green
"ready'" light then comes on. The antenna is quickly stowed by rotating
the antenna selection knob to the "S" position.

Twe U.H.F. antennas are being produced tfor the Atlas-Titan program,
The Collins Radio 437B-3 is a stacked collinear dipole array hardened
for a moderate overpressure environment. For a very high overpressure
environment a stub monopole designated the 437B-4 1s utilized.

The 437R-3 stacked arrav dn mooici 5i s hardeued mast iZ ft. above
the ground and is protected by a glass reinforced phenolic radome
coated with a proprietary ceramic. The radisted pattern is ommi-
directional with primary lobes on the horizon. Gain is 5 db over
isotropic.

The 437B-4 stub monopole antenna is mounted on a reinforced con-
crete foundation. The 5-1/2" diameter cast steel radiating 1/4 wave
monopole is approximately 18" above the foundation and is supported
by two heavy glass-reinforced phenolic insulators. The insulators
mount in a galvanized cast iron base weighing 2500 pounds. The upper

insulator is protected from the high thermal environment by a coating

of proprietary ceramic material. The exposed portion of the probe as
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well as the upper insulator can ablate appreciably and be operable.
Heat stored in the probe during the blast is reduced to a safe working
level at the antenna terminals by a heat-radiating line located in

the foundation of the antenna. A frangible glass-reinforced polyester
weather dome protects the antenna from rain exposure. Radiation
pattern of the 437B-4 is omnidirectional with the major lobe on the

horizon. The VSWR over the band is 2:1 or better.
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Collins Radio Company
437B-3 UHF Antenna

Collins Radio Company
237Q-2A HF Anfenna

Collins Radio Company
437B-4 UHF Anfcnna




A PROGRESS REPORT ON 2000°F ANTENNA ELEMENTS

Summary of a Paper to be Presented at
U. S. Air Force Antenna Research Symposium
University of Illinois
15-18 October 1963

by

J. J. Earshen and R. J. Blum

Cornell Aeronautical Laboratory, Inc.
Buffalo 21, New York

I. INTRODUCTION

A research program aimed at developing antenna elements suitable for
countermeasure and communication use on supersonic vehicles is currently
being conducted at the Cornell Aeronautical Laboratory under the sponsorship
of the Electromagnetic Warfare and Communication Laboratory, AFSC
Aeronautical Systems Division under Contract No. AF33(657)-11100. This
paper reports progress to date in the development of antennas, development
of special testing instrumentation,and investigation of related materials

problems,

The objective of the current program is to perform exploratory research

on antenna elements having:

1. Ability to operate at surface temperatures ranging up to 2000°F

for a period of at least several hours.

2. Ability to handle high-peak and average power levels approaching
l kw at pressure altitudes corresponding to 80, 000 feet; break-
down thresholds should be those of the ambient airstream, not the

antenna structure.




3. Ability to handle broadband s:gnals 2.5 - 4.5 Gc). while exhibiting
a VSWR of less than 1. 5:1.

4. Suitability for flush mounting to minimize aerodynamic drag.

5. Ability to withstand mechanical and thermal shock environment

encountered on supersonic vehicles,

11, ANTENNA DEVELOPMENT

After a preliminary analytic evaluation of slot, scimitar, helix, spiral,
dipoleyand stub antennas, it was concluded that flush mounted types which do not
possess high field concentrations are most likely to meet the previously listed
objectives, Of these types, the slot and sunken stub (annular slot) have been
chosen for detailed experimental study. Of the less desirable protruding types,
the scimitar has been chosen for experimental evaluation, It has a low drag
profile, can be rugged and its grounded far end provides a good heat shunt for

conducting heat from the antenna.

The slot antennas require dielectric windows to assure a smooth
aerodynamic surface and to provide a means for pressurized sealing. Pressuri-
zation maximizes the breakdown power threshold. Unfortunately, the most
promising refractory materials (fuzed quartz, berrylium oxide, and aluminum
oxide) currently under consideration, have dielectric constants at least
several times that of free space. The discontinuities introduced in the antenna
structures have a serious affect on driving point characteristics. Models of
S-band slot and annular slot antennas have been constructed to develop matching

devices necessary to compensate for window discontinuities.

On the basis of dimensions determined by model testing and the results
of materials investigation, an S-band, waveguide fed slot antenna capable of
pressurization (shown in Figure 1} is currently being fabricated. The wave-
guide has dimensions of WR-284 and is constructed of columbium. The
window is 1/16" thick berryllium oxide. These two high temperature materials
were chosen because they have similar thermal expansion coefficients.
Experimental pressure-tight seals betwsen the materials have been made at
CAL using a nickel brazing alloy with the window material being initially

metalized at the joint with molymanganess,

v
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The matching elements consist of a thick symmetrical inductive iris
which matches the capacitive susceptance of the slot over a narrow frequency
band., Broadband matching is obtained by the addition of a round bar acting as
a capacitive iris, A VSWR of less than 1. 6:]1 has been obtained over a fre-
quency range of 2.3 to 4, 0 Gc for the model slot antenna. Both the inductive
and capacitive irises should handle high power since they have no sharp corners

and thus no high local field intensities.

To cool the inboard end a simple water jacket will surround the wave-
guide. Experiment has shown that a jacket located | foot from the 2000°F
window requires 0. 25 gallon/min. of 150°F cooling water. The water will

experience a 1°F rise.

Another version of the WR-284 slot antenna,consisting of a quartz
waveguide internally metal coated and sealed directly to a quartz window, is
also being fabricated. Metal-coated quartz matching elements are used. In
this version the difficult, high temperature, dielectric to metal seal problem
is avoided but a problem of connection to the ground plane arises. A non-
contacting choke system between ground plane and waveguide is being

investigated for this version.

111, TESTING INSTRUMENTATION

The experimental antenna assemblies will be tested under simulated
thermal conditions similar to those encountered in actual vehicular installations.
This requires that the outer surface of the ground plane, the dielectric window
(if present) and any antenna structure projecting beyond the ground plane, be
at the high temperature. Heat would then flow from these hot surfaces through

the supporting structure to the interior of the vehicle which acts as a heat sink.

A reasonably low temperature, say 100° C to 150°C, must be maintained
at the point where the antenna feed line is connected to the r-f source and test
instruments, The latter are standard laboratory devices capable of operating
only at the temperatures stated. The temperatures of other parts of the
experimental assembly are not of critical importance but, in general, should

be kept low to reduce heat losses.




To provide a means for simulating the vehicular thermal environment,
an 18-inch diameter, electrically heated ground plane assembly has been
developed. ‘the basic unit is shown in Figure 2. It contains a specially
constructed heating element composed of refractory material inlaid with
spiral high-temperature heating coils of Kanthal resistance wire, The assembly
is covered with a stainless steel ground plane. Antennas under test are mounted
in the center well of the assembly. Temperature of the ground plane is monitored
with thermocouples whose outputs are used to control a saturable reactor in

series with the heating coils. Stabilized temperature control is thus obtained.

At the high temperatures involved, the major heat dissipation takes
place by radiation. It is possible to reduce the required heat input to the ground
plane from an estimated 35 kilowatts to approximately 10 kilowatts by covering
the plane with an 1/8" thick fiberfrax insulation. The effective dielectric
constant of fiberfrax is very low and thus no noticeable effect on the antenna
patterns has been observed due to the presence of insulation at room temperatures.
Any substantial increase in dielectric constant at elevated temperatures can

cause distortion of patterns.

Preliminary investigation of thin aluminum-oxide windows instrumented
with monitoring thermocouples, has revealed that it is not possible to establish
a uniform 2000°F temperature across the window by heating the edges through
contact with the ground plane. It has therefore been necessary to develop a
removable, electrically powered face heater which is used to bring the window
up to temperature and then removed immediately prior to conduct of r-f
measurements. The temperature at the center of the window was measured
with a thermocouple. Starting at 2000°F, the temperature decays asymptotically
to 1000°F with the plane exposed, andto 1250°F with the fiberfrax insulation

covering. Ibn the first minute, the drops are respectively 540° and 315°F.

To enlarge the effective electrical size of the ground plane a thermally |
isolated ground plane is superimposed over the heated ground plane at a distance
of approximately one quarter wavelength. The over-all dimensions are approx-

imately 42 x 48 inches.




Figure 2 HEATED GROUND PLANE

GROUND PLANE

RETAINING RING
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Testing of experimental antennas is aimed at:

1., Determining their ability to survive in the thermal environment,
Since corrosion effects are materially affected by the ambient
atmospheric pressure, survivability tests are conducted at

80, 000' pressure altitude in a vacuum test chamber,

2. Determining the thermal effect on driving-point electrical
characteristics, radiated patterns, and efficiency. These tests
are made at low r-f power. It has been noted that radiation
patterns of slot antennas are not significantly affected by change
in window dielectric constant. Thus driving point impedance and
VSWR measurements provide a more sensitive indication of change in
dielectric properties, Gross efficiency measurements are made
by comparing the absolute magnitudes of the radiation pattern

produced for the same input power under hot and cold conditions.

3. Determining the maximum power handling capabilities. The same
types of measurements described in (2) are made in this instance.
The driving power is increased in gradual steps till incipient
failure is observed. Presently a CW power source having a
maximum output of 200 watts is available. It can be pulsed to

produce peak power output in excess of 1 kw at high duty cycles,

Iv, MATERIALS INVESTIGATIONS

Materials-oriented activities on this program result in materials
selection and recommendations for fabrication. Investigations of high tempera-
ture coatings, sealing techniques and materials properties have been conducted

in support of the stated objectives.
Several approaches to the fabrication of antennas have been examined.

1. Structural Metal Waveguides with Sealed Dielectric Windows

One form of such an antenna, now being fabricated, combines
columbium and beryllium oxide. Only rarely has use been made of

sealed structures operating at temperatures approaching 2000°F,




Thus an investigation of stresses in seals as a function of operating
temperature, brazing temperature, material combination and material
dimension has been undertaken. Stresses are determined by X-ray
diffraction measurements of lattice dimension or from curvature of

sealed samples.

At high temperatures columbium is subject to oxidation and thus

a protective coating of chromium-titanium-silicon will be employed.

2. Refractory Dielectric Structure with Conducting Coatings

A form of this antenna is now being fabricated from fused quartz.

This approach minimizes or eliminates the problem of achieving high-

temperature pressure seals since the component parts to be joined are

of the same material. Investigations to date of suitable metal conductive
coatings have shown platinum to be satisfactory at temperatures up to
900°C.

3. Unsealed Covered Slots and Waveguides

In the current program such configurations have proved useful for
preliminary investigations of properties of dielectric windows and
associated metallic parts. Such antenna structures may be simplest of
all to fabricate but have the significant disadvantage of low breakdown

power thresholds.

CONCLUSIONS

Progress to date in the program described includes: the development

of several high temperature antenna configurations to be tested, development

of high temperature testing instrumentation, and the formulation and compila-

tion of materials data necessary for high temperature antenna design. During

the concluding portion of the program, the antennas under construction will be

evaluated and the results of all investigations will be reported in form suitable

for providing preliminary guidelines for design of high temperature antennas.

The authors acknowledge the constructive technical guidance of

Messrs, L. L. Brown and E, M. Turner of the Electromagnetic Warfare and

Communications Laboratory of ASD. Principal investigators contributing to

development of test instrumentation are Messrs. J.B. Coleman and W. H. Leipold.

Dr. H,P. Kirchner has been the principal investigator of materials problems.
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DIELECTRICS FOR ANTENNAS

By

Eino J. Luoma™ and David J. Epstein+

The materials used in antennas are electrical conductors, dielectrics, and
sometimes semi-conductors or lossy dielectrics., Electrical conductors,
i.e. metals, such as steel, brass, copper, aluminum, or silver are the
most common antenna material, but many antenna designs could not be
achieved without the use of dielectric material, It is the purpose of this
paper to briefly survey these uses of dielectrics in antennas; to examine
the properties of presently available dielectrics as related to antenna
applications; and to suggest new special dielectrics for use in antenna
design,

A. DIELECTRIC APPLICATIONS IN ANTENNAS

Table Iis a typical list of applications of dielectrics in antennas
demonstrating very wide variety. The '"Antenna Engineering Handbook"
by Jasik (Reference 1) was used in preparing this table.

B. DIELECTRIC PROPERTIES AND OPERATING TEMPERATURES

Againgt this preceding background of applications it is instructive
to consider what is available in dielectric materials. Figure 1l is a
graph of the relationship between dielectric constant and operating
temperature capability of the more common dielectric materials, It
is interesting to note that for the pure compounds or one component
systems there is a general correlation between the dielectric constant
and operating temperature capability, This is to say that if the de-
signer needs a higher operating temperature in a dielectric he may
generally expect to have to go to higher dielectric constants and
higher densities. On the other hand, any of the single component
dielectric materials may be diluted with air e.g. foams and pow-
ders or other low dielectric constant material to achieve the lower
dielectric constants and lower densities at a possible sacrifice of
strength and changes in the other mechanical properties, The de-
signer is fortunate if, as in the case of Fiberglas-plastic laminates,
for example, the dilution results in improved mechanical properties,

*Emerson & Cuming, Inc.
+Consultant to Emerson & Cuming, Inc.
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_FIGURE 1

DIELECTRIC CONSTANT VS OPERATING TEMPERATURE CAPABILITY
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Note 1 - Temperatures indicated for the oxides are melting temperatures.
Note 2 - Temperatures indicated for the plastics are softening temperatures,




™

The operating temperature ranges shown for typical materials in
Figure 1 are the temperatures above which substantial degradation in
dielectric or structural properties take place. This is not to say there
has been no change in dielectric constant or reduction of strength at the
indicated operating temperature limif. Without exception all of the ma-
terials lose strength substantially as the limiting temperature is approached.
With the exception of silica all of the materials change in dielectric constant
and loss tangent as the limiting temperature is approached. Thus if the an-
tenna application is at all critical as to the exact value of dielectric constant,
great care must be used in choosing the right dielectric,

Figure 2 shows the variation in dielectric constant with temperature

of typical dielectric materials. Figure 3 shows the variation in loss tan-
gent with temperature of the same materials.

CG. DISPERSIVE DIELECTRICS

Dispersion is the change in dielectric constant of a dielectric material
with frequency. The well known low loss dielectrics such as polystyrene,
teflon, silica and alumina exhibit very little dispersion. On the other hand,
if best performance is achieved with a section of dielectric which is, say,
a quarter wave or half wave thick, and, if this performance is desired over
a substantial frequency band, the right kind of dispersion can be a useful
property. Unfortunately, dispersive dielectric constants are always ac-
companied by high loss tangents. Also substantial dispersion occurs more
commonly in liquid dielectrics, which are difficult to apply in antenna de-
sign., Figure 4 shows the dielectric constant and loss tangent as a function
of frequency for one of the more dispersive solid dielectrics, barium titan-
ate,

D. _ARTIFICIAL DIELECTRICS

An artificial dielectric, as contrasted with a natural dielectric, is a
multi-component material in which two or more materials at least one of
which is a metal are mixed to produce desired dielectric properties, For
example, a small quantity of aluminum flake or aluminum slivers can be
distributed throughout a plastic foam to produce a marked increase in
dielectric constant with practically no increase in weight and very little
increase in loss tangent. There are two approaches to the achievement
of uniform dielectric properties in an artificial dielectric: one is to
distribute the loading particles as randomly as possible; the other is
to organize the distribution of the loading particles both as to their ori-
entation and spatial distribution. In the former approach, the limitation
to achieving perfect homogeneity is due to departure from perfect ran-
domness; in the latter approach the limitation is in the ability to achieve
mechanical perfection in the intended distribution. The former approach
is commonly used today; the organized approach should be considered.
These problems are discussed in more detail in Reference 2. Figure 5
is a graph showing the relationship between dielectric constant and alumi-
num loading for an artificial dielectric foam,
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DIELECTRIC CONSTANT VS TEMPERATURE
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E. ANISOTROPIC DIELECTRICS

Usually, the antenna designer is interested in a dielectric with the
same dielectric constant in all directions. Anisotropic dielectrics, in
which this is not the case, are introduced here to call attention to the
fact that they are practical although little if any use has been made of
them. Reference 3 (H-Waves in Anisotropic Slabs) considers the prob-
lem of how anisotropic dielectrics might be used to increase the fre-
queéncy bandwidth of surface-wave antennas. In practice, anisotropic
dielectrics would be constructed of thin layers of alternately low and
high dielectric constant., Conceivably, anisotropy ratios of 100 to 1
could be achieved.

F. HOMOGENEITY

Wherever a dielectric plays a part in shaping the beam of the
antenna, inhomogeneity in the dielectric can be troublesome. This
is particularly true in lens applications. Therefore, the antenna
designer should be aware of the degrees of homogeneity that can be
achieved with dielectric materials as they are manufactured today.
A variation in dielectric constant no greater than 0.0l is probably
sufficient for even the most critical applications. This homogeneity
is achievable with only the one-component dielectric materials, With
multi~component dielectric materials and artificial dielectrics the
antenna designer should expect to get a homogeneity no better than
10.15. In applying these ground rules, a word of caution is in order.
The ceramics generally are not pure one-component systems although
they may approach 100% purity. They are subject to porosity and im-
purities, Therefore, a homogeneity of 10. 05 is typical of the better
ceramic materials today.

G. MEASUREMENT TECHNIQUES

One of the biggest problems associated with obtaining homogeneity
in dielectric materials has been its measurement. Most measurement
techniques have required the cutting of a small mechanically precise
sample of the dielectric for insertion into a cavity or shorted waveguide,
Although the measurement made on this sample was very precise it
vielded little information on homogeneity, A non-destructive sampling
and measurement technique was needed. Within the last year, this has
been established at Emerson & Cuming, Inc, {Reference 4), The tech-
nique developed uses a microwave interferometer capable of making a
measurement on a highly localized segment of a large sample. This
differs from previous interferometer techniques in that both dielectric
constant and loss tangent can be measured. The principle of measure-
ment is as follows: Insertion loss and insertion phase are measured at
45° incidence on the flat sheet. Dielectric constant and loss tangent are
then determined from these measured values by use of conversion tables.

-9 -
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Special interferometer horns were developed which permit the inspection
area for a given measurement to be reduced to one square wavelength of
the flat sheet of the dielectric material,

H'

Emerson & Cuming, Inc, deserves special mention. This is a line of
free flowing dielectric powders known as Eccoflo HiK. They are avail-
able in dielectric constants up to 10, have loss tangents below 0, 001,
and are of interest to antenna designers because they can be used in
plasma simulation e@xperiments.
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DIELECTRICS FOR ANTENNAS

By

Eino J. Luoma™ and David J. Epstein+

The materials used in antennas are electrical conductors, dielectrics, and
sometimes semi-conductors or lossy dielectrics. Electrical conductors,
i.e. metals, such as steel, brass, copper, aluminum, or silver are the
most common antenna material, but many antenna designs could not be
achieved without the use of dielectric material, It is the purpose of this
paper to briefly survey these uses of dielectrics in antennas; to examine
the properties of presently available dielectrics as related to antenna
applications; and to suggest new special dielectrics for use in antenna
design,

A. DIELECTRIC APPLICATIONS IN ANTENNAS

Table Iis a typical list of applications of dielectrics in antennas
demonstrating very wide variety. The ""Antenna Engineering Handbook'
by Jasik (Reference 1) was used in preparing this table,

B, DIELECTRIC PROPERTIES AND OPERATING TEMPERATURES

Against this preceding background of applications it is instructive
to consider what is available in dielectric materials, Figure 1 isa
graph of the relationship between dielectric constant and operating
temperature capability of the more common dielectric materials, It
is interesting to note that for the pure compounds or one component
systems there is a general correlation between the dielectric constant
and operating temperature capability, This is to say that if the de-
signer needs a higher operating temperature in a dielectric he may
generally expect to have to go to higher dielectric constants and
higher densities. On the other hand, any of the single component
dielectric materials may be diluted with air e, g. foams and pow-
ders or other low dielectric constant material to achieve the lower
dielectric constants and lower densities at a possible sacrifice of
strength and changes in the other mechanical properties, The de-
signer is fortunate if, as in the case of Fiberglas-plastic laminates,
for example, the dilution results in improved mechanical properties,

-3
Emerson & Cuming, Inc.
*Consultant to Emerson & Cuming, Inc.
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FIGURE 1

DIELECTRIC CONSTANT VS OPERATING TEMPERATURE CAPABILITY
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The operating temperature ranges shown for typical materials in
Figure 1 are the temperatures above which substantial degradation in
dielectric or structural properties take place., This is not to say there
has been no change in dielectric constant or reduction of strength at the
indicated operating temperature limit. Without exception all of the ma-
terials lose strength substantially as the limiting temperature is approached,
With the exception of silica all of the materials change in dielectric constant
and loss tangent as the limiting temperature is approached. Thus if the an-
tenna application is at all critical as to the exact value of dielectric constant,
great care must be used in choosing the right dielectric,

Figure 2 shows the variation in dielectric constant with temperature

of typical dielectric materials. Figure 3 shows the variation in loss tan-
gent with temperature of the same materials,

C. DISPERSIVE DIELECTRICS

Dispersion is the change in dielectric constant of a dielectric material
with frequency. The well known low loss dielectrics such as polystyrene,
teflon, silica and alumina exhibit very little dispersion. On the other hand,
if best performance is achieved with a section of dielectric which is, say,
a quarter wave or half wave thick, and, if this performance is desired over
a substantial frequency band, the right kind of dispersion can be a useful
property. Unfortunately, dispersive dielectric constants are always ac-
companied by high loss tangents. Also substantial dispersion occurs more
commonly in liquid dielectrics, which are difficult to apply in antenna de-
sign, Figure 4 shows the dielectric constant and loss tangent as a function
of frequency for one of the more dispersive solid dielectrics, barium titan-
ate.

D. ARTIFICIAL DIELECTRICS

An artificial dielectric, as contrasted with a natural dielectric, is a
multi-component material in which two or more materials at least one of
which is a metal are mixed to produce desired dielectric properties, For
example, a small quantity of aluminum flake or aluminum slivers can be
distributed throughout a plastic foam to produce a marked increase in
dielectric constant with practically no increase in weight and very little
increase in loss tangent, There are two approaches to the achievement
of uniform dielectric properties in an artificial dielectric: one is to
distribute the loading particles as randomly as possible; the other is
to organize the distribution of the loading particles both as to their ori-
entation and spatial distribution. In the former approach, the limitation
to achieving perfect homogeneity is due to departure from perfect ran-
domness; in the latter approach the limitation is in the ability to achieve
mechanical perfection in the intended distribution. The former approach
is commonly used today; the organized approach should be considered,
These problems are discussed in more detail in Reference 2. Figure 5
is a graph showing the relationship between dielectric constant and alumi-
num loading for an artificial dielectric foam,

-4 -
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DIELECTRIC CONSTANT VS TEMPERATURE
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E. ANISOTROPIC DIELECTRICS

Usually, the antenna designer is interested in a dielectric with the
same dielectric constant in all directions. Anisotropic dielectrics, in
which this is not the case, are introduced here to call attention to the
fact that they are practical although little if any use has been made of
them. Reference 3 (H-Waves in Anisotropic Slabs) considers the prob-
lem of how anisotropic dielectrics might be used to increase the fre-
quency bandwidth of surface-wave antennas, In practice, anisotropic
dielectrics would be constructed of thin layers of alternately low and
high dielectric constant. Conceivably, anisotropy ratios of 100 to 1
could be achieved.

F. HOMOGENEITY

Wherever a dielectric plays a part in shaping the beam of the
antenna, inhomogeneity in the dielectric can be troublesome. This
is particularly true in lens applications. Therefore, the antenna
designer should be aware of the degrees of homogeneity that can be
achieved with dielectric materials as they are manufactured today.
A variation in dielectric constant no greater than £0,01 is probably
sufficient for even the most critical applications. This homogeneity
is achievable with only the one-component dielectric materials, With
multi-component dielectric materials and artificial dielectrics the
antenna designer should expect to get a homogeneity no better than
10.15. In applying these ground rules, a word of caution is in order.
The ceramics generally are not pure one-component systems although
they may approach 100% purity. They are subject to porosity and im-
purities. Therefore, a homogeneity of 10, 05 is typical of the better
ceramic materials today.

G. MEASUREMENT TECHNIQUES

One of the biggest problems associated with obtaining homogeneity
in dielectric materials has been its measurement. Most measurement
techniques have required the cutting of a small mechanically precise
sample of the dielectric for insertion into a cavity or shorted waveguide,
Although the measurement made on this sample was very precise it
yielded little information on homogeneity. A non-destructive sampling
and measurement technique was needed. Within the last year, this has
been established at Emerson & Cuming, Inc. (Reference 4). The tech-
nique developed uses a microwave interferometer capable of making a
measurement on a highly localized segment of a large sample. This
differs from previous interferometer techniques in that both dielectric
constant and loss tangent can be measured. The principle of measure-
ment is as follows: Insertion loss and insertion phase are measured at
45° incidence on the flat sheet. Dielectric constant and loss tangent are
then determined from these measured values by use of conversion tables,

~ 9 -




Special interferometer horns were developed which permit the inspection
area for a given measurement to be reduced to one square wavelength of
the flat sheet of the dielectric material.

H. DIELECTRIC POWDERS

One dielectric product which has recently been introduced by
Emerson & Cuming, Inc., deserves special mention. This is a line of
free flowing dieleetric powders known as Eccoflo HiK. They are avail-
able in dielectric constants up to 10, have loss tangents below 0, 001,
and are of interest to antenna designers because they can be used in
plasma simulation experiments.,
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Summary :

Insufficient information in published literature concerning the effect
of relative humidity at low air-pressure on corona and breakdown prompted
an Investigation by the Lockheed-California Company. The studies were con-
ducted in view of increasing penetration into the upper atmosphere by air=
craft like the U2 or F10k, The Supersonic Transport currently under study
will cruise at 85,000 feet and will be equipped with HF SSB transceivers of
1 kw povwer output. Reliable commmication is tied to the prevention of corona
or voltage breakdown at the antenna, Breakdown measurements were found to be
largely affected by the degree of humidity elther present or deliberately in-
Jected into the rarefied atmosphere. An increase of breakdown potential was
cbserved by other investigators when percentage of humldity was increased at
ambient air pressure., This effect was found to depend on gap spacing at D.C.
and A.C. (50 cps). At HF the breakdown potential is found to be a function
of electrode configuration also.

To obtain more information on breakdown phenomena, measurements in this
frequency range were made in a cylindrical pyrex bell jar 12.0" in diameter
and 36" high., This chamber was evacusted to air pressures simulating
altitudes up to 100,000 feet. Various electrode configurations were studied.
A humidity recorder was placed inside the chamber; a method of chsnging the
degree of humidity was devised. Results of tests are shown in graphical
presentation; typical corona and glow discharges are shown in color slides,




Introduction:

This paper presents experimental results of voltage breakdown and corona
at low air pressure corresponding to altitudes up to 100,000 feet in the H.F.
frequency renge. Investigations of voltage breakdcwn and corona were mede &s
a function of water vapor content. These tests were made to investigate
particularly the H.F. range as little is known about how the effective elec-
tric field changes when water vapor ai lovw air pressure is present.
Quantitative experimental results were obtained at room temperature, 76° F,
and 15% to 100% humidity for air pressure to altitudes of 80,000 to 100,000
feet. Different spark gep distances and electrode sheapes were used, The
applied redio frequency was varied from 2 Mc to 8 Mc. The results obtained
indicate that a higher voltage wmust be applied to produce corona discharge or
complete breakdown as the percentage of humidity is increased,

No references were found in current literature on this subject in respect
to the influence of humidity at low air pressure corresponding to the upper
stratosphere,

Experimental Procedure:

The experimental set up used for the test is shown in Figure 1. The HF
power source was a surplus Navy TDE-2 transmitter. An autotransformer was
designed and built to boost the output voltage to a maximum of 13,000 volts.
The pyrex glass discharge chember is 12.0 inches in diameter and 36.0 inches
in length and mounted vertically. Wet blotters of different sizes were in-
serted to control the degree of humidity in successive steps. A relative
humidity recorder was located inside the gless chamber and provided a continu-
ous plot of humidity percentage and temperature. The measurements were con-
ducted for the following electrode configurations:

1) needle to needle

0.18" sphere to 0.18" sphere

0.5" sphere to O0.5" sphere

1.0" sphere to 1.0" sphere

1.0" sphere to 8.0" diameter circular plate

5.0" Teflon covered square to 5.0" aluminum square

[$ 230 - § 1 \b)
S N N

The electrodes were mounted on the vertical axis of the cylindrical test cham-
ber with the lovwer electrode grounded.

The critical breakdown voltage discussed in this paper is defined as the
potential between electrodes just prior to the initial appearance of a glow
discharge (corona) or breakdown. The initiation of corona or breakdown is
evidenced by a slight dip of the voltmeter pointer. The tests were conducted
at room temperature (76° F) with spark gaps of 5.0 and 11.0 inches.

Experimental Observation:

The test conditions for glow discharge were established at approximately
10% - 20% humidity and a reduced air pressure to simlate 80,000 feet altitude,
The HF povwer was then increased until glow discharge vas initiated, When this




occurs, the glow discharge is & uniform bluish cloud surrounding the upper
electrode, the surface of the electrode being covered by a salmon-pink-
colored glow.

If the HF power is slowly increased beyond the initial breakdown value,
the bluish glow drifts toward the grounded electrode. When the HF power has
been increased approximately 10% over the initial breakdown value, the bluish-
colored cloud will have filled the spark gap area and a pink glow will sudden-
ly adhere to the grounded electrode. If the HF power is further increased,
the salmon pink-colored glow will expand from both electrodes to £ill the gep
between, When the two expanding columns snap together, complete breakdown
has occurred,

For the purposes of establishing standard test conditions, the HF power
is limited to that value which causes all glow discharge or breakdown phe-
nomeng to exist at only the ungrounded electrode,

At very low relative humidity, the glow is very bright and extends
through most of the chamber. As the percentage of humidity is increased at
a given altitude, the glow diminishes and eventually disappears completely.,
Greater HF power must be applied to the electrodes for the glow phenomena to
reappear. Beyond 30% humidity, the glow has only & narrow bluish column;
eventually it becomes a bluish streamer between each of the electrodes,
approaching a complete breakdown in a highly ionized small region. The cross-
sectional area of the bluish-colored streamer is found to be directly
proportional to the electrode area,

Experimental Results:

Gaseous discharges, such as electric sparks, arcs, or air glows, create
ions in the volume of the gas. For arcs or glows in lovw air pressure, & conm
siderable volume of densely ionized and excited gas is produced vwhen a critical
HF potential is reached, (commonly called plasma). It has about an equal num~
ber of positive ions and electrons, except near the electrodes and near the
chamber bounding surface or walls.

Mobility of the ions is considerably affected by the degree of injected
water vapor. The water vapor particles remove electrons from the ionization
process by attachment., A higher field potential would speed up the electrons
but attachment is improvable., Test results have shown a direct, nearly lin-
ear relationship bvetween breakdown potential and percentage of humidity.
Electrode configuration has the effect of determining the ratio of breakdown
potential versus percentage humidity at a given air pressure. It was found
that the humidity effect is less pronounced between sharp points or needle
electrodes., Needle points have a highly concentrated field; at low air
pressure, the breakdown potential is relatively independent of gap size.

As the relative humidity is slowly increased in a constant field, ion-
ization begins to disappear as a result of the short mean free path length
of electrons., The electrons become attached to the H20 molecules and a




higher field potential must be applied to detach the electroms, It is well known
that sharp needle electrodes with their highly concentrated field will detach
the electrons &t a lower potential than with an electrode of greater radius.

The field distribution is also a deciding factor in the detachment of
electrons in the space between electrodes of different configurations when the
gap size is held constant. A study of this phenomena has been made by the
Lockheed-California Company and reported in the Eleventh Antenna Symposium on
USAF Antemna Research and Development.

Test results obtained during the present study program are plotted in the
graphs, Figures 2 through 8.

Conclusion:

It has been shown that relative humidity greatly affects the breakdown
potential, Electrode configuration with 1ts associlated field distribution is
also a deciding factor. An increase in humidity at a given altitude-is found
to require a corresponding increase in gap potential to invoke glow discharge
or breakiown. It appears that water vapor has a large re-attachment probabllity.
Glow discharge at high relative humidity disappesrs end only complete breakdown
is observed without the characteristic bright glow column, The observed bluish
streamer between electrodes is proportional in cross-sectional area to size of
electrode surface with & given air pressure and percentage humidity.
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Fig. No. 2
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Fig. No. 3
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Fig, No. 7
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H.F. Breakdown voltage as a function of e
humidity and contact configuration
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ABSTRACT

The concepts and parameters of voltage controlled breakdown are
reviewed and the significance of the collision frequency is shown.
The importance of the energy dependence term defining collision
frequency is illustrated. A heuristic development relates the gas
conditions within and without the breakdown region. It is shown that
vhen the energy dependence of the collision frequency is incorporated
into the basic breakdown expression and when the gas conditions are
related, the breskdown function is uniformly lowered as the ambient
ionization level is increased, thereby yielding first order agreement
with experimental data.




1. INTRODUCTION

A common conception of voltage breakdown is an arc or corona, i.e.
a bright discharge. The bright discharge is accompanied by a discrete
change in the power level. The voltage breakdown applicable toc antennas
is a process that occurs at a voltage level below that required to
initiate an arc or a corona and is called the dark discharge. This
condition is not accompasnied by an abrupt change in power level.

A propagating electromagnetic wave is seriously attenuated when it
must pass through an ionized medium whose plasma frequency, corresponding
to electron density, is equal to or greater than, the frequency of the
propagating wave. If this ionized medium, viz a plasma, is created by
the electric field of the electromagnetic wave, the system is said to be
in a state of voltage breakdown.

Classic breakdown theory considers the molecule, which is struck by
the electron, to be at a much lower energy level than the electron. Thus
the rate of these ionizing collisions is primarily a function of particle
spacing.

When the gas is already at a high energy state, a modification to
the breakdown expression must be made. One method redefines the collision
frequency in terms of particle densities and another method redefines the
collision frequency to incorporate a temperature term. Both methods
however result in a minimal variation in the breakdown function for
various initial ionization levels. When an expression is utilized, which
includes the energy effects on collision frequency, & smooth transition of the
breskdown function results for varying initial gas energy levels thereby
giving closer agreement with experimental data.

Because of the extremely large number of parameters involved in this
problem (gas parameters, collision probabilities, collision cross sections,
mean free paths, energy states, gas constituents, gas chemistries, and
geometry) and the relative inaccuracies in the present knowledge of these
parameters, as well as the inherent problems in the application of such
theories {complex missile antenna geometries, upper air constituents, hot
gas chemistry, prediction of aerothermodynamic flow fields); the approach
in this paper will be generally heuristic and aimed primarily towards the
engineering solution.




N

2. THE BREAKDOWN EXPRESSION

The development of the breakdown expression, by ionization,

2
PN /ot = VvV + YD+, (1)

has been documented by Brownl and others. The solution to this
equation, for the condition of breakdown, i.e. the production of
electrons equal to the depletion of electrons, has been noted by
Chown? as,

V; = 0, & O/ ¢ S dama/m (2)
The requirement for breakdown to occur in accordance with this
expression is that the production of electrons exceed the loss of
electrons. Examination of the breakdown equations terms shows
the ionization rate, V¢ , must equal the attachment rate, V3 , plus
the diffusion rate,d/A*, plus a term introduced to account for the
rate of electron build~up to a particular level. A comparison_of
the defining relationships for breakdown as described by Brown! and
those of Cobine3 show a superficial difference. The breakdown
relationships of Cobine describe an arc, i.e., a visible column, or
a glow relationship. These are definite "break points" of the
characteristic voltage-current relationship. When a potential is
initially applied across a gap a linear relaticnship between voltage
and current is apparent until saturation occurs, i.e., the usual
vacuum tube characteristics. Further application of potential
results in the electrons gaining sufficient energy such that electron-
neutral particle collisions result in ilonization. This process is
described by the first Townsend coefficient. Still further applica-
tion of potential results in the secondary electrons, produced by electron
electron-neutral particle collisions, gaining sufficient energy to
create further ionization. This process is described by the second
Townsend coefficient. Finally this process proceeds to the point
where a conducting path is produced and the potential drops, while
the current increases rapidly, and a glow or arc is produced. The
glow or arc or a succession of both is a function of electrode
geometry.

Antenna breakdown as described by Brown, is defined as that
electron density about a radiating element which seriously attenuates
the propagating electromagnetic wave, i.e. the condition of

wg > W, (3)

This relationship usually occurs in the region defined by the
first Townsend coefficient.

* See attached list of symbols.




The plasma frequency, & term that appears with the units of cps
in the derivation of the Appletcn-Hartree equation, 1s expressed as

3 4
u? =2“-9-|o'n.?', ()*)

Once the loss terms, attachment and diffusion, are suitably
defined such that a net ionization rate i1s known, a conversion to
electric field intensity and thus antenna power may be affected. The
net ignization to electric field intensity correlation was made by
Chown® utilizing the experimental data of Gould and Roberts™ and
Brownl. This curve is given in Figure 1. The conversion is made by
writing equation (2) for a CW system of parallel plates in air from
the data of Gould and Roberts, and expressing attachment and diffusion
in the same terms as the data. The results of this analysis define
the effective AC electric field intensity, which would produce the
same energy transfer to the electrons as a DC electric field. This
factor is related to the eleciric field intensity of the propagating
signal, by Brownl, as

Ee = E/L:+(w/oc)"1"‘. (5)

The correlation of electric field intensity and antenna power
can be made utilizing the Poynting Theorem. MacDonald5 has shown
the derivation and expressed one such result as

(p/A)""‘ = 0.82E, (6)

where P is in kilowatts, A is in square centimeters and E is in
kilovolts per centimeter. The true electric field intensity contri-
buting to eantenna breakdown is of course the near field.

FIGURE 1

THE RELATIONSHIP BETWEEN THE NET IONIZATION
RATE AND THE EFFECTIVE ELECTRIC FIELD
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2.1 The Terms of the Breakdown Expression. -~ The attachment term,
Dy ; is that rate at which the free electrons are captured by the ions.
MacDonald has expressed the attachment frequency as

-6
V= 410 U = PV . (7)

The diffusion tenn,D/K‘, is that rate at which the ionization
diffuses from, i.e. leaves, the area of interest. The diffusion
coefficient from Cobine- is

D=4, /3. (8)

Equation (8) describes diffusion for low ionization levels and is
sometimes called the free diffusion coefficient. When the level of
ionization is "appreciable", i.e. when the ions must diffuse between
electrons, the diffusion rate is decreased. This process is called
ambipolar diffusion. The ambipolar diffusion coefficient is related
to the free d%ffusion coefficient by the expression noted in Whitmer
and MacDonald )

D, = D/ 40. (9)

The level at which ionization becomes large enough to effect a
transition from free to ambipolar diffusion is given by Whitmer
and MacDonald™ as

-4

Mgy =10 M, (10)

(-4 )

or by Chown® as

m, > 2 e,&T/e"/\" . (11)

The diffusion length, A , is that distance which the ions
must diffuse to leave the domain of interest, e.g. the antenna area.
The diffusion length for parallel plates in air is commonly
expressed as

A= A/-rr . (12)

Chown2 has postulated a modification of the diffusion length
expression to account for the various breakdown levels experienced
with slot antennass employing dielectrics other than air, e.g. see
the data of Scharfman and Morital. It is easily seen that when a
dielectric more dense than air is in the immediate area where the
ionization is produced, the ionized particles may more readily lose
their energies to the more dense dielectric, thus the effective




diffusion length is decreased, over that of air. Chown's?® modifica-
tion introduces a constant, g, into the expression, thus

A= d/qm (13)
where ’
q = A (14)

for the specific case of

€=5 . (15)

Chown2 also postulates a variation in the effective diffusion
length to account for high velocity air flow across the breakdown

gap.

The rate factor, Jf Mem?/m.c , of equation (2) relates the
time required, ?¥ , for the ionization to build up to the required
density, M4 , in the presence of an ambient density,m, . Since a
finite time is required to produce a given density of electrons, it
is seen that a pulse system may operate at higher power levels than
a continuous wave system. The rate factor is zero in a CW system
as the "pulse length" is infinite.

2,2 Collision Frequency. -~ Collision frequency is of prime
importance in determining breakdown since both attachment and
diffusion are functions of ccllision frequency. Although the
energy dependence of collésion frequency is a widely accepted
concept, many authors®s 2> express collision frequency as a
function of particle density alone, viz

o= 8.3 1091%& (16)

where f3 1s a mythical pr%ssure which has the units of mm Hg

and is defined as 3.5 x 1016 molecules per cubic centimeter for
fsa3 equal to 1 mm Hg. Chown's experimental results indicate that
the use of equation (16) does not result in & smooth trensition of
the breakdown function for various ambient electron densities.

Shkarofsky8 has shown the collision frequency for any degree of
ionization to be

3/a
8 P 4
\%:5.36-|02T + 3.63 __3/ Qn 1235- _N?,t. (a7)

Where the first term represents the electron-neutral particle
collisions and the second term represents the electron-ion particle
collisions. The Shkarofsky collision frequency expression is in
good agreement with the tabulated data of Shkarofsky, Bachynski and
Johnston? and the curves of Langberg, Baldwin and Yos 10,
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When the Shkarofsky collision frequency expression is plotted on

a modified Mollier diagram, Figure 2, in conjunction with electron
densities from Sisco and Fiskinll a relatively simplier collision
frequency expression,

Y =120 1:;3/,% = 2 Pia /gy (18)

can be formulated which holds, within & factor, over a wide range
of values.

In comparing the collision frequency equations (16) and (18);
one must note that equation (16) is expressed in terms of the
pressure outside the breakdown region, while equation (18) is
expressed in terms of the pressure inside the breakdown region.

A problem arises as to which gas parameter, if any, is constant
within and without the breakdown region. Assuming that both
expressions give valid results through the regions of electron
densities where most experiments have taken place, the equations
may be compared by assuming either (a) constant pressure, (b) con-
stant particle density or (c) constant air density within and with-
out the breakdown region. The enthalpy, entropy and temperature
are obviously not the same within and without the breakdown region.

Assuming constant pressure throughout, i.e.
'Poa- = 'Ft.a y (19)
then (16) and (18) are different by a factor of 33.6.

Assuming constant particle density throughout, i.e.

= 20
NMLa - NMoa’ (20)

together with the defining relationships of
N, = 2(P/R)L, (21)

and
'Y"/:po = Z (P/,pc)(T/To) (22)
then (18) reduces to

v = 0.58-\06'[3‘,&-\';& , (23)

as Tou=To and Z, =1 .

For the gas domain about X-band breaskdown, i.e. M = 1012, from
Figure 2

3 o
T 410 ) Z;-3>| c)+)
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then (23) agrees with (16) to within a factor of 2.29.

Assuming constant density throughout, i.e.

Poa, = f s (25)

[

then (18) reduces to

L= 058 10°Z,F, Ty - (26)

Equation (26) agrees with (16) to within a factor of 2.29/z£a.
Thus expressions (16) and (18) are in the best agreement if

the densities within and without the breakdown region are assumed
equal.

2.3 The Specific Breakdown Expression. - Combining the basic
defining relationships of

v =/L (27)
L= Ny 5 (28)
and
6‘5 =$'\” (29)
the collision frequency may be expressed as
2
w o= 8Ny - (30)
From (21) then
2
= 82 L, . (31)
Taking the velocity distribution as Maxwellian, i.e.
’/2 '/'2.
V= (S&T/'ﬂ'me) = ¥T (32)
equation (31) can be written as
; i
vc.-.XTSZéLo. (33)
Combining (33) and {18) and using the defining expression of
(22) gives
$ = 3/¥ T, . (34)

The diffusion coefficient from (8) may be written as

D= \/3NM$ , (35)




using (28) and (30). Substituting from (34) and (21) gives

B, =¥7,/33(p/p,) 2. (36)

The attachment term from (7) together with (18) and (22)
is then

v, = $E2(P/R)T/T, . (37)

Substituting from (36) and (37) the breakdown equation (2)
may be written as

= $E 2 () T, + ¥T /323804 IR ¥ i/, ()

where 3=l for free diffusion and B: 40 for ambipolar diffusion,
from (9).

It is convenient at this point to define three domains about
the breakdown region by subscripts. The domain removed from the
breakdown region will be described by subscript 1. This is the
free space region for the given altitude. The domain in the region
of breakdown before breakdown takes place will be defined by sub-
script 2. Region 2 may or may not be separated from region 1 by
a shock front. The domain within the region of breakdown will be
defined by subscript 3.

For the simple case of no ambient ionization, i.e. for the
case of free diffusion, (38) reduces to

<

b= 116182 T, (R, )+ 29416/ (43R + % In mo iy (39)

For the case of ambipolar diffusion (38) reduces to

V= 17618 &7, (R/p,) + 725 /2, (%/p) K+%hnm, fm . (50)

The net ionization is normalized for the correlation with
effective electric field intensity. The normalization is in
terms of a "pressure" in that region where the ionization will take
place. One restriction in the development of this correlation is
that the "pressure" is really a particle density for reference
temperature conditions. For the case of no abmient ionization,
region 1 is the same as region 2; and within the restrictions of
the analysis in Paragraph 2.2, the density in region 3 may be
considered the same as that of region 1 thus the "pressure"
normalization is that pressure for that density ratio at reference
temperature conditions. For the case of amblent ionization with
no shock between regions 1 and 2, within the restrictions of

10
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Paragraph 2.2, all the densities may be considered the same, and
the "pressure' normalization is that pressure at reference tempera-
ture conditions for that gas density in question. For the case of
ambient ionization with a shock between regions 1 and 2, the
densities of 1 and 2 are different and the "pressure" normalization
is that pressure for density ratio of region 2 at reference tempera-
ture conditions.

Note that the use of this mythical pressure for the normalization
of the net ionization results in a normalization in terms of particle
densities.

An alternate breakdown expression may be formulated by consider-
ing‘g constant and the velocities non-Maxwellian. Such a develop-
ment affects only the diffusion coefficient, and then by a factor of
only 1.6. Attachment is the predominant factor at high pressures
and the rate term is the predominant factor at intermediate pressures
for pulse systems, thus whichever assumption may be considered more
correct the area of its importance is generally restricted in "real"
systems. The consideration of a Maxwellian velocity distribution
results in the most pessimistic analysis from a systems viewpoint.

11




3. APPLICATION TO TYPICAL MISSILE ANTENNAS

Two examples of typical missile transmission links will be analy-
zed; a continuous wave system at VHF, and a pulsed system at X-band.
The antennas will be assumed to be slots or variations of slots, with
a dielectric constant of 5.

The procedure is to (a) determine the density ratios for the
pressures or altitudes in question from standard stmospheric tables;
(b) determine the electron density required for cut-off for the oper-
ating frequency from equation (4); (c) determine for each pressure in
question the collision frequency, compressibility factor and
temperature for the electron density in question from Figure 2;

(4) determine the net ionization rate by equation (39) or (40) and
then the effective electric field from Figure 1; (e) convert the
effective field to the actual electric field by equation (5); and
finally (f) compute the antennsa power from equation (6).

Figures 3 through 6 show the terms of the breakdown equation and
the resulting breakdown characteristics for the two systems. The
antenna configurations were assumed to be a 1.5" x 5.75" slot for the
VHF and a 0.4" x 0.9" open ended waveguide for the X-band.

An interesting characteristic of a graph of the terms of the
breakdown equation is (1) that each term appears to be a straight line
over the area investigated and (2) it is readily apparent which loss
terms are of prime importance throughout the various pressure domains.

In the CW case the initiation of breakdown is controlled by free
diffusion, and once breakdown has been established the level required
to sustain the breakdown is controlled by ambipolar diffusion.

In a pulsed system, for the condition of the ambient electron
density equal to that required for breakdown, the breakdown function
is the same as for a CW system.

In the figures, the pressure noted by the abscissa is that
pressure in region 1 for zero ambient ionization. This pressure in
region 1 is the same mythical pressure as that in region 2 when no
shock front separates regions 1 and 2. When this shock front is
present the pressures noted correspond to the mythical pressures of
region 2.

12
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L. CONCLUSIONS

The application of the energy dependence of the collision fre-
quency term to the diffusion controlled voltage breakdown expression
has been shown. It has been shown that the utilization of such an
expression results in the uniform reduction of the power reguired for
breakdown as the ambient ionization level is increased.

Two areas which require further investigation to confirm and
expand this theory are the verification of the net ionization -
effective electric field intensity correlation, and the degree of
variation of the diffusion length with various dielectrics in the
vicinity of the ionization. The first of these problems involves a
determination of the breakdown power levels for each of the domains
of ionization loss, attachment and diffusion, when considering an
energy dependent collision frequency expression. The second problem
requires the correlation of ionization intensity in the presence of
a dielectric. Sufficient data would permit the diffusion length-
dielectric constant function to be defined and an adequate theory
formulated.

15
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LIST OF SYMBOLS

ares in cm2

velocity of light in cm per second

diffusion coefficient

ambipolar diffusion coefficient

free diffusion coefficient

separation in cm

electric field inﬁensity in volts per cm
effective electric field intensity

peak electric field intensity

electron charge In é.s.u.

Boltzman's constant in ergs per degree Kelvin
1oschmidt number in molecules per atmosphere cm3
electron mean free path in cm

electron rest mass in grams

number of particles per cm3

electron density in electrons per em3
elecgron density lost

initial electron density

electron density corresponding to the operating frequency
power in watts

probability in collision

pressure in mm Hg

factor relating A and d

temperature in degrees Kelvin

time in seconds
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LIST OF SYMBOLS (CONT.)

4 time for attachment

Vv velocity in cm per second

F compressibility factor of air

3 factor relating ¥ and T

€ dielectric constant

R4 factor relating V. and ¢

A diffusion length in cm

x wavelength in cm

v total ionization rate

vy attachment rate

v, collision frequency

v; net ionization rate

S factor relating € and ~

P density

Se effective collision cross section in cn®
v pulse length in sec

' factor relating v, and v,

w operating frequency in radians per second
wy plasma frequency

Subscripts

° reference conditions

ta inside the breakdown region

0a outside the breakdown region

1 the region removed from the breakdown region
2 in the region of breakdown before breakdown occurs
3 in the breakdown region

Hh

correction factor

E




(1)
@)
(3)
()
(5)
(6)

N

(8)

(9)

7(10)

(11)
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C-BAND BEACON ANTENNAS FOR PROJECT APQLLO

As presently contemplated, the Apollo three-man spacecraft will go
through several flight phases in the moon voyage. These are launch, abort
(if launch into orbit is not successful), earth orbit, travel to vicinity of the
moon, .reoaon orbit, return to vicinity of earth, reentry into earth's atmos-
phere, and landing. Present plans are to launch the command module in
which the astronauts are located, the service module and the lunar excursion
module into earth orbit and subsequent travel to the moon and moon orbit.
The service module will be discarded during the moon-to-earth phase of the
mission, while the command module alone returns to earth,

Antenna requirements for the Apollo manned spacecraft include the
C-band beacon antennas for radar tracking. The C-band beacon antennas will
be operable during all near earth phases and up to 4, 000 nautical miles.
Therefore, the C-band beacon antennas must withstand all the environmental
conditions that the command module itself is exposed to, Further, not only
must the antennas operate electrically in a reliable manner, but, since the
antennas pass through the vehicle's outer structure, including the heat shield,
they must be designed to withstand the extremely high temperatures that the
heat shield, itself, will be subjected to.

A brief statement of the electrical requirements for each of the antennas
is as follows:

(1) VSWR: 1.5 or less

(2) Power Handling Capability: 3 kw peak and 3 watt average




(3) Circular Polarization

(4) Pattern Coverage such that 4 antennas will approximate spherical

coverage,

(5) Frequency: 5600-5800 mcs

The environmental conditions for the pre-launch phase are those
normally associated with missiles which must withstand the seaside atmos-
phere of the launch site for an indefinite period. The normal conditions
during launch are not particularly severe, except if an abort is required,
under which condition the abort rocket engines will cause rather high heating
rates to be incurred by the command module. The earth orbit and the travel
to the moon and back impose the requirements of radiation and operation
in extreme vacuum environments for long periods of time. The most severe
environment that the antennas must perform in is, of course, the reentry
into the earth's atmosphere. The temperatures expected during this phase
are such that nearly two inches of ablative heat shield material will sur-
round the capsule in the most vulnerable area.

Several design approaches were originally considered for this antenna
application., One approach would be to place the antenna aperture beneath
the surface of the ablative heat shield so that it would be protected from the
reentry heating. This approach must be discarded because the heat shield
‘material chars when heated and becomes very lossy for microwave frequencies,
A second approach would be to design an antenna having a window incorporated

into the heat shield with the window made of an ablative material which would




not char. Such materials commonly used are mixtures of teflon with other
materials, usually quartz fibers or powdered quartz. However, the heat
rates expected for the Apollc are such that the ablation of teflon mixtures
would be at a very high rate and probably would be high enough so that no
material would remain to protect the interior of the antenna after reentry.
Furthermore, the heat shield material is designed to retain its physical
dimensions even after charring so that, if an ablative window which decreased
in thickness due to ablation were incorporated, a discontinuity in the vehicle
surface would cause extremely high localized heating by such discontinuity.
A second problem arising from use of an ablative window in this application
i_s the difficulty in retaining a satisfactory impedance match with varying
thicknesses of window material.

The approach decided upon by RADCOM for this application resolved
itself around these requirements.

(1) The C-band energy must be conveyed to the outer surface of the
ablative heat shield through a dielectric having low loss tangents over a
temperature range of -250°F to +3, 000°F.

(2) Even under the most severe heating encountered by the capsule,
the temperature of the coaxial connector at the inner surface of the antenna
must remain below 300°F. Therefore, the dielectric must have a low
coefficient of thermal conductivity.

(3) The window material must not ablate when exposed to the reentry

environment or if it does ablate slightly must absorb a large amount of heat




in doing so in order to retain the rest of the antenna at a reasonable

temperature.

designed for this application. The only dielectric material known to satisfy
all the requirements of this application is fuzed quartz. Since ordinary
fuzed quartz is transparent to radiant energy in the frequency range created
by the plasma during the reentry phase, it is necessary to use an opaque
quartz. This is available in a slip cast form from Corning Glass Company.
The radiator uses the same basic design as has been proved to be extremely
successful in the Gemini Program, This design employs a helix radiator
effectively imbedded within the quartz dielectric. The helix is actually wound
around a smaller diameter quartz cylinder which is then fitted into a blind
hole, ground into the aft face of the main body of the radiator. Since the helix
is separated from the high temperature external atmosphere by a considerable
thickness of quartz having a low thermal conductivity, the helix material can
be ordinary copper or beryllium copper. The helix dimensions are adjusted
to provide a 50 ohm impedance to match the input TNC connector.

It is important, of course, to avoid any high conductivity thermal paths
from the exterior of the vehicle inward; therefore, the RF cavity surfaces

surrounding the quartz are formed with a very thin plating of nickel, This

plating extends the full length of the window and also provides the electrical
connection between the connector assembly and the window assembly. Since

the metal skin is only a few thousandths of an inch thick, it provides no
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Figure 1. Cross Section of Proposed Apollo Antenna




mechanical support. Therefore, the quartz window is also the antenna
structure.

Preliminary thermal calculations indicated that with the heating ratcs
expected to be encountered, sufficient heat would be transferred through the
quartz to raise the temperature of the connector far above the 300°F speci-
fied. Therefore, the design includes a heat sink surrounding the quartz
window at the interface between the vehicle heat shield and the basic honey-
comb structure. The design of this heat sink has posed some of the most
difficult problems in the antenna design because of the difference in thermal
coefficient of expansion between the quartz and any metallic flange.

Referring again to Figure 1, a design incorporating the split flange of
graphite held in place with an outer ring of aluminum has been developed.
Spring tension between the mounting ring and the graphite sections is used
to hold the graphite in intimate contact with the quartz window. By releasing
the spring tension the flange assembly may be positioned on the quartz to any
desired location for use on vehicle sections having various thicknesses of
ablative heat shield material.

The antenna design described has been tested and satisfies electrical
performance requirements. Theoretical calculations indicate that it will meet
the thermal conditions specified. A comprehensive environmental test program
including tests which simulate the heat input during reentry is currently underway.

This work was performed under subcontract to North American Aviation,

Space and Information Systems Division
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UHF CROSSED-SLOT ANTENNA AND APPLICATIONS

Printed circuit methods are used to develop a circularly polarized,
crossed~slot antenna whose radome contains all necessary elements.
A hybrid junction of balanced strip-line is built into the radome
and connected to two microstrip, dual probe feeds. Each dual probe
excites one of the two slots and isolates the slots from each other
by the symmetrical probe location. Right- or left-hand circular
polarization can be obtained by connecting to the respective hybrid
Junction input port. Pattern beamwidths with regard to circular
and linear polarization is 130 degrees and 160 degrees, respec-
tively. The operating bandwidth for a VSWR maximum of 2:1 is
approximately 44 percent. The operating pandwidth, limited by a
50 percent efficiency and 2.5 db axial ratio, is approximately

16.8 percent. The dimensions of a 415 MC antenna are 12-3/8 by
12-7/8 inches by 7 inches deep, including mounting flanges., The
crossed-slot antenna was developed to provide a quasi omidirec-
tional antenna system composed of two antennas on opposite sides
of a cylindrical vehicle. The directivity for the two antenna
system is 2.20db, with respect to circular polarization, and
provides a -9.0 db directive gain over 95 percent of the sphere

of coverage. It has been shown that, due to the fact that the

two antennas have only minor pattern overlap, an increase in

vehicle diameter has very little affect on the coverage.




Introduction

in a ecirenlar polarized mode,
provides a very broad beamwidth to both circularly and linearly
polarized transmitting antennas. Circular polarization is partic-
ularly desirable for space vehicle applications to prevent cross-
polarization with ground antennas. Very few flush mounted,
circularly polarized VHF and UHF antennas are available. A brief
comparison of two of these, the cavity backed crossed-slot and
Archimedian spiral (printed circuit spiral), shows the crossed-
slot is more efficient and provides a broader beamwidth. The
spiral, however, has a greater operating bandwidth. These antennas

are approximately the same size and weight.

This paper discusses an UHF, crossed-slot antenna design con-
sisting of a printed-circuit, laminated antenna cover mounted on

a square cavity. The antenna cover contains a four port hybrid
junction of balanced stripline with two output ports each con=-
nected to a microstrip, dual-probe feed. Each dual probe excites
one of the slots. A summary of the electrical characteristics for
a 415 MC antenna shows the operating bandwidth to be approximately
16.8 percent. The 415 MC antenna size is 12-3/8 inches by 12-7/8
inches by 7.0 inches deep including mounting flanges and weighs

6 lbs, A photograph of the 415 MC antenna is shown in Figure 1l.

This crossed-slot antenna was developed to provide a nearly

omnidirectional pattern with two antennas. Two crossed-slot




antennas on opposite sides of a cylinder permit a minimum of

directivity is, therefore, affected very little by a change in

vehicle diameter.

Theory

A compact method of construction was incorporated which included
stripline and microstrip printed-circuit elements for the feed
system and slot radiator. The antenna cover consists of four
teflon fiberglass sheets (see Figures 2 and 3). A blank sheet is
used as a protective cover on the upper and lower sides of the
unit. The two center sheets contain printed-circuit elements

and the crossed-slot is printed on the back side of one of these
sheets and positioned between them. One port of the hybrid feed
circuit is coupled through the two center sheets to the lower
printed-circuit elements. All four sheets are bonded into a
solid unit which mounts on a cavity which is one~quarter wave
length deep at the center frequency. Circular polarization is
obtained by individually feeding the two planar, bisecting,
quadrature slots, one slot being fed 90 electrical degrees out

of phase with respect to the other. The 90 degree phase shift

is introduced by a one-quarter wavelength section of strip-line
added tc one leg of thelfeed system. A calculation of the
bandwidth, limited by a maximum axial ratio degradaticn of 2.0 db
due to phase shift error with frequency, is L 14.6 percent. Thisg

bandwidth is more than adequate to meet the requirements.




Any cross coupling between slot radiators or power division error
between slot feeds will result in a deterioration of the axial
ratio. A dual-probe feed assembly was designed from microstrip
tranamission line to excite each slot individually and isolate one
slot from the other by a cancellation of fields due to the symmetri-
cal location of the probes. 1Isolation of the slots is obvious in
Figure 3 and a complete discussion is given in the Reference. An
unequal power division also results in a corresponding difference
in the axial ratio. For equal slot excitation, a hybrid ring
junction is used as a power divider and output isolator. The
standard hybrid ring provides a division of 3.1 X 0.3 db and an
isolation between output ports of greater than 20 db over at

least a * 10 percent bandwidth.

Design Considerations

A single unit antenna cover to be placed over a cavity was the
original design goal. The printed-circuit design simplifies con-
struction and reduces vibration problems to a minimum. The
electrical attachment to the antenna cover is made by two coaxial
connectors through the cavity flange to the hybrid feed circuit.

Figure 2 shows the cover assembly.

For simplicity, a microstrip transmission line was used for the
probe feed design. This dual-probe feed must have a junction
point before the output of the hybrid ring. Since the hybrid

has =a

50-ohm output, the probe feed lines were designed for

100 ohms, To determine the proper feed location. a single




microstrip line was built which fed one side of a single slot and
incorporated a one-wavelength taper to match 50 ohms to 100 ohms at
the slot. The 100-ohm line crossed over one end of the slot and
was terminated in a sliding short circuit. By tuning the short
and varying the position of the line over the slot, a minimum VSWR
was observed, It was then calculated that an open=circuit, an odd
multiple of one-quarter wavelengths toward the slot, would result
in a location near the probe, The 100-ohm line was open-circuited
at the predetermined point near the slot and this open-circuited
stub is used as a tuning element (see Figure 3). This test resulted
in an operating bandwidth of approximately 8.5 percent for a VSWR
less than 2:1. A flat diamond shaped probe was built at the slot
to broadband the feed by reducing the reactance. This test
improved the operating bandwidth of a single slot to approximately
10 percent., The probe stub length and position over the slot are
not extremely critical but the position of the probes with respect
to the center of the crossed slot must be equal to give good

isolation between the slots.

Single Antenna Test Results

A 415 MC antenna was constructed to test the efficiency of the

crossed-slot antenna. An operating bandwidth of 44 percent for a ;
VS¥R of less than 2:1 was obtained (see Figure 4). This broad

operating band is due to the hybrid and 90 degree phase shift

section. The antenna gain,; with respect to a circularly polarized

isotropic radiator, is 3.92 db. This gain was compared to a directivity




of 4.4, db for the same antenna to show the efficiency to be 89.6
percent at the center of the band. The usable operating band can
only be determined from the limits of efficient operation and
polarization degradation. Figure 5 shows the relative gain of the
antenna versus frequency and Figure 6 shows the axial ratio across
the band, From the curves of Figures 5 and 6 and considering

a minimum efficiency of 50 percent and a maximum axial ratio of

2.5 db, the operating band is 65 MC centered at 415 MC or 16.8
percent. The antenna patterns for this antenna with a linearly

and circularly polarized transmitting antenna are shown in Figures 7
and 8, respectively. A beamwidth of 160 degrees was obtained with
a linearly polarized transmitter and 130 degrees with a circularly
polarized transmitter, The axial ratio of the crossed-slot antenna
increases from a minimum value normal to the antenna to a large

value 90 degrees from the normal.

Antenna System Tests

Two 4070 MC antennas were designed for the two-antenna system
tests on cylinders to simulate the space vehicle. Antenna patterns
were recorded with these antennas fed 90 degrees out of phase and

located on opposite sides of the cylinder whose size gave a kal

factor of 13.2. The transmitting antenna for these tests is

circularly polarized., This system provided a directivity

ka = E_BLE, cylinder circumference in wavelengths, where '"a"

is the cylinder radius and 7\ is the wavelength.




of 2.20db. These antenna patterns were again recorded under the

same conditions on a cylinder with a ka factor of 66 to determine

the change in directivity with a larger cylinder equal to 50 feet
diameter for 407 MC. The directivity was increased by (¢.12db and
indicates very little affect on the patterns by a change in frequency
or cylinder diameter for ka values greater than 13. Figures 9 and 10
show respectively the pitch and roll patterns of a two-antenna system
on a cylinder with a ka factor of 66. A measure of the uniformity

of the radiation pattern of the two-antenna system can be shown by
the fact that a directive gainrof at least =9.0 db is obtained over

95 percent of the sphere of coverage for a ka factor of 13.2.

Conclusions

A crossed-slot antenna with printed-circuit construction is capable
of a 16 percent bandwidth in the circularly polarized mode. Though
the VSWR is below 2:1 over a broad bandwidth (44 percent), the
operating bandwidth is limited by efficiency and axial ratio degrada-
tion. The efficiency over the 16 percent band is 50 percent and the
axial ratio is better than 2.5 db, The size of the antenna for a
415 MC band center is 12-3/8 inches by 12-7/8 inches by 7 inches

deep and the overall weight of the UHF antenna is 6 pounds.

A broad beamwidth is realized arnd is dependent upon the associated
antenna. A beamwidth of 160 degrees to linear antennas and 130
degrees to a similar circularly polarized antenna is achieved. A
near omnidirectional antenna system is obtained with two antennas
on opposite sides of a cylinder. With one antenna phased 90

electrical degrees with respect to the other a -9.0 db minimum




directive gain is obtained over 95 percent of the coverage sphere
for a ka factor 13.2. Tests show that a change in cylinder diameter,
above ka = 13, has little effect on the overall coverage. The

directivity with ka = 13.2 18 2.20db and with ka = 66 is 2.324db.

References
R. C. Payne, P. Painter; "A Flush Mounted VHF Telemetry Antenna

with Hemispherical Coverags," Dyaatronics Inc., Orlando, Fla., 1960.
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o Aluminum cover plate
4¢¢iji;_« Sheet #1 (Blank dielectric)

Sheet #2
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sheet #l (Blank dielectric)
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R.F, Connectors -/

Notes : All solid areas are copper material.

The four dielectric sheets and the aluminum cover
are bonded together,

Figure 2= Crossed-Slot antenna in exploded view showing antenna
cover and cavity
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ABSTRACT

A waveguide resonant ring antenna many wavelengths in diameter is described which yields an
omnidirectional pattern. The waveguide ring is fed by a T-junction so that equal waves are
launched in clockwise and counterclockwise directions around the ring. Radiating elements are
coupled to the waveguide at equal intervals around the ring and the combination of element

coupling, element spacing, ring diameter, and waveguide phase velocity create a resonant effect.

Dipole radiators mounted in the waveguide broadwall and probe coupled to the guide are employed.

Polarization and elevation plane pattern are controlled by an extension of the sidewalls of the
waveguide, thus forming a 360-degree sectoral horn. This design provides a lightweight antenna

that can be flush-mounted upon spherical or cylindrical vehicles such as satellites.

The antenna design and fabrication are discussed and measured performance is presented.




INTRODUCTION

The antenna described in this paper is the result of a study to produce an antenna for space
applications. The investigation is still under way at this time | some cxperimental work yet
remaining to be done. However, the available data tend to verify the theory and measured free

space patterns will be presented as evidence of the performance of the anienna.

The antenna (shown in Fig. 1) is in the form of a waveguide resonant ring many wavelengths
in diameter. The broadwall of tke guide is perpendicular to the plane of the ring. The radiating
elements, halfwave dipoles, are distributed uniformly around the periphery of the guide and the
combination of dipole coupling, dipole spacing, ring diameter and waveguide phase velocity
create a resonant effect. By reversing the sense of alternate dipoles, the minimum spacing
between adjacent dipoles is reduced to one-half guide wave length. The dipoles (shown in Fig. 2)
arc probe coupled to the wave guide. The waveguide ring is probe excited from the rear of the
waveguide between two dipole probes so that equal waves are launched in clockwise and counter-
clockwise directions around the ring. Circular polarization is achieved by inclining the dipoles
parallel to the broadwall of the waveguide and extending the narrow walls of the waveguide to
form a 360-degree sectoral horn. The difference in phase velocity of the vertical and horizontal
components of the field established by the dipoles in the sectoral horn provides the necessary
phase shift to produce circular polarization, This sectoral horn is also used to control the

elevation plane (g plane) pattern,

This antenna will provide a relatively smooth azimuth pattern with an independent control
over the elevation plane pattern. The polarization can be made to be circular on axis, regardless
of the width of the elevation pattern, by proper design of the sectoral horn width and slant length,
The location of the feed point, being near the edge rather than at the ring center, allows several

antennas to be stacked for operation on several bands with a relatively simple feed arrangement,
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Figure 2. Dipole




TECHNICAL DISCUSSION

Ring Design

Consider the waveguide junction shown in Figure 3 with traveling waves entering and leaving

Ay ——P ———— A,

B, -@—— }————B

1 2

Figure 3. Waveguide Junction

both sides. The traveling waves can be related by

By = 5141 + 5158 (1)

Ay = Sy1Ap + 5By 2)

where in general the S’s are complex coefficients that characterize the network, Equation (2)

can be written as

1
A= —A, -—B . (3)
1 S21 2 S21 2

Combining equations (3) and (1)

511 51152 - 8125

Bi=s5 . %~ 5 B, . (4)
21 21

In matrix form, equations (3) and (4) become

A 1 -5 A

1 ) 1 22 2
) (5)
21 -
Bl LS11 -det S B2
where S, .S S,,S = detS




In order to get A, and B, in terms of the normalized junction conductance, g, rather than the

1 1
complex coefficients, Sij‘ the transformation matrix1

oL (6)

is introduced.

It has been shown2 that the transformation matrix can also be expressed as

1 1 1 1 1
T = U m
1 -1 1 -1

where U has the same properties as T and for a shunt element with normalized conductance g

is given by
1 0
U= . (8)
8 1
From equations (7) and (8)
1+ g g
2 2
T = . @
-8
2 1 - E
2 )

Combining eq:xations (9), (6), and (5) gives:

g g
Ay 1+3 ) Aq 10)
- -E
B £ 1-3 By
2
or
= E £
Al_(1+2)A2+282, (11)
and
= £ -E
Bi= A, +(1-2)B,. (12)
Now the power input to the junction is given by
(A1 + B2 )2 13
Pi= — 5 . (13)

o]




Combining equations (11) and (13) yields

S 2
2
R B (14)
i 4 Z
[§]
The power dissipated in the normalized conductance g of Figure 3 can be obtained since
Pi= Pr+Pt+Pd (15)
where Pi = incident pgower,
Pr = reflected power,
P ¢ = power trangmitted beyond g along the line, and
Pd = power dissipated in g.
By definition:
I PR (16)
r i '
where p is a reflection coefficient, and
Yo Wot® s
Yo YO Yo
p= = 17
Yo (Yo +G) 1+1+ —‘-{G—-—
Y 'Y o
(o] 0
where G is the actual shunt conductance and Y0 is the characteristic line admittance,
Thus
-8 (18
P =37 g
and
2
P = P, ) 5 (19)
(2 +g)
Combination of equations {19) and (15) yields
gZ
P,+P, =P -P =P 1By (20)
t d i r i (2 + )
B pi 4(1 + g)
2+ g)?




p
_d_ (21)
P &
t
then
pd(l,é_),pdﬂ_*_lzpi‘*_(l_*_g) 22)
& (2 +g)
and
4
P = P —~& (23)

i (2 g)2

Then by equations (14) and (23),

(AZlB )2
Pesg 7
o

2 (24)
The significance of equation (24) should be emphasized. This equation shows that:

1. At a junction of conductance g with waves entering and departing from both sides, the
radiated power can be determined entirely by the waves on one side of the junction., This

further implies that:

2. If equal waves are introduced at each end of a waveguide containing N junctions, the

radiated power from each junction will be equal, if the junctions have equal conductances.

It will be shown later that this is true as long as g < g where gc is a certain critical

conductance.

Equation (24) and its interpretations tend to suggest a waveguide ring array containing N
junctions and excited in some fashion so as to launch equal waves in opposite directions around
the ring from some point on the ring. Such an antenna was constructed and is shown in Figures 1
and 4. Dipoles were selected as the radiating elements,3 first, since by reversing the sense of
alternate dipoles the minimum element gpacing for in-phase radiators can be reduced to one-half
guide wavelength and, secondly, the orientation of the electric field can be changed by simply
rotating the dipole. The second feature was desired to permit greater control over polarization.
The technique for obtaining circular polarization is discussed in the section on that subject. The

dipole elements are coupled to the waveguide ring by a probe extending through the center of the
45

’

broadwall of the guide.

Control if dipole coupling can be obtained by adjustment of probe length. The waveguide ring
is excited by means of another broadwall probe midway between two of the radiating elements

and extending through the opposite guide wall.
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Critical Conductance

The critical conductance mentioned earlier can be determined for any fixed array geometry.
Congider, for example, the five-element array of Figure 5, where the element spacing is A g/z.

The critical conductance is defined as that conductance which reduces the wave traveling from

FEED POINT

Figure 5. Fire Llement Array




elements 3 and 31 toward the feed point to zero. The value of this critical conductance can be
found as follows. In Figure 5, it can be assumed from symmetry that the waves arriving and
departing both sides of element 1 are equal, that is, in Figure 3 A1 = B2 and A2 = Bl' Assume

further that A1 = 82 = 1 and then by equations (11) and (12) A2 and B1

g. Now A1 and B1 at the left side of element 1 are the same as at the right side of element 21

for a half-wave spacing while A2 and 82 at the right side of element 1 are the same as at the

left side of element 2 for half-wave spacing. Equations (11) and (12) are again employed to find

can be found for a given

the waves on the opposite side of elements 21 and 2. These new waves are the same as are
presented to elements 31 and 3 and again equations (11) and (12) are used to determine the waves
on the opposite side ¢f elements 31 and 31. The waves traveling from elements 31 and 3 toward
the feed can be changed by changing g, the element conductance, which is the same for all ele-
ments. That value of g which reduces these waves to zero at the feed is the critical conductance.
Stated more precisely, in an array of M elements, N being odd, equations (11) and (12) can be

written for the nth element as

1+ (2n - 1)g
n+ 1 _—'_"—2—
A = (-1) 1+g , (25)
2
and
[ 1-(2n-1)g
n+1 2
B,(n) = (-1) vy (26)
i 2

wheren = -(—P-I——%—-l—l )

The nth element is adjacent to the feed point and g, is that value of g found from equation
(26) when B1 (n) = 0, that is, when no wave travels from the nth element toward the feed. When
g= 8. both waves launched in the waveguide from the feed are completely radiated. If g > g, the
waves are attenuated by radiation too quickly and successive elements farther from the feed
point do not radiate as much energy as those elements nearer the feed point, resulting in a non-
omnidirectional radiation pattern. lf g < 8. the elements radiate uniformly; however, some
energy returns to the feed point and creates a mismatch. This can be corrected by tuning the

antenna input.




Polarization Technique

To obtain circular polarization, the dipoles are inclined in a plane parallel to the broadwall of
the waveguide to provide Ey and E¢ field components. The necessary phase shift between these
two field components is obtained by extending the narrow-walls of the guide to form a sectoral
horn. To determine the angle of dipole inclination and born dimensions, consider Figure 6.

The total field at “*a’’ is the sum of Eg and E¢, both direct and reflected components.

B

i
1

p——— 1 =}
o—d
=1
]

Figure 6. Section of Ring Array

This can be expressed as

T

{Ip Y
Et= Ee ‘e) 0x+ e][ (x+2d)+n]}+ Ed){e]

Ar
¢x+e][ ¢>(x+2d)+n]] @
which can be rewritten as

j[f'o (x+d)+§'L] j{f¢ (x+d)+-§—]‘

Et = -2 sin(fp d)Eoe - 2 gin (l‘é,d)Eqse (28)
For equal amplitudes of E4and E¢ at ‘ra’’ it is necessary that the dipoles be inclined to
produce the ratio
E sin (I, d)
¢ LAY (29)

“E‘¢, sin (Igd)

A difference in the elevation plane pattern (@ plane) for E g and Egp may require a modification of

the ratio in equation (28). This is best done experimentally. Egand Egare in quadrature when,

10




from equation (28),
jr¢ (x 1 d) a—;—
e (30)

ej rf) (x+d) i
or, rearranging,
r.r,=—=-
0 P 2x i d) (1)
It is seen, then, that
1 1 1
AT T A(xq+ d) (32)
0
since
Fg.2n
0 Y (33)
0
and
ry= .i_"_ (34)

where Ao is the free space wavelength, and Ag is the waveguide wavelength determined by the

sectoral horn height, h. Equation (32) can be solved for A o Since

A
‘g = 2 (35)
2
1-2 o
4h2
The result of substituting equation (35) into (32) and solving for A, is
(36)

8h2(x + d) 8(x+d)

A: =
O p2,4(x+d) x+d) 2
14 (24

(x+ d)

Figure 7 is a plot of equation (36) for constant ratios of
: h

1
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EXPERIMENTAL RESULTS

Preliminary measurements indicate the antenna is performing as predicted. The azimuth
pattern, Figure 8, has a ripple with a maximum excursion of about +2.5 db. This is explained,
in part, by unequal power being radiated from the dipole elements. It was later discovered that
manufacturing tolerances on the dipole clements were excessive, allowing an objectional variation
in their electrical properties. New dipoles are currently being produced with better control on
the mechanical tolerances. The average field strength is approximately equal for all aximuth
angles indicating that the conductance of the dipole elements has not exceeded the critical
conductance. A broad elevation pattern was desired and that this was achieved is shown in the
elevation plane pattern, Figure 9. With such a broad pattern, the lobes directly off the top and
bottom of the antenna shown on the pattern were expected, since in these directions all the
radiating elements appear in phase. Both the azimuth and elevation patterns were measured with
a linearly polarized source and the patterns presented are for Eg; however, these are typical

also of the E¢ patterns, that is, the patterns for the two components track one another.

Circular polarization was obtained in the plane of the ring with a dipole inclination of 60 degrees
with respect to the plane of the ring. Some variation of axial ratio has been observed as azimuth
angle is changed. However, it is anticipated that this effect will be reduced by using the improved

dipoles to obtain a more uniform azimuth pattern.
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CONCLUSIONS

Design information has been presented for a circularly polarized omnidirectional waveguide
resonant ring array many wavelengths in diamater. Such an array is well suited for space
vehicle applications. The resonant ring technique allows a simple single point feed to be used
and permits identical radiating elements to be used. These features greatly simplify fabrication
requirements. The use of dipole radiating elements permit a minimum element spacing of Ag/Z
to be used resulting in 2 more omnidirectional azimuth pattern. Dipoles also allow the electric
field to be oriented as desired with a minimum effect on the dipole probe conductance. The
vertical plane patterns can be changed while maintaining circular polarization by properly
adjusting the sectoral horn dimensions. The antenna patterns presented verify the theory and

illustrate the performance of a potential flush-mounted omnidirectional radiator.
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INTRODUCTION

The antenna system development for the B-70 was facec with many new and
unique problem areas, although electrical performance requirements were some-
what conventional. Military specification requirements formed, for the most

: part, the basic antenna requirements. The broad thermal spectrum to wkich B-70
: antennas would be exposed was probably the most significant single factor con-

tributing to the need for a state-of-the-art advancement in the antenna area. The

high-temperature exposure time of many hours created a high-temperature

antenna requirement much different from those basec on missile applications
which relied on the thermal inertia of the particular part. Although antennas
designed for much higher peak temperature conditions were available or at least
within the state-of-the-art, the high-temperature soak times of the B-70 could
not be tolerated. Crippling loads, in excess of any expected siructural or aero-
dynamic loads, imposed on an antenna assembly of dissimilar materials exposed
to this long-duration heat soak, ruled out many of the so-called high-temperature
designs, These factors cuupled with the low-teraperature conditions of letdown

and landing necessitated an antenna development program.

The design philosophy of the development program varied during the program
based on data refinements in the area of thermal and aerodynamic environments
and on a continuing Value Engineering approach which attempte« to match per-
formance requirements with the actual mission and air vehicle economic con-
siderations., For example, the original effort was directed toward the development
of completely flush-type antennas. This was redirectea to the development of

external types in soine applications based on a value-to-the-mission type of
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analysis. The requirement for an automatic tuning HF coupler was changed to a

passive preselected frequency approach on the basis of mission requirement
~economics, (This coupler design was reported at the Antemia Symposium of 1960
by J. K, Aiton of North American Aviation Inc, Los Angeles Division.) This refine-

ment of requirements and subsequent change in philosophy is discussed below.

| REQUIRED FUNCTIONS

; The basic electromagnetic radiating functions required on the B-70 are the
. conventional requirements of a manned system, namely, communications, and

_navigation and landing aids.

The communications system consisted initially of both UHF and HF require-
%ments. Upon further analyses of the XB-70 mission, the HF requirement

|
|

resolved into one of making provisions only for HF, and further HF development

per s2 was deferred.

The navigation aids system consists of the TACAN equipment and the air-to-
ground beacon transponder (IFF). Both of these equipments operate in the L-band

region of the spectrum,

The landing aids system requirement includes the Glide Slope, Loczlizer, and

Marker Beaco: functioas.

TECHNICAL APPROACH

The development programs for the antenna elements were formulated and
refined to their final status by a continuing Value Engineering analysis of each

phase of the development program. The results of this analysis showed that the

"3
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‘_ areas of testing and reporting were the predominant areas in which cost an¢ time
i

. savings could be realized without jeopardizing the electrical or mechanical quality

" of the final part.

Also, during this phase of the program, it was concluced that the antenna
: should be designea to assume the vehicle structural loads in lieu of having the
vehicle structure accommodate for the structural discontinuity caused by the
antenna. Thus, the development program was directec toward this objective.

Structural analyses of antenna materials were made in parallel with the environ-

ment, type, and location analyses. The location of the antennas on the vehicle,
as shown in figure 1, was the result of considering the individual and the

| combined areas of electrical performance anc the thermal, aerodynamic, and
structural environments. The ultimate location and design was the result of this
composite analysis. All of this information was compiled and detailed on
individual design control drawings and in specifications for completion of the

development by NAA or a subcontractor.

ANTENNA TYPES

UHF ANTENNA SYSTEM

The UHF communications antenna system includes two antennas. One
antenna is located on the top fuselage centerline and the other on the lower center-
line as shown in figure 1. These antennas are cycled by a C-2193 A/A switch to

provide the required antenna pattern coverage.

As previously mentioned, a flush-mounted annular slot type of antenna was
considered initially for this application, but upon further refinement of require-

ments, high-tomperature, high-speed blade type antennas were sclected. The
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antenna considered was a slot-excited, one-piece blade being developed for the
Navy by Transco Products of Venice, California. The Navy antenna was fabricated

from a high-temperature aluminum alloy. Although this material would provide

adequate strength and stand the thermal environment, the difference in co-
efficients of expansion between this material and the B-70 skin material woula
impose failure stresses on the antenna. The material for the B-70 antenna was,
therefore, specified to be stainless steel. This material change unveiled problems,
of sealing the antenna at the mating of the slot dielectric and the stainless steel

in order that it would meet the military specification seal-test requirements. This
problem will be discussed further. The XB-70 antenna resulting from this program
is shown in figure 2.

NAVIGATION AIDS ANTENNA SYSTEM

Both the TACAN and air-to-ground beacon transponder (IFF) systems operate
in the L~band region and, therefore, can use identical antennas. As originally
planned, the antenna system for these equipments was to be an integrated, two-
antenna system incorporating an antenna selector (C-2193), a lobing switch
(SA-498 A/A), and two F-339/A filters. NAA/LAD experience on the T-39
Sabreliner flight-test prograrn and Air Force ana industry experience subsequently
indicated that the attenuation and loss of acdjacent channels caused by the filters
was not tolerable during service conditions. Therefore, the integrated antenna
system concept was deleted and separate antennas were planned for each function.

‘The antennas are located on the upper and lower fuselage centerlines as shown in

figure 1.

Comm e
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Figure 2, UHF Antenna
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The electrical performance requirements for these antennas were similar
to those required of the standard AT-740 and AT-741 antennas. Meeting these
requirements under the environmental conditions of temperature and altitude of
the B-70 did pose some problem, however. As in the instance of the UHF antenna
design approach, a flush-type annular slot antenna design was initially con-
sidered. However, here also, later analyses indicatec a low profile slot excited
blade (similar to the UHF antenna) being developed for the Navy approached the
B-70 requirements. In this application also, the high-~temperature aluminum was
replaced by stainless steel. The pressure leak problem experienced with the UHF
antenna did not present itself here however, presumably because of the slight
difference in mechanical attachment caused by the size relationship to the mount-

ing radius of curvature.

Environmental tests to validate the antenna performance showed that voltage
breakdown, observed at the blade tips and across the dielectric filled slots,
occurred at power levels, temperatures, and pressure altitudes much in excess
of those required in the B~70 application. These tests qualified both the UHF and

the Li-band blade antennas.

The resulting antenna, shown in figure 3, incorporates a test probe for sys-
tem checkout., Transmission lines from the probes are routed to a test panel in

the vehicle electronic equipment bay.

LANDING AIDS ANTENNA SYSTEM
This system includes antennas for Marker Beacon, Glide Slope, and Localizer

functions.
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Because the Marker Beacon antenna is a narrow band tuned cavity, it was
recognized that some problems in design for the extreme thermal band require-

ment of the B-70 would be realized if conventional cavity dimensions were imposed.

! A cavity volume of approximately four times that of the standard AT-134 antenna

was permitted to accommodate a larger antenna element and offset the dielectric

losses expected from a thick, structurally sound, dielectric cover.

The compensation required to keep the antenna tuned over the thermal band
width and the sealing of the dielectric cover presented significant developmental
problems. However, mechanical rather than electrical difficulties proved to be the

more difficult to solve.

A thermal compensating, printed circuit capacitive element keeps the antenna
within a 2.5: 1 VSWR at 75 mc +300 kc throughout a temperature range of ~-65°F

to +500°F,

Two significant problems were associated with the dielectric cover: that of
sealing the cover itself, and that of sealing the cover to the cavity case. Several
dielectric laminate companies tried to solve the problem of cover leakage.
Although sound thin laminates could be easily achieved, thicker, structurally
acceptable laminates, wicked and/or became porous as sections were temper-
ature cycled. Finally, a structurally acceptable dielectric cover was fabricated by
Laminar of Gardena, California, using a proprietary resin to high-pressure
laminate a Specification MIL-R~-9300 material. This cover darkened after repeated
temperature cycling and, therefore, did effect the antenna performance to a minor

degree because of this carbonization, but the cover did not leak during or after
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environmental exposure. The material was later accepted for this cover as well

as the UHF slot windows,

In a joint effort, Transco Products and NAA/LAD investigated many tech-
niques of bonding the cover to the cavity case after mechanical fasteners were
found unacceptable because of their damaging effect on the laminate. Room-
temperature vulcanizing compounds (RTV) and various film adhesives were
investigated, with varying results. After considerable experimentation and test-
ing, an AF-31 film acdhesive, qualified to Specification MIL-A-5090, was used to
bond the dielectric cover to the Marker Beacon case. This provided both a struc-
turally sound adhesive bond throughout the temperature range and a leakproof seal.
This film adhesive was not applicable on the UHF antenna because of bonding
surface discontinuities. However, a technique was ceveloped using a RTV com-

pound which was successful in sealing the UHF antenna.

The Marker Beacon antenna finally developed is shown in figure 4, and is
locatecd as shown in figure 1. Although the gain of this antenna is low because of
the composite effect of the element, high~temperature foam filler, dielectric

cover, and cavity size, it does meet the performance requirements.

The harmonic relationship of the operating frequencies for the Glide Slope
and Localizer equipments permitted the design of a single antenna. A hent dipole,
balanced with a broadband coax balun, bonded to the inside surface of the nose
radome was designed by NAA. A diplexer which separates the glide slope and
localizer signals anc provides isolation between the equipments is located in the

electronic equipment bay.
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The antenna has less than a 2.5 to 1 VSWR in both frequency bands, and the
pattern, although narrower in azimuth than military specification requirements,
satisfies the requirement for the high performance B-70. The antenna is an
integral part of the nose cavity and because of the cavity effect, the pattern was

narrowed and forced downward. A photograph of this antenna on the XB-70A

dielectric nose fairing is shown in figure 5,
SUMMARY

In conclusion, it can be said that the environmental conditions of the B-70
was the basis for the need of an antenna development effort. A program that
analyzed the structural, thermal, acrodynamic, and electrical performance
requirements to obtain a practical and economic balance of these requirements
mitigated the magnitude of development effort required. A survey of state-of-the-
art developments proved successful in several areas where existing technology
was upgraded to produce a design which met the new XB-70 requirements. Use of

both testing and analysis in combination allowed a reduction in the over-all test

program.

The approach taken on this program has proved to be successful at NAA/LAD

and is worthy of consideration for application on future programs.
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SUMMARY OF AIRCRAFT RADOME SHAPES AND ELECTRICAL
CHARACTERISTICS WITH MONOPULSE ANTENNAS

BY
GRANT M, RANDALL AND DONALD F. ZEMKE

AUTONETICS, A Division of North American Aviation, Inc.
3370 East Anaheim Road, Box X-1
Anaheim, California

ABSTRACT: During recent years, monpulse radar antennas have been used
quite extensively in high performance aircrafts. The monoulse antennas
have been incorporated on multimode airborne radars. Since the radome
shape is more usually designed from the aerodynamic standpoint rather
than from the radar, serious system problems may result, The radome
shapes are usually quite different for each aircraft., The evaluation
of the effect of each radome on the radar system performance is of
extreme interest. Investigation has heen made on several production
radome shapes of the following items:

A, Effect of the radome shape on antenna performance
B, Radome construction methods and materials

C. Effect of the presence or absence of a pitot nose
boom on the antenna performance

The conclusions reached from this radome shape study and the measurement
of tha perturbations on the monopulse antenna radiation narameters are
as follows:

A, The high performance aircraft streamlined radome shane
presents a difficult design problem for the radome,
antenna, and radar system,

B. Very good correlation between the angle of incidence for
various antenna look angles and the transmission throush
the radome is obtained. Higher angles of incidence {(more
pointed radome) gives more transmission loss. Transmiss’on
through the nose area is further reduced by the presence
of the pitot nose boom,.

C., The design of high performance radomes can be accomnlished
to meet rigid boresight requirements,




D.

El

Monopulse antenna radiation characteristics may be
seriously effected by a severe radome shape.

The radome transmission - one way is not all ohmic

losses, but is predominantly antenna scattering loss.

The antenna radiation pattern sidelobes are very seriouslv
increased by extremes in radome shave and nresence of the
pitot nose boom, :

The development of future radar systems should not
separate the radome and radar antenna designs. Close
coordination and cooperation between the aircraft or
missile airframe manufacturer and the radar/radome
manufacture is a must.
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INTRODUCTION

The antenna to be described is a part of the Goddard Range and Range Rate Tracking
System developed for NASA by the Military Electronics Division of Motorola, The
Goddard System utilizes carrier and side-tone modulation measurements to determine
the exact position of a spacecraft to within a few feet and its velocity to within fractions
of a foot per second. The antenna was designed for use with the spaceborne transponder

of the tracking system,

The antenna, shown in Figure 1, prior to the application of a thermal control coating,
is a conical spiral radiator supported on a fiberglass cone. It is designed to perform at
the widely separated operating frequencies of the Range and Range Rate System, near
1700 and 2300 megacycles. Over-all antenna height is less than 4.5 inches and antenna
weight is less than 0. 3 pounds. Circularly polarized pattern coverage is obtained
throughout a 150-degree conical sector, which is sufficient to cover the earth when the
satellite is at a 150 nautical mile perigee. A unique broadband feed structure was
developed which maintains a well-matched antenna input impedance so that maximum
possible system gain is realized for tracking at cislunar distances. Mechanical design
is such that the antenna is capable of withstanding the extreme shock, vibration, and
acceleration forces experienced during the launching period, and capable of performing

satisfactorily in the space environment.

THE SPIRAL CONFIGURATION

Performance characteristics of the conical equiangular spiral antenna are uniquely
suited to the requirements of the Range and Range Rate transponder antenna. This type
of radiator falls in the general class of frequency independent antennas and its design

is well documented in the literature. 1,23

The two arms of the balanced spiral antenna are based on the logarithmic spiral curve
defined in a plane by

p= keae.

The simple planar spiral is itself a useful antenna for some applications, radiating
normal to the plane of the spiral in both hemispheres. However, radiation is confined
to one hemisphere with the conical spiral configuration. The conical spiral curve is
derived from an orthogonal projection of the planar curve on the surface of a cone, in

which case the defining relationship becomes



sin 0
0

tanaor ¥

pP=p e
as shown in Figure 2. In a practical situation, in order to obtain a spiral arm of finite
width, the curve is rotated through an angle 5. Then expressions for the second arm
may be obtained simply by rotating these two curves through 180 degrees.

Dependence of the antenna performance characteristics upon the spiral parameters
has been thoroughly investigated. 1, 2 Radiation is confined largely to a single lobe
directed off the apex of the cone, and back lobe radiation decreases with decreasing
cone angle, 200. Useful cone angles are generally less than 45 degrees. Major lobe
beamwidths may be adjusted from 60 to 180° by suitable selection of the rate of spiral
determined by the angle . The useful bandwidth of the antenna is a function of the

diameters of the truncated apex and base. Generally, the apex diameter should be
A
4
at the lower frequency limit.

3

less than— at the upper frequency limit, and the base diameter should be at least )

The balanced spiral arms are fed at the apex of the cone. The impedance at this point
is influenced by the cone angle and by the terminal geometry but is nominally between
130 and 150 ohms. It has been shown that the spiral antenna may be operated satis-

factorily in free-space, in a cavity, or over a ground plane.

ANTENNA DESIGN AND PERFORMANCE

For the Range and Range Rate transponder antenna, an included cone angle of 30
degrees was chosen as a compromise between back lobe level and over-all antenna
height. The angle o was taken as 60 degrees, producing the rapid rate of spiral neces-
sary to obtain the broad, 150-degree pattern coverage. An arm width, §, of 90 degrees
was employed. The apex diameter was made approximately 0.2 A at the highest fre- )
quency of interest, and the base diameter is approximately 0. 4 A at the lowest operating

frequency.

The radiation pattern shown in Figure 3 is typical of the circularly polarized coverage
obtained from the antenna at frequencies from 1700 to 2300 megacycles. Furthermore,

the broad, null-free pattern is obtained in any plane through the axis of the cone.

THE BROADBAND FEED STRUCTURE

The feed system for a balanced spiral antenna must perform two functions. It must

include a transition from unbalanced to balanced transmission line, and it must generally




~-r

provide an impedance transformation from approximately 50 to 140 ohms. In addition, if
the bandwidth capabilities of the spiral radiator areto be realized, the feed circuitry must
perform these operations across a wide band of frequencies. A number of broadband
balanced-to-unbalanced transformers (baluns) have been developed in recent years, The
feed system developed for the S-band spiral antenna employs a novel realization of a

balun arrangement which was first proposed by Roberts in 19574.

The general circuit arrangement as described by Roberts is illustrated in Figure 4.

Za is the characteristic impedance of the input unbalanced line, Zb is the characteristic

impedance of an open-circuited unbalanced line of electrical length Gb, and Zab is the
characteristic impedance of a short-circuited balanced line of electrical length Gab'
Line ab is formed from the outer conductors of lines ¢ and 4. R represents the resistive

impedance of the balanced load.

It may be shown that if transmission line losses are neglected and eab = Bb = 0, the

following expression for Z is obtained,

2

2
b).

2 2 2

- Rzab . (cot 8) (R Zab - R Zbcot 6-2
R2 cot20 + Z 2 R2 cot29 + Z 2
ab ab

bZa

The balun circuit will be impedance-matched when Z = Za' This condition is satisfied when
cot 6= 0and R= Za, but this is a narrow-band solution which is only of passing interest
for this application. Roberts discusses a specific broadband solution, making Zab =R

and Za = Zb for which a perfect impedance match is obtained at two widely separated

frequencies, f1 and fz, where

Z
2 a
sin G—T.

The frequencies f1 and fz are symmetrically related to a band center frequency, fo’ as
shown on the typical VSWR versus frequency curve of Figure 5. The theoretical maximum
VSWR in the frequency band f2 - f1 = Af will occur at midband where Z = R and, hence,
is proportional to R'/Za' Another solution of the same balun circuit, 5, 6 which makes

Zb = Rz/ Z ab’ provides increased bandwidth without the corresponding increase in
midband VSWR. It is interesting to note that, in any case, the balun provides a step-up

impedance transformation as a by-product since R 2 Za'

These specific sclutions, while of considerable practical value, place some unneces-
sary restrictions on the circuit parameters. For this reason, a more general analysis

has been developed. Referring again to the general expression for Z, the line impedances




are matched when the imaginary part is zero and the real part is equal to Za' If the

narrow-band solution is rejected {(i.e. cott'# 0), the following relationships may be

written,
2 2 2 2
R Zab - R Zbcot 0 - szab =0
RZ 2
BV - I S
2 2 2" “a

6+ %
R cot 8+ Lab

Rearranging these equations and normalizing all impedances with respect to R such

that

Za Zb Zab
VA =

2" R’ R

the expressions obtained are,

2, =
b 2(A_ 1?)
tan ‘fo X + zab

—
]

and

2 = 2
b

z
a ab

Af
where cot 9 has been expressed in terms of the bandwidth, T It may also be shown
(]

that, in general,

and that the midband VSWR is equal to z_l‘ .
a

The relationships between the several circuit impedances have been plotted for various

Af
values of — , producing the families of curves shown in Figures 6 and 7. These curves

f0

permit the designer to make judicious impedance selections in order to obtain specified
balun bandwidths and voltage standing-wave ratios. The particular solutions mentioned

earlier are seen to be special cases of the general solution. Roberts' condition that




Rdd

w

2

Z . = Rbecomes z . = 1, and the second particular solution making Z, = R becomes
ab ab b Zab
7 = 1

b zab

FEED DESIGN AND PERFORMANCE
The bandwidth desired for the Range and Range Rate transponder antenna is approxi-

Af
mately—— = 0.3. Normalized balun impedances were chosen as Zp = 1.0 and

)

z, =z = 0.94. In order to keep circuit Impedances at practical levels, Za and Zb
were made 50 ohms and Zab = R was made 53. 4 ohms. A separate transformation was
then provided from the 53. 4 ohm balun terminal impedance to the spiral feed point

impedance of approximately 140 ohms,

Mechanical features of the feed structure are shown in Figure 8. Lines « and b of
the analysis are the short coaxial sections near the antenna base, and line ab is a
parallel-strip line formed from a copper-clad fiberglass sheet. The 53.4-to-140 ohm
impedance transformation is accomplished in the upper half of the structure by tapering

the parallel-strip line.

Typical values of antenna input VSWR are plotted versus frequency in Figure 9. As
can be seen, the input impedance is well-controlled over the desired frequency range.
The operating bandwidth of this particular antenna and balun is not, of course, indicative
of any fundamental limitation of either the balun or spiral configuration. Both are capable

of satisfactory performance over much wider bandwidths.
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(b) EQUIVALENT CIRCUIT

Figure 4. WIDE BAND BALUN CIRCUIT ARRANGEMENT FROM ROBERTS 4
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AUTOMATIC CALIBRATION SYSTEMS FOR TRACKING RADARS

by

Leonard Blaisdell

INTRODUCTIOIY

Normally, calibrating the position of the electrical boresight axis of
a tracking radar is at least straightforward, if not simple. However, when
the calibration of the electrical axis is a function of the position of the
beam in space, as can be the case if the radar antenna has a scanning
capability, the problem can become complex. TUnder these conditions,
hundreds of calibration points may be required as a function of the angle

of scan.

The problem may be divided in two parts: 1) collecting the calibra-
tion data representing the error (difference) between the electrical and
mechanical or read-out axes; 2) how to use the data in the dynamic situa-
tion to correct the indicated target position in real time. This paper
describes an automatic calibration system which represents a practical

solution to both parts of the problem.

ANTENNA MODEL

One type of antenna with which the automatic calibration system
described in this paper can be effectively used is the phased array. A mono-
pulse tracking capability can be incorporated in the phased array by grouping
the elements to form four beams which are, in turn, combined in a mono-
pulse comparator in the usual way. The complex pre-comparator corporate
feed and phasing system in a steerable array of this type can result in
system tracking errors due to pre-comparator amplitude and phase asym-

metries.

Another antenna system which perhaps illustrates the application of
the auto-calibration system more fully than the array, is the organ pipe
scanner-lens configuration shown in Figure 1. For this reason, the cali-

bration system operation will be explained in terms of this model.
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As the skefch shows, the antenna contains a parabolic cylindrical
reflector fed from a line source feed, A coaxial organ pipe scanner con-
taining a monopulse sum and difference hybrid horn is used to move a
radiating phase cenier along the focal arc of a parallel plate lens which,
in turn, exciies the feed. This whole assembly 1s mounted on a rotatable
plaiform so that the antenna can be readily positioned to search a given
secior of space. Aciually, an elevation plane monopulse capability can
be included in the system by stacking two of these configurations, one on
top of the other. However, elevation scan is unnecessary to explain the
operation of the "auto-calibration” system. Suffice it to say that the same
technique applies equally well to such an elevation plane tracking system
whose elecirical axis also varies as a function of the azimuth scan angle.

SOURCES OF TRACKING ERROR

In any monopulse tracking radar, the indicated position of the elec-
trical tracking axis can be in error for many reasons — pre-comparator
electrical agsymmeiries in both amplitude and phase, defocusing within
the antenna system. Mechanical distortions in the reflector or other

parts of the antenna structure can cause beam pointing error.

In this antenna configuration, all these sources of error can vary
in magnitude as a function of scan angle. In the relatively complex pre-
comparator systems, the amplitude and phase of the "equivalent® elec-
trical paths seen by the monopulse horns in the scanner depend upon which
organ pipes are in the paths, as well as the pariicular region of the lens
seen by each horn. The degree of defocusing in the parallel plate lens also
varies as a function of position between the points of perfect focus along
the lens feed arc. The auto-calibration system is designed to correct these

and other errors listed at the end of this paper.




DATA COLLECT MODE
In the antenna system depicted in Figure 1, we can define three axes:

1) The Electrical Tracking Axis. In any tracking system
this axis defines the target position because only when
the electrical axis is on the target does the tracking
error voltage ideally go to zero (neglecting the servo
positioning error required to maintain dynamic con-
trol). In operation, therefore, the position of the
electrical axis is the true reference.

2) The Optical Axis of The Antenna Reflector-feed System.
This axis, determined by a theodolite or other optical
instrument mounted on the antenna, is the reference
during the calibration data collect mode.

3) The Mechanical or Read-out Axis. An encoder on the
scanner shaft in the above described system defines
this axis.
The required calibration data consists of the angular difference between the
actual position of the electrical tracing axis defined by the optical axis during
the data collect mode, and its position as indicated by the mechanical axis

read-out device.

Before describing the data collect mode of operation, it should be
pointed out that there is a definite relation between the motion of the beam in
space and the motion of the scanner called the "microwave ratio, N". This
ratio determines the mechanical angle through which the scanner must rotate
to move the beam in space through a specified angle. In an ideal tracking
radar of the type described, this ratio is maintained a constant at every
increment of scan. It is fundamentally system defects, which upset this
ratio from point to point in the scan of a real radar, that the auto-calibration

system (ACS) is designed to correct.

Normaily, to calibrate the organ pipe scanner-lens system, a zero
scan angle reference position is established by optically aligning the antenna
system to a marker located in the far field. This marker may be a pair of

crosshairs on a corner reflector.




Next, the tracking loop is closed and the scanner allowed to come to
rest on the target (the corner refiector). At this point, the electrical and
optical axes are coincideni. The mechanical axis encoder is then set to

zero, and the zero scan angle reference is determined.

When the antenna platform on which the antenna is mounted is rotated
through an angle g, the scanner in an ideal system moves through an angle
N ¢ (in the opposite direction) to keep the electrical axis on the target (where
N is the microwave ratio, previously defined).

However, due to system defects, the scanner in a practical system
actually moves through an angle N § + e, where e is the error in the scanner
angle relative to the beam angle. Therefore, to get the angular error in
the encoder reading, the platform angle § must be multinlied by the micro-
wave ratio N and subtracted from the indicated encoder reading. This pro-
cedure can be continued at as small increments of 8 as required throughout
the whole scan range of the system to obtain a set of calibration data.

The relationship between the target (or mount) angular position and
the scanner angle for two cases is shown in Figure 2: (1) the ideal system;
(2) the real system.

For the ideal system the target position and scanner angle are
linearly reiaied by a straight line, the slope of which is 1/N. For simplicity
the relationship for the real system is assumed to be sinusoidal, though it
need not be mathematically definable as long as it is continuous, as it must

be in the real system.

To automate this operation a precision motor drive and encoder to
read the angle ¢ on the azimuth platform must be incorporated. A simple
computer (part of the antenna system) can be used to perform the indicated
calculations. The calibration data is then stored on a memory drum as a
digital word representing the angular error, e. The drum address is N g,
the correct scanner angle representing the true target position.
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One method for implementing the data collect mode is shown in Figure 3.
The mount encoder (1) angle 4 is fed to a digital computer (2) where it is multi-
plied by the microwave ratio N. Into this computer is also fed two other inputs:
The scanner encoder (3) angle N ¢ + e'; the monopulse angle Ny + e’’. The
symbol e’ represents that part of the total error e which occurs in the encoder
reading; e’/ is the error in the voltage at the output of the monopulse system (4)
error detector. This voltage represents a specific angle in terms of the known
transfer function of the system. It is converted to digital form in the A-D
converter (5). The sum of N ¢ +e’ and Ny + e’ is N ¢ + e, previously defined.
Subtracting from this sum, the mount angle N g gives the total error e subject
to ACS correction. This error is stored on the magnetic drum (6) under the

address of the true target angle.

It should be noted that were the data collection operation performed
slowly enough, the scanner would come to rest before each calibration point
is obtained. In this case, the total error e would exist in the encoder reading
and the residual error voltage would be essentially zero, with only the servo
positioning error, which ACS does not correct, remaining. However, so that
the minimum data collect.operation time is not limited by this requirement,
data is collected and stored as fast as the drum storage rate allows. Several
hundred points can be collected and stored in approximately one minute. Under
these conditions, the scanner does not come to rest. Consequently, a residual
error voltage which must be included in the data is present.

CORRECTION MODE

The calibration data having been obtained, it is now necessary to use it

in an appropriate manner to correct the indicated target position in real time.

One obvious approach is to use the stored data to correct the azimuth
encoder reading, However, it can be shown that in some cases this removes

the error, and in others it adds it in part or in total.

-1
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For example, consider a target coming in along the system boresight.
The scanner is essentially in one position and the total system error will
show up in the encoder reading. The scanner is "at rest", Using the stored

data to correct the scanner encoder reading in this case removes the error,

A second operational situation is one in which a target is moving tan-
gentially to the system boresight at a relatively short range. Under these
conditions, the scanner is rotating rapidly. Due to system defects in the
organ pipes and other parts of the antenna system, the error voltage at the
input to the scanner servo system (at the receiver output) can fluctuate at a
high rate,

However, since the servo bandwidth is generally of the order of a few
cps as determined by the lowest resonant frequency in the structure, this
high frequency error will not pass through the servo, Since it is filtered out,
it will not show up in the scanner encoder reading. The encoder reading is
incorrect only by the bias or average error. Thus, if the stored data is used
to correct the encoder reading in this case, a large part of the system error
will be added to the indicated target position,

To avoid this problem the correction scheme shown in Figure 4 is used.

The stored data from the magnetic drum (1) is converted in a D-A converter

(2) to a voltage which, in terms of the known receiver system transfer function,

represents the angular error e. This voltage is then summed at the scanner
servo (3) input with the error voltage from the monopulse receiver (4) error
detector. The output of the monopulse receiver is an error voltage repre-
senting the angle N ¢ + e previously defined. (Note that the servo positioning
error & is neglected since ACS does not correct this quantity.) The drive
voltage actually applied to the input terminals of the servo is that required to
obtain the correct angular position of the target in the scanner encoder (5)
reading, In substance, the beam has been forced off the target the amount

of the angular error so that the scanner encoder always reads the correct
angle. This angle can then be used to address the magnetic drum, since

the true target angle is the required address, as explained previously.




EQUIVALENT
ERROR e

TARGET
ANGLE 6

l ]
L _ MONOPULSE RECEIVING SYSTEM (4) |

| NG + e
SERVO POSITION |
ERRORS |
{
SCANNER SCANNER NG
ENCODER SERVO I
(5) (3) ‘
e
CORRECTED
SCANNER ANGLE
(TRUE TARGET
ANGLE) TRUE TARGET
| ANGLE ADDRESS
MAGNETIC oA
STORAGE
iy -
DRUM ERROR o ] CONVERTER

Figure 4. Correction Mode Block Diagram

10




Av

In the steady state, the scanner encoder does in fact, read the correct
angular position of the target. Referring again to Figure 2, let us assume
that the scanner angle is N 64 when the radar initially locks-on the target
and before any correction is applied. This scanner angle corresponds to
an indicated target position 0% - However, due to the system defects, this
initial reading is in error. The true target position is O in Figure 2.

Before any correction is made, the electrical axis (beam) is on the
target, and the servo driving voltage from the monopulse receiver is, there-
fore, zero (neglecting the servo positioning error § required for dynamic

control).

Addressing the magnetic drum containing the calibration data with the
scanner angle reading N ¢,, (assumed to be the true target angle) we obtain
an angular correction e;- The voltage V1 corresponding to the angular
correction ey is applied 1o the servo input as explained previously, moving

the scannerto N 62.

Since the beam has been forced off the target by the driving voltage Vl’
a voltage V'1 from the monopulse receiver now exists at the input to the servo
in addition to the correction voltage V2 corresponding to the encoder error ey
at N 05- The voltage V'1 acts to drive the scanner back toward the original
N g, reading. Hence, V4 subtracts from V2 leaving the net driving voltage
VDl in Figure 2. This process is repeated until the correction voltage Vn
from the drum and the voltage V;n from the monopulse receiver are arbi-

trarily close in magnitude as well as opposite in phase.

From Figure 2, the desired condition in which the scanner encoder
reading represents the true target position occurs when | an and VI | are
equal. The difference beiween these two in the steady-state condition is
determined by the rate at which the correction is made. It may, therefore,

be made arbitrarily small.

As long as the slope in the error curve of Figure 2 does not reverse
(go negative), there is no ambiguity or instability in the ACS operation. If
the slope does reverse, a given farget position then corresponds to two
different scanner angles. In this case, an ambiguity does clearly exist,

and oscillation can occur.
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However, a slope reversal means that the scanner (of any type) can
move in the direction opposiie to the normai direciion for the beam motion.
For example if the beam (target) moves toward the zero scan angle, the
scanning mechanism indicates an increase in the beam scan angle. For this
to happen, sysiem defecis would have to generate an error in the scanner
reading which is larger in magnitude (as well as opposite in direction) than
the beam motion itself. In any real system which is properly designed, an
error characteristic of this magnitude is not very likely. For the original
applicaiion this possibility was investigated and found not to be a problem.
Clearly, a slope reversal in the error characteristic of any system is a
serious problem which should be corrected whether or not auto-calibration

is to be used.

It should be noted that a false crossover with a sidelobe is not a
consideraiion in this case since the second null it produces is sufficiently
far away that, once the radar has locked-on properly, it is not a source of
ambiguity, The concern here is with slope reversals that occur within
fractions of a mil of beam motion. The false crossover presents a problem

in initially locking-on properly.

CONCLUSION

The auto-calibration system is designed to remove the effects on the
indicated target position of a tracking radar of electrical and mechanical
defects in the system. Since the data collection operation can be performed
in approximately one minute after referencing the encoder at zero scan angle,
ACS can be used te correct not only initial system defects, but also changes
in the system that occur over a period of time such as temperature and

aging effects.

The following items represent some of the general types of errors

thai can be corrected by the auto-calibration system:
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1) Pre-comparator RF asymmetries in the organ pipe
scanner and lens system (or the corporaie feed and
phasing system of an array)

2) Post-ccmparator electrical asymmetries
3) Monopulse comparaior defects

4) Antenna aperture defocusing errors in both the dis-
tributed aperture and array

5) Mechanical defects in the reflector over which the
beam is scanned {or the array elements are mounted)
as well as other structural deformations in the antenna
system

6) Changes in the above due to temperature gradient
changes

7) Changes due tc equipment aging
8) Changes due to a new operating frequency

While ACS has been described in terms of a particular antenna con-
figuration for clarity, it is by no means limited to this system. As pointed
out, the array is another example of an antenna system in which ACS can be
effectively used. The technique is generally applicable to any tracking rada -

antenna system where the degree of suphisiicalion makes it either impossible

p

or prohibitively costly o build the required accuracy into the antenna system.
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ABSTRACT

A requirement for the order of magnitude of boresight errors in the near
field of a monopulse antenna indicated that this data was not available. All
previous near field work uncovered was related to amplitude, phase or pattern
type measurements. Therefore, measurements were made on a four horn
phase comparisdn monopulse X-band antenna. This permitted accurate
determination of the apparent shift in the elevation channel null as a function
of test antenna separation.

These boresight errors were determined at the 125 foot free space bore-
sight range of Republic Aviation Corporation. Antenna separation was succes-
sively reduced from the 125 foot maximum (far field) to 6 feet (near field).
Therefore, the monopulse antenna was checked in the Fraunhofer, Fresnel
and near field regions. The accepted far field distance criteria for boresight
measurements is D? A~} which in this case is 38.4 feet. Similar data was
taken utilizing an anechoic chamber with a maximum antenna separation of
50 feet. The test measurement accuracy varied from 0.08 milliradians at
125 feet to 0.8 milliradians at 6 feet.

The data indicates that boresight errors increé,se with decreasing antenna
separation and with increasing elevation angle. The data from the anechoic
chamber relative to the free space range also indicates that the boresight
errors increase with increased reflections. The measured boresight error
variation is compared to calculated values. The actual far field requirement
is a function of the bbresight error accuracy required for the particular test
being conducted. The sz'l criteria has been correlated to a boresight error
in the order of 1.0 milliradian.
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A. INTRODUCTION

Monopulse radar antennas utilize phase and amplitude information to
determine the direction of arrival of target data. When the target is in the
far field, a plane electromagnetic wave is incident on the antenna. In con-
ducti.ng various tests, however, it is often difficult or impossible to illum-
inate the antenna with a plane wave. Various criteria have been established
setting acceptable test antenna separations to insure accuracy of results.
Boresight error tests were conducted in order to obtain data within the
established antenna separation criteria.

These tests were performed in support of an engineering program to
develop a radar tester suitable for flight line use. Space limitations prohibit
the use of such a tester in the far field of the monopulse radar antenna. Since
any testing must bé conducted in the near field, knowledge of the boresight
errors which may be encountered is essential. The tests conducted were
basically to determine the boresight errors as the test distance was reduced

- from the far field region into tlie near field region. This report describes
the results and analysis of these minimum distance tests conducted on both a
free space range and in an anechoic chamber. Work was done under contract
number AF 33(600)-40838. ‘

T

B. EXPERIMENTAL PROCEDURE

The evaluation of boresight error was accomplished by measuring the
elevation channel null shift of the monopulse antenna on both a free space
range and in an anechoic chamber. The azimuth channel null was continuously
monitored to assure alignment in the azimutfl plane. The free space tests

‘were conducted on Republic's fifteen hundred inch boresight range. This
iange, instrumented to perform various tests on antennas and radomes, is
located at the Antenna/Radome Laboratory in an area free of obstructions.
The anechoic chamber tests were conducted in a sixteen foot by sixteen foot by

-
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forty foot microwavg absorbent material lined chamber located in the Engi-
neering Research Laboratory. Boresight error was measured as the distance
between the monopulse and test antennas was reduced from the far field to a
six-foot separation, well within the near field.

1. Free Space Range

Tests conducted on the fifteen hundred inch boresight range utilized a
C. T I. three-axis fixture adjustable to within one milliradian on each axis for
-holding the monopulse antenna. A Craigg Systems portable tower adjustable
in elevation and azimuth was used to hold the test antenna. A standard gain
horn was used on the tower. Transmission could not be accomplished from
the test antenna due to large cable length losses and the unwieldiness of
moving the transmission eduipment with the portable tower. The monopulse
antenna was used for transmission through the elevation difference channel.
In normal radar system operation, this channel is used only as a reception
‘channel. However, since bilateral COmponénts are used in the antenna feed
system and the theorem of reciprocity insures identical results, transmission
through the elevation channel is valid. Figure 1 illustrates how the sidewall
couplers, tquall couplers and phase shifters deliver equal power to the four
Lorn feed system (A, B, C, D) with 180 degree phase difference between the
two top (B, C) and bottom horns (A, D). This is required to produce the
two oppositely phased elevation channel lobes and central null on é transmission
basis. -

To insure a minimum effect of ground reflections, antenna elevation
angles (6) were varied from the horizontal boresight axis in an upward direction.
Data was taken every one-half degree for elevation angles from zero to six
degrees. At low angles, grouzid reflections were minimized by a triangular
sca_ttering mound of earth between the laboratory building and the
tower.

The monopulse radar antenna was first calibrated and adjusted at a
distance of 125 feet from the test antenna until the indicated boresight error
was less than 0.1 milliradians. This is within the accuracy of the CTI

2




Boresight System. The location of the elevation null was tracked by moving
the test horn on the tower in a vertical plane. This method was utilized since
it is a standard boresight test practice to check errors in a vertical pfane.
The errors introduced by not moving on a sphere are less than the errors
introduced by system inaccuracies (reference 11). The test instrumentation
is shown in figure 2. Data was taken for antenna separations (R) of 125, 50,
30, 20, 15, 12, 10, and 6 feet. The distance of 125 feet falls between the
range of sz/k and 4D2/A which is well within the far field. The distance of
50 feet falls between the range of Dz/x and 2D2/ A which is well within the
boresight test distance criteria. The distances of 20 and 30 feet fall between
the D2/x and D2/2) range. The distances of 15, 12, and 10 feet fall between
the Dz/zx and D2/4A range. These last five distances can be considered as
being within the transition region (defined in section D). The distance of 6
feet is well within the D2/4A criteria of the Fresnal region. Therefore, a
well represented sampling was tested for all regions.

2. Anechoic Chamber

The same procedures described above were utilized for the anechoic
chamber tests. The standard gain horn was mounted on a smaller tower in
order to position it in the center of the chamber. The first test, conducted
at a separation (R) of 50 feet, was performed with the monopulse antenna
placed 20 feet away from the mouth of the chamber. Subsequent tests, at
distances of 30, 20, 15, 12, 10, and 6 feet were performed with the monopulse
antenna at the mouth of the chamber. The standard gain horn and its
supporting tower were moved forward from the rear wall of the chamber.

The anechoic chamber is lined with ECCOSORB type FR-340 absorbent
material. At X-band frequencies, the maximum r eflected power is 0.035 per-
cent which is greater than or equal to -35 DB. However, more reflections
were encountered in the chamber than on the free space range. This effect,
visible as increased boresight error, is evident in the data.




C. EXPERIMENTAL RESULTS

Boresight error is defined as the angular difference between the expected
location of the elevation null as determined by geometrical considerations and
the actual null location as detected in the standard gain horn. The motion of
the horn in tracking the null was measured to within one-eighth of an inch.
This correspondes to a test accuracy of 0.08 milliradians at 125 feet and 0.8
milliradians at 6 feet. The angular location of the null was found by a trigono-
metric calculation knowing the antenna separation and the displacement of the
test horn from a horizontal reference. The reference was set at that height
of the test antenna when the monopulse antenna was at zero degrees elevation.
The data is presented as boresight error versus separation as a function of
elevation angle:

In general, boresight errors increased with increasing elevation angle (6)
and decreasing separation (R). The free space data shows a variation of error
at 6 feet separation from +0.75 milliradians at 6 equals zero to +25.5 milli~
radians at 6 equals six degrees. At R equals 50 feet, the maximum variation
is from -1.0 to +0.3_ milliradians. This variation may be attributed primarily

to measurement inaccuracies. The anechoic chamber data shows corresponding

variations of 30.5 milliradians and 7.0 milliradians, a combined effect of
measurement inaccuracies and reflection variations.

Free space data is plotted in figures 3, 4, and 5. Those curves which
varied-in an identical fashion are grouped together for ease of interpretation.
Anechoic chamber data is plotted in figures 6 and 7.

D. THEORETICAL ANALYSIS

The monopulse antenna tested utilizes both amplitude and phase informa-
tion to obtain target data. Therefore, the following analysis will consider both
phase and amplitude effects as related to the test distance criteria.

The horizontally polarized antenna tested is a linearly polarized electric
field system. Therefore, the electric field components can be described in the

¥




spherical coordinate system (R, 6, ©) with the origin (0, 0, 0) at the antenna
aperature vertex. For the main pencil beam transmitting lobe the radial
component is represented by the following relationship.

i 1 3
ER = 2-'-'_1-)—; f(cos 8, sin ¢) e ]FR —3 + -l%
R R
The normally polarized azimuthal component is then given by

2
. ' -8R (1 _ jB _ B_
E‘p ol v f(sin 6, cos o) e (—I—tﬁ + RZ R)

and t;he'cros_s-polarized elevation component is given by

o 2
E, = 2X f(sin 26, sin 2¢) e B (18 _ B
6 27¢ : R2 R

where ¢ is the permittivity of the propagating medium (in this case free space)
R - is the propagation constant and equal to 27 /X
p - is the electric dipole moment
. R - is the radial distance from the aperture
6 - is the elevationangle from the aperture
¢ - is the azimuth angle from the aperture
f . - is the antenna aperature distribution function
K - is a constant with a vélue less than unity

These components can be divided into three regions as a mathematical
function of the distance R.

a) The static field - This field is composed of the inverse cube law
terms (R's). They are familiar quantities of electrostatics and DC theory.




b) The induction field - This field is composed of the inverse squared
law terms (R'z). ' They are the quasi-stationary state values encountered in AC
theory. In this region the velocity of propagation of electromagletic e'nergy is
assumed to have an infinite value.

¢) The radiation field - This field is composed of the inverse first
power law termed (R'l). This is the area of retarded electromagnetic action
where the velocity of propagation is a finite constant quantity.

At large distances, where the (R'3) and (R’z) terms become negligible so
that the (R-l) term predominates, the radiation field is defined as the far field
of the far zone. In optical terms, this region is called the Fraunhofer region
where the field is a quasi-point source field characterized by a cone of
divergent rays. In the vicinity of the antenna aperatufe, all three terms are
present and defined as the near fields of the near zone. In optical terms, this
is the Fresnal region where a column of parallel rays propagate geometrically
from the'éperature.

1. Phase Errors

Utilizing a geometrical-optical approach, the Fresnal region is also
defined as the region where the aperature can be divided into half-wavelength _
annular Fresnal zones. The distance at which the entire aperture appears as
one Fresnal zone occurs at
R = D2

'Y
where D is the maximum nhysical aperture dimension and X is the wavelength

of the operating frequency.

But this limit of the Fresnal region can not be taken as the beginning
of the far field or Fraunhofer region. For at this distance, the contributions
from the edge of the aperture are 180 degrees out of phase with that from the
center. The Fraunhofer region assumes that the path differences between
points on the aperature to the distant point are negligible. This region separa-
ting the Fresnal and Fraunhofer region is known as the Transition region or
optically the shadow region.
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This region is not however, just the superposition of the induction and

radiation fields. The two contradictory interpretations of finite and infinite

velocities of propagation cannot be combined rationally. The msténtat;eous
induction field action and the retarded action of the radiation field are incon-
sistent. The intermediate Transition region contains a single field that obeys
a complicated law. '

In the Fresnal and Transition regions, all the electric field com-
ponents are present. They are mutually perpendicular and differ in phase.
The resultant electric vector is, therefore, neither linear nor a plane wave.
It is,generally, eliptically or circularly polarized in a changing plane.

The beginning of the Fraunhofer region for test purposes is dependent
upon the vé\lue of allowable errors and the type of antenna being tested. Listed
in Table I are the quadiatic phase errorsAfor various values of test antenna
separation (R). The generally accepted criteria for boresight measurements
is at distances of (reference 1).

2
A

for pattern measurements (references 4 to 12) the criteria is

> 2D
R L=

for backscattering or reflectivity measurements the criteria accepted (refer-
ence 4) is

2
2 4D
R 2=

2. Amplitude Variation

The near field errors due to amplitude variations are not as pro-
nounced as those of the phaser errors. The amplitude decrease at 2D2/A is
approximately 0.086 to 0.100 decibels (DB) at the point of maximum gain.




Across the entire aperture this variation is generally in the order of 0.25 DB.
For a defocused paraboloid or antenna which has a large phase curvature, such
as a horn, the error in measured maximum gain can be as great as 0.03 DB.

At a distance of Dz/x the amplitude is decreased by 0.506 DB at the
point of maximum gain. This decrease in gain is also accompanied by an
increase in the minima of the side lobe structure and an increase of the side
lobe maxima. Within the Fresnal zone the gain decreases from 2.5 DB at
D?/4x to 13 DB at D/10) the main beam bifurcates up to the region of D2/162
where the gain is reduced to 17 DB.

In Table I are listed the theoretical gain reduction at the point of
maximum gah as compared to the theoretical gain at infinity (references 2
to 11). In general, however, for test conducted beyond Dz/x, the amplitude
errors are not the limiting test criteria. The range of test system accuracy
falls between the 0.1 to +0.5 DB tolerances (reference 1).

" TABLE L. THEORETICAL'AMPLITUDE AND PHASE ERROR

Distance | Quadratic Phase Error | Amplitude Error |
(R) (degrees)’ (DB)
p%/an 180 ' -2.50
p%/ax 90 - .80
p%/) 45 - .51
an2/) 22.5 - .00
o’/ | 1.2 _ - .01

E. CONCLUSIONS

Monopulse radar operation is dependent upon the amplitude and phase of
both the sum and difference channels. The amplitude variations for either

channel are of the order of system and testing accuracy. The phase errors are

the more predominate criteria. In the sum channel the one main lobe is
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essentially of the same phase until the first side lobe minima. In system
operation the information is generally confined to the region gf the main lobe
within the -3 DB points. In this area the phase errors, as well as' amplitude
errors are very small.

In the elevation difference channel, the two main lobes are of opposite
phase with one being of the same phase as the sum channel main lobe. The

~ crossover phase point for the elevation channel occurs at the central null

region. Since boresight is defined as the position of the elevation null, any
phase errors in this critical area appear as BSE. This is the quantity

‘measured and presented, BSE due to null position shift.

Test conducted on both ranges displayed general characteristics that were
common to both. As the distance was decreased from the far field into the

near field, the BSE increased from zero to larger values in an expontential

type curve that was modified by a sinusoidal variation. Also, except for a

few random cases, the BSE increased for increased elevation angle. The
errors encountered in the anechoic chamber are also generally, greater than
those taken on the free~space range. This is directly related to the increased
reflections encountered in the anechoic chamber. A general mathematical

relationship can be ekpressed in the form:

t1
BSE - Ksinte

where (t) and (tl) are functions of elevation angle (8), distance (r) and range
reflection characteristics (), i.e.

R
t=£(,I,r")
and

Lot neh
The data obtained at fifty feet on the free space range verifies the generally

accepted boresight criteria of an antenna separation greater than D2 A'.l. The

errors encountered at this distance varied from +0.3 to -1.0 milliradians which




are generally in the order of magnitude of overall system inaccuracies. The
data.obtained at fifty feet in the anechoic chamber indicate that the szl
criteria is insufficient when reflections are present. The boresight errors in
the chamber varied a total of 7T milliradians which is entirely unsatisfactory

for boresight testing.

Themesults of the data also indicate that boresight errors in the near field
of an antenna are very significant. Unless these errors are known and cali-
brated, radar checkout equipment operated in the near field is very impractical.
Some means must be utilized to compensate for these errors. Phase correcting
microwave lens are one approach that may be feasible for radar testing in the
near field of an antenna.

10
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INTRODUCTION

When two or more antennas are used in an array, the feed point impedance of each element
depends upon the mutual coupling belween that element and the others plus the effect of its
self-impedance. Equation for finding the self-and mutual impedance of antennas in an array
have been derived.l A set of equations that describes the terminal characteristics of antennas
in an array has also been derived. 2 The fecd point impedance may be calculated from these
equations. It will be shown later that the number of equations for a given array is the same
as the number of antennas used in that array, and that each equation has the same number of
terms as the number of antenna elements. As the number of equations increases, the more
laborious the solution becomes. There is, then, a need for some type of model or analog to
represent the antenna array so thal measurements may be made that yield the feed point, or

input impedance, to each element.

The general forms of the equations lend themselves to a solution using the superposition
theorem as applied to polyphase systems or, as it is commonly termed, the method of sym-

metrical components.

It is the purpose of this paper to represent the equations of arrays of thin linear antenmas
by an equivalent electrical network and to solve for the input impedance of each antenna in
the array using the method of symmetrical components. The solution of these equations in-
volves the use of a special purpose analog computor (a-c network calculator or analyzer)
which has been used extensively in the solution of electrical power system problems involving

the use of symmetrical components.

Equivalent Circuit of the Antenna Array

In order to measure the feed point impedance of an antenna in an array it is necessary to

. . 1
make measurements at its terminals .

Vv,
In general, the self-impedance, Zii’ of antenna is defined as Zii = TL when Va =
i
Vb = Vc = Vj e, = Vn = 0. (See Figure 1)
Vi'
The mutual impedance of antenna in an array is defined as Zij = TJ , where Vij is the

i
open circuit voltage produced at the terminals of antenna j due to a circuit in antenna i.
Since the antennas are linear and bilateral, Zij = Zji‘ The self-and mutual impedance of

these linear antennas in an array may be calculated. 3




ANT. ANT. ANT. ANT. ANT. ANT.
A B C 1 J N

VIJ_H vB‘_J Vc"—‘ VJ__ VJ‘._J VN‘._J

7777777777777 /77777

Figure 1. Array of n Antennas

It has been shown thal the equations of n antennas in an array are,

(1) Ea = lazaa + lbzab + Ic Zac + oeea.. + !n Zan
Eb = Ia Zba + Ib be + Ic Zbc + oeeiann + In an
Ec = Ia an + Ichb + Xc ch Foeennnn + In ch
E =12 + IbZ“ + 1 2 +oeennnn +1 Z
n a na b ¢ nc n " nn

The above equations are identical to Kirchhoff's second law equations for linear bilateral
networks. Therefore it is possible to find an electrical network where Kirchhoff's law equations
are analogous to equation 1. 4 Such a circuit is pictured in Figure 2. This network is , then,
the equivalent circuit of an n element array of antennas as far as the terminal characteristics

of the array are concerned.

Once the dimensions of the antennas and their spacing in the array are determined, the self-
and mutual impedances may be found. Knowing these impedances and spacings, an analogous

network similar to the general network (Figure 2) may be derived.
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The networks may then be programmed on a network calculator and neasurements of feed
point voltages may be obtained for various current distributions on the antennas. From these

measurements the input impedance may be calculated since

a . : ,
Zinput = I,‘ = input impedance to antenna a 2)

This calculation may be made by conventional mathematical means but, if there are more

than a few antennas, the calculation becomes very laborious.

THE USE OF SYMMETRICAL COMPONENTS

There are two reasons for using symmetrical components in the solution of Equations (1).
First, the method of symmetrical components is a method by which unbalanced currents may
be broken into components such that these components may be arranged to form balanced
systems. This greatly simplifies the operation of a network calculator. The solution for
each balanced system of components may then be found and combined for the complete
solution. Second, in the case of a symmetrical array the solution of the equations is simpli-
fied to-such an extent that it is actually easier to solve the equations by symmetrical com-

ponents alone rather than using a network calculator.

To explain the use of symmetrical components as it applies to this problem, assume ann
element array of the type shown in Figure 1. Unbalanced currents Ia, Ib’ lc’ Cee In are
applied to antennas a, b, ¢, .... n, respectively. For a multiphase system, it has been

shown that the currents and voltages may be broken into components as shown below.

Ia = Iao + Ial + Ia2

lb = lbo + Iblr + lb2 R lb(n-l)

+ oevennn Ia (n-1) (3)

In = Ino + Inl + In2 F oo In (n-1)
and
Ea = an + Eal + Ea2 E Ea (n-1) (4)
Eb = EBo + Ebl + Ebz + o Eb (n-1)
En = Eno + Enl + Enz + ..., En (n-1)
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where the first subscript indicates the antenna and the second indicates the set {or sequence)
of components. In each sequence, each antenna current or voltage is related to the other
antenna quantities by the x power of an operator, p, that causes a progressive phase shift of

6 = 3?,0 , wherep = le Jxe, n is the number of antennas in the array, and x is the order

of the sequence. For example, in a three-element array of antennas,

o = 380 _ 190°
3
Zero Sequence First Sequence Second Sequence
: _ 240 (n/180)
p = o0 - 14 jo ej120 (7/180) p=e
= 21 = pl
Ly =P 1y o = Pl
2
Lo ® %o = o lc1 = Pl la =Pl
[cl IbZ
p
> Iao
Ib Ial Ia2
0
co 1b1 Ic2

1t can also be shown, by solving equations (3) for the sequency components Iao’ Ial’ I32 and
considering a three-element array, (t.e., n = 3) that,

Iao = 1/3 (la + lb + lc) (5)
2
Ial = 1/3 (Ia + plb + p Ic)
2 4
Ia2= 1/3 (Ia+pr+ plc).

By substituting the sequence currents into equations (3), equations (1) for a three-element
array becomes,

Ea = [Iao + Ial * Ia2] Zaa + llbo + lbl + lb2] Zab ©)

+ ['co + Icl + Ic2] Zac

o]
|

b = [Tao * Tar * Taz| Zoa * o * b1 * 2] Zob

+[lco * Icl * I<:2] Zbc




Ec = lao * Iul * ]uZ' Z(-u + ‘[bo * lbl + [b2l Z(:l)

+ 1

+ l I(:0 + I(-.l

c2 I ch.

By definition, let the voltages due to the zero sequence currents be,

E) ao ~ Lo zaa * b Zab * I Zac (7
= Z

E) bo Iao pa * lbo be * Ico Zbc

E) co = Iao an * Ibo Zcb + Ico zcc.

Similar sets of equations can be written for each sequenc and E)al’ E)az, E)bl and E)b2 are
defined as the voitage due to the first and second sequence currents, respectively. Then,

By = E)ao * E)al * E)a2 (8)

By, = Ely + Elyy + Edy

Ec = E)co + E)cl + E)cz .
The input impedance for antenna C for example is

E
c
Zant c Ic )

of course this procedure may be extended for any number of antennas in an array.

By programming the equivalent circuit of the array on a network calculator and impressing
the sequence currents, the sequence voltages may be measured and then combined to give the

total feed point voltages, Ea’ Eb’ Ec En, respectively. Once these are known, the input
impedance can be found,

SYMMETRICAL RING ARRAYS

The mathematical solution is greatly simplified, if the antenna array is a symmetrical
ring array.

Consider a symmetrical ring array of three antennas, a, b, and c spaced as shown in
Figure 3. In this case, it can be shown that Zaa = be = ch, zab = Zbc = Zac

The equations for the voltages, due to the zero sequence currents, remembering that

Iao = lbo = lco’ can be written as follows,




ANT. C

3
ANT. A ®
e Figure 3. Symmetrical Ring Array of Three Antennas
! t
!
F")a.o = Iao (Zaa + zab + Zac) (10)

Bloo = Yoo @pa * Zpp + Zye)
E)co = Ico (an + zcb + ch)
Since this is a symmetrical Ring Array,

Zo = Zaa + Zab + Zac (11)

= Zba + be + Zbc

= Z + Z

+ Z
ca cb cc

where Zo is the impedance offered to zero sequence current. Substituting Z0 in equations
(10) they become,

N E) =1 72 = E (12)
P4 ao ao o ao
E)bo = Ibo Zo = Ebo
E)co = 1 Z = E ,

co (] co




which are the zero sequence voltages.

The equations for the voltages due to the first sequence currents, remembering that
2

=p 1 ,1 = pl , are
lbl ho“ 3
E) _ . 2
a; = Ial (l.aa + p Zab + p Zac) (13)
E) = 1 2 + Z + p 2Z )
b1 b1 ba bb be
E) =1 (pZZ + pZ + 72 )
¢y ¢y ca cb ce
and as before,
2
Zl N Zaa tp Zab * pzac (14)
= Z + Z + 2 Z
= P oy, bb P Lhe
= 2Z Z Z
=P fep v Phyy t Lo

where Z, is the impedance offered to the first sequence currents. Substituting Z. in equations

1 1
10, they become
E) a = Ia1 2y = Eal1 (15)
Thyey, 2 =8 =B
E)cl = ICIZ1 = Ecl = pEa1

Ea , Eb and Ec are the first sequence voltages. In a similar manner the impedance offered
1 1 1

to the second sequence currents is

2
Z2 = Zaa + pZab +p Zac (16)
and

E) =1 Z, = E

a, a, “2 2, (17)
E) = Z, = E = pE

b2 lbz 2 b2 a,
E) =1 2 = E = p? E

c2 Cy 2 Cqy a2




et o — e a

A

where Ea , Eb , and E_ are the second sequence voltages.

2 2 €2
As before, the input impeéiance to antennz;gc is
E
EC ¢, + cy + TCy
Z input = I = I (18)
ant C c c

It should be noted that, once the sequence impedances are found, they do not change with
excitation. The sequence impedances are strictly a function of antenna contstruction and
spacing in a symmetrical ring array. Thus, the calculation of sequence woltages i8 greatly

simplified. Case I shows the results of this method of calculation.

PRESENTATION OF THE DATA

The data obtained in this investigation will be presented in the following manner:
(1) The number, half-length, and spacing of the antennas in the array

{2) The self and mutual impedances of the antennas

(3) The equations of the array

(4) The assumed antenna currents

(5) The equivalent circuit of the antenna array

(6) The tabulated data for the case. This includes a comparison of the measured and

calculated input impedances.

The number, half-length, and spacing of the antennas were assumed and their corresponding
impedances determined 3. The equations for the array were written and an equivalent circuit
was devised to represent these equations. The equivalent circuit was then programed on an
a-c network calculator. The assumed currents were analyzed for their symmetrical compo-
nents. Each set of sequence currents, rzespectively, was then impressed on the circuit and
the voltages due to that set of sequence currents were measured at those points on the equiva-
lent circuit which would correspond to the feed points of the antennas. The impressed

currents and measured voltages were then tabulated.

The equivalent circuit shown in each case is the circuit that was programed on the network
calculator. Conductive coupling was used in all cases to eliminate the use of 1:1 transformers.

Since the transformers are not without loss, they would have introduced some error.

A symmetrical array is shown in Case I, so Table I shows the calculated sequence voltage
in addition to the total voltage which was calculated by solving the original equations of the

antenna array.




CASE 1

Input Impedance of a Symmeirical Ring Array

of Four Antennas

and with their spacing as shown in Figure 4.

(1) Four antennas of half-length H = :

ANT. D,

N\

o>

ANT. A @€4¢——— 3542 ——>@ANT.C

N

>

d

ANT. B

‘ Figure 4
i : Symmetrical Ring Array of Four Antennas

(2) From the above information it was found,

’ Zaa = be = ch = de = 37.44+j21

r

é = = = = -

sé Zab zbc ch = Zda 20.4 -} 14.2
Zac = Zbc = 8.3-j18.8

(3) The equations for a four antenna array are,

T ey ey

* Ea = Ia Zaa * lbzab + Ic Zac * Id Zad
i By = L% * % * TeZoe * Ta%ba
X Ec = Ia an * Ibzcb + Ibzcc * Icl zcd
Eg = L% * %2 * TeZac * TaZad

-10-




I

12.1 +J 4.7 12.1 +J 4.7
ANT. A ‘EA ANT. BI fa ANT. cI fc ANT. D fo
4.5 +J 30.4 4.5 +J 30.4 4.5 +J3 30.4 4.5 + J 30.4
N 12.1 +J 4.7
12.1 +J 4.7
8.3 -J 18.8
4

Figure 5. Equivalent Circuit of an Array of Four Antennas
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(4)

(5)
(6)

0))

The currents for each of the anfennas were assumed {o be as follows,
L= 1.5 /30"
L, = 1.0 /-60°
1, = 2.0 /45°
1, = 1.0/120°
The equivalent circuit for a four antenna array is shown in Figure 5.

Tabulated data for a four antenna array is shown in Table 1.

CASE I

Input Impedance of an Array of Five Antennas

Five antennas of half-length H = —%—— and with their spacing as shown in Figure 6.
ANT. D
A  SEAN
4 4

A77A

. BLLN
ANT. A @< 1772 177 -»~@ ANT. C
ANT. E N

177A

>

ANT. B

Figure 6. An Array of Fivc Antennas
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(2) From the above information it was found,
Zaa = be = ZC=C de = Zee = 37.7 +j21
= = = = -1 9
Zab Zbc ch Zda 20.4 -j14.2
Zac = Zbd = 8.3 -ji8.8
Zae = Zbe = ZCe = Zde = 27.9 -j7.0
(3) The equations for a five antenna array are,
Ea = !a Zaa + IbZab + Ic Zab + Iczac + Idzad + Ie Zae
Eb = Ia Zba + Ibzbb + !c Zbc + Idzbd + le zne
Ec = Ia an + Ibzcb + !c ch + Idzcd + Ie Zce
By = L2Zga* %2ag * TeZac * 14240 * Yo 2ge
Ee = Ia Zea + lbzeb + Ic Zec * ld Zed + 1e Zee
e currents for each of the antennas were assumed to be as follows,
(4) Th ts f h of th t d b foll
L, = 1.0/ 0°
L, = 3.0 /-60°
0
Ic = 2.0/ 45
1, = 1.5£120°
1, = 1.0/ 90°
(5) The equivalent circuit for a five antenna array is shown in Figure 7.
(6) Tabulated data for a five antenna array is shown in Table II.
CONCLUSIONS

A small difference is seen, in some instances, between the measured and calculated values

of input impedance. The main cause of this is the fact that a pure inductance cannot be ob-

tained cn a network calculator and, while in some cases compensation may be made for the

resistance that is present in the coil, in other cases it was quite impossible.

a negative resistance occured a special circuit was used to represent it.

in Appendix 1.

_14-

In cases where

This circuit is shown




'

12.1 + J4.6 12.1 + J4.6
ANT. A ‘EA ANT. Bl fs ANT. C fc ANT. D fo
I
B y's Y yb
4.5 +J 30.6 4.5 +J 30.6 4.5 +J 30.8

..

12.1 +J 4.8

12.1 +J 4.6

-18.7 -J 11.8

ANT. &5$ E

4.5 + J 30.6

27.0-J3 7.0

Figure 7. Equivalent Circuit of an Array of Five Antennas

||}
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The adjustment or balancing of the equivalent circuit programmed on the network calculator
is an iterative process. The rate of obtaining a balanced system increased as techniques were

developed and solutions for the problem could be obtained quite rapidly.

In general, the values of input impedance obtained by using the a-c network calculator
were the same as those calculated by conventional means. Except for antenna arrays with a
low number of elements, and except for symmetrical ring arroys, the calculator solution is

less laborious.

-17-




APPENDIX I

EQUIVALENT CIRCUIT FOR REPRESENTING
NEGATIVE RESISTANCES

Where negative resistances were necessary in this investigation, a circuit such as that

shown in Figure 8 was used. 5

By connecting the primaries of two 1:1 transformers in series and the secondaries in para-
ilel and by adjusting the generator to the proper voltage and phase to give a zero current in the
jumber across the primaries, a negative resistance appears between points A and B. When

Ijumper = 0, the primary and secondary currents are equal in magnitude and opposite in phase.

This requires that the generator supply be 2I at point B and the voltage drop between points A

and B becomes,

vab = -IR

or,

\'2
ab

I (-R).

‘The resistance represented between points A and B becomes,

Yan

i = (-R).

A generator could have been used to represent a negative resistance; however, adjustments
are difficult to make,

-18-
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1 I
A A () ]
AAAS £ AL £
SAARTY Y & #
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1 (JUMPER)= 0
:
VaB
- Figure 8. Equivalent Circuit for Representing Negative Resistance
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Hydroacoustic Simulation of Antenna Radiatior Characteristics1

by
2
M. L. Parker, Jr., W, A. Meyer, and H, J. Hewitt

1, INTRODUCTION

Measurement techniques that describe the characteristics of electro-
magneti~ radiators have long been of interest to the antenna engineer, The
radiation and propagation of acoustic energy in water is, in many ways,
analogous to the radiation and propagation of radic-frejuency energy, The
propagation velocity of hydroacoustic energy (ae1.L5 x 10° meters/second)
results in millimeter wavelengths in the low and medium frequency range.
Consequently, relatively small scale antenna models are possible at
frequencies where instrumentation is simplified, A theoretical and ex-
perimental investigation of technigues tc¢ sim:iste the radiation charac-
teristics of antennas using acoustic radiators propsgating into a water
medium has been conducted, The first phase of the irvestigation involved
a feasibility study employing, primavily, empirical methods. During this
phase it has demonstrated that the radiation pattern of a large reflector
antenna could be simulated, hydroacousticelly, This paper reports on the
second phase of the investigation which deali with the development of

facilities and technigues employed in the hydroacoustic simulation of

1. The work described in this paper was supported by the Rome Air Develop-
ment Center under Contracts AF 30(6C2).2295 and AF 30(602)-2735,

2, M. L, Parker and W, A, Meyer, Melpar, Inc., Falls Church, Va.;
H. J, Hewitt, Rome Air Development Center, Rome, N, Y,
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antenna radiation characteristics, A large (4O ft., x 30 ft, x 6 ft.) hydro-
acoustic test tank was constructed, and considerable effort expended in
making the tank essentially anechoic, Fabrication techniques for transducers,
and methods of controlling their radiation pattern were developed, Pattern
control techniques included the use of masks, horns and arrays,
2, TEST FACILITIES

A fundamental requirement for any successful program of measuring
antenna or antenna system characteristics is an adequate test facility.
The characteristics desired for the hydroacoustic modeling facility are
essentially the same as those of an antemna test range, and the propagation
medium characteristics would, ideally, be those of free space, A choice
of a practical hydroacoustic test facility must be based, primarily, on the
gbility of the facility to minimize reflections. There are three techn-
iques available to achieve this goals (1) control of the configuration
of the water boundary, (2) use of absorbing material at the boundaries,
and (3) the use of specialized instrumentation to exclude undesired
reflection signals from the measuring instruments,

Range requirements are a function of frequency and antenna size just
as in r-f antenna measurements, A minimum range of d2/7x is desirable
where d is the maximum dimension of the antema model under test, and A
is the hydroacoustic wavelength, Instrumentation requirements are similar
to those of an enclosed anechoic antenna range, Some specialized equip-

ment may be required to reduce reflection problems, Certain minimum range

™




requirements are deemed necessary for the successful employment of hydro-
acoustic modeling techniques. These are:

a. A homogenious water medium with reflection levels at least -30 db
below the main signal,

b. A tank size capable of providing a range of at least d2/A_ for the
modeling frequencies and antenna sizes to be employed,

c. A system, linear, dynamic range of 30 db with sufficient power to

reduce system noise influence to a minimum,

A review of the available literature and consultation with hydroacoustic

authorities revealed that construction of an essentislly anechoic test
facility capable of operating over a broad band of frequencies (10 to 1),
is a difficult, costly, and somewhat empirical procedure, An added
hindrance encountered in the design of hydrcacoustic test facilities for
modeling antenna characteristics was the limited information on practical
methods and materials for the development of an anechoic, hydroacoustic
tank in the 100 kc = 1 mc frequercy range deemed suitable for antenna
modeling techniques, A detailed study was made of available information
pertaining to hydroacoustic tank designs to facilitate the determination
of the most feasible tank shape and construction materials from both
economic and technical viewpoints, Several techniques for reducing the
effects of reflections in hydroacoustic test tanis were experimentally
explored in an effort to provide a reliable test range, There are three
general techniques that can be employed: (1) pulse techniques, (2) the

complete lining of the medium boundaries with hydroacoustic absorbers,




and (3) the use of baffles of hydroacoustlc absorber which, when properly
placed, will reduce reflections, The latter two techniques were rather

extensively examined during the study which this paper describes,

As the result of an investigation of hydroacoustic absorbing material,

it was concluded that Insulkrete,3 a porous absorber developed in 1953 at
the U,S. Navy!s Underwater Sound Reference Laboratory in Orlando, Florida,
was best suited for the test tank facilities to be used at Melpar., Insule
krete consists of a mixture of four parts by volume of loose, pine sawdust
to one part of Portland cement, The sawdust-cement mixture is formed into
a wedge shape, and installed with adjacent wedge dihedrals orthogonal to
each other, A baffle of Insulkrete installed in a small (6 ft., x 6 ft. x
6 ft.) test tank used at Melpar is shown in Figure 1. A second, larger,
test tank (LO ft. x 30 ft. x 6 ft.) was constructed at Melpar for use in
the study of modeling techniques. Several baffles of Insulkrete wedges
were placed st strategic points along the sides and on the bottom and top
surfaces of the tank, Figure 2 shows a portion of this tank with the
baffles installed., As a result of the use of Insulkrete in both the

small and large test tanks, range conditions approaching those deemed
desirable were obtained,

3. TRANSDUCER DESIGN

The transducer is a basic element of any hydroacoustic modeling

technique, It was, therefore, necessary to have a thorough knowledge of

3. Darver, C. L., "An Underwater Sound Absorber for an Anecholc Tank,"
USNUSRL, Orlando, Florida, ASTIA No. AD 36133 (1953)
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Al1106.01-20

Figure 1. Baffle <f Insulkrete Wedges in Small Test Tank




A1106,01-33

Figure 2. Portion of Insulkrete Installation in Large Test Tank
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degrades the pattern of the transducer, The beryllium wire spring and
button provide a flexible contact between the connector and the crystal,
This minimizes the clamping effect on the element and improves the trans-
ducer efficiency. While not having ideal pattern characteristics, pairs
of transducers of this type showed great improvement over commercial
transducers,

Investigation of horns and waveguide techniques, and of array techn-
iques requires the use of transducers which have broad radiation patterns.
In additiony, a transducer design was desired which would allow for quick
changes of element size and configuration without the necessity of fabri-
cating a new case and feed each time, To accomplish these ends, another
transducer configuration was designed and fabricated (Figure L), The
advantage of this design 1s the replacesble cork disks =znd threaded cap,
The cork disks wers cab fiom shest stock to the proper diameter. Holes
were then drilled or:cut in the blanks to the shape of the crystal element
or elements to be used. The desired cork disk and crystals were the
positioned in the case and the cap was screwed on to hold them in place,
The cap aperture is large and does nct contact crystal elements, The
elements are held in the cork by friction., Electrical contact is made
by painting a lead of conducting silver paint between the element and

the cap.




A1106,01-39

Figure 4. Exchangeable Element Transducer

10




L. PATTERN SYNTHESIS TECHNIQUES

From a theoretical consideration, it would seem that one of the
most obvious techniques for controlling a transducer pattern is through
the variation of the aperture size and shape, Thus,a masking material
may be placed over the transducer aperture to alter its aperture size and
shape, Such a method of altering the aperttre size has been investigated,
utilizing cork and metal masks over the transducer aperture, From a
practical viewpoint, there are, in general, three major handicaps
encountered in using the masking technique for transducer patter controls

1) Patterns produced by the masking technique are a function of
the transducer patterns,

2) A sharp decrease in transducer sensitivity is produced by the
damping effect of masking material,

3) The theoretical prediction of the sidelobes is quite difficult
because of the high amplitude taper of the clamped aperture and the
sengitivity of the sidelobes to crystal surface variation and variations
in the clamping of the mask,

Because of some of the inherent handicaps encountered in wutilizing
the masking techniques for controlling transducer patterns, it was
decided that an experimental investigation should be pursued to determine
the feasibility of using hydroacoustic horns, In general, a hydroacoustic
horn could be used to modify the characteristics of a transducer and
improve the impedance match betweer the transducir and the medium of
propagation, In an cffort to explore the practicsality of using hydro~

acoustic horns for pattern synthesis, a rnumber or rectangular aperture

11




horns were fabricated sc that their characteristics could be determined
over the frequency range of interest, (Figure 5),

From the experimental investigation of hydroacoustic horns, it has
been determined that (1) approximately the same directivity pattern is
produced by hydroacoustic horn as predicted by theory, provided the feed
transducer produces a broad cosine-type pattern, (2) a relative gain can
be realized from a hydroacoustic horn as with r-f horns, and (3) the
throat dimension of the hydroacoustic hern determines the lower cutoff
frequency.

A great many antennas utilize ground plares or shaped reflectors
to produce the radiation characteristics desired, The reflector used
in the hydroacoustic medium must produce effects similar to the electro-
magnetic reflector, During this study, a hydroscoustic mocdel of a radar
antenna hasving a sheped refiector Tabricated from fiberglass was used,
It was noted that the secondary psttern of the fibergiass reflector was
extremely frequency-sensitive, and, at certain frequencies, produced
mulls on the axis of the antenna reflector because of the phase cancel-
lation produced by the thickness of the fiberglass, To reproduce, in
water, single-surface reflecting characteristics of an electromagnetic
reflector, it was necessary to produce an air-water interface of perfect
reflectivity for hydroacoustic waves, A reflector was fabricated with
Isocyanate form to produce a smooth surface with enclosed unicellular
air bubbles (Figure &;. Izitern msasuressnhs Laken over the same
frequency range with this reflector reveaied that there was no bifur-

cation of the beam as was noted with the fiberglass reflector antenna,

12




A1106.01-40

Figure 5. Hydroacoustic Homs and Transducer Feed
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A1106.01-37
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Figure 6. AN/FPS-8 Hydroacoustic Foam Mode!l and Large Tank



Investigation of arrsy technigres in the sysnthesis of antenna
radiation patterns was undertaken during this study. Transducer arrays
could be used to simulate the characteristics of ref arrays., In addition,
the arrangement of transducer elemests of the proper size with the proper
orientation to each other would provide & more versatile and reliable
pattern control technique over that of masking, Finaliy, the deveiopment
of array techniques offered a method of simulating the characteristics of
more sophisticated antenna types, and of synthesizing the characteristics
of large aperture antennas, A nine-element array of square plezoelectric
elemerts was fed from a common line through spring finger coatacts to the
individual piezoelectric _elements, resulting in a uniform amplitude, in-
phase array, Patterns produced by the nine-element array were generally
symmetrical and grating lobes were genersted av the higher frequencies in
agreement with arrsy thesry, Teo provide z more versatile experimental
array, a six-element array was fab:rlicated with each element fed individually
by its own coaxisal 2ine (Figure 7). With this srray, it was possible to
examine not only the array pattern, but =2lso the individual element
patterns, The measurement of tiie individval element signal levels indie
cated a slight amplitude taper from the cenber elements to the end elements
of about 2 db, This is atbtributed 4o the sgvmmebry of the end element
environment as cppoced to that »F fae conber element, The ratterns of
the six elements, when fed by a simple power dividsr of ccaxiszl tees,
were exceptionally good in the wrange frocm 150 to 250 ke. A Lypical
pattern is shown in Figure 8, A compariscr of theoretical and measured

beamwidth characteristics of the miltielement arrays showed excellent

15
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Figure 8. Pattern of Six-Element Array at 200KC
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agreement in all cases, In addition, there Is good correlaticn between
the theoretical and measured sidelsbe charasteristics incliudirg grating
lobe position,
5e SUMMARY

The results of the investigation of hydrsacoust:< modeling indicate
that hydroacoustic te:hnigues can be used successtrily L. simulate the
radiation patterns of antennas using small scale mddels at frequencies
where instrumentation is simplified, Methoads for the construction of
useful and reliable test farilities and transducers have been developed,
A number of techniques for the synthesis <f anvenna raliati-n patterns
have been investigsdted, Since this paper is in the form of an abstract,
it is impossible to discuss thoroughly the complex aspects ¢f this subject.

For a more detailed discussion, ivloerestad persuns are referred o the
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final reports issued in conjuanction with ih~+ *w»o ontrasts involved,

L, Pullars, J, C,, "Model Tezhni jues 7:- nterfiueren z Hsasurements;"
final report, Melpar, Ia-,, Falis Ch.. -, V... PADC-TR~6.i-191
(July 1961)

5. Meyer, W, A, et al, "Final Repni: Moda! Te brague. for Interference
Measurements,” rinal repori, Meipar. Ir.,, Fails Chur b, Va,,
RADG-TDR=63-281 (June 1953)
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