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FOREWORD

The work described in this report was accomplished by members of the
Dunham Laboratory, Yale University under subcontract to the SUBIC
program (contract NOnr 2512(00)) for which the Office of Naval Re-
search is the sponsor and General Dynamics/Electric Boat the prime
contractor. Cdr F. R. Haselton, Jr., USN, is Project Officer for
ONR; Dr. A. J. van Woerkom is Proje._t Coordinator for Electric Boat
and Chief Scientist of the Applied Sciences Department.

The SUBIC program encocmpasses all aspects of submarine system analysis.
This report is one of a series dealing with acoustic signal prccessing.
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ABSTRACT

This report describes work concerned with the detection of a single
target in an isotropic nolise fleld. 1In each case studied, the data
source was assumed to be a given array of omnidirectional hydrophones,
but many different schemes for processing the various hydrophone out-
puts were considered. The problems investigated involved comparison
of optimum detectors with standard detectors and comparison of detec-
tors operating on clipped and unclipped hydrophone data, or, more
generally, hydrophone data that have been operated upon by an arbi-
trary non-linear device.' The results of these comparisons are de-
scribed in detail.
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The following is a summary of work performed under contract 53-00.-10-0231
btetween Yale University and the Electric Boat Company during the period
21 Jamuary 1963 to 1 July 1963, Detailed results and supporting arguments
for the various conclusions are contained in a series of seven progress
reports that are appended,

With minor exceptions the work reported on was all cencerned with the
detection of a single target in an isotropic noise field., In each case the
data source was assumed to be a given array of omnidirectional hydrophones,
but many different schemes for processing the various hydrophone ocutputs
were considered. The basic assumptions concerning the propertles of ncise
and target signal fell into cne of two general categories:

A, Both signal and noise ere independent staticnary Gaussian random
variables; the signal is directional, *he noise isotropic. 1In
this case the statistical properties of signal and noise are
completely specified by a statement of total power and spectral
properties,

B. Signal and noise have one component satisfying condition A,

In addition’each may contain one or more periodic components in
the low frequency band 0 < f §:Wi cpse Furthermore the random
component of the signal in the high frequency band W:L st $W2
cps may be modulated in amplitude by one of the periodic low
frequency components of the signal,
Assumption A clearly constitutes a minimal description of signal and noise
and therefore leads to detection schemes of only moderate efficiency. On
the other hand, knowledge oX power and spectral properiies may be very nearly

all that is availabley in fact, even this knowledge may be quite imperfect.



«The best detection scheme under assumption A therefore sets realistic bounds
on attainable detectability in many situations of practical interest.

Assumption B represents an attempt to obtain more refined detection

procedures by specifying additional esignal properties that do occur in
important practical cases, The signal emitted by a moving ship contains
periodic or quasi-periodic low frequency components generated by the
propeller and other mechanical components, Amplitude modulation of the
high frequency range at the propeller frequency is also a commonly
observed phenomenon in such situations. Periodic or quasi-periodic noise
components are often generated by moving machinery on the observing ship.

The problems investigated may also be divided into two broad classes:

a) Comparison of optimum detectors with standard detectors. The
term "optimum detector" is interpreted as a likelihood ratio
detector operating on the outpuuvs of an array of hydrophones
mechanically or electrically steered "¢n target." The "standard
detector" operates on the output of the same hydrophone array by
adding, squaring and then smoothing by means of a low pass
filter, A block diagram of a standard detector is shown in
Fig., 1 of Progress Report No. 3.

b) Comparison of detectors operating on clipped and unclipped
hydirophone data, or, more generally, hydrophone data that have
been operated upon by an arbitrary nonlinear devics, Where no
remarks to the contrary appear, compariscns are always based
on rms or mean square signal to noise ratio at the dztector output.
The input signal to noise ratio at each hydrophone is assumed to

be 'small,
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1) Comparison of optimum and standard detector under assurpt.c:.

- e

This forms the subject matter of Progress Report No, 3. Using re:.tir
given by Brynl the figure cof merit (rms signal to noise ratio) of the

optimum detector for reasonably long observation times can be written in
the form w, :
2
N /—2- f__ZS(co G(w)} cw
2n LN(w)
o

T is the observation time in seconds, @ and W, are the lower and upper

endpoints of the processed frequency interval in rad/sec, S(w) and N(w)
are the input signal and noise spectra at each hydrophone, G(w) is the
array gain, a quantity introduced by Bryn and defined a8 the ratio of the
contribubions of signal and noise to the average cdetector output normalized
with respect to the input signal tc noise ratio at each hydrophcne.

Several features of the above expression are significant. The factor
V?F indicates the usual dependence of statistical fluctuation on sample
size. The fact that the integrand is non-negative shcws that the detector
should utilize all frequencies where S(w) does not vanish idei:tically.,
In cases of great practical interest G(w) varies enly slowly and over a
moderate total range., Hence the greatest contribution to the integral
is made by frequency ranges where the input signal to noise ratio is
relatively large, It is clear that changes in signal or noise spectira are
important only to the extent that they affect the integial., Thus knowledge

of the detailed structurz of signal and noise epecira is of limited value

1F. Bryn, "Optimal Signsl Processing by Three-Dimensional Arrays
Operating on Gaussian Signais and Noise," J, Accust, Soc., Am,, vol. 3L,
no, 3, March 1962 pp. 289-297,




in detection, Even the knowledge that the signal c ontains a very narrow-
band component, 80 that S(w)/N(w) is large over a narrow band, contribuvtes
1little to the solution of the detection problem unless the narrow-band
component contains a significant fraction of the total signal power (or
the noise power level happens to be exceptionally low in the frequency
range of the narrow-band signal),

The array gain G(w) is larger for the optimum detector than for the

standard detector using the same set of hydrophones, particularly at low

frequencies, This effect may be attritmted quelitatively to the circumstance

that the optimum detector tends to recduce the effect of noise correlation
between different hydrophiones, The phenomenon is clearly most pronounced
at low freqx;enciesol Thus the optimum detector is superior to the standard
detector in two respects: 1) It can combat noise correlation between
hydrophones and 2) it can utilize variations in input signal to noise ratio
over the processed frequency bande2 Significant differences in pérformance
between the pwo types of detectors will arise only when one or both of
these factors are important,

If signal and noise spectra are both flat over a frequency band
Osows ®, and vanish for o > @ and if R is sufficiently large so
that the noise correlation between hydrophones is negligible, neither one
of the above factors is operative and the performance of optimum and

. =
standard detectors is identical, tReport No. 3, Eqo (55)}. If the noise

lAt high frequencies, where there is no noise correlation between

hydrophones, the array gain simply egquals the number of elements in the
arrayo

2The standard detector is sensitive primarily to total power. Spectral
properties affect its design only to the extent that they determine what
frequency range should be processed,
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has the specified properties but the signal deviates from the flat
spectrum, the optimum detector is better by an amount depending on the
extent of the deviation [.Eq. (58)]0

If signal and nolse spectra are not bandlimited, the figure of merit
of the optimal detector can have a peculiar property., Consider for
example the case (quite closely approximated in situations of practical
interest ) of signal and noise spectra identical in shape. Since G(w)
approaches a constant equal to the number of hydrophones as w-,
the figure of merit clearly approaches infinity as ab—9¢>. This says
that detection can be accomplished to an arbitrary degree of certainty
in any finite time, The statement becomes reasonable as soon as one
recognizes that the assumptions imply equal input signal to noise ratie
in every frequency band. Thus the optimum detector can in principle
extract as much useful information by obserwving a 100 cps band at
extremely high frequencies; where signal and noise power are both
negligibie, as by observing a comparable band near zero frequency where
both signal and noise power are substantial.

This example illustrates a common danger in the use of optimal
procedures: Assumptions that appear at first glance quite innocuous
may have exceedingly far-reaching consequences, In important practical
problems the signal and noise spectra are in fact closely similar over
the frequency range where most of their power is concentrated, At high

frequencies, however, the signal spectrum inevitably falls off faster

than the noise spectrum, if only btecause of white noise locally generated

in the circuitry, and this =ffect beéomes crucial when one works with

optimal techniques.



In order to obtain realistic couparisons one must therefore restrict
the optimum detector to the frequency range over which the postulated
spectra may be expected to describe the actual state of affairs with
reasonable accuracy. Specific calculatlons were carried out under the
assﬁmption that signal and noise spuctra both fall off with the second
power of frequency above 1500 cps. When the frequency range processed by
the optimum detector extends to 5000 cps its figure of merit then has a
value 2.6 times that of the standard detector, When the preccessed frequency
range extends to 10,000 ecps the corresponding figure is 3.8. (Report No. 3,
pages 28-29),

In order to avoid the somswhat arbitrary assignment of an upper
frequency limit, a second approach was also taken, By using a model of the
transmission characteristics ¢f sea water proposed by Eckart (Report No. 3,
pe 29, footnote 2) one can obtain a modification of the high frequency
characteristics of the signal spectrum that removes the basic difficulty
and leads to a finite result, even when an infinite frequency range is
processed, The ratio of performance indices of the optimum and standard
detector is now range dependent [Eq. (9h)] but varies only from a value
somewhat less than 2 to about 8 for the variations of range for which the
analytical assumptions are likely to be valid, Thus the two lines of
analysis lead to quite comparable results, and one comes to the conclusion
that improvements of this order of magnitude cannot be exceeded unless
signal and noise spectra differ drastically from the assumed form,

The foregoing comments should not be construed to infer that
improvements by factors of 2 to 8 are unimportant. If they were realizable

by even moderately simple instrumentations, they would be quite significant,

O
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However, in interpreting these figures it is necessary to keep in mind
two factors: a) The larger improvement figures correspond to conditions
such as extremely close range or identical shape of signal and noise
spectra over a very wide frequency band, conditions that are either of
limited interest or unlikely to be satisfied in practice, b) The
optimzl instrumentation i3 likely to be very complicated. In practice,
therefore, one is likely to pay a very high price in complexit& of
instrumentaticn for only limitecd gain in performance,

2) Comparison of ophimim and standard detector under assumption B,

The effoct to explcit the presence in the target sigmal of low
frequency periodic functions and amplitude modulation, by one cf these,
of the high frequeﬁcy range has taken two distinct directions,

a) A study was made of the optimum scheme for detecting a Gaussian

signal amplitude modulated by a sinusoid in the usual isctropic
Gaussian noise backgrcund., This is very nearly equivalent to an

optimum detector processing only the frequency range W, <f W

1 2
of assumption B. 1In practice the frequency'Wi would be sufficiently
low so that the power of the random signal component in 0 < f 5:Wi

would be a small fraction of the total signal power, However, the
periodic low frequency comporents of the signal, which could well
be important to the detection process, are ignored, The reason
for considering a detection process neglecting such important
information is that the frequencies of the periodic signal
components are not known a priori and that the self noise
generated near the receiver is likely to contain very strong
periodic componerts in the same frejuency range so that the

filtering problem would be very formidable,



b) An attempt was made to utilize the low frequency periodic signal
components as well as the high frequency amplitude modulation
without requiring either knowledge of the frequencics of the
periodlc components or identification and removal of the periodic

© self noise, The analyzed system is not optimal, btut it has at
least same of the features that one would expect to find in an
optimal system,

The approach deseribed under a) is covered in detail by Progress

Report No. 5, The follcwing specific cases are consideresd:

i) Noise and unmodulated signal both have the properties of white
noise limited to the same band, The receiving array consists of
a single hydrophone.

ii) Signal and noise have the same properties as in i), There are
K hydrophones spaced sﬁfficiently far apart so that the noise
correlation between different hydrophones is negligible,

iii) The noise and array properties are the same as in ii) but the
unmodulated signal spectrum falls off witn the second power of
frequency atove a certain point.

iv) The unmodulated signal has the properties of i) but the noise
spectrum falls off with the second power of frequency above a
certain point, The receiving array consists of a single
hydrophcne,

In cases i), ii), and iv) the ratio of the figure of merit of the

optimum detector to that of an optimum detector aperating on the
4

ummodulated signal in the same noise background is approximately 1 + 5 b,

[Progress Report No. 5, Egs. (30), (39) and (5).;)]U The symbol b is the
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modulation index, a number certainly less than unity and in most practical
ca;es substantially less than unity. Thus only a very limited improvement
in detectability results from use of the knowledge that the -signal is
periédically amplitude modulated., Ir. case iii) the improvement ratio is
even smaller [Eq. (hh)], More complicated cases have not besn analyzed,
but there is no reason to expect sighificantly different conclusions,

The result appears even more decisive if one considers that the
analysis assumed purely sinusoidal modulation of known amplitude, frequency
and phase, In practice the phase and amplitude would certainly be unknown
and the frequency would most likely be known only to lie between certain
limits, The effect of these uncertainties would be a further degradation
in the detectability index. Thus one is forced to the conclusion that the
existence of periodic amplitude modulation of the randem target signal is,
by itself at least, of litile value in target detection.

The reason for this phenomencn becomes clearer if one considers the
instrumentation required for optimum detection. For case i) it is given
by the simple configuration shown in Fig, 1 of Progress Report No. 5
(p. 11). The circuit evidently consists of a standard power detector
followed by an arrangement for coherent detection of the enveiope. Thus
the basic detection scheme is incoherent and the slight gain over a
simple power detector results only from the secondary coherent detection
operation on the envelope. The latter would obviously be degraded by lack
of knowledge of envelcpe amplitude, phase or frequency,

Progress Report No, 7 dsals with the second approach (b) to the
problem of utilizing the added information supplied by assumption B,

It postulates the specific instrumentation shown in Fig, 1 of the report,



The outputs of the various array elements are added and the resulting

signal is split into the two frequency ranges O =< f swl and Wl <f SWZ’
The high frequency range, with its sinusoidal amplitude modulation, is
processed by a standard power detector., The output of this detector
contains the modulating signal in addition to fluctuating componsnte,

It is used to multiply the signal carried by the low frequency channel,
which contains a sinusoidal component at the modulation frequency.

Thus the high frequency chamnel is used to generate a sinusoidal "reference"
for the coherent demodulation of the simsoidal low frequency component

of the signal. The attractive feature of this scheme is that the low
frequency simusoid and the "reference" automatically assume the same
frequency, It is not necessary to have a priori knowledge about this
frequency, and the presence of sinusoidal noise components in the low
frequency range presents only a secondary probiem, as long as they do not
coincide .too closely with the signal sinusoid, Only the assumption that
low frequency sinusoid and modulation envelope are in phase may be somewhat
artificial., The weakness of the proposed scheme is the low amplitude of
the reference sinusoid, particularly when the modulation index’is small,
and the presence in the "reference" channel of large non-sinusoidal
fluctuations, all of which are "noise" to the proposed instrumentation.
Detailed analysis shows that this defect outweighs the advantages of more
complete utilization of assumption B, Under typical operating conditions
the performance index of the proposed instrumentation is substantially
lower than that of a simple power detector operating on the high frequency
band alone [Eq, (Eh?]. One must, of course, keep in mind that the proposed

detector is not optimal. One could, for instance, use it to supplement a

10



simple power detector and thus presumably obtain & performance somewhat
vetter than that of the power (standard) detector. However, the resultc
af the report raise some doubts whether, even with optimal procedures,
detectability under assumptions B is significantly greater than under
assumptions A, For the present this question must still be regarded as
unresolved,

The conclusions from 1) and 2) concerning possible improvements over
the standard detection scheme (Fig. 1 of Progress Report No. 3) may be
summarized as follows:

a) If signal and noise are characterized only by total power and
spectral properties and the spectral properties do not differ
drastically, the performance index of the standard detector is
not greatly inferior to that of the optimum detector. One must
also keep in mind that the instrumentation required to realize
the optimum detector is apt to be complicated, Unless simple
modifications of the standard detector can be found that make it
optimal, the attainable improvement would not appear to justify
the increased complexity of equipment in most practical cases,

b) Knowledge that the random signal is periodically amplitude
modulated is of little value in detection,

¢) It appears that large improvoments in performance relative to thre
standard detector can be made only under one of the following two
conditions:

1) An effective scheme, different from the one discussed in

Progress Report No. 7, can be found for detecting low

T



froquency periodic signal components in the presence of
strong periodic components of self noise. This requiree
continuous monitoring and careful processing of self noise
data,

i1) It is possible to give a more detailed characterization of
the signal than is implied by assumptions A or B, 1In
particular it would be valuable to have a description of
the typical waveshape of the signal, with as few random
parameters as possible, This would open the way to use of
genuine coherent detection schemes,

3) Effect of clipping and other nonlinear operations on target

detectability, Assumptions A, Same noise power at each hydrophone.

The procedure of clipping the basic hydrophone data before further
processing has certain practical advantages, particularly when digital data
handling techniques are used, Theoretical studies were therefore undertaken
to determine the effect of data clipping on target detectability and to see
whether nonlinear operations more general than clipping might lead to more
advantageous results, The problem was approached by two rather different
routes,

a) Progress Report No. li considers the standard (power) detector as
the basic instrumentation but ailows an arbitrary, odd function,
zero memory nonlinear device to be inserted at the output of each
hydrophone, (See Fig., 1 of Progress Report No. L. Note that the
linear processor and the clipper are special examples of such a
device,) The analysis is carried out under the assumption that
signal and noise spectra are identical in shape and that noise

correlation between different hydrophones is negligible, The
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result is stated in terms of the usual output signal to noise ratiol
and also in terms of a second figure of merit, defined as the
difference between on target and off target average output divided
by off target average output. In each case [Eqpa (58) and (hO)]
1t is demonstrated that the best performance is achieved with a
linear processor, However, the dependence of the figure of merit,
particularly the output signal to noise ratio, on the specific
nature of the processer is not at all critical if the processor
does not contain dead band, The signal to noise ratio for the
clipped instrumentation falls below the optimum by a factor of
only 0.89. (Fig. 3).

Progress Report No, L also considers modifications in the
basic detector characteristic, The processors are now taken to
be linear but the conventional square law device 1s replaced by a
general even power device, It is shown that maximum output cignal
t6 noise ratio1 occurs when the detector is a square law device,
but once again the index of performance varies only slowly with
modificationé in the detector characteristic, The second figure
of merit; the normalized difference of on and off target average
output, can exhibit a very different behavior, If the detector
has a dead band, for instance, the performance index grows
monotonically with the size of the dead band and approaches

infinity in the limit [Eq, (112)}0 The reason for this peculiar

1Note a slight difference in definitions between Progress Report No. L
and the reports discussed earlier: In Repor® No. L the average signal
component at the output is defined as the difference between average output
on and off target, In the reports mentioned earlier it is the increase in
average output which occurs when a signal appears that was previously absent,
the array being steered 'Yon target" at all times,

13



phenomenon is, of course, that the off target average output

tends to zero more rapidly than the on target average output,

This observation is not entirely of academic interest, for
substantial reductions in cff target average ocutput can be
acpieved for values of dead band that cause only minor degradation
in output signal to noise ratio (Figures 8 and 9). Thus the "off
target plateau" of the directiviiy pattern can be reduced
materially without significant sacrificz of output sigral to noise
ratio.

b) The second approach to the problem of nonlinear data processing was
an attempt to assess the irherent "cost of clipping" by comparing
the output signal to noise ratio of optimum cetectors cperating
on clipped and unclipped dataol This analysis is contained in
Progress Report No, 6., Results were obtained only under the
following special aésumptions: Signal and noise both have the
properties of Gaussian white noise band-limited to 0 £ f £ W cps,
The hydrophone cutputs are sampled at regular intervals of %ﬁ
seconds and there is no correlation between noise outputs of
different hydrophones, Under these conditions the rms output
signal to noise ratio of the detector operating on clipped samples

2

is ';\/1 -'ié times as large as that cf the detector operating on

unclipped samples, where M is the number of hydrophones in the
array, It is probably realistic to consider this as the actual
cost (in terms of detectability) of clipping sampled data, One

must keep in mind, however, that part of the information loss

e ——— e ——— T

lWhen the detection scheme is optimal it is only necessary to consider
information destroying nonlinear operation (such as clipping) on the basic
data, A one to one nenlinearity could always be removed by an inverse
operation in the optimal detector,

1k



might be due to sampling rather than to clipping, For while the
assumed sampling rate is sufficient to avoid information loss from
sampling in the unclipped case, the spectrum of’the clipped signal
is not bandlimited, so that no finite sampling rate can guarantee
complete reconstructability of the contimuous signal from the
samples, It is interesting to observe that evaluation of Eq. (58)
of Progress Report No, L for the white noise spectra postﬁlated
in Progress Report No., 6 leads to a value very close to % for the
degradation in output signal to noise ratio., This at least
suggests - although it certainly does not prove - that the figure
%'is indeced a good estimate of the "cost of clipping" for
reasonably large arrays, It further suggests that the optimm
detector for processing clipped data derived from spectra with
the white noise properties assumed in Report No., 6 dves not differ
greatly from the standard (power) detector,

l') Effect of clipping on target detectability, Assumptions 4,
Noise power may vary from hydrophone to hydrophone.

One of the primary reasons for clipping hydrophone data prior to
further processing is the possibility that the noise power may vary sharply
from hydrophone to hydrophone. Due to malfunction or special operating
conditions one hydrophone, or a group of hydrophones, may contribute far
more noise than the rest, When this is a serious possibility, it appears
reasonable to clip all hydrophone outputs, incur the small loss of
information discussed in 3), but prevent a large contribution to the
output noise from a few faulty hydrophones., This type of consideration
is in fact one of the primary reasons for the use of clipping in

practical instrumentations,

15



The theoretical background of this problem is explored in Progress
Report No. 2, The basic instrumentation investigated was that of the

standard detector with and without clippers, [Fig,. 1] The analysis

assumed signal and noise spectra of identical shape and the absence of
noise correlation between different hydrophone ocutputs,

Output signal to noise ratios for the clipped and unclipped
instrumentations were compared under several sets of assumptions
concerning noise power at different hydrophones,

a) The probability density of noise power N, for the i'D

i

hydrophone is uniform on a logarithmic scale over N, <N

p SNy =N

H
and vanishes elsewhere, [qu (lh)J

b) The probatility density of N; is uniform on a linear scale over

NL 5Ni SNy and vanishes elsewhcre, [qu (26)]
¢) The probability density of N; varies as —1-2- over N =N, =Ny
N
5L

and vanishes elsewhere. [ch (29)]

d) The noise power at each hydrophone can assume only the values NL

and NH and does so with probabilities p and (1 - p) respectively.
[Eq. (15)]
In each instance the noise powers at different hydrophcnes were assumed to
be statistically independent,

Comparieons were made primarily on the hasis of a figure of merit
defined as the difference between on target and off target average output
divided by off target average output (as in Report No. L). The output
signal to noise ratio was also considered and found to have identical

properties except for a multiplying constant,

16
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The results show the expected trend in each case., When there is little

or no variation in noise power, the unclipped instrumentation is superior
by a small margin. When large variations in noise power can occur, the
clipped instrumentation becomes superior, The exact.extent of this
superiority depends rather critically on the probability distribution of
the noise, In cases b) and c) the ratio of clipped to unclipped
performance indices is close to unity for physically reasonable vaiues of
NL and NHQ In case a) and particularly in case d) (when approximately
half of the hydrcphones are in the high noise state ) very substantial
improvements in performance are made possible by clipping,

The results of sections 3) and L) may be sunmarized as follows:

a) The clipping of hydrophone data never causes a large decrease
in signal detectability. It may result in substantial improvement
i large‘variations in noise power from hydrophone to hydrophone
are likely,

b) Signal detectability is not at all critically dependent on the
specific prrperties of nonlinear processors operating on the
basic hydrophone data unless the processors have a significant
amount of dead band, Neither i1s th: precise nature of the
nonlinearity used in detection critically important. Since
some properties of the bearing response péttern are more
critically dependent on these parameters, it appears possible
to improve the bearing response pattern without seriously
affecting detectability,

17



Progress Report No, 1 has not been mentioned in this discussion,
It deals with the correlation between nolse output at different hydrophones
and provides computational results in this area that serve as background
for several of the other reports, In particular it shows under what
conditions one can make the very convenient assumption that the noise

correlation between different hydrophone cutputs is negligible,

18
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SPACE-TIME CORREIATION IN ISOTROPIC NOISE FILLDS

I, Introduction

Several investigations have'been made in order to detexmine the
cross-correlation between signals produced by two omnidirectional -
transducers located in a field of many scattered noise sources.l’2’3
Knowledge of the noise cross~correlation is often necessary in
determining the performance capabilities of arrays of such transducers
which are used to determine the direction of a signal source located
in the field of the scattered noise sources,

In this report, an attempt is made to expand and simplify the
interpretation of the results given in the references listed. Three-
dimensional and two-dimensional isotropic noise fields will be
considered. The field is considered isotropic in that the power received
'rorn any airection is constant,

An “infinite number of noise sources distributed uniformly on the
surface of a sphere of infinite rédius from the local transducers is
used to siimlate the three~dimensional isotropic field, |

For the two-dimensional field, an infinite number of neise sources
are distributed uniformly along a circle of infinite radius in the plane
of signal propagation.

In addition, the noise produced by each source ls assumed to be

stationary and statistically independent of that produced by every

other source, and each noise source is described by the same autocorrelation

function,
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II. Cross—Correlation with Time Delay

Figure 1 describes the geometry for the spherical noise field,
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It has been shown™ that the normalized cross-correlation function for the

by Equation (1).

delayed output of trarsducer 1 with the output of transducer 2 is giver;
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In Lquation (1), d

distance between
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p('r:+-6cosc))h—1-ls:m9d@

(1)

— is the time required for the signal to travel the

1
the two transducers, and p (7) is the nomalized
autocorrelation function for each noise source,

A chauge of variables

results in Equation (3)
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1 1 I
p(v,, ) = pe p () ar (3)
38
Tt 4
38
1
Equation (3) simply represents the average value of p (z') over an
1
interval 2’:8 in length, centered at T = 7, Figure 2 depicts this

interpretation graphically. , i ('r' )
!.

Fig. 2

e S Graphical Interpretation
of p(7_, 3

For the circular noise field, the cross-correlation function has

been shown to bel

n
p('rs, T) =f p,(*c + T cos Q) %1 de (L)
0

With the variable transformation in Equation (2), Equation (L) becomes

Q54 6B
. i fs 2 o'(z)) ; o
P(Ts, T) = }._L.'s‘ E !T, ik 1/2 dv (,
e [

1
Equation (5) represents a weighted average of p (T) over an interval
1
2'rs centered at © = 7, The weighting function is shown in Figure 3.
1
It can be seen that the values of px('r ) at the ends of the interval

are weighted very heavily,
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Note also that the average value of the weighting function expressed in

Equation (6) is unity.

T +T
1 e 2 Tl T 2 —1/2 t
?‘f’j £ 1‘(7 v’ = 1 (6)
S S
=T +T
S

A comparison of the results in Equations (3) and (5) reveals that the
evaluation of the cross-correlation function for the three-dimensional
noise field is considerably simpler than that for the two-dimensional
case For each pair of transducers in an electronically steered array,
the observaticn is also made that the maximum relative electrical delay
necessary to steer the directional response of the array is never greater
than the wave propagation time between the pair of transducers in question.
In terms of the symbols used previously, the following is always true

for the determination of bearing response patterns.

T B (7)
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An examination of Figures 2 and 3 indicates that the cross-correlation
functionhfor a two-dimensional field is less than that for a three-
dimensional field for values of T near zero., Identical well-damped auto-
correlation functions are assumed in both cases. In the two-dimensional
case, the small values of p'(Tl) near T' — TS are weighted more
heavily than the same values in the thiree~dimensional case. However,
for values of T near TS, p(TS, T) for the two-dimensional field should be
greater than that for the three-dimensional field since the large value
of px(T,) near ' = O receives infinite weighting in the former case.

1, 1
Evaluation of p(TS, 7) for two simple forms of p (T ) follows,

III. Evaluation of Cross-Correlation Function - Case A
The function p(rs, T) is first evaluated for the simple exponential

autocorrelation function given in Equation (8)

't ~, | 7T |
p(t)= ¢ o (8)
The corresponding spectral density is
S(w) = -2 s (9)
w_ 1 +(——q
o @,

The integral for p(Ts, T) must be performed in two parts because of
! By 1
the temm |T ‘ appearing in the expression for p (T ). For the three-

dimensional noise field:

0 . TS+T {
i “ot S o
p(TS, T) —_ € dr! + £ dt
2t
St 4 0 J
IS
~©oTs
l-¢ cosh on
= OGS TS
W T
0 S (10)
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If = TS, the maximum clectrical delay necessary, Equation (10)

reduces to

-2(001'3
o(t_, ©_) = Lol (11)
2w T
0 S

Furtheriore, if aE == 1l and T = 0,

pilerg, @) € (12)
wT
o's
Equation (12) also places an upper bound on p('rs, T) for any T and 'ts.

If the separation is defined in terms of wavelengths of the half-
pover frequency of the individual noise spectra, the relation with the
parameter ons is

_§_=d£9=g'io£=wors (&)
\ c c 2n 2n
o)
The upper bound for p('rs,'r) is
Il

plr,, 7)<

on (transducer separation in wavelengths)
of upper half power frequency

(1L)

For the two-cdimensional noise field, Equation (L) may be used with
several asproximations to evaluate p(TS, T), Equation (15) is obtained

after appropriate substitutions are made.

n

-w |+t _cos @)

plry, ©) = % [e ° s e
0
S Y [ el ) |
-w (T4t cos @ ®w (T+T _cos @
- %{ s O 8 s ¢ € dGl (15)
0 e J
0

Al-6



SR B e -

where . 6, = cos"l(- —) (16)

it Wt is large, the integrand has negligible value except in the
vicinity of @ = Oo. The exponent of the integrand may be approximated

by the first three termz in the Taylor series expansion around 6 = Qo:

(@ = Ba)F

20 - - -
mo(«: * T  cos g) o0 © Tg 8in 90(9 Oo) w 5

T (© 4]
o¥s 05 9,

)2

- (¢ - @
= R = S
¥0-w\ft -1 (0-0)+ar ; (an)
If a = wo'\{'r:sz -7% and b= @ T, then Equation (15) becomes

e n
o b 2 b 2
. lj 53(°'go> - 5(e-6,) . *f c-a(e-oo) + 2(0-0)

p(’rs, T) & - de

(18)

0 e
o

Befers Lquation (18) is evaluated for the general case, 0 < T < Ty

several special cases will be evaluated, For~+t =0, b=0, a = @ end

© =2, Then Equation (18) becomes

o 2
Z n
2 ot (e~ =)
ol o)ef% |~ o 2" 90 = A1 (19)
, W T
“0 O 8
For <= Tl & = 0, b= WoTgs and 90 = n, The second integral in
Equation (18) disappears, and the result is
T
1 2
f -zw~t (0 =-n)
plty, ) % -lﬂ g 2 08 0N e (20)
i Venwa
0 o's
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The results in Equations (19) and (20) are valid only if T, >> 1
For values of T near zero, such that the quadratic portion of the

exponent may be neglected, the result in Lquation (21) applies.

e
1 e wVTZ-TE (6-0 ) 3 Nt 242 (-6 )
P('vs,'r)"-;ll g ° 40 + g & | T ° 40
) )
¥ 2/n

wo\/’ts -,

Finally, the integrals in Equation (18) are evalunted by completing

. 1 i
the squares in the exponents, and by letting 6 = 6 - Oo, and 6 = Qo - 8,

? e I 2 2 n-e Ll 2
oo - a/Ab) o (166 ~a/¥Db)
- QZEIO - ¢ dQ’+a~gB[ C

pltg, T) ;/-ﬁ £ £ de

0 0
(22)

>

Adcitional variable substitutions found in Equations (23) and (24) and the
definition of tabulated i‘unc‘oions’""S in Equations (25) and (26) allow the
final result to be written in Equation (27).

o' + 2
x=-—————@— (23)

(2h)

a
2 2
erf (a) = — f et at (25)
‘Wt
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& '
F(8) =| € dt (26)
JO
Then o
[ a_
(x_, ) = L 2T B o | raa - 1.y
plr,, © nlz \{;l}arfwg o, e erf %-]
4 b-\(% lLF(\ﬁ——b" —F(_\]-%-{;-\[g(n-go)) (27)

The result in Equation (10) for the three-dimensional noise field is
plotted in Figure L for two values of w T, as a function of 'r/'rs and
compared to similar results in Equations (19), (20), (21), and (27) for
the two~dimensional field. Previous quantitative conclusions concerning
the relative size of p('rs, T) for the two types of noise fields are seen

to be substantiated in Figure l.

IV. Evaluation of Cross-Ccrrelation Function - Case B
The normalized autccorrelation function found in Equation (28) is
considered next.
o'(x') = l{ = ",7""23";) 5(-5 Ae® - l)woi’tll+
2| | i
S ——
& ) e(-?-\/ﬁ“z - l)wol't‘,l

! (28)
\ V¥Z o1

”~

If © < 1, Equation (28) nay be put into the form

-f‘m !l U
p'(z") A L— ol cos Gh =57 |'] + cos V1 -4%)  (29)

The corresponding spectral density for p!('r’) is the simple narrow band

spectrum which follows.
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0

£,
®

o
In Equation (30), @  is the center frequency, and 2%w_ is the bandwidth
between half power points,

In order to find p('rs, T) for the three-~dimensional field, Equation (28)

is substituted into Equation (3). One step in the integration process

yields
0
: : | (‘f—-h -1) coo'r' ((3+'\/",’5 -1) wo'r'
g, T) = - g + €
i VG2 o
, -T +T
8
r == ——é-‘—l TS”
Lo(-7 +'\/z:2-1) et (=5V9%a) 7'
+| e ° . g (31)
e i
0

Evaluation & the limits indicated in Equation (31) end simplification of

terms results in Equaticn (32).

-%w'r

| os [ _ ‘—
, T) = 4 {sin W ¢ %Ylwows) cos (V1 =G (OOT) cosh (%"00’5)

p(T

— e 21

s
Vi -§ W7

- cos (V1 - G wo'rs) sin (V1 - 552 coo'r) sinh (%wo'r)_l (32)

Combination of the terms inside the brackets of Equation (32) yields

Equation (33):
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2 g # 2 2 2 /2
‘\/]T-'—Tm'r (cosh {07 = sin \/l - o)o'r)
i
x ain["v‘l - -2‘ W Ty = tan™ (ten V1 - g\i @ % tanh %mo'r)i\
|

T) =

plTg,

(33)

Special cases for v = 0, and T = T_ are found in Equations (3L) end

(35) respectively.

iy
p('rs, 0) = ¢ L % 28 (34)
Vi Pap
o's
-2 T sin 2V1 - $° o 7
1708 0°s v
p(’ts, 'rs) € I o (35)
.. 0O 8

Interesting behavior of p(’ts, T) is also epparent, if § is small,

for values of T in Equation (36)

T = T + m n= 0,1,2’3,.--0 (36)
(o)
o =\ -‘3’2 !

With the substitution of the relation in Equation (36), Equation (33)

becomes
-%w"t - nn_(.‘f
%t 2 BRI 2a > > 2
(T + mo , ) = (cosh““w t - gin“aw t)
aw nn o0 o)
° o il

x sin [on + %’1 ~ tan"1(tan aw T tanh frwo'r)] (37)

Examination of the arctan function in Equation (37) reveals that

o nn
i =
= T when aw T = =5

tan-l(tan.amor tanh%’wor) (38)
= s T when %’wo'r B Cl

Aal=12
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Thus

e _an¢
( e nn ) € 9 e 'ZEL 2 )1/21 nn
P(T + ey T o (cosh“§w T = sin” aw 7 sin -
=z
(39)

Sufficient computation with Equation (32) or (33) would result in a
contour map of pOTS, T), similar to that in Reference 2, However,
Equation (39) gives sonie important details about such a map, without
resorting to detailed computation procedures, The loci described by

Equation (36) are plotted in Figure 5. The axes are appropriately

normalized,
| &
o) ;v
WoTs | 0 / < : %4 S
| F // bt P Q
! ; # - / /
; :
!/ / / 7/ 4
2n : / V4
- / /
# I g“f
| % 4
r / ‘
2'z*r‘”/ 4 /"?/ N
x
/ g 2
; Q
// 4 0
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f/
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2
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0 n
- n w 2n aw T
Fig. 5
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The lines in Figure 5 for which n is even give epproximate loci for
which p('rs, t) is zero. The lines for which n = 1, 5, 9, etc. are the
epproximate loci for the ridges of the contour plot in regions where
p('rs, T) is positive, Similarly, the lines for which n = 3, 7, 11, etc.,
describe the approximate loci for the ridges for negative values of
p('rs, ©). The relations are exact where © T = %.

Finally, from Equation (33) it can be seen that the upper bov 4 on

the magnitude of p(’rs, t) for all values of £ and T is

=0T,
IP(TS, o1 cosh Yo T < ]2'| T < T,
Vi-%“on v Yi-¢“wn
0's ¢+ “o's
(ko)

For the two-dimensicnal noise field, substitu%ion of Equation (28)
into Equation (L) yields an integral which does not yield to the
approximation techniques tried in Section III. Due to the oscillating
nature of p’(’r'), the integrand can have appreciable value over the entire
interval of integration for =mall : The Taylor series gpproximation in
Equation (17) for the exponent is not useful since this approximation
becomes inaccurate for values of 16 - Ool > 1. Such angular differences
are well within the interval of integration, since e Ooi can be as
large as n.

Humerical integration seems to offer the most fruitful approach to
the solution of p('rs, 1) for narrow-bvand two-dimensional noise fields.

This will not be attempted here.

V. Evaluation of Cross-Correlation Function - Case C
In order to gain insight into the question whether the results

obtained thus far depend critically on the somewhat arbitrarily postulated

Al-14



=

Toiu of p{t), a second narrowband model will be considered. For
convenience in mathematical manipulation the normalized spectral density

of each elementary noise source is represented by the equation

(00 )2 (k)27
s) = —L8_ 1o T2 e | > 50 (1)

w \Ven o

Equation (L1) is not Wiener-Hopf factorable and therefore represents
only a limiting form of a realistic spectral function. For the purposes
of the present discussion this causes ne difficulty.

The autocorrelation function corresponding to Equation (Ll) is
- 7202
2 o
p(t) = ¢ [cos ® T - T0 = sin ooo'r] (L2)

)
With wo > > o the second term is small compared to the first for the
significant range of .

The desired cross-correlation for the three-dimensional field is most

easily evaluated by use of the expression

(=]

plrg, T) = %f S(w) %—m-s " dw (13)*
s
[ b

Substitution of Equation (L1) into Equation (!3) leads to the result

.

2 o° 2
=eige (’rs-«r) =il ('rs+"c)
(3 sinw (t_-17T) +te sin @ (T _+T)

o ''s o''s
(L)
This relation is equivalent to Equation (32) in case B. The special cases

&

20 T
0's

plrg, 7) =

1:=Oand't='csyield
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2 @, - o's sin @ T_
p(Tg, 0) = ¢ (LS)
wT
o's
2
o
-2('40_0' 25 s) gin 2 © Ty
p(’rs, 'rs) = ¢ ——— (L6)

2 w7
oS

If one identifies g—- with ° and considers (3’ <<1 Equations (45) and
0
(L46) are closely analogous to Equations (3L4) and (35) respectively.
An upper bound equivalent to Equation (LO) can be obtained by

replacing the sinusoidal functions by unity. Thus

[ 1 o2 2 2 1 @ 2 2|
o}
- % 5;2 %o (Ts-'t> = Z):f %o (Tsﬂ-)
|p(1: R 'r)l < 1 € + € <1
P 2w T w T
o's o's
= ) (47)
On the other hand Equation (L40O) can be rewritten in the form
2 @.T T ‘|
g ©O°F . 1 -yo (T~) =3 (T 4T)
A =5 cosh\wof = v =5 € + &
Vi = 0 2Vl - % o7
' (L8)

T <7
8

Again identifying € with 'uTo' and letting (f << 1, one observes that Equation
)

(L8) is the direct analogue of Equation (L7).

Finally it is clear that, except in a neighborhood of the origin
sufficiently small so that ot + ) s 0(1), the function p(t , T) of
Equation (LL) is characterized by ridges and valleys parallel to the line

T (for *, T, > 0), much as those shown in Figure 5. It therefore

Al-16
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appears that the general properties of p(Ts, t) are relatively independent
of the preclise nature of the autocorrelation function assumed for the

elementary noise sources.

VI. Conclusions

The results found in Equations (12) and (LO) are valuable in that
they allow a quick estimate of the maximum value of p(TS,T) for a
given separation of transducers. The results for the wide-band case(A)
and the narrow-band case (B) are approximately the same when w_ is
interpreted to be the upper half power frequency in the first case, and
the center frequency in the latter case. These answers in an approximate
sense can be exttended to other spectra, wide or narrow, if @, is
interpreted to be the upper half power frequency for the spectral
density of each tiny noise generator in the field.

Also a general pattern of regularity has been established for
p(Ts, T) for the narrow-band, three-dimensional noise field. Coupled
with Equation (L40O), Figure 5 can provide a more accurate estimate of
p(TS, t), Figure 5 is also of value in determining transducer spacings
that yield little or no cross-correlation,

A comparison of results for p(Ts, T) for the three-dimensional noise
field and for the two-dimensional noise field is also interesting. Under
the assumption that the spectra of the individual noise generators are
given by Equation (9) in both cases, p(TS, T) decreases for increasing T
and constant s for the three-dimensional case, and increases for the

same conditione in the two-dimensional case if e is large enough,
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SIGNAL DETECTION BY ARRAYS IN NOISE FIELDS

WITH LOCAL VARIATIONS

I. Introduction

A considerable amount of work has been done in recent yearsl’z’B’h’S
in analyzing systems composed of local arrays of transducers used to detect
the presence of a plane wave signal in an isotropic noise background.
Such systems have had direct application in undersea signal detection,
and of particular interest in this field is the DIMUS system, The DIMUS
system has been defined2 to consist of the following steps in signal
processing:

1. Sampling the output of each transducer at small, equal time

intervals;
2. Providing infinite clipping for each sampled output;

3. Delaying the clipped signals electrically by integral multiples

of the zampling interval;
L. Adding the delayed signals;
5. Squaring the sum;
6. Filtering the squared sum.

5

Analyses carried out by Faran and Hills,” and R.udnick2 have assumed
trat the background noise power output of each transducer is the sanme,
Furthermore, the average noise power output on a short-time basis was
assumed to be constant for each transducer,

I

Although the system analyzed by Thomas and Williams™ was not a DIMUS
system, infinite clipping of signal plus noise was incorporated in the

analvsis. Thomas and Williams compared the performance of a system with

A2-1



infinite clippers to a similar one without infinite clippers for the
situation in which the short-term average noise power output of each
transducer varies with time, However, this analysis is limited by the
assumption that the short -term noise power outputs of every transducer
are described by the same time function,

Experimental observations have shown that the average nolse power
outputs of transducers mounted in an underwater array are not the same
from transducer to transducer. One possible explanation lies in the
fact that different turbulent flow patterns are set up around each
transducer when the array is in motion. Also, the self-noise due to
the internal construction and possible malfunctions is different for each
transducer,

The purpose of this report is to incorporate the variation in noise
power output from transducer to transducer in the analysis of the
performance of the array. A system which is essentially DIMUS in nature
is analyzed and the performance is compared to a system which is identical
in every respect except that the infinite clippers are absent. For each
of the two systems, two quantities form the bases of comparison:

1. The maximum average signal output of the system, which occurs

when the array "beam" is steared directly at the signal source.

2. The ratio of the square of the maximum average signal output

to the variance of the output of the low-pass filter.
For purposes of comparison, two performance indices are calculated by
forming the ratios of the quantities defined above for the system with
clippers present and for the system with clippers absent. The assumptions

involved in the analysis are listed in the following section,

A2-2
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II. Assumptions and Definitioms

The system to be analyzed is shown in Figure 1.

Transducers Infinite clippers Summer Square Low Pass
t)m, ()] - t Law Filter
1 (::;lg_lj&Lg'z t:r" ] VT( ! Device
- _;(. vy(t) H(jo)l
sy(¥m,(¢) = — x(t) 5‘/ 3’(_“f l-\—\ z(t)
|
sty (8)

u (-——— I i

Fig, 1 Essential Configuration of a DIIUS Tystem

1. The transducers in the array depicted in Fighre 1 have ommi-
directional characteristics,

2. The normalized autocerrelation functions of both the signal and
the noise'inputs to the clippers in Figure 1 are identical.

3. The crosscorrelation between noise inputs for dif ferent channels
is zero, In an actual system, the crosscorrelation may be made
arbitrarily small. This assumption mekes the following analysis
mathematically tractable.

L. The signal and the noise inputs to the clippers are gaussian and
stationary. Signal and noise are independent.

5. The signal power input to each clipper is the same, but the noise
power inpﬁt is @ilow.d to vary from channel to channel,

6., It is assumed that the short-temm averages for the input signal
powers and input goise powers do not vary significantly for any

particular channel,
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7. The effect of sampling is neglected, Effectively, the sampling
takes nlace at a high enough rate that the higher harmonic
power ‘spectra produced by sampling do not overlap the fundamental
poﬁer snectral density.

8. The digital time delays have been omitted, since the analysis
is primarily concemed with "on target" and "off target" guantities,
It is assumed that such combinations of delays are available to
electrically steer the array directly at *he target, and to steer
the array far enough away so that gain effects dve to the urray

configuration are negligible.

IIT, General Form of System Directivity Patterns

The correlation matrix for the noise components is given by Iq. (1).

It is assumed that ni(t) = si(t) = 0.

Nl 0 g = 0
0 N2 o, = @
H n, (T n (T + 'r)“ = |, H p(t) = p(T)
Y 1] o 0 N, — 0
3

0 0 o NM (1)

The correlation matrix for the signal components of the array
inputs is
p(t) p(Typ+ T)ow p (Tt T)

0 = it )
“ s, (t) Sj(t ) P(Ty* 7} plT) oyt 7

| = Sllp(Tij + T)“ =8

e O e

plTnt 7) p(mpt ©) - pl%) 1

(2)
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In Eqs. (1) and (2), the N, are the noise power inputs to each chennel,
and S is the common signal power input to each channel. The function
p(T) is the normalized autocorrelation function for the signal and the

noise. The delay factors 7,, in Eq. (2) represent the combined effects

13
of spatial time delays introduced by the plane wave signal relative to

each pair of transducers, and also the electrical time delays which are
usually introduced in all steered systems, but which are not included

in Figure 1.

The averaze output of the squarer, Sr', yields the so-called directivity
pattern, which may be obtained by varying the electrical time delays and
keeping the physical orientation of the array fixed, or by keeping the
electricel time delays fixed and varying the physical orientaticn of the
array relative to the plane wave signal. For the system in Figure 1,
with the clippers removed, the average output has been shown2’3 to be
the sum of all the matrix elements in Egs. (1) and (2) with T = 0,

The subscript A in Eq. (3) and following work is used to denote the
fact that the clivpers are removed.

i M )

yﬁ@) = {Nij +Sp ('rij)}

M M
N, +8 M+ 252 Z o ('rij) (3)
i=1 1=1 =i+l

The angle 6 is defined as the steered beam angle and is a complicated

function of the electrical time delays wihich make up part of the Tij‘

A2=5



Figure 2 shows a typical directivity pattern resulting from Eq. (3). The

signal and noise are assumed to have low-pass spectra.

- |
W,

TAL

aft---4

o 0

Fig. 2 Typical Directivity Pattemn

At some angle, 90, the steered beam is "on target" and a maximum
output, 5;AO’ results. When the beam angle is greatly different from the
target angle, Qo’ the directivity pattem approaches a lower asymptote,
S;AL’ very closely, because the p('rij) approach zero. These quantities

are
M

Fro Z N, + G (L)
i=1 .

¥, = N, + SM (5)

Viith the infinite clippers present in the system, the directivity
pattern has much the same shape as that in Fig. 2, However, in order
to define y(6) mathematically, it is first necessary to define a

normalized correlation function, ‘uij (t), for signal and noise:

ey . (AET TR e R )

6)
1 (s + Ni)l/z(s + )2 :
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Furthemore,

7

S +
(5 + N (s + N3)1/2 B 2

p,ij(’r) =< St

p(T) 1= 3

The correlation functions for the clipper responses, with the assumption

that the clipper output is either +1 or -1, have been shcwn)4 to be

p.;_j('c) = viTt) vj(t +T) = % arcsin{uij(r)‘} (8)

\

|
(’rij)r it

Note that (
S

(s + Ni)l/z(s + Nj)l/2 ©

4 arcsinJ
1 T L
p.ij(O) = (9)

1 L=

The directivity pattemn i1s found by swming Eq. (9) over a1l i and j:

M U1 \I
@ 5 D) L)
v(e 2_, ~ arcsin p.ij(O)J,
i=1l 3= {
M M )
N S
= M+ 2 \—] N — arcsin p(t,,)
= L, 1/2 = A2 )
=1 g (5 + N )78+ Nj) I
(10)
The "on target" and "off target" values, 50 and S;L respectively, are
M M a
iz S 2
y=M+ZZ ) = arcsin =N
9 Lo oo 15+ 0¥ %(s + v 72
i=1l J=i+l 4 -1 3 (11)
§L = ¥ (02
A2 -7



IV, Performance Comparison - Ratio of Average Signal Outputs

The average signal output is defined in Eq. (13) to be the difference
between the "on target" value of the directivity pattem and the "off
target" value for both systems., Note that the signal source is still

present for both conditions,
Aff- = io = iL (13)

For purposes of compar&son, the directivity patterns for toth systems are
normalized with respect to the "off target" response in each case, The
ratio of the normalized Ay in both cases then becomes meaningful as a
performance index,

The indicated computation may be carried out for any particular
system for which the Ni are known by measurement. However, in order to
get some general results, it is convenient to assume a étatistical
distribution for the Ni which applies to all treansducers, Of course,
physical measurements should support any assumed distribution, Two simple
statistical distributions are assumed and analyzed in detail, one of which
is continuous, the other is discrete., The convinuocus distribution of Ni

is described by the probability demsity function, £(IV,).

' -1 g B =

' (Ni in NH/NL) N, S N S Np
£(N,) = 4 (1L)

l 0 elsewhere

The discrete distribution is two-valued and is described in Eq. (15).

%] e
N, = ‘> with probability < (15)
1 L 1(1 : p)[

A2-8
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Statistical averages of Ay over the Ni are used in computing thke ratio
of the Ay for both systems.

For the system without clippers, from Eqs. (L), (5) and (13)

(a5 = s - w) (26)

Ghy

The normalized signal output found in Eq. (18) is denoted by primes.

<A A> g
= (M~ 1) ———— (18)
(&> = <yAL s + 1

and

]

H(N) +5) b))

For the system with clippers, the normalized signal output fron

Egs. (11), (12) and (13) is found to be

:;>! = <A— = VM - -— < l' S l>\
{3 <—ﬁ§L> (M- 1) arc:51n<L(S T )1/2(8 = N lfgl/
(19)

The signal response ratio, which is an index of relative system
performance with respect to average signal output, is defined to bc the

ratio of Eq. (19) to Eq. (18).
p
—\! (N
\Av> -2 <rcs:m4 2 >(1 + l/)
A (s + 1 Y25 + NV

Equation (20) remains to be evaluated for the two cases indicated in Egs.

(1h) and (15).

(2C)

For the continuous distribution in Egq. (1&), which describes a

uniform distribution of noise power cn a logarithmic basis, we have

A2-9
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<Ni> -] Ni(Ni n N—H-) aN, = (NH - NL) in N—E) (21)

i

LT

N,
_If the definition &, = <+ 1is made,
-1
(N, )
(l’r ]‘)=l+(aH-aL) &niH- (22)
S B

Furthermore, the evaluation of the eipectation of the arcsin function
in Eq. (20) is simplified if the restriction is made that ay > a2 1l
Since the detection of strong signals presents no problem, the restriction

7

is almost always satisfied, Thus,

w

. S -2, -1/2 . B
<arcs:Ln = Ni)l'[g(s % Nj)l/> <(1 +a) 7 (L aj) > (1 #3)

2
% -1
( /
=j (l+a)l/2\a. znfﬂ) d
1 aL 1
aL N
) o
, [+ aH)l/e- 1] [ aL)1/2+ 1]“ . o e
= — . ) ==
3 (@ - Y% 1] @+ a5 1] aL)
T (23)

Substituting the results in Egs. (22) and (23) into Eq. (20) yields Ry
] -3
a bty
H [ H)
‘ fa ML o &

(2k)

B

oo 72 |
(BT o ][ w7

St A Sy 0 a.l{aL = b, Eq. (24) further simplifies to

A2-10
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s wan E DR ER b

R = 8 B 2 R i3]
2 b(¢n 1)

(25)

The results given for K, in Eqgs. (24) and (25) are evaluated for
several values of ay and plottéd as functions of b in Figure 3, The
results show that for sufficiently large b, the performance of the system
with clippers is superior to that of the system with the clippers rcmoved,
although the results are certainly dependent to a great degree on the
assumed distribution of noise power given in Eq. (14). Other assumed
distributions show much less improvenent,

For example, if

il
L gty
£(N,) = (26)
0 elsewhere
the relation for Rl becomes
- 2
8 (1 + aH)]‘/2 - (1 + aL)1/2 ay *+ ap
R_L = -T-[- ilig & (27)
ay - aL | 2
When ar is large compared to unity, Eq. (27) becomes
2
= for b =1
+
& ¥ ’ﬁ' _Vb‘z"_él - (28)
(67" + 1) % for b-»e

Very little advantage of the system with clippers is shown, even for

large h.

A2-11
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Similarly, if

N, 1
m -N—-z NL < Ni < NH
£(N,) = ¢ : (29)
L 0 elgewhere

the relation giving R1 137

1
ST S | R W TRPWELA
\
13
" S8y, s 5 ®H &5)
- By, SHRL Br

Equation (30) reduces to Eq. (31) with considerable manipulation if a

is large compared to unity.

T
a S ABL Bl e & (31)
TP 8 4 4

& n for large b

Evaluation of Eq. (31) for b = 1000 yields R, = 1.95. The system with
clippers again shovs very little advantage over the system without

clippers.

Next, Eq. (20) is evaluated for 