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ABSTRACT

This report discusses the shielding of personnel against charged particles in space using electric or magnetic fields. The energy distribution and other characteristics of charged particles in space are summarized. The operation and stability of an electrostatic shield (two concentric charged conducting spheres) for protection against 1-Mev electrons and 500-Mev protons is discussed. Shielded regions for charges in a magnetic dipole field are described. A method is given for calculating trajectories of particles incident on a magnetic dipole in a parallel beam, with sample trajectories illustrated. The vector potential of a cylindrical solenoid is used to get the shielded region for \( L/R = 1.00, \frac{R}{C_{st}} = 0.40 \). The mass of conductors and structure of superconducting solenoids are calculated in terms of the geometry and dipole moment. A non-optimum sample design has a magnetic moment \( 5.66 \times 10^{12} \text{ gauss cm}^3 \), radius and length 4 meters, weighs 417,000 lb, and protects \( \sim 50 \) meters from 1-Bev protons. A single-turn magnetic shield could be made \( 1/10 \) the mass of a comparable passive shield for 1-Bev protons. Structural considerations and preliminary shielded volume studies indicate that further decrease in mass could be obtained using an optimized cylindrical solenoid. Recommendations for future work emphasize further studies of cylindrical solenoids and other current configurations.

This technical documentary report has been reviewed and is approved.

Fred D. Orazio, Sr.
FRED D. ORAZIO, SR.
Technical Director
Directorate of Advanced Systems Planning
Deputy for Technology
TABLE OF CONTENTS

1. INTRODUCTION 1

2. CHARACTERISTICS OF CHARGED PARTICLE RADIATION IN SPACE 7
   - Primary Cosmic Ray Particles 7
   - Particles From Solar Flares 15
   - Van Allen Particles 21
   - Effects of Short Time Exposures of Man to the Radiation in Space 24

3. ELECTROSTATIC SHIELDING 29
   - Operation of Two Concentric Charged Spheres 31
   - Stability of Two Concentric Charged Spheres 37

4. MAGNETIC SHIELDING—BASIC CONSIDERATIONS 46
   - Motion of Charged Particles in a Magnetic Field 46
   - Generation of Magnetic Fields 48
   - Comparison With Electrostatic Shielding 49
   - Motion in a Dipole Field 50
   - Forbidden Regions 60
   - Shielding Effectiveness 66
   - Particle Trajectories—Numerical Integration 70
   - Extension to General Axisymmetric Fields 94

5. MAGNETIC SHIELDING—MAGNET DESIGN 105
   - Characteristics of Superconducting Materials 105
   - Solenoid Parameters 110
   - Mass of the Conductors 113
   - Mass of the Structure 117

6. CONCLUSIONS 129
   - Feasibility 129
   - Comparison With Passive Shielding 131
   - Recommendations for Future Work 132

REFERENCES 135
LIST OF FIGURES (CONTINUED)

Fig. 4.13 Vector Potential of a Cylindrical Solenoid in the Equatorial Plane as a Function of Radial Distance. 103

Fig. 4.14 Shielded Regions for a Cylindrical Solenoid Whose Dimensions are Comparable With the Störmer Radius, for \( \gamma = -1.03 \). 104

Fig. 5.1 Critical Current Density vs. Applied Magnetic Field for Some Niobium-Zirconium Alloys. 106

Fig. 5.2 Critical Current vs. Applied Magnetic Field for \( \text{Nb}_3\text{Sn} \) "Wires". 108

Fig. 5.3 Definition of Coordinates and Geometrical Parameters for a Cylindrical Solenoid. 112

Fig. 5.4 Variation of Magnetic Field With Radial Distance for a Cylindrical Solenoid. 114

Fig. 5.5 Magnetic Pressure as a Function of Magnetic Field Strength. 116

Fig. 5.6 Ratios of Working Stress to Azimuthal Stress and Longitudinal Stress to Azimuthal Stress for Cylindrical Solenoid Structures as Functions of \( \ell/R \). 122

Fig. 5.7 Mass of the Cylindrical Structure \( C_1 \) as a Function of \( L/R \). 123
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 2.1</td>
<td>Kinetic Energy as a Function of Velocity for Relativistic and Nonrelativistic Particles.</td>
<td>13</td>
</tr>
<tr>
<td>Fig. 3.1</td>
<td>Geometry of an Electrostatic System Capable of Shielding Against Both Positive and Negative Charged Particles.</td>
<td>30</td>
</tr>
<tr>
<td>Fig. 3.2</td>
<td>Electrostatic Potential and Field as a Function of Radial Distance for Two Concentric Charged Spherical Conductors of Negligible Thickness.</td>
<td>32</td>
</tr>
<tr>
<td>Fig. 3.3</td>
<td>Geometry of the Off-Center Spheres.</td>
<td>38</td>
</tr>
<tr>
<td>Fig. 4.1</td>
<td>Geometrical Relationships Between Cartesian, Cylindrical Polar, and Spherical Polar Coordinates Used in This Report.</td>
<td>52</td>
</tr>
<tr>
<td>Fig. 4.2</td>
<td>A Typical Line of Force of the Dipole Field.</td>
<td>53</td>
</tr>
<tr>
<td>Fig. 4.3</td>
<td>Störmer Unit as a Function of Kinetic Energy of Protons and Electrons for Various Values of Dipole Moment.</td>
<td>56</td>
</tr>
<tr>
<td>Fig. 4.4</td>
<td>Definition of Impact Parameters for Scattering of a Charged Particle by the Field of a Magnetic Dipole.</td>
<td>59</td>
</tr>
<tr>
<td>Fig. 4.5</td>
<td>Regions Forbidden to Particles of a Single Energy Moving in a Magnetic Dipole Field for Various Values of the Angular Momentum Constant $\gamma$.</td>
<td>63</td>
</tr>
<tr>
<td>Fig. 4.6</td>
<td>Completely and Partially Shielded Regions for Particles of a Single Energy Moving in a Magnetic Dipole Field.</td>
<td>65</td>
</tr>
<tr>
<td>Fig. 4.7</td>
<td>Trajectories in the Equatorial Plane of the Dipole.</td>
<td>87</td>
</tr>
<tr>
<td>Fig. 4.8</td>
<td>Trajectories Incident Parallel to the Dipole Axis.</td>
<td>89</td>
</tr>
<tr>
<td>Fig. 4.9</td>
<td>Trajectories of Particles Incident at an Angle of 22 1/2° With the Dipole Axis.</td>
<td>90</td>
</tr>
<tr>
<td>Fig. 4.10</td>
<td>Trajectories of Particles Incident at an Angle of 45° With the Dipole Axis.</td>
<td>91</td>
</tr>
<tr>
<td>Fig. 4.11</td>
<td>Trajectories of Particles Incident at an Angle of 67 1/2° With the Dipole Axis.</td>
<td>92</td>
</tr>
<tr>
<td>Fig. 4.12</td>
<td>Trajectories of Particles Incident at Right Angles to the Dipole Axis (Parallel to the Equatorial Plane).</td>
<td>93</td>
</tr>
</tbody>
</table>
# LIST OF TABLES

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Nuclear Abundances, Based Upon an Abundance of 100 for Hydrogen or Hydrogen Nuclei.</td>
<td>11</td>
</tr>
<tr>
<td>2.2</td>
<td>Solar Proton Events.</td>
<td>19</td>
</tr>
<tr>
<td>2.3</td>
<td>Integral Energy Spectrum of Particles in the Van Allen Zones.</td>
<td>22</td>
</tr>
<tr>
<td>2.4</td>
<td>Effects of Radiation Doses.</td>
<td>26</td>
</tr>
<tr>
<td>4.1</td>
<td>Limiting Values of Energy for Complete and Partial Shielding as a Function of Latitude for a Dipole Field.</td>
<td>69</td>
</tr>
<tr>
<td>6.1</td>
<td>Parameters of Four Sample Solenoids.</td>
<td>130</td>
</tr>
</tbody>
</table>
**LIST OF PRINCIPAL SYMBOLS**

<table>
<thead>
<tr>
<th>English Letter Symbols</th>
<th>Definition/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{\vec{A}}$</td>
<td>Magnetic vector potential</td>
</tr>
<tr>
<td>$A_\phi$</td>
<td>Azimuthal component of $\mathbf{\vec{A}}$</td>
</tr>
<tr>
<td>$A(Y)$</td>
<td>Notation for inner forbidden region</td>
</tr>
<tr>
<td>$a$</td>
<td>Radius of inner sphere (Chapter 3)</td>
</tr>
<tr>
<td>$\mathbf{\vec{\mathbf{a}}}$</td>
<td>Magnetic dipole moment (Chapter 4)</td>
</tr>
<tr>
<td>$a$</td>
<td>Magnitude of $\mathbf{\vec{\mathbf{a}}}$ (Chapter 4)</td>
</tr>
<tr>
<td>$A$</td>
<td>Constant in expression for $V_1(r, \phi)$ (Chapter 3)</td>
</tr>
<tr>
<td>$A$</td>
<td>Constant in expression for $I(\xi)$ (Chapter 4)</td>
</tr>
<tr>
<td>$B(Y)$</td>
<td>Notation for outer forbidden region</td>
</tr>
<tr>
<td>$b$</td>
<td>Radius of outer sphere</td>
</tr>
<tr>
<td>$B$</td>
<td>Constant in expression for $V_1(r, \phi)$ (Chapter 3)</td>
</tr>
<tr>
<td>$B$</td>
<td>Constant in expression for $I(\xi)$ (Chapter 4)</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>Coefficient of capacitance</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>Coefficient of capacitance</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>Coefficient of capacitance</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>Coefficient of capacitance</td>
</tr>
<tr>
<td>$C_{st}$</td>
<td>Stormer radius</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
</tr>
<tr>
<td>$D$</td>
<td>Constant in expression for $V_1(r, \phi)$ (Chapter 3)</td>
</tr>
<tr>
<td>$D$</td>
<td>Constant in expression for $I(\xi)$ (Chapter 4)</td>
</tr>
<tr>
<td>$E$</td>
<td>Total energy of a particle (kinetic energy plus rest energy)</td>
</tr>
<tr>
<td>$E_{ao}$</td>
<td>Electric field just outside the inner sphere</td>
</tr>
<tr>
<td>$E_{bi}$</td>
<td>Electric field just inside the outer sphere</td>
</tr>
<tr>
<td>$E_{bo}$</td>
<td>Electric field just outside the outer sphere</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$E_{\text{elec}}$</td>
<td>Electrostatic energy</td>
</tr>
<tr>
<td>$E(\psi, k)$</td>
<td>Incomplete elliptic integral of the second kind</td>
</tr>
<tr>
<td>$E(k)$</td>
<td>Complete elliptic integral of the second kind</td>
</tr>
<tr>
<td>$E_{\text{kin}}$</td>
<td>Kinetic energy of a particle</td>
</tr>
<tr>
<td>$E_{\text{mag}}$</td>
<td>Magnetic energy</td>
</tr>
<tr>
<td>$E_{\text{max}}$</td>
<td>Vacuum-breakdown-limited electric field</td>
</tr>
<tr>
<td>$E_{\text{max}}$</td>
<td>Upper limiting energy for shielding effectiveness</td>
</tr>
<tr>
<td>$E_{\text{min}}$</td>
<td>Lower limiting energy for shielding effectiveness</td>
</tr>
<tr>
<td>$E_{\text{kin}}^{\text{max}}$</td>
<td>Kinetic energy corresponding to $E_{\text{max}}$</td>
</tr>
<tr>
<td>$E_{\text{kin}}^{\text{min}}$</td>
<td>Kinetic energy corresponding to $E_{\text{min}}$</td>
</tr>
<tr>
<td>$E(r)$</td>
<td>Radial electric field intensity as function of radial distance $r$</td>
</tr>
<tr>
<td>$e$</td>
<td>Charge of a particle</td>
</tr>
<tr>
<td>$\hat{e}_x$, etc.</td>
<td>Unit vectors in direction of increasing $x$, etc.</td>
</tr>
<tr>
<td>$E_0$</td>
<td>Constant in integral energy spectrum (Chapter 2)</td>
</tr>
<tr>
<td>$E$</td>
<td>Constant in expression for $V_i(r, 0)$ (Chapter 3)</td>
</tr>
<tr>
<td>$F$</td>
<td>Force on a particle</td>
</tr>
<tr>
<td>$F(\psi, k)$</td>
<td>Incomplete elliptic integral of the first kind</td>
</tr>
<tr>
<td>$F$</td>
<td>Constant in expression for $V_i(r, 0)$ (Chapter 3)</td>
</tr>
<tr>
<td>$F$</td>
<td>Force on inner sphere due to displacement from concentricity (Chapter 3)</td>
</tr>
<tr>
<td>$H$</td>
<td>Magnetic field intensity</td>
</tr>
<tr>
<td>$H$</td>
<td>Magnitude of $\vec{H}$</td>
</tr>
<tr>
<td>$I$</td>
<td>Current in a single turn</td>
</tr>
<tr>
<td>$I(\xi)$</td>
<td>Integrals appearing in the evaluation of vector potential from a cylindrical solenoid</td>
</tr>
<tr>
<td>$I_1(\xi)$</td>
<td>Integral appearing in the evaluation of vector potential from a cylindrical solenoid</td>
</tr>
</tbody>
</table>
\( I_2(\xi) \) Integral appearing in the evaluation of vector potential from a cylindrical solenoid

\( I_3(\xi) \) Integral appearing in the evaluation of vector potential from a cylindrical solenoid

\( I_c \) Critical current

\( j_c \) Critical current density

\( K(k) \) Complete elliptic integral of the first kind

\( k, k' \) Arguments of elliptic integrals (defined where they occur)

\( k \) Constant in integral energy spectrum (Chapter 2)

\( L \) Length of cylindrical solenoid

\( L \) Inductance of a cylindrical solenoid (Chapter 5)

\( \mathcal{L} \) Lagrangian function (Chapter 4)

\( m \) Relativistic mass of a particle

\( m_0 \) Rest mass of a particle

\( m_{st} \) Mass of structure

\( m_w \) Mass of superconducting wire

\( N \) Number of turns

\( n \) Differential directional intensity of a beam of particles

\( N \) Particle flux (Chapter 2)

\( N_e \) Electron flux

\( N_p \) Proton flux

\( n \) Constant in integral energy spectrum (Chapter 2)

\( P_a \) Stress on inner sphere

\( P_b \) Stress on outer sphere

\( p_{\phi} \) Canonical angular momentum conjugate to the \( \phi \)-coordinate

\( P_l(\cos \theta) \) Legendre polynomial

\( P \) Pressure

\( P_0 \) Impact parameter
P \quad \frac{\psi}{C_{st}} \quad \text{(Chapter 4)}

Q \quad \text{Ratio of } \phi \text{-component of velocity to total speed (in discussions of shielded regions)}

Q_o \quad \text{Impact parameter}

q_a \quad \text{Charge on inner sphere}

q_b \quad \text{Charge on outer sphere}

\eta \quad \frac{\eta}{C_{st}} \quad \text{(Chapter 4)}

R \quad \text{Radius of cylindrical solenoid}

r \quad \text{Radial distance}

r' \quad \text{Radial coordinate with respect to the displaced center of the outer sphere}

r_0 \quad \text{Constant in equation for dipole field line}

R \quad \frac{\psi}{C_{st}} \quad \text{(Chapter 4)}

R \quad \text{Radius of circular particle orbit} \quad \text{(Chapter 4)}

s \quad \text{Arc length}

S_{L} \quad \text{Axial stress in cylindrical solenoid structure}

S_t \quad \text{Tensile stress}

S_y \quad \text{Yield strength}

S \quad \frac{s}{C_{st}} \quad \text{(Chapter 4)}

t \quad \text{Thickness of cylindrical shell}

t_d \quad \text{Total thickness of disks in cylinder-disk structure}

V_1 \quad \text{Potential of inner sphere after displacement}

V_2 \quad \text{Potential of outer sphere after displacement}

V_i(r) \quad \text{Potential between the two spheres in terms of } r

V_i(r, \phi) \quad \text{Potential between the two spheres}

V_0(r') \quad \text{Potential outside the outer sphere}

V(r) \quad \text{Electrostatic potential as function of radial distance } r

V_a \quad \text{Potential of inner sphere before displacement}

V_b \quad \text{Potential of outer sphere before displacement}

v \quad \text{Speed of a particle (magnitude of velocity vector)}
\( \vec{v} \) Vector velocity of a particle
\( x \) Off-center distance when spheres are displaced slightly
\( \vec{X} \) Position vector
\( x, y, z \) Cartesian coordinates
\( z \) Axial cylindrical coordinate

Greek Letter Symbols

- \( \beta \): \( \|\beta/(\omega - R)\| \)
- \( \gamma \): Störmer angular momentum constant
- \( \theta \): Angular spherical coordinate
- \( \Lambda_0(\psi, k) \): Heuman's lambda function
- \( \mu \): Transformed dependent variable for particle trajectories
  [Cf. Eq. (4.36)]
- \( \xi, \eta, \zeta \): Rotated Cartesian coordinates
- \( \xi^+ \): \( z + \frac{1}{2}L \)
- \( \xi^- \): \( z - \frac{1}{2}L \)
- \( \Pi(-p^2, k^2, k) \): Complete elliptic integral of the third kind
- \( \rho_{st} \): Density of structural material
- \( \rho_w \): Density of superconducting wire
- \( \sigma \): Transformed independent variable for particle trajectories
  [Cf. Eq. (4.37)]
- \( \sigma_a \): Surface charge density on inner sphere
- \( \sigma_b \): Surface charge density on outer sphere
- \( \sigma_w \): Cross sectional area of superconducting wire
- \( \phi \): Azimuthal cylindrical coordinate (also a spherical coordinate with identical meaning)
- \( \chi \): Impact angle for a particle approaching a magnetic dipole
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1. INTRODUCTION

An important problem in manned space flight is to protect the crew from ambient charged particle radiation. In the Van Allen zones or during a Class C or higher solar flare dosage rates from ionizing radiation may reach such a level as to cause acute sudden radiation injury. Because of this, interest in shielding requirements and methods of shielding has been high. Several authors have discussed protection of personnel from the environmental radiation danger during space missions (see for example References 10, 15, 16, 29, 31, 32), but most have considered only the use of passive shielding materials. Whereas on earth protection against an arbitrarily strong radiation field can be achieved simply by using large quantities of shielding material, in space bulk shielding is restricted strongly by the payload-lifting capabilities of boosters.

Since most of the high-energy particles in space are electrically charged, electric or magnetic fields could be used to deflect the particles away from some protected area. Thus shielding would be accomplished by "active" instead of "passive" means, and the possibility exists that a saving in payload weight for the same shielded volume could be affected thereby. The purpose of this study was to determine the feasibility of active shielding methods both for space missions in the vicinity of the earth (lunar or cislunar missions) and for interplanetary voyages.

The primary purpose of considering active as opposed to passive shielding is weight reduction for systems stopping the primary charged particles or reducing their energy, but this picture is complicated by the following effects. First, a shielding system which degrades the energy of incoming particles may increase the effective dosage rate because low-energy particles have a higher relative biological effectiveness (RBE). Thus it is desirable to have a shield which reduces the flux of charged particles in certain regions without decreasing the particle energies. Second, the stopping or slowing of charged particles in passive shielding materials produces "secondaries" which add to the dose rate. Protons on interacting with matter produce neutrons and mesons; electrons on passing near atomic nuclei produce deceleration.
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electromagnetic radiation (Bremsstrahlung) which appears in the form of high energy photons or x-rays. Both neutrons and Bremsstrahlung x-rays are uncharged and hence have great penetrating power when passing through matter; also they are not easily deflected by electromagnetic fields. A fair comparison between passive and active shielding methods should include the effect of secondaries. In some cases it is possible that the use of a passive shield without extra provision for stopping the secondaries would give rise to a higher dose rate than if no shielding at all were used. In practice the calculation of effects due to secondary production is difficult and is not carried out in the majority of treatments. A significant advantage of active shielding is that either large volumes of bulk material are not required or else the system can be designed so that bulky parts are not exposed to primary particles. Secondaries would be much less of a problem in active shielding devices than with passive systems.

At the outset it would seem simplest to use electrostatic fields to deflect charged particles. For example, a uniformly charged spherical conducting shell could be used to repel an omnidirectional flux of particles below a certain energy if the particles all have charges of the same sign. It can be shown that it is feasible to build and charge such an electrode and that the device will provide adequate shielding if all particles have charges of the same sign. But both positive and negative charged particles are found in the actual space environment. For instance, both protons and electrons occur in the Van Allen belts. Although one ordinarily thinks of solar flares as producing only high energy protons and possibly nuclei of the lighter elements, interplanetary space is filled with low energy plasma streaming out from the sun in the form of the "solar wind". The solar plasma contains an approximately equal number of electrons and positive ions so that the material as a whole is electrically neutral. Now a spherical electrostatic shield stopping, say, 500 Mev protons would accelerate either Van Allen electrons or electrons in the solar wind to energies slightly over 500 Mev. Such a device, although shielding against the protons, would produce a concentrated flux of high energy electrons. These electrons would not of themselves have any great penetrating power but would produce very dangerous x-rays on interacting with matter, whether spacecraft cabin or human tissue.
In principle an electrostatic shield consisting of two concentric charged spheres could be used as a shield against both positive and negative particles. Suppose one wishes to use such a shield for protection against 500 Mev protons and 1 Mev electrons (nominal values for the Van Allen belt). The outer sphere is charged to 500 million volts potential; this is just sufficient to stop the incoming protons, but accelerates the electrons until they have energies of 501 Mev per particle, which enables them to pass through the thin outer sphere with little energy loss or secondary production. Now suppose the inner sphere is given a potential with respect to the outer sphere of minus 501 million volts, or minus one million volts with respect to infinity. Then the electrons will have their energy reduced to zero, and the protons will not be accelerated since the potential at a point outside the outer sphere is independent of the potential on the inner sphere. Thus shielding against both protons and electrons would be achieved with little secondary production.

Practical considerations make the concentric sphere electrostatic shield unfeasible. It is difficult to charge two isolated bodies to predetermined potentials, and even harder to maintain those potentials when the electrodes are subject to continual bombardment by a beam of charged particles. Both spheres must be very large, and the outer sphere must be much larger than the inner, in order that the electric field in the intervening region may be less than the breakdown field. Since a system of charged conductors cannot remain in stable mechanical equilibrium, supports are required to keep the spheres concentric. Because of the high potential difference between the inner and outer spheres, the forces exerted by the supports against even a small displacement (less than one percent) must be very large. This ignores kinds of instability other than the spheres becoming off-center; for instance buckling would almost certainly occur in both spherical shells. Lastly, there are the openings in the spheres for access to the passenger compartments, and external equipment such as radio antennas with sharp corners, all of which would provide convenient places for the initiation of electrical breakdown.

More complicated electrostatic devices have been considered by Dow. These have the disadvantage that they will work only for beams of particles incident from one or two directions, but may prove useful in the rare cases of
unidirectional fluxes. The flux of both Van Allen and solar flare particles after the first few minutes of the flare are omnidirectional. This is caused by the spiralling of charged particles in the geomagnetic field and interaction with turbulent interplanetary magnetic fields. The designs of Dow moreover require additional study with respect to electrostatic breakdown.

Magnetic fields may also be used to deflect charged particles away from certain regions and thus provide shielding. The action of a magnetic field on charged particles differs from that of an electrostatic field in several ways. The energy of a charged particle is not changed by the magnetic field, except for trivial amounts lost by radiation. The magnetic force on a charge does not lie in the direction of the field, and it depends on the particle velocity. The quantitative features of the particle's motion do not depend on the sign of the charge, the only difference being that a trajectory for a negative particle is the mirror image of some other trajectory for a positive particle. Thus magnetic shielding can be used for particles of both charge. Since the energy of particles not deflected from the protected area is not degraded, the RBE would not be increased by using magnetic shielding.

Until recently it appeared that, although magnetic shielding was possible in principle, it would not be possible in practice because high magnetic fields spread out over unusually large volumes would be required. Magnetic fields must be generated by electric currents, and even the use of very heavy conductors carrying large currents in coils wound around ferromagnetic materials would not result in fields sufficiently high for shielding against particles of a few hundred Mev. Besides the heavy conductors and core material, large amounts of electrical power and cooling water would be required. The weight and power requirements would clearly put the magnetic system at a disadvantage with respect to passive shielding if ordinary conductors were to be used. Also, the large amounts of conducting material and core material would provide an ideal medium for the production of secondaries.

The discovery in 1961 of superconducting materials which maintain their superconductivity in the presence of high magnetic fields has changed this situation. Because superconductors have no electrical resistance, currents can be kept flowing without the expenditure of electrical power provided that the coils are kept at the (very low) liquid helium temperature. The weight of
a superconducting coil giving the same field would be much less than that of
a corresponding copper or silver coil. Because of the high currents, strong
magnetic fields can be achieved without the use of iron or other ferromagnetic
core material. Since ferromagnetic materials saturate at a field of about
20,000 gauss, the use of these materials is not even an advantage for fields
of the order of 100,000 gauss. Secondaries are not a problem in magnetic
shielding, since no core materials are required and the bulk of the super-
conducting material is relatively small.

Magnetic shielding using superconductors would have certain disadvantages.
The coils producing the magnetic field must be kept at liquid helium tempera-
ture; thus some sort of cryogenic refrigerator or liquid helium dewar would
be required. The system would be somewhat vulnerable to electrical and
mechanical damage. Additional structure would have to be provided to protect
the system against damage through interaction with its own magnetic field.
Calculations show that this structure will comprise about ninety percent of
the mass. The high magnetic fields involved will certainly have some effect
on instrumentation, and electrical apparatus aboard a space vehicle using
magnetic shielding would have to be designed with the magnetic field in mind.
It is felt that evidence of severe d-c magnetic effects on living beings is not
well-founded at present, and that exposure of a spacecraft crew to a strong
magnetic field constant in time need not be a disadvantage. Nevertheless,
such a threat must be considered extant until proved otherwise.

This report begins with a description of the charged particle radiation
environment in space. The characteristics of the three principal forms of
space radiation (primary extrasolar cosmic rays, solar flare particles, and
geomagnetically trapped (Van Allen) particles) are given, with emphasis on
energy range, intensity, and dosage to unshielded man. The proposed
electrostatic shield is analyzed, and reasons are given and supported quanti-
tatively for concluding that the electrostatic system is not practical. The
major part of the report is devoted to a discussion of magnetic shielding
using dipole-like magnetic fields produced by cylindrical air-core (or vacuum
core) solenoids. It is shown that, provided the problems of fabricating
superconductors into wire coils can be solved, the magnetic shield of the type
described can offer a weight-saving advantage over passive shields giving
protection from equally energetic particles over equal volumes.

Studies of magnetic shielding have been carried out and reported by Dow, Levy, Brown, and members of our group. It was shown by Dow that if ordinary conductors are used for the shielding coils, the system would weigh more than a passive shield giving the same protection. Levy considered a magnetic field produced by a single turn of superconducting wire carrying a high current, and showed that this system would have less weight than a corresponding passive shield if protection against high energy particles (\( \sim 1 \text{ Bev} \)), which one would encounter on long missions, is desired. Levy and Brown have pointed out that the prospects of magnetic shielding may be expected to improve with the development of superconducting materials having higher critical fields, critical current densities, and strength-to-weight ratios, whereas there is little room for improvement of passive systems. Both Dow and Brown have considered magnetic shields in which the deflection of particles occurs within the magnetic structure, while Levy and our group have considered systems in which the deflection takes place outside the magnet. The systems considered in this report are of the latter kind.

It is felt that the uncontained field designs are better than the contained field devices because of less problems with secondaries and more efficient utilization of the magnetic energy over larger regions of space. But it is probably too early to attempt to make a selection of one magnetic shield over the others at this time, and we will be concerned here with establishing the feasibility of such a system rather than giving a detailed design.
2. CHARACTERISTICS OF CHARGED PARTICLE RADIATION IN SPACE

Primary Cosmic Ray Particles

For at least a generation the existence of primary cosmic rays has been known, and studies of their characteristics have been made not only from the standpoint of regarding them as a natural beam of high-energy particles, but also toward understanding their place of origin and the mechanism for their acceleration. These studies were very difficult in the past because very few cosmic ray particles are observed near the surface of the earth. Indeed, for a long time it was not known that the various secondary particles found near the earth's surface are products of the interaction of primary cosmic ray particles with components of the atmosphere. In the last decade cosmic-ray research has advanced greatly because high-altitude balloons, rockets, and satellites have been available for use in the upper atmosphere and beyond.

The peculiar characteristics, of which perhaps the most important is the very high energy, of cosmic rays have given rise to a number of theories concerning their origin. Some of these theories postulated that the cosmic rays are remnants of the original state of the universe before the stars were formed, or proceed from some unknown nuclear events of spontaneous decay. The central idea of these theories was that the problem of cosmic-ray origin is part of a larger cosmological problem concerning the origin and evolution of the universe as a whole, rather than explainable in terms of specific mechanisms. Recent developments which provide a key toward establishing such model theories include

1. The beam of primary cosmic ray particles is, to first approximation, a sample of the nuclei of elements found in the stars proportional to their natural abundances. These nuclei have energy in the Bev range. However, electrons and gamma rays having these energies are virtually nonexistent in the cosmic ray beam. The energies which the heavier nuclei possess are thousands of times greater than that which can be acquired by the disintegration of atomic nuclei. This seems to imply that the particles acquired their energy by some adiabatic process, proceeding over a long time, rather than
by some suddenly occurring event. Since particles which dissociate when they interact with electromagnetic fields are nearly absent, it seems reasonable to conclude that electromagnetic processes have been active in controlling the history of the particles.

2. Magnetic fields in the solar atmosphere and in interplanetary space have been found to be very important with respect to time variation of the cosmic ray flux. As a matter of fact one of the best ways of getting information about these magnetic fields is through study of cosmic rays, because the fields are too weak to be investigated by more conventional means such as the Zeeman effect.

3. It has been found that many astrophysical phenomena, such as radio emission and the polarization of starlight which has passed through the region of our galaxy, arise through the interaction of electromagnetic fields with the ionized interstellar medium.

4. The presence of large numbers of relativistic particles of high energy in such objects as the Crab nebula has been confirmed by both optical and radio astronomy.

Based on information such as the above, it may be seen that cosmic ray primaries form an important tool for gaining information about the structure of the universe in the large. Present models for the origin of cosmic rays are still sketchy for want of observational information. This condition is accentuated by our poor understanding of nonlinear hydromagnetic processes and our lack of knowledge about the interstellar and intergalactic media and the neighborhoods of supernovae or other energetic objects. But in spite of these gaps in our knowledge, probably an understanding of the origin of cosmic rays can be gained without postulating any new or rare physical processes.

One of the most recent model theories of the origin of cosmic rays is that of Morrison.\textsuperscript{30} In this theory there is a wide variety of sources, each contributing to the cosmic ray flux. For cosmic rays of low energy especially, a large number of mechanisms in stellar atmospheres or based on interstellar gas motion could give rise to the observed intensities. The particles whose energies are several Mev probably have their origins in streams of
gas from the sun or other stars. Particles having energies in the 10 to 100 Bev range probably originate in stars with mass ejection and in magnetic instabilities located in spiral arms of the galaxy. Particles with energies in the $10^3$ to $10^5$ Bev range may originate in explosive stars, such as novae and supernovae. These stars may now be extinct, since the particles can be trapped in the galactic magnetic field long enough to go back to early stages of the galaxy. Finally, particles in the very high energy range from $10^7$ to $10^8$ Bev may have come from unusual very energetic extragalactic objects, such as the "jet" in the spherical galaxy NGC 4486.

We turn to a description of the properties of the cosmic radiation, including the energy distributions (References 6, 7, 30). As indicated previously one of the most important features of primary cosmic-ray particles is their high energy, which extends to at least a few times $10^8$ Bev or $10^{17}$ ev. It is interesting to note that a single particle of energy $10^{17}$ ev has an energy of about $1.6 \times 10^5$ ergs or $1.6 \times 10^{-2}$ joules in macroscopic units.

It is a general property of the cosmic ray beam that, apart from minor fluctuations of a few percent, the flux of primary particles above the 10 Bev remains constant in time except during very large solar flares. Since the earth turns on its axis and cosmic particles undergo complex motions in the geomagnetic field, the observed constancy of the flux with time implies the uniformity of the flux over all directions of space. Particles of the lowest energies (below 2 or 3 Bev) do not follow this rule. Such particles are rare in years of strong solar activity and are present in their full intensity only near minimum of the eleven year sunspot cycle. It may be concluded that cosmic ray particles of such low energy originate in the sun and derive their energy from solar activity.

The flux of cosmic ray particles seems to remain essentially constant for periods of the order of ten thousand years. This is shown by agreement between documentary and radiocarbon dating of old historical events, for which a correction taking into account background cosmic radiation must be made. Considerations such as these give information about particles of 2 to 10 Bev energy only, but the bulk of the incoming energy lies in this range. Measurements performed on cosmic-ray-produced isotopes in meteors show that, within an order of magnitude, the flux of cosmic ray particles having
these typical energies has not changed for several hundred million years. One may thus accept, as a fundamental feature of cosmic ray phenomena, the statement that the portion of the cosmic ray flux not influenced by the sun or the earth has remained essentially constant over times comparable with geological ages. For energies below about 30 Bev the geomagnetic and solar effects increase with decreasing energy, and below a few Bev the phase of solar activity determines the observed flux.

The isotropy of the flux for particle energies above those attributable to solar activity is important. It implies that there are no strong local sources of cosmic radiation except for the sun. Now it is unlikely that the true sources of cosmic rays are isotropically situated about the earth, so we conclude that the trajectories of primary particles are influenced in such a way as to obscure the direction of their sources.

The primary cosmic ray particles are mostly protons, but there are also alpha particles and heavy nuclei up the periodic table at least as high as iron. The number of electrons and gamma ray photons is below one percent of the total. The abundances of various nuclei in the cosmic ray beam are compared with the solar system abundances of the same elements in Table 2.1.

The overall similarity between the abundance of nuclei in the cosmic ray beam and the abundance of elements in the solar system (including the sun) is striking. Perhaps the cosmic ray beam is richer than the sun in the heavier elements, but only by a factor less than an order of magnitude. From studies of the structure and composition of stars we know that astronomical abundances are not universal but vary from object to object, depending on what thermonuclear processes are going on in a particular star. The cosmic-ray beam may provide us in the future with clues to its origin after both its composition and the composition of possible sources are known with greater precision.

Another striking property of the cosmic ray particles is their energy spectra. Using a number of different experimental methods, the primary particles have been shown to extend in kinetic energy from less than a tenth of their rest energy to as much as $10^9$ times their rest energy. The total
Table 2.1. Nuclear abundances, based upon an abundance of 100 for hydrogen or hydrogen nuclei (after Reference 30).

<table>
<thead>
<tr>
<th></th>
<th>Cosmic ray beam (mainly below 10 Bev)</th>
<th>Adjusted solar system composition (&quot;cosmic&quot; abundances)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>He</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Li</td>
<td></td>
<td>4 x 10⁻⁷</td>
</tr>
<tr>
<td>Be</td>
<td>0 to 0.4</td>
<td>1 x 10⁻⁷</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>1 x 10⁻⁷</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td>0.037</td>
</tr>
<tr>
<td>N</td>
<td>1.2 ± 0.4</td>
<td>0.016</td>
</tr>
<tr>
<td>O</td>
<td></td>
<td>0.10</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ne</td>
<td>0.2</td>
<td>0.003</td>
</tr>
<tr>
<td>Mg</td>
<td>0.09</td>
<td>0.003</td>
</tr>
<tr>
<td>Si</td>
<td>0.07</td>
<td>0.004</td>
</tr>
<tr>
<td>Fe, Co, Ni</td>
<td>0.06</td>
<td>6 x 10⁻⁴ up to 0.004</td>
</tr>
<tr>
<td>Beyond Ni</td>
<td>less than 10⁻⁵</td>
<td>10⁻⁶</td>
</tr>
</tbody>
</table>

Energy (kinetic energy plus rest mass energy) of a relativistic particle is given by

\[
E = mc^2 = \frac{m_0 c^2}{\sqrt{1 - \frac{v^2}{c^2}}} = \sqrt{m_0 c^2 + \frac{1}{2} m_0 v^2}, \tag{2.1}
\]

where \( m_0 \) is the rest mass of the particle, \( m \) is its "relativistic mass", \( v \) is the speed of the particle, and \( c \) is the speed of light. If the speed of the particle is small compared with the speed of light, then the right hand side of Eq. (2.1) may be expanded in a Taylor series; retaining only the leading terms, we get

\[
E \approx m_0 c^2 + \frac{1}{2} m_0 v^2. \tag{2.2}
\]
This expression, except for the rest energy term \( m_0 c^2 \), is a nonrelativistic expression for the kinetic energy of a particle. Thus the kinetic energy of a relativistic particle is the quantity \( E - m_0 c^2 \).

The kinetic energy in units of rest mass energy is plotted as a function of velocity in Fig. 2.1 according to both relativistic and nonrelativistic theory. In the relativistic case at velocities near the velocity of light, the increase in energy is due to increase in mass rather than increase in velocity. For velocities of the order of 0.75 \( c \), corresponding to a relativistic kinetic energy of about half the rest energy \( m_0 c^2 \), and above, the nonrelativistic theory is to be regarded as inadequate. The rest energies of electrons and protons are

\[
m_0 c^2 = \begin{cases} 
511 \text{ kev for electrons,} \\
938 \text{ Mev for protons.} 
\end{cases}
\]  

(2.3)

The differential directional intensity, or flux per unit energy, of a stream of particles is defined in the following way. Consider a surface in space, and upon this surface consider a differential area \( dA \) and a normal to \( dA \). Further, consider a cone subtended an infinitesimal solid angle \( d\Omega \) centered about the normal to \( dA \). Then \( n \), the differential directional intensity, is the number of particles \( dN \) crossing the unit area \( dA \) which have energy in the interval \( E \) to \( E + dE \), the direction of whose velocity vectors fall in the solid angle \( d\Omega \), per unit time \( dt \), i.e.,

\[
n = \frac{dN}{d\Omega \, dA \, dE \, dt} \quad (2.4)
\]

A typical unit for \( n \) might be protons/Mev cm\(^2\) sec steradian.

It is a consequence of Liouville's theorem of statistical mechanics that the directional intensity of a beam of charged particles moving in a constant magnetic field is constant along the path of the particles (Reference 6, pp. 267-269). Applications of this result to motion in the geomagnetic field have been made by Lemaitre and Vallarta. 61-65
Fig. 2.1 Kinetic Energy as a Function of Velocity for Relativistic and Nonrelativistic Particles.
The intensity will in general be a function of energy: \( n = n(E) \). The flux of particles is obtained by integrating the differential directional intensity over all values of the energy:

\[
N(>E) = \int_{E}^{\infty} n(E) dE.
\]  
(2.5)

This gives the number of particles per unit area per second with total energies greater than \( E \).

The integral energy spectrum of the cosmic ray protons is well represented by the empirical formula:

\[
N(>E) = 0.3 \ E^{-3/2} \quad (500 \text{ Mev} < E < 20 \text{ Bev}),
\]  
(2.6)

where \( N(>E) \) is measured in protons/cm\(^2\) sec steradian and \( E \) must be given in Mev. The spectrum extends up to extreme energies of at least \( 10^{18} \) ev. The low energy limit is less than 100 Mev. The energy flux falling on the surface of the earth from a solid angle of 2\( \pi \) steradians near the poles, where it is unaffected by geomagnetic shielding, is about \( 7 \times 10^{-3} \) ergs/cm\(^2\) sec.

The exponent in the denominator of the formula (2.6) for the spectrum is not strictly a constant \( 3/2 \) but varies somewhat both with energy and with time. At sunspot maximum it goes down to 1.2 + 0.1.

Though the sources of cosmic radiation are apparently outside our planetary system, it has become clear that conditions inside the system do affect the amount of this radiation reaching the space around the earth. Such effects as have been observed so far are decreases in the cosmic radiation. "Forbush decreases" are very sudden decreases which follow strong solar disturbances and which last several days or weeks. Presumably the plasma thrown out during the flare carries a magnetic field with it which deflects the cosmic ray particles. Another type of decrease is correlated with the eleven year solar cycle. In 1959 the intensity during the solar maximum was about half that during the solar minimum around 1954.
The cosmic ray beam is strongly shielded by the dipole magnetic field of the earth. The full cosmic ray intensity comes into the earth in the regions near the poles. But near the equator the less energetic cosmic rays are bent away from the earth so that only those having energies greater than about 15 Bev can come in. Hence the intensity near the equator is only about five percent of that in the polar regions. Beyond the geomagnetic field the cosmic radiation is presumed to be isotropic. The geomagnetic field creates an east-west effect near the earth with a predominance of the particles coming from the west.

The radiation dosage due to cosmic rays which might be encountered during a manned space flight without shielding has been estimated to be about 5 to 12 rem per year and is not regarded as hazardous. 31-32

Particles From Solar Flares

Sunspots and solar activity are important to space flight because of their relationship to solar flares. The mechanism for formation of sunspots is not well understood. It is believed that they are formed when solar gases flow into low-pressure areas, similarly to hurricanes on earth. Because of the high magnetic Reynolds number on the surface of the sun, sunspot regions have high magnetic fields generated by magnetohydrodynamic effects. The expansion of gases in the low pressure region results in cooling with resultant lower light emission which appears as a darkening. The dark central region of a sunspot is called the umbra. Surrounding the umbra is a filamentary lighter region called the penumbra.

Several days before the formation of a sunspot, a series of bright patches called faculae appear on the sun's surface. In a very short time (sometimes as small as a few hours), a hole forms in the facular area and a sunspot is born. The faculae continue to exist throughout the lifetime of the sunspot group and may persist for several weeks after the dark areas disappear.

Usually sunspots occur in pairs or groups elongated in the direction of the sun's rotation; occasionally they may occur singly. It is believed that sometimes one member of a sunspot pair is submerged below the solar surface, and is not visible except through its influence on the faculae. Sunspots occurring in pairs have opposite magnetic polarity. Moreover, if the preceding spots in
pairs in the sun's northern hemisphere have positive magnetic polarity, the preceding spots in the southern hemisphere have negative polarity. The polarities of long-lived spots appear to reverse with each 11-year sunspot cycle; thus the true cycle may be a double one having a period of 22 years.

The largest sunspots measure 20,000 miles or more across the penumbral region, a large double group may extend 100,000 miles across the penumbra, and complex multiple groups may be even larger. A spot with diameter larger than about 20,000 miles may be seen by the naked eye if proper filters are used.

In regions of the sun where sunspots exist, solar flares may occur. A solar flare is a brightening of the facular area surrounding a sunspot. Peak brightness of the flare is reached within a few minutes; decay occurs over a period of a half hour to several hours. Flares are classified according to size as Class 1, 2, 3, or 3+. The numbers indicate the area—in 10,000ths of the solar disk—of the increased brightness of the flare. Class 1 flares, the smallest, have a mean life of about 15 minutes. They occur every few hours during periods of maximum solar activity. The largest flares, Class 3+, have a mean life of about three hours, but occur only two or three times per year. Some extremely large Class 3+ flares have lasted longer than five hours.

Solar flares produce a number of effects in the neighborhood of the earth. Sudden Ionospheric Disturbances (SID's) are radio fadeouts which occur on the bright side of the earth practically simultaneously with the brightening of the flare. They are caused by an abrupt increase in the ionization of the ionospheric D-layer due to ultraviolet radiation from the sun during the flare. Although not all flares produce SID's, some fadeouts can last for several hours.

During some, but not all, solar flares the sun may emit a considerable amount of matter. Some of this consists of protons which have moderate energies (ten to several hundred Mev) and sometimes relativistic energies (several Bev or more). In addition a plasma consisting of low energy protons and electrons is emitted from the solar flare. The protons give rise to the increases in ionization above the normal ionization produced by galactic cosmic rays. These increases are observed in detectors in rockets, balloons and sometimes at sea level. The plasma emitted by solar flares may be the cause of violent fluctuations in the earth's magnetic field (geomagnetic storm).
The protons, upon entering the geomagnetic field, are subject to the force $\vec{F} = (e/c)\vec{v} \times \vec{B}$, which causes them to follow trajectories depending on the vector values of $\vec{v}$ and $\vec{B}$. Analysis of this effect shows that it requires more energy for a proton to enter at the equator than at the poles. Associated with each geomagnetic latitude is a cutoff energy. Protons with energies below this cutoff cannot enter but are bent into trajectories that send them away from the earth.

The history of solar proton emissions varies with latitude due to the effect of the geomagnetic field. Within about twenty degrees of the geomagnetic poles, the magnetic effects are mostly negligible, and so the observations in these polar regions reflect the history of the solar proton emissions rather than the history of geomagnetic storms. The rise-time of proton storms varies from several hours (12 hours in the event of September 3, 1960) down to fraction of an hour (1/4 hour in the event of May 4, 1960). About one hour is a typical rise-time. The decay time varies from several days (4 days in the event of July 10, 1959) to several hours (3 hours in the event of May 4, 1960) with a typical value of about a day. Except for small times, the decay generally goes proportionally to $t^{-2}$ where $t$ is the time after maximum intensity. For large flares the decay may be slower (e.g., proportional to $t^{-1.5}$), and for small flares it may be faster.

The latitude dependence of solar protons is determined by the geomagnetic field which at the time of these events may be subject to severe fluctuations. There have been occasions (e.g., May 12, 1959) when balloon-borne detectors at Minneapolis and Murmansk, Alaska have observed the solar protons at energies 100 to 400 MeV. These energies are below the energies permitted by the normal geomagnetic field at those latitudes. The greatest solar proton intensity always occurs near the geomagnetic poles.

At the beginning of a solar proton event, the angular distribution of protons at the top of the atmosphere is anisotropic. Directions determined by permissible orbits through the magnetic field connecting the solar point of emission with the point of observation are favored. But by the time the maximum intensity is reached the angular distribution seems to become isotropic. This is probably due to large random distortions of the magnetic field near the sun, near the earth, and beyond the earth. The angular dependence of protons at
any depth inside the atmosphere is determined by atmospheric absorption, which is high at large zenith angles.

The intensity and spectral distribution vary widely from one solar proton event to another. The energy distribution can usually be approximated by an integral spectrum of the form

\[ N(>E) = k (E/E_0)^{-n}, \]

where \( N(>E) \) is the number of protons having energies greater than \( E \).

Table 2.2 shows the variation in energy distribution and shows that there are marked changes in this distribution during the course of a single event. In this table \( E_0 \) is taken for convenience to be 100 Mev.

It has been estimated that for a typical solar flare (\( k \) from 10 to 100 protons/cm\(^2\) sec ster, \( n \) from 3 to 5), the exposure level at maximum intensity may be from 10 to 100 rem/hr and the total integrated dose may be from 20 to 400 rem.

The solar protons are usually produced during solar flares of Class 2 or greater. These flares occur at random in active sunspot regions. Usually the active sunspot region does not emit solar protons on its first pass across the visible side of the sun. Hence a requirement for a proton event seems to be the presence of active sunspot regions on the visible side of the sun which were in existence on prior passes across the visible side. If large flares occur in this active sunspot region, solar protons may be emitted and may reach the vicinity of the earth. But the likelihood of any reaching the vicinity of the earth is not great while the active region is just appearing on the east limb of the sun. It is greater several days later, when the region approaches the central regions of the sun's face and remains high as the region passes through the western side and around the west limb. Thus it may be possible to have several days advance notice of a period during which a solar proton event is likely.

Anderson\(^9\) made a study of the relation of the probability of solar proton emission to the size of the penumbral region of an active sunspot group.
<table>
<thead>
<tr>
<th>Universal Time</th>
<th>( n )</th>
<th>( k ) (protons/cm(^2) sec ster)</th>
<th>Energy of Particles Observed (Mev)</th>
<th>Observation Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>0430 August 23, 1958</td>
<td>4</td>
<td>80</td>
<td>100-500</td>
<td>Balloon; Fort Churchill, Canada</td>
</tr>
<tr>
<td>0200-1500 May 12, 1959</td>
<td>3.8</td>
<td>400</td>
<td>100-220</td>
<td>Balloon emulsions; Minneapolis</td>
</tr>
<tr>
<td>2300-0830 July 14-15, 1959</td>
<td>3.5</td>
<td>17</td>
<td>100-400</td>
<td>Balloon; College, Alaska</td>
</tr>
<tr>
<td>0500 July 15, 1959</td>
<td>5.5</td>
<td>45</td>
<td>200</td>
<td>Balloon; Minneapolis</td>
</tr>
<tr>
<td>1046 July 15, 1959</td>
<td>2.9</td>
<td>1500</td>
<td>88-300</td>
<td>Balloon; Minneapolis</td>
</tr>
<tr>
<td>1700 July 15, 1959</td>
<td>2.6</td>
<td></td>
<td>400</td>
<td>Balloon; Lindau, Germany</td>
</tr>
<tr>
<td>After flare of 2115 July 16, 1959</td>
<td>4</td>
<td>(1500/t^3) (t &gt; 1.2) days</td>
<td>85-300</td>
<td>Balloon; Resolute Bay, Canada</td>
</tr>
<tr>
<td>1000 April 1, 1960</td>
<td>2.6</td>
<td>0.4</td>
<td>30</td>
<td>Satellite; Explorer 7</td>
</tr>
<tr>
<td>0900-1200 April 1, 1960</td>
<td>2.4</td>
<td>0.5</td>
<td>90-500</td>
<td>Balloon; Minneapolis</td>
</tr>
<tr>
<td>0400 September 3, 1960</td>
<td>0.12</td>
<td></td>
<td>100-250</td>
<td>Balloons; Minneapolis and Fort Churchill, Canada</td>
</tr>
<tr>
<td>1000 September 3, 1960</td>
<td>3.5</td>
<td></td>
<td>100-250</td>
<td>Balloons; Minneapolis and Fort Churchill, Canada</td>
</tr>
</tbody>
</table>
He found that solar proton emission occurs predominately when the penumbral area is greater than a certain minimum. Only two out of 40 solar proton events violated his criteria (i.e., occurred during a time not included in the interval whose beginning time is when the penumbral area of a sunspot group begins to exceed that of the group of July, 1958 measured two days before the large flare of July 7, and whose ending time is when the sunspot group goes behind the west limb), whereas 13 out of the 40 would have been expected to violate it had the events been completely random. On the other hand, there were many periods during which the criteria were satisfied (times included in these intervals) but during which no solar proton events occurred.

Robey has made a study of two giant solar flares and the hazards to which space travelers would be subject during such flares. A large Class 3+ solar flare would be dangerous to man in space at least as far out as the nearer major planets. The Class 3+ flare of May 10, 1959 was studied, and the flux densities, dosage rates for unshielded man, and passive shielding requirements were estimated. Also considered were the very high energy cosmic ray flares, which are in a different class, tentatively denoted by Class 4, from the Class 3+ flares. The flare of February 23, 1956 was in this class and was the largest flare ever recorded. Flares in this class are rare, averaging about one every three or four years. However, the prediction of flares of Class 3+ and above is very poor.

It was estimated by Robey that a flux of $3 \times 10^4$ protons/cm$^2$ sec ster existed at one earth-distance from the sun for several hours following the flare of May 10, 1959. This gives an equivalent dose rate for unshielded man of 280 rem/hour, assuming an RBE of 2. The cosmic noise absorption, which is taken to indicate the arrival of particles, was observed 29.5 hours before balloon measurements were made. At the time of measurement the flux was decaying with time. Thus one is being optimistic in assuming that the dose rate was constant during the 29.5 hour period at 140 rep/hour. Under this assumption the total dose from the flare is 4,374 rep. The RBE is somewhere between the limits 2 and 10, which implies an effective biological dose between 8,544 and 43,740 rem. This is lethal in either case.

There are only five cases of extremely high energy solar flares (Class 4) on record of which the flare of February 23, 1956 is thought to be the largest.
Because of the large flux of particles in the Bev energy range, this flare represents one of the worst cases from the standpoint of radiation shielding. On the basis of an estimated $10^{13}$ grams ejected by the sun over a solid angle of one steradian, the radiation dose to an unshielded man at the earth's distance from the sun was estimated to be $10^3$ or $10^4$ rem/ster. This has to be multiplied by $4\pi$ (giving another order of magnitude), because the flux would be omnidirectional because of interactions with turbulent magnetic fields in interplanetary space. The weight of a spherical shield made of carbon with an inside radius of 90 cm and a wall thickness sufficient to reduce the proton dose to 25 rem was estimated to be 834,000 pounds, assuming an RBE of unity. Actually the RBE would be higher than this because many of the protons which would pass through the shield into the cavity would have their energies degraded to low values where the RBE approaches 10 or 20. With an RBE of ten assumed for a safety factor, the shield weight is increased to several million pounds. Without the safety factor the wall thickness is about 260 cm (8.5 feet). The additional dosage from secondary neutrons and mesons was not estimated; an inside lining of a good neutron monitor would also be required.

It may be concluded tentatively that for missions in space lasting for two or three years, during which time the probability of a giant solar flare is high, shields against protons in the Bev energy range would be required.

**Van Allen Particles**

The Van Allen "radiation" consists of charged particles trapped in the earth's magnetic field or "magnetosphere". The particles are concentrated in a toroidal region centered over the geomagnetic equator. Usually this is divided into the so-called "inner zone" and "outer zone" based on regions of maximum particle intensity. The inner zone remains constant in position and intensity; the outer zone varies in position and intensity depending on solar activity.

The inner part of the Van Allen belt contains predominately large numbers of protons of energy greater than 10 Mev although electrons are also found. For energies greater than 75 Mev the integral proton energy spectrum follows approximately an $E^{-n}$ law with $n$ equal to 0.84. Between 10 Mev and 20 Mev, $n$ changes to about 3.5. The total number of protons having energies greater
than 40 Mev at the heart of the inner zone (2200 miles above the geomagnetic equator) is about \(2 \times 10^4\) protons/cm\(^2\) sec or about 20 rem/hr. Also the inner belt contains electrons of low energy. These electrons are much more numerous than the protons but of such low energy that they contribute little to the ionization. They are difficult to detect, and in most of the preliminary experiments the information about them has been deduced from the secondary bremsstrahlung x-rays they produce. In the heart of the inner zone, the intensity of electrons of energy greater than 20 Kev is about \(2 \times 10^9\) electrons/cm\(^2\) sec steradian (accuracy within a factor of 10) and the intensity of electrons of energy greater than 600 Kev is about \(10^7\) electrons/cm\(^2\) sec steradian. The integral spectrum for electrons of energy greater than 200 Kev follows an \(E^{-n}\) law with \(n\) about 4 or 5. A summary of the integral energy spectra for Van Allen particles is given in Table 2.3.

Table 2.3 Flux (integral energy spectrum) of particles in the Van Allen zones (after Reference 29).

<table>
<thead>
<tr>
<th>Peak of the Inner Zone (usual situation)</th>
<th>Peak of the Outer Zone (situation of high intensity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons: (N_e(&gt;30\text{ Kev})\approx2 \times 10^9) electrons/cm(^2) sec ster</td>
<td>Electrons: (N_e(&gt;30\text{ Kev})\approx 1 \times 10^{11}) electrons/cm(^2) sec</td>
</tr>
<tr>
<td>(N_e(&gt;600\text{ Kev})\approx 1 \times 10^7) electrons/cm(^2) sec ster</td>
<td>(N_e(&gt;200\text{ Kev})\approx 1 \times 10^8) electrons/cm(^2) sec</td>
</tr>
<tr>
<td>Protons: (N_p(&gt;40\text{ Mev})\approx 2 \times 10^4) protons/cm(^2) sec</td>
<td>Protons: (N_p(&gt;60\text{ Mev})\approx 1 \times 10^2) protons/cm(^2) sec</td>
</tr>
</tbody>
</table>

For protons of energy less than 30 Mev, no significant information is available.

Dose rate in peak of the inner zone \(\approx 24\) rem/hour.
Dose rate in peak of the outer zone \(\approx 200\) rem/hour.

The outer part of the Van Allen belt contains primarily low-energy electrons. It may be divided into two subzones which have been designated \(E_2\) and \(E_3\). The inner \(E_2\) subzone has maximum intensity at about 6000-7000 miles above the geomagnetic equator and the outer \(E_3\) subzone at about 9000 to 12,000 miles above the geomagnetic equator. The intensity and position of
the $E_3$ subzone varies depending on solar activity whereas the $E_2$ subzone is relatively stable. The $E_3$ subzone is the more intense zone with $10^{10}$ or $10^{11}$ electrons/cm$^2$ sec with energies greater than 20 Kev. Naugle estimates 200 rem/hour for typical exposure in the heart of the outer zone.

Understanding the Van Allen radiation belts will involve the solution of several physical problems. There are questions concerning the source or sources of the radiation and the mechanism by which it is injected into the geomagnetic field. There is the problem of finding the trajectories followed by the particles of trapped radiation. And there are questions concerning the lifetime of the trapped radiation, energy-loss scattering, and other mechanisms by which particles are removed from the radiation belts. Let us discuss these questions briefly. Two possible sources for the Van Allen radiation have received the most consideration: the decay of neutrons from the cosmic ray albedo of the earth's atmosphere, and the radiation from solar storms.

Measurements of neutrons in the region of the radiation belts have been made by Hess and Starnes using a boron trifluoride detector up to 1400 km altitude. Since such a detector is predominantly sensitive to neutrons of energy much lower than those whose decay is supposed to give rise to the measured Van Allen belt protons, these data do not readily yield the necessary source information for the proton radiation, although they do for the electron radiation. Neutron spectrum measurements in the energy range appropriate to gain source information for the Van Allen belt protons have been carried out by Hess and others in airplanes to 40,000 ft elevation. These results must be extrapolated to Van Allen belt elevations in order to be applicable. However, the neutron albedo source in the energy regions appropriate to the Van Allen electron radiation is more reliably known since the atmospheric measurements coupled with diffusion calculations are confirmed by outer-space measurements. On the basis of presently available information it has been concluded that neither the outer belt electron radiation nor the inner belt electron radiation is accounted for solely by injection of neutron decay electrons. The protons radiation may be accounted for by injection of neutron decay protons insofar as order of magnitude is concerned, but there is some lack of agreement in the shape of the spectrum.
Protons from solar flares may be the source of a part of the Van Allen proton radiation, although the fact that there are only small changes in the proton radiation level during a solar proton event tends to weaken this hypothesis. The radiation from solar flares is favored as a source for the Van Allen electron radiation because of the changes in intensity and position of the outer belt during solar emission. But this hypothesis is not consistent with the fact that no energetic electrons have been detected in the solar radiation. Also no adequate mechanism to provide acceleration of electrons to observed energies during these events is presently known.

Although the motion of particles trapped in a magnetic field is well understood, the application of these principles to charged particles in the earth's magnetic field becomes complicated mathematically. Computations of low-momentum trajectories are much simplified by adiabatic invariants. Calculated changes in intensity and angular distribution of the trapped radiation as functions of position in the geomagnetic field are consistent with such measurements as have been made. However, the trajectories of high momentum particles for which the Alfvén discriminant is of order of 0.1 or greater are not well understood because the method of adiabatic invariants fails in this case.

The time that a particle can remain trapped in the geomagnetic field depends on many considerations such as energy loss by collision with ions and neutral atoms, charge exchange, and nuclear interactions. Cross sections or the probability of occurrence for these processes are well known. The lifetimes can be calculated to the accuracy with which the composition of residual matter in these regions of space is known. Fluctuations such as hydromagnetic waves and magnetic storms in the magnetic fields will affect the lifetimes. Dust particles in space may also have some effect on the lifetimes of the particles.

Effects of Short-Time Exposures of Man to the Radiations in Space

It is of considerable interest to make an estimate of the radiation exposure which an individual might receive during space travel. Information currently available on the radiation levels in space make it clear that this problem is one which might best be described as "of major importance" in the planning of such travel.
Initial work in the field of radiation dosimetry led to the establishment and use of the roentgen as a basic unit of radiation dose. The roentgen is defined as that amount of radiation which produces in one cubic centimeter of air one electrostatic unit of charge of either sign. This is about 83 ergs/gram of air. This unit, while useful, presents certain difficulties which are removed in part by a unit called the rep. A rep, or "roentgen equivalent physical", is the amount of energy per gram of tissue which results from exposure to a radiation field of 1 roentgen. Measurements indicate that the rep is equal to 93 ergs/gram. Another unit which has become popular is the rad, which is simply 100 ergs/gram. These latter units have an advantage over the roentgen in that they characterize the radiation dose in terms of the energy deposited in tissue rather than merely describing an effect due to the passage of the radiation through air. The damage to tissue for a given amount of energy per gram is dependent upon the type of radiation and the energy of the primary radiation. In other words, the various radiations differ in their relative biological effectiveness (RBE). The rem, "roentgen equivalent man," equal to the product of rads times RBE is the most meaningful unit because it is in terms of the effects of radiation on human beings.

With this brief introduction to dosimetry, we turn now to the problem of determining how much radiation is too much. Like many problems in life sciences, a single definite answer is not available. There is nearly universal agreement that radiation is harmful. At high intensity, death or other effects occur with fairly definite probability and usually somewhat delayed in time. At low levels the exact effects are now known, although most experts are of the opinion that all radiation is harmful to some degree and might be manifested as a slightly shortened lifespan or other effect difficult to recognize.

The gross acute effects of radiation are also time-dependent. This is a consequence of the ability of the body to rebuild and repair. This could be of considerable importance for relatively long exposures such as might occur during prolonged space travel. A consideration of the time dependency of the effects of long exposures should precede extended space travel. However, we shall limit our considerations to the more immediate problem of shorter term exposures since shorter ventures into space are certain to precede longer missions. We must note, however, that even distributing the radiation exposure over a period of several days will somewhat reduce the observable effects.
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As a more conservative estimate will result from neglecting this effect, it will not be taken into consideration at this time.

While there is not any amount of radiation which can be called completely safe, there are maximum permissible radiation exposures established by law. These standards allow routine exposures up to roughly 3 rem per calendar quarter provided that the total accumulated exposure does not exceed an average of 5 rem per year after age 18. The regulations also permit a single exposure of 25 rem "occurring only once in the lifetime of the person". It is clear that the scope of such recommendations and regulations was never intended to include travel in extraterrestrial space. Still, a limit must be selected and when one takes into consideration the other elements of risk which face the space traveler, a limit which is not unduly conservative would seem to be in order.

To aid in the selection of such a limit, a few of the effects of radiation are reviewed in Table 2.4 in order to help suggest a limit and to illustrate the consequences of exceeding such a limit.

<table>
<thead>
<tr>
<th>Dose (rem)</th>
<th>Major Effects From Short Exposures</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>Essentially no survivors.</td>
</tr>
<tr>
<td>400</td>
<td>Many symptoms; only 50% would survive 30 days with medical attention.</td>
</tr>
<tr>
<td>200</td>
<td>Few symptoms during the first two weeks; many symptoms beginning in the third week; perhaps 90% surviving 30 days with medical attention; the 90% probably making a rather complete recovery.</td>
</tr>
<tr>
<td>50</td>
<td>Transient changes in the blood cells. Essentially 100% survival. Ill effects at a later time not likely.</td>
</tr>
<tr>
<td>25</td>
<td>No effects observable.</td>
</tr>
</tbody>
</table>

It can be seen from Table 2.4 that exposure to 25 rem would not be cause for alarm if lower exposures are not attainable. One must also take into consideration the possibility that additional shielding may increase the
hazard by adding to weight generally and possibly supplanting other features or items of equipment. However, any limit ultimately selected must also be influenced by the need for a safety factor which compensates for the uncertainty in dosimetry in this new field.

The protons in the Van Allen region are relatively high in energy by the usual standards. Van Allen has estimated that a traverse of the radiation belts might result in a dose of the order of 10 roentgens. If one takes the data of Schaefer indicating approximately 120 rep/hr at the peak of the inner radiation belt, and assumes travel through the belt at a velocity of 5 miles per second taking into account the change in intensity with distance, a dose of approximately 15 reps per traverse results. The above calculation assumes the electron dose to be negligible with very slight shielding afforded by structural materials. Schaefer has made a preliminary evaluation of the RBE of protons in the Van Allen radiation belt and obtained a value of about 1.2. He found the RBE for solar flare protons to be about 1.5. These factors are sufficiently close to 1.0 to be neglected for the present estimations in view of the fact that RBE is also a function of the proton energy.

From the foregoing it is obvious that the radiation levels would not allow a manned craft to remain in the Van Allen radiation belt for any appreciable time.

Another important aspect of the radiation hazard in space is that presented by solar flares. Solar flares have been observed to produce dose rates on the order of 200-300 rep/hour and to persist for several hours. In the case of only minimal shielding of 2 gm/cm\(^2\) such as would be expected for structural strength, the lethal consequences of being exposed to a solar flare is so obvious as to require no further comment. While efforts to increase the predictability of solar flares are continuing, it would appear unlikely that prediction will be satisfactory for the longer flights. Thus, shielding for solar flares appears to be mandatory. It is noted that this is not necessarily the case for the Van Allen belt since there are "polar cones" through which one might pass and the ability to predict the radiation dose within reasonable limits makes the hazard more acceptable. However, a departure over the polar caps could be hazardous if a large solar flare were to occur, in fact more hazardous than a departure through the Van Allen belt where the geomagnetic field offers some protection. Although the earth's magnetic field acts as a barrier to solar
flare particles in the lower latitudes, it will assist these particles to funnel
down over the geomagnetic poles by the magnetic mirror effect. Thus the
flux of solar flare protons would be high in the regions considered safe from
Van Allen particles.

In conclusion, the most profitable shielding effort will be against solar
flare protons. Besides being the source of the highest particle intensity, the
proton energy spectrum contains more of the lower energy protons which
have greater absorption coefficients. The RBE of these lower energy protons
is higher because of the greater linear energy transfer (LET). The solar
flare proton spectrum peaks at less than 50 Mev and decreases exponentially
at energies greater than about 100 Mev. Assuming a minimal structural
shielding of 2 grams/cm$^2$, and using data from the solar flare of May 1959,
one may determine graphically that about 80 percent of the protons have
energies less than about 50 Mev; about 92 percent less than 75 Mev, 96 percent
have energies less than 100 Mev; and 1 percent have energies in excess of
150 Mev.

As a preliminary estimate, it is necessary to shield against protons up
to 150 Mev in order to achieve a shielding factor of about 100. Of course, in
the interest of simplicity, we have passed over a number of problems which
deserve more attention. Among these are the radiation damage potential in
the lens of the eye, change in RBE as the proton energy penetrating the shield
changes, and possible radiation effects not adequately predicted by measure-
ments and calculations based only on ionization in tissue.
3. ELECTROSTATIC SHIELDING

One of the methods proposed for shielding a space vehicle against high energy charged particles is to use electrostatic fields. Such fields could be set up around the spacecraft by giving the vehicle an electric charge. The electric field would repel particles having the same charge polarity as the vehicle, but would attract particles having the opposite charge. It is also possible in principle to design electrostatic configurations which would shield against charged particles of both signs. The simplest such design is the two concentric spheres which will be discussed in the sequel.

Let us compare the advantages and disadvantages of the electrostatic shield with those of the uncontained or dipole-like magnetic shield. A single spherical charged conductor will attract all particles of opposite charge besides repelling all particles of the same charge. The shielding effect will be isotropic since the repulsion or attraction would not depend on the direction from which the particles approach the sphere. On the other hand, the magnetic shield is intrinsically effective against particles of both signs. Magnetic shielding is anisotropic because the forbidden regions for particles of the same energy depend on the direction from which particles approach and on their impact parameters.

Although simple conceptually, electrostatic shielding is impractical, primarily because of the high potentials required on the conducting surfaces. Extremely large and relatively smooth surfaces would be required to prevent electrical breakdown and charge leakage. Shielding against charged particles of both signs would require two concentric spheres. Such a system of charged conductors inherently unstable and, as will be shown later, the force resulting from a small off-center displacement tending to increase that displacement would have to be compensated by a structure adding considerably to the mass of the system and to the electrical breakdown problems. Finally, it is not clear how the high potentials required could be generated and maintained in interplanetary space, which is a relatively good electrical conductor.
Fig. 3.1 Geometry of an Electrostatic System Capable of Shielding Against Both Positive and Negative Charged Particles.
Operation of Two Concentric Charged Spheres

By using two concentric spheres charged to opposite polarities it is in principle possible to shield against both positive and negative charged particles. In this section we consider the way in which such a shield would operate and establish the dimensions of the system based on vacuum breakdown considerations. In the next section we study the stability of the system and calculate the force tending to increase an off-center displacement. A drawing of the system is shown in Fig. 3.1. The region to be shielded is that within the inner sphere.

Let $a$ and $b$ represent the radii of the inner and outer spheres, and let $q_a$, $V_a$ and $q_b$, $V_b$ be the corresponding charges and potentials on the spheres. The electrostatic potential $V(r)$ at a distance $r$ from the common center of the two spheres is given by

$$V(r) = \begin{cases} 
V_a & (0 \leq r \leq a) \\
\frac{bV_b-aV_a}{b-a} \frac{ab}{b-a} \frac{V_b-V_a}{r} & (a \leq r \leq b) \\
\frac{b}{r} V_b & (b \leq r)
\end{cases} \quad (3.1)$$

in terms of $V_a$, $V_b$ or by

$$V(r) = \begin{cases} 
\frac{q_a}{a} + \frac{q_b}{b} & (0 \leq r \leq a) \\
\frac{q_a}{r} + \frac{q_b}{b} & (a \leq r \leq b) \\
\frac{q_a + q_b}{r} & (b \leq r)
\end{cases} \quad (3.2)$$

in terms of the charges.*

*Equation (3.2) is expressed in electrostatic units whereas Eq. (3.1) can be regarded as independent of the system of units. In what follows we shall work in the esu system but some of our results will be stated in engineering units for the sake of familiarity.
Fig. 3.2 Electrostatic Potential and Field as a Function of Radial Distance for Two Concentric Charged Spherical Conductors of Negligible Thickness.
The potentials are related to the charges by

\[ V_a = \frac{q_a}{a} + \frac{q_b}{b} \]

or, conversely, by

\[ q_a = -\frac{ab}{b-a} (V_b - V_a) \]

\[ q_b = \frac{b(bV_b - aV_a)}{b-a} \]

A typical plot of the electrostatic potential (3.1) as a function of radial position is shown in the upper graph of Fig. 3.2. The potential function is continuous but contains two "corners", one at \( a \) and the other at \( b \). An approaching proton of charge \( e \) aimed directly at the center of the spheres (zero angular momentum) with kinetic energy less than \( eV_b \) encounters a potential barrier and its turning point is outside the outer sphere \( (b < r_x) \). An electron of charge \( -e \) and zero angular momentum with kinetic energy less than \( -eV_a \) also encounters a potential barrier, but its turning point is in the space between the two spheres \( (a < r_x < b) \). In the foregoing and in the figure we have assumed that \( V_a \) is positive. The essential double potential barrier could also have been obtained by taking \( V_a \) positive and \( V_b \) negative, but we will show later that this situation is less advantageous from the standpoint of breakdown in view of the fact that in the space environment the protons are much more energetic than the electrons.

The electric field as a function of position is obtained by taking the negative derivative of the potential with respect to \( x \). In terms of potentials,
the field is given by

\[ E(r) = \begin{cases} 
0 & (0 < r < a), \\
\frac{a^3}{b-a} \frac{V_b-V_a}{r^2} & (a < r < b), \\
\frac{b}{r^2} V_b & (b \leq r).
\end{cases} \] (3.5)

This function has discontinuities at \(a\) and \(b\) (Cf. Fig. 3.2). Inside the smaller sphere the field is zero. Just outside the inner sphere it jumps to a value \(E_{ao}\) given by

\[ E_{ao} = -\frac{b}{a} \frac{V_b-V_a}{b-a}. \] (3.6)

The field then falls continuously in absolute value until a point just inside the larger sphere is reached; the field there is

\[ E_{bi} = -\frac{a}{b} \frac{V_b-V_a}{b-a}. \] (3.7)

Just outside the outer sphere it jumps to the value

\[ E_{bo} = \frac{V_b}{b}. \] (3.8)

As a result of the electric forces, the inner sphere will experience a pressure (independent of the sign of \(q_-\) and the value of \(q_b\)) tending to expand it.
This pressure will be equal to

\[ P_a = \frac{E_{ao}^2}{8\pi} = \frac{1}{8\pi} \left( \frac{b}{a} \frac{V_b - V_a}{b-a} \right)^2. \]  

(3.9)

The outer sphere will experience a pressure or tension given by

\[ P_b = \frac{E_{bo}^2 - E_{bi}^2}{8\pi}. \]  

(3.10)

To avoid buckling instabilities in the outer sphere, it should be maintained under pressure \((P_b > 0)\) rather than tension \((P_b < 0)\); that is, we require \( |E_{bo}| > |E_{bi}| \). This leads directly to the condition that

\[ \frac{b}{a} > 2 - \left| \frac{V_b}{V_a} \right|. \]  

(3.11)

Thus by the proper choice of \(b/a\) the outer sphere can be maintained subject to a slight outward pressure.

Let us at this point compare the electric fields just outside each of the two spheres:

\[ \left| \frac{E_{ao}}{E_{bo}} \right| = \frac{E_{ao}}{E_{bo}} = \frac{b^2}{a(b-a)} \left| \frac{V_a}{V_b} \right|. \]  

(3.12)

Generally the protons in space are considerably more energetic than the electrons. We have a choice between making (1) the inner sphere positive \((V_a > 0)\) to repel the protons and the outer sphere negative \((V_b < 0)\) to repel the electrons with \( |V_a| > |V_b| \) or (2) making the inner sphere negative \((V_a < 0)\) to repel the electrons and the outer sphere positive \((V_b > 0)\) to repel
the protons with $|V_a| \ll |V_b|$. In case (1) we have $V_a/V_b \ll -1$ and in case (2) we have $V_b/V_a \ll -1$.

Suppose first that $V_a/V_b \ll -1$. Then Eq. (3.12) gives

$$\frac{|E_{a0}|}{|E_{b0}|} \gg \frac{2b^2}{a(b-a)} (V_b \ll -V_a).$$

(3.13)

The right hand side of this expression has (for $b > a$) a minimum (equal to 8) at $b/a = 2$ and increases nearly linearly with large $b/a$. Hence

$$|E_{a0}| > 8 |E_{b0}| (V_a \ll -V_b).$$

(3.14)

This condition is undesirable. Since the largest field $|E_{a0}|$ in the system must be less than the breakdown field $E_{max}$, the outside field $|E_{b0}|$ must be much less than $E_{max}/8$. This could only be achieved, for useful values of $V_a/V_b$, by making the outer sphere extremely large. But the inner sphere would have to be made large too in order to keep the ratio $b/a$ near 2.

Now suppose $V_b/V_a \ll -1$. In this case Eq. (3.12) gives

$$\frac{|E_{a0}|}{|E_{b0}|} > \frac{b^2}{a(b-a)} (V_b \ll -V_a).$$

(3.15)

This is a much more moderate condition on $E_{a0}$ than (3.13). In particular by staying near $b/a = 2$ we can keep the field $|E_{a0}|$ near 4 $|E_{b0}|$.

Accordingly all our future discussions will be restricted to the case where the inner sphere is negative (to make a potential barrier for the electrons) and the outer sphere is positive (to make a potential barrier for the protons) (This is the case illustrated in Fig. 3.2).
In conclusion we require that the outer sphere be charged positively to the potential required to repel the protons. The inner sphere should have a radius slightly less than half the outer one, and it should be charged negatively to a potential sufficient to repel the electrons. It should be noted that if the electrons have initially a high enough energy so that they are not kept from the inner sphere, they will enter it with their kinetic energy decreased by an amount $-eV_a$. The electric field will be greatest just outside the inner sphere and will there be given approximately by

$$|E_{ao}| \rightarrow \frac{(2/\pi)(V_b - V_a)}{2E} \approx 4|E_{bo}|.$$  (3.16)

As an example, suppose the outer sphere is charged to a potential $V_b = +5 \times 10^9$ volts and the inner sphere to a potential $V_a = -1 \times 10^6$ volts. This arrangement would provide shielding against protons of 500 Mev kinetic energy and 1-Mev electrons. Suppose further that the field $|E_{ao}|$ is to be just equal to the field $E_{max} \approx 3 \times 10^7$ volts/meter at which vacuum breakdown occurs. Then using $b = 2a$ to give a slight outward pressure to the outer sphere according to the condition (3.11), we find, from Eq. (3.6),

$$b - a = 2 (V_b - V_a)/E_{max} \approx 33.3 \text{ meters.}$$

Thus $a = 33.3$ meters and $b = 66.6$ meters. The fields $|E_{bl}|$ and $E_{bo}$ are nearly equal and have the approximate value $7.5 \times 10^6$ volts/meter.

**Stability of Two Concentric Charged Spheres**

Besides the effects discussed above there is the problem of stability of an electrostatically charged concentric spherical system. Although we have already guarded against buckling instabilities by imposing the criterion (3.11), Earnshaw's theorem states that no electrostatic system can be in a state of stable equilibrium, and we must look into other type of instability that may occur. Now it is a characteristic of all linearized theories of equilibrium...
Fig. 3.3 Geometry of the Off-Center Spheres
that it is impossible to predict the form which an instability will take; the best that can be done is to assume some small departure of a specific type from the equilibrium state and calculate the forces tending either to restore the system to equilibrium (in which case the system is stable) or to increase the departure from equilibrium (in which case the equilibrium is unstable). In the case of the oppositely charged concentric spheres any change in their concentricity will give rise to a redistribution of charge on their surfaces such that there will be a net attractive force between them. Without some kind of supporting structure any movement away from concentricity will cause the spheres to collide. Accordingly we shall calculate the net force produced as a function of the off-center distance by extending a method given by Smythe (Reference 2, p. 141).

We first need to calculate the electrostatic potential as a function of position in the space between the two spheres when they are displaced a small distance \( x \). We choose the origin \( O \) at the center of the inner sphere (Fig. 3.3): then the equation of the outer sphere of radius \( b \) with respect to the center of the inner is, to the second order in \( x/r \),

\[
\frac{1}{b} \approx \frac{1}{r} \left[ 1 + \frac{x}{r} P_1(\cos \theta) + \frac{x^2}{r^2} P_2(\cos \theta) \right]. \tag{3.17}
\]

Here \( P_1(\cos \theta) = \cos \theta, \ P_2(\cos \theta) = (3 \cos^2 \theta - 1)/2 \) are Legendre polynomials of the first and second order. Solving Eq. (3.17) for \( r \) we have approximately

\[
r \approx b \left[ 1 + \frac{x}{b} \cos \theta - \frac{x^2}{2b^2} \sin^2 \theta \right]. \tag{3.18}
\]

Since here the boundary conditions involve terms up to \( O(x^2/b^2) \) and since both \( r = 0 \) and \( r = \infty \) are excluded from the field, the potential between the
two spheres must be of the form

\[ V_i(r, \theta) = A + \frac{B}{r} + \left[ C r + \frac{D}{r^2} \right] P_1(\cos \theta) + \left[ E r^3 + \frac{F}{r^5} \right] P_2(\cos \theta), \]  

(3.19)

in which \( C, D \) are correction terms proportional to \( r \) and \( E, F \) are correction terms proportional to \( r^2 \). The boundary conditions are

\[ V_i(a, \theta) = V_1, \]  

(3.20a)

\[ V_i(b \left[ 1 + (a/b) \cos \theta \right. - \left( a^2/2b^3 \right) \sin^2 \theta, \theta) = V_2. \]  

(3.20b)

Application of the first boundary condition (3.20a) gives, on equating like powers of \( \cos \theta \),

\[ A + \frac{B}{a} = \frac{a^2 E}{2} - \frac{F}{2a^3} = V_1, \]  

(3.21a)

\[ a C + \frac{D}{a^2} = 0, \]  

(3.21b)

\[ a^5 E + \frac{F}{a^3} = 0. \]  

(3.21c)

Application of the second boundary condition (3.20b) gives, when terms of order higher than \( r^2 \) are neglected and coefficients of \( \cos \theta \) are set equal,

\[ A + \left( \frac{1}{b} + \frac{a^2}{2b^3} \right) B - \frac{b^4 E}{2} - \frac{F}{2b^3} = V_2, \]  

(3.21d)
\[
\frac{x^2 B}{b^3} + \frac{b C + D}{b^3} = 0, 
\]
\[
\frac{\lambda^2 B}{2b^3} + x C - \frac{2 \alpha D}{b^3} + \frac{3 \beta E}{2} + \frac{3 F}{2b} = 0. 
\]

Solving, we have

\[ A = \mathcal{V}_1 + \frac{b (b^3 - a^3) (V_2 - V_4)}{(b^3 - a^3) (b - a) - ab x^2}, \]

\[ B = -\frac{ab (b^3 - a^3) (V_2 - V_4)}{(b^3 - a^3) (b - a) - ab x^2}. \]

It will appear that the other coefficients are not needed in calculating the force between the spheres.

The surface charge density on the inner sphere is given by

\[ \sigma_a(\theta) = -\frac{1}{4\pi} \frac{\partial \mathcal{V}_1}{\partial r} \bigg|_{r=a} \]

\[ \approx \frac{1}{4\pi} \left\{ \frac{B}{a^2} \left( \frac{2D}{a^2} \right) P_1 (\cos \theta) - \left( 2E_a - \frac{3F}{a^4} \right) P_2 (\cos \theta) \right\}. \]

When this is integrated over the surface of the sphere \( a \), the terms in \( P_1 (\cos \theta) \) and \( P_2 (\cos \theta) \) give no contribution. Thus the charge on the inner sphere is

\[ q_a \approx B \approx -\frac{ab (b^3 - a^3) (V_2 - V_4)}{(b^3 - a^3) (b - a) - ab x^2}. \]
To get the charge on the outer sphere we must express the potential between the spheres in terms of the radius vector $r'$ of a field point with respect to the center $O'$ of the outer sphere. This is related to $r$ by an equation analogous to (3.18), viz

$$r \approx r' \left(1 + \frac{x}{r'} \cos \theta - \frac{x^2}{2r'^2} \sin^2 \theta\right).$$

(3.25)

The angle $\theta$ remains the same when referred to the new origin in the order of approximation to which we are working. In terms of $r'$ the potential between the spheres becomes, to $O(x^2)$,

$$V_i(r') \approx A + \frac{B}{r'} \left[-\frac{x}{r'} \cos \theta + \frac{x^2}{2r'^2} \left(1 + \cos^2 \theta\right)\right]$$

$$+ Cr' \left(1 + \frac{x}{r'} \cos \theta\right) \cos \theta + \frac{D}{r'^2} \left(1 - \frac{2x}{r'} \cos \theta\right) \cos \theta$$

$$+ \left(\varepsilon r'^2 + \frac{F}{r'^3}\right) (\cos^2 \theta - 1)/2.$$ 

(3.26)

The potential outside the outer sphere is, in terms of $r'$,

$$V_o(r') = \frac{b}{r'} V_2.$$ 

(3.27)

The surface charge density on the outer sphere is given by, according to Gauss' law,

$$\sigma_b(\theta) = -\frac{1}{4\pi} \left\{ \frac{\partial V_o}{\partial r'} \bigg|_{r'=b} - \frac{\partial V_i}{\partial r'} \bigg|_{r'=b} \right\}$$

$$\approx \frac{V_2}{4\pi b} - \frac{1}{4\pi} \left\{ \frac{b}{b^3} - \left(\frac{2D}{b^3} + \frac{2Bx}{b^3}\right) \cos \theta + \ldots \right\}$$

(3.28)
When this is integrated over the surface of the outer sphere, we get for the charge

$$q_b \approx b V_2 - B \approx \frac{b (b V_2 - a V_a) (b^2 - a^2)}{(b^2 - a^2) (b - a) - a b x^2}.$$  

(3.29)

From Eqs. (3.24) (3.29) the coefficients of capacitance are

$$C_{11} = \frac{a b}{b - a} \Phi(x)$$

$$C_{22} = -\frac{a b}{b - a} \Phi(x)$$

$$C_{21} = -\frac{a b}{b - a} \Phi(x)$$

$$C_{22} = \frac{b^2}{b - a} \Phi(x),$$

(3.30)

where

$$\left[\Phi(x)\right]^{-1} = 1 - \frac{a b x^2}{(b^2 - a^2) (b - a)}.$$  

(3.31)

Now as the spheres are displaced by the distance $x$, the charges $q_a$, $q_b$ remain unchanged. Hence,

$$-\frac{a b (V_b - V_a)}{b - a} \approx q_a \approx -\frac{a b (V_b - V_a)}{b - a} \Phi(x),$$

$$\frac{b (b V_b - a V_a)}{b - a} = q_b \approx \frac{b (b V_b - a V_a)}{b - a} \Phi(x),$$

and the new potentials $V_1$, $V_2$ are given in terms of the potentials $V_a$, $V_b$. 
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of the undisplaced spheres by

\[
V_1 \approx V_a / \Xi(x) \\
V_2 \approx V_b / \Xi(x)
\]

Thus we can calculate the electrostatic energy

\[
E_{\text{elec}} = \frac{1}{2} (C_{11} V_1^2 + 2 C_{12} V_1 V_2 + C_{22} V_2^2)
\]

and find

\[
E_{\text{elec}} \approx \frac{ab V_a^2 - 2ab V_a V_b + b^2 V_b^2}{2 \Xi(x) (b-a)}
\]

The force per unit small displacement \(x\) can then be obtained as follows.

\[
\frac{F}{x} = -\frac{1}{x} \frac{2E_{\text{elec}}}{\Xi(x) (b-a)} = \frac{ab(b^2-a^2)(b-a)}{(b-a)^2}
\]

In view of considerations in the previous section we put \(b \approx 2a\) and

\[
|V_a| \ll |V_b| \quad \text{Then Eq. (3.25) reduces to the approximate formula}
\]

\[
\frac{F}{x} \approx \frac{8}{7} \frac{V_b^2}{a}
\]

As an example of the magnitude of the instability force constant \(F/x\), consider the previous case where the outer sphere was charged to a potential \(V_b = 5 \times 10^8 \text{ volts} = 1.67 \times 10^6 \text{ statvolts}\) and the inner sphere has radius
a = 33.3 meters = 3.33 \times 10^3 \text{ cm}.\text{ Then we find } F/x \text{ is approximately } 0.958 \times 10^9 \text{ dynes/cm, or about 5480 lbs/inch. This value is for small displacements only and may be expected to increase rapidly as the displacement increases. Furthermore, for light-weight non-rigid balloon-type structures, one may expect the off-center instability to be aggravated by other effects, such as distortions of the spheres.}
4. MAGNETIC SHIELDING—BASIC CONSIDERATIONS

Motion of Charged Particles in a Magnetic Field

The principles underlying the operation of a magnetic shield for a space vehicle are more subtle than those governing a passive shield or electrostatic shield. The action of any magnetic shielding system depends on the Lorentz force \( \vec{F} = (e/c) \vec{v} \times \vec{H} \) exerted on a particle of charge \( e \) moving with vector velocity \( \vec{v} \) in a magnetic field \( \vec{H} \). (The force equation, like all equations in this chapter, is written in Gaussian units with \( c \) equal to the speed of light.)

This force is proportional to the charge, the particle velocity, and the magnetic field strength. The line of action of the magnetic force is perpendicular to both the particle velocity and magnetic field. No force is exerted by the magnetic field on a charge at rest. Since the magnetic force is perpendicular to the velocity, no work is done on the particle and the kinetic energy remains constant.

In a uniform magnetic field, a charge moves in a helical path which spirals around a magnetic line of force. If the particle has no velocity component in the direction of the field, the spiral path becomes simply a circle of radius

\[
R = \frac{E}{eH} \frac{v}{c} = \frac{1}{eH} \left( \frac{E_{\text{kin}}^2}{2m_0c^2} + 2m_0c^2 E_{\text{kin}} \right) \frac{v^2}{E_{\text{kin}}^2}.
\]  

(4.1)

Here \( v \) is the component of particle velocity normal to a line of force and \( E \) is the relativistic energy of the particle, equal to the sum of its kinetic energy \( E_{\text{kin}} \) and rest energy \( m_0c^2 \). For nonrelativistic (low energy) particles the kinetic energy is small compared to the rest energy. Neglecting the term \( E_{\text{kin}}^2 \) by comparison with \( 2m_0c^2 E_{\text{kin}} \) in Eq. (4.1) and putting \( E_{\text{kin}} \approx \frac{1}{2} m_0 v^2 \), we obtain the nonrelativistic expression for the "cyclotron radius"

\[
R \approx \frac{m_0c^2 v}{eH} \quad (E_{\text{kin}} \ll m_0c^2).
\]  

(4.2)
The tendency of charged particles to move in spiral paths around a line or force is modified somewhat if the magnetic field is not uniform. Consider, for example, a monopole magnetic field whose lines of force are straight lines diverging radially outward from a single point. Those lines of force passing through given closed curves in space form surfaces, called "flux tubes". One possible set of flux tubes for the field under consideration is a family of right circular cones with vertices at the magnetic pole from which the lines of force radiate. The paths of charged particles in the field will be geodesics, or "straightest lines", on these conical flux tubes. Such geodesics spiral toward the apex of the cone, reach a certain distance from the apex depending on the sharpness of the cone (which in turn depends on the particle energy) and then spiral down the cone away from the apex. This may be illustrated by drawing a straight line on a sheet of thin paper or cellophane and rolling the sheet in the form of a cone. The operation of rolling transforms the straight lines drawn on a flat surface into geodesics on a cone. In a sense, the magnetic field performs geometrical operations on the path of a charged particle; the most important dynamical property, namely the energy, remains unchanged.

The tendency of charged particles in a nonuniform magnetic field to move like reversing conical helices is called the "magnetic mirror" effect. It occurs whenever the gradient of the field has a component in the direction of the field or equivalently, whenever flux tubes generated by circles decrease monotonically in cross-section.

The most characteristic features of charged particle motion in a magnetic field, namely a tendency toward circular or cylindrical helical motion in a nearly uniform magnetic field and magnetic mirroring in a field with gradients, may be used to synthesize magnetic radiation shields. Before discussing in more detail the way in which such devices would operate, we shall first consider how magnetic fields suitable for shielding might be produced.

*This example may appear somewhat unrealistic, since magnetic fields in nature do not have sources or sinks; however, the lines of force of a bar magnet do not deviate very much from radially outward straight lines in regions near the poles, and the qualitative features of the particle motion about to be described are similar to those which occur whenever magnetic field lines converge or diverge. The field under discussion may be imagined to be that of a very long thin bar magnet in a region near one end.
Generation of Magnetic Fields

Until recently, magnetic shielding of spacecraft against high energy charged particle radiation was ruled out by the large electric currents and massive conductors necessary to generate the very strong extensive magnetic fields that would be required. Iron-core electromagnets would not be useful for shielding because soft iron saturates at a field of about 20,000 gauss and, as will be shown later, field-strengths of the order of 100,000 gauss are needed for shielding. Air-core solenoids with very high currents must be used, since at high fields ferromagnetic materials offer no advantage and simply add weight. If solenoids are built using ordinary conductors (such as silver, copper, aluminum) the cross-section of the turns must be large in order to minimize the resistance. This makes the coil very heavy if a strong magnetic field spread over a large region is desired. A large power plant is needed to drive the currents through the coil. In spite of the rather low resistance of the coil, enormous amounts of energy would be converted to heat, since heating is proportional to the square of the current. This heat would have to be dissipated in cooling water flowing in tubes within the coil in order to prevent melting of the windings. An example of a copper solenoid magnet with fields of the order needed in magnetic shielding (but over a much smaller working space than would be needed in shielding applications) is the magnet used at Bell Laboratories for critical field experiments on superconductors. This magnet can generate a field of 88,000 gauss over a cylindrical working space 5 cm in diameter and 10 cm long, using 1.5 megawatts of electric power. A cooling system using 1000 gallons per minute of cold water is required to dissipate the power, almost all of which is converted into heat. The associated equipment (motor-generator set, switchgear, cooling towers, etc.) requires several large rooms and the total cost runs to several hundred thousand dollars. All this is required for a magnetic field far less extensive in space than that needed for space vehicle shielding. Magnetic shielding using ordinary conductors is clearly out of the question because of the inordinate weight, power and cooling requirements.

The prospects for making air-core solenoid magnets giving high field-strengths extending over large spatial volumes were considerably improved in 1961 by the discovery of superconducting materials which retain their properties in the presence of strong magnetic fields. It was discovered by
H. K. Onnes in 1911 that certain materials lose their electrical resistivity when cooled to within a few degrees of absolute zero.\textsuperscript{81-82} Onnes almost immediately suggested that superconducting materials be used to construct air-core electromagnets, but his efforts led to little success because in the so-called "soft" superconductors available to him (lead, tin, and mercury) the superconducting state is destroyed by a small magnetic field (a few hundred gauss). It was later found that "hard" superconductors\textsuperscript{*} may have critical fields (magnetic fields above which the superconductivity is "quenched" or destroyed) of a few tens of thousands of gauss. Recently, it was discovered that certain hard superconductors, particularly the molybdenum-rhenium and niobium-zirconium alloys, and the niobium-tin and vanadium-gallium inter-metallic compounds, Nb\textsubscript{3}Sn and V\textsubscript{3}Ga, have critical magnetic fields of the order of 100,000 gauss or higher and are furthermore capable of carrying very high current densities.\textsuperscript{85} The high current-carrying capacity of these hard superconductors, in contrast to that of soft superconductors where all the current must be carried in a thin layer near the surface, seems to be derived from currents flowing within the body of the conductor in superconducting filaments. These filaments are probably associated with dislocations in the crystalline material. Using solenoids made of hard superconductors with their high critical fields and current-carrying capacity, it is probably possible to generate, without the continuous expenditure of electrical power and without Joule heating, high magnetic fields over large regions, suitable for space vehicle shielding. This assumes that the by no means trivial technical problems associated with operation of superconducting materials in large volumes at high magnetic energies and cryogenic temperatures can be overcome.

Comparison With Electrostatic Shielding

Before going into the detailed discussion of magnetic shielding, it is well to discuss the advantages of electromagnetic shielding over the other type of active shielding proposed for space vehicles, the electrostatic system. First, shielding designs using magnetic fields are effective against both positive and negative charged particles. In fact, a magnetic shield designed to be effective against protons having a few hundred Mev kinetic energy will

\textsuperscript{*}The designations "hard" and "soft" as applied to superconductors refer to the mechanical hardness or softness of the material.
automatically be equally effective against electrons having that energy and much more effective against electrons of lower energy. Since in the actual space environment electrons are seldom found with energies much above 1 Mev, electrons and the bremsstrahlung x-rays they produce will never be a problem in a vehicle designed around an electromagnetic proton shield. By contrast an electrostatic system designed to shield against protons would produce a concentrated flux of very high energy electrons unless an unmanageably large dual electrode system with its attendant breakdown, charging, and stability problems were constructed and put into operation. Second, a properly designed magnetic shield can protect against particles of very high energy. Whereas a magnet providing shielding against solar flare protons of 1 or 2 Bev energy appears not impossible within the framework of future technology, the practical problems associated with the design of an electrostatic system capable of generating and sustaining potential differences of several billion volts appear so overwhelming as to completely rule this system out for high-energy particle shielding.

Motion in a Dipole Field

We shall consider only uncontained magnetic fields in this report. An uncontained field design is one in which a significant fraction of the magnetic energy is outside the device. The field falls off roughly as $1/r^3$ at a large distance $r$ from the coil producing the field, but is effective since a small deflection of an oncoming particle far from the coil will cause the particle to stay away from the protected area. For discussions of contained-field devices, see References 78 and 79.

At large distances from the current-elements producing the field, any uncontained magnetic field goes over to the dipole field. A dipole is a very short bar magnet with very high pole strengths or, equivalently, a very small coil carrying a very high longitudinal current. A reasonable idea of how an uncontained magnetic shield would perform can be obtained by considering the motion of charged particles in a dipole field, with departures from ideal behavior caused by the finite size of the coil to be explained later.

The motion of charged particles in the field of a magnetic dipole was first studied by Stőrmer\textsuperscript{75} in connection with Birkeland's theory of the aurora.
Further work on this problem, directed primarily toward understanding the geomagnetic effects of cosmic radiation, was done by Lemaitre and Vallarta, 61-65 Dwight, 66 Schlüter, 67 Firor, 68 Jory, 69 Lüst, 70 Kelsall, 72 and Tooper. 73 The relationship of magnetic shielding to geomagnetic effects on cosmic radiation is not accidental, because the earth's magnetic field provides a very effective shield against solar cosmic ray particles in the energy range up to a few Bev.

A dipole with moment \( \hat{\mathbf{a}} = \hat{\mathbf{z}} \) situated at the origin with axis in the \( z \)-direction gives a static magnetic field derived from the vector potential

\[ \mathbf{A} = -\hat{e}_z a \frac{\varpi}{(\varpi^2 + z^2)^{3/2}} = -\hat{e}_z a \frac{\sin \theta}{r^2}. \]  

The field components are found by differentiating the potential with respect to the three coordinates according to \( \mathbf{H} = \text{curl} \ \mathbf{A} \). In Cartesian coordinates \((x, y, z)\), cylindrical coordinates \((\varpi, \phi, z)\) such that \( x = \varpi \cos \phi \), \( y = \varpi \sin \phi \), and spherical coordinates \((r, \theta, \phi)\) such that \( \varpi = r \sin \theta \), \( z = r \cos \theta \) (Cf. Fig. 4.1), we obtain for the magnetic field

\[ \mathbf{H} = -\hat{e}_x a \frac{3x^2}{r^5} - \hat{e}_y a \frac{3y^2}{r^5} - \hat{e}_z a \frac{3z^2 - r^2}{r^5}, \]  

\[ r = (x^2 + y^2 + z^2)^{1/2}, \]

\[ = -\hat{e}_x a \frac{3x^2}{r^5} + \hat{e}_y a \frac{\omega^2 - 2z^2}{r^5}, \]  

\[ r = (\varpi^2 + z^2)^{1/2}, \]

\[ = -\hat{e}_x a \frac{\cos \theta}{r^3} - \hat{e}_y a \frac{\sin \theta}{r^3}. \]  

Here \( \hat{e}_x, \hat{e}_y, \text{ etc.} \) represent unit vectors in the directions of increasing \( x, y, \text{ etc.} \). The differential equation of a magnetic line of force, or flux line, is

\[ \frac{dr}{H_r} = r \frac{d\theta}{H_\phi}. \]  
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Further work on this problem, directed primarily toward understanding the geomagnetic effects of cosmic radiation, was done by Lemaitre and Vallarta, 61-65 Dwight, 66 Schlüter, 67 Firor, 68 Jory, 69 Lüst, 70 Kelsall, 72 and Tooper. 73 The relationship of magnetic shielding to geomagnetic effects on cosmic radiation is not accidental, because the earth's magnetic field provides a very effective shield against solar cosmic ray particles in the energy range up to a few Bev.

A dipole with moment $\mathbf{a} = \hat{z}$ a situated at the origin with axis in the $z$-direction gives a static magnetic field derived from the vector potential:

$$\mathbf{A} = -\hat{x}a \frac{\omega}{(\omega^2 + z^2)^{3/2}} = -\hat{y}a \frac{\sin \theta}{r^2}.$$  \hspace{1cm} (4.3)

The field components are found by differentiating the potential with respect to the three coordinates according to $\mathbf{H} = \text{curl} \mathbf{A}$. In Cartesian coordinates $(x, y, z)$, cylindrical coordinates $(\rho, \phi, z)$ such that $x = \rho \cos \phi$, $y = \rho \sin \phi$, and spherical coordinates $(r, \theta, \phi)$ such that $\omega = r \sin \theta$, $z = r \cos \theta$ (Cf. Fig. 4.1), we obtain for the magnetic field:

$$\mathbf{H} = -\hat{x} a \frac{3x \rho}{r^2} - \hat{y} a \frac{3y \rho}{r^2} - \hat{z} a \frac{3z^2 - r^2}{r^2}, \quad r = (x^2 + y^2 + z^2)^{1/2},$$

$$= -\hat{x} a \frac{3\rho}{r^2} + \hat{y} a \frac{\rho^2 - 2z^2}{r^2}, \quad r = (\rho^2 + z^2)^{1/2}, \hspace{1cm} (4.4)$$

$$= -\hat{z} \frac{2a \cos \theta}{r^3} - \hat{\rho} a \frac{\sin \theta}{r^3}.$$}

Here $\hat{x}$, $\hat{y}$, etc. represent unit vectors in the directions of increasing $x$, $y$, etc. The differential equation of a magnetic line of force, or flux line, is

$$dr/\mathbf{H} = r d\theta/\mathbf{H}_0$$ \hspace{1cm} (4.5)
Fig. 4.1 Geometrical Relationships Between Cartesian, Cylindrical, Polar, and Spherical Polar Coordinates Used in This Report.
FIG. 4.2 A Typical Line of Force of the Dipole Field.
in spherical coordinates. Solutions of this equation are of the form

$$r = r_0 \sin \theta, \quad \phi = \text{const.} \quad (4.6)$$

Here \(r_0\) is the distance from the dipole to the point where the flux line intersects the equatorial plane \(\theta = \pi/2\). The shape of a line of force is independent of the dipole moment \(a\). A typical flux line for the dipole field is shown in Fig. 4.2.

The equation of motion of a relativistic particle having charge \(e\) and rest mass \(m_0\) moving with velocity \(v\) in a magnetic field \(\mathbf{H}\) is, in Gaussian units with \(c\) equal to the speed of light,

$$\frac{d}{dt} \left( \frac{m_0 \dot{v}}{(1 - v^2/c^2)^{1/2}} \right) = \frac{e}{c} \mathbf{v} \times \mathbf{H}. \quad (4.7)$$

Since the force on a charged particle due to a magnetic field is always perpendicular to the velocity, the magnetic force does no work on the particle. This means that the energy—and hence the speed—of the particle remains constant. This can be shown formally as follows:

$$\frac{dE}{dt} = \frac{d}{dt} \left( \frac{m_0 c^2}{(1 - v^2/c^2)^{1/2}} \right) = \mathbf{v} \cdot \frac{d}{dt} \left( \frac{m_0 \dot{v}}{(1 - v^2/c^2)^{1/2}} \right) = \frac{e}{c} \mathbf{v} \cdot (\mathbf{v} \times \mathbf{H}) = 0.$$

Thus the energy \(E = m_0 c^2/(1 - v^2/c^2)^{1/2}\) is a constant of the motion* and so is the "relativistic mass" \(E/c^2\). Accordingly the equation of motion can

*Although the magnetic force does no work on a charged particle, the self-force does do work. It has been assumed here and will be assumed in the sequel that the particle does not lose energy by radiation. This is a good approximation except for extremely large values of particle energy and magnetic moment.
be written in the form

\[ \frac{E}{c^2} \frac{d^2v}{dt^2} = \frac{ea}{c} \times \text{curl} \left( -\hat{r} \frac{\sin \theta}{r^2} \right), \]

(4.8)

where Eq. (4.3) has been used to represent the dipole field.

Because the energy of the particle is conserved, the speed, \( v = |\vec{v}| \) remains constant. Write \( ds = v \, dt \). The arc length \( s \) will be used instead of time \( t \) as independent variable in the equations of motion. Written this way, the parametric equations for the trajectories involve only geometrical quantities. Considering the components of the position vector \( \vec{x} \) as functions of \( s \), we write the equations of motion as

\[ \frac{d^2x}{ds^2} = \frac{ea}{Ev} \frac{dx}{ds} \times \text{curl} \left( -\hat{r} \frac{\sin \theta}{r^2} \right). \]

(4.9)

The quantity

\[ C_{st} = \left( \frac{ea}{Ev} \right)^{1/2} = \left\{ \frac{ea}{E_{\text{kin}} + m_0 c^2} \left[ 1 - \frac{m_0 c^2}{(E_{\text{kin}} + m_0 c^2)^2} \right]^{-1/2} \right\}^{1/2} \]

(4.10)

has dimensions of length and is called the Störmer length or Störmer radius corresponding to the particle energy \( E = E_{\text{kin}} + m_0 c^2 \) and dipole moment \( a \). The Störmer length represents the radius of a circular particle orbit in the equatorial plane of the dipole, found by equating the centripetal force to the magnetic force in the equatorial plane. Such motion is possible because to this particle the field appears uniform in intensity and direction. In the second way of writing Eq. (4.10), the particle speed has been found in terms of the energy and the energy resolved as a sum of the rest energy \( m_0 c^2 \) and the kinetic energy \( E_{\text{kin}} \).

Numerical values of the Störmer unit are plotted for protons and electrons.
Fig. 4.3 Störmer Unit as a Function of Kinetic Energy of Protons and Electrons for Various Values of Dipole Moment.
as a function of kinetic energy and magnetic moment in Fig. 4.3. Values of magnetic moment of $10^{11}$ or $10^{12}$ gauss cm$^3$ correspond to what may reasonably be achieved aboard spacecraft using superconducting solenoids. The particle energies have been chosen so as to include Van Allen particles and solar flare protons. Notice that the Störmer radius at low kinetic energies is much greater for electrons than for protons; this is because the electron rest mass is smaller by a factor of $10^3$. For a given magnetic moment and particle energy, electrons are easier to shield against than protons.

Introduction of the Störmer unit permits the problem of motion in a dipole field to be scaled for all values of particle energy and dipole moment. All distances used need only be given as multiples of the Störmer radius.

The axial symmetry of the dipole field leads to a first integral of the $\phi$-component of the equation of motion (4.8). The fact that the vector potential (4.3) is independent of $\phi$ gives rise immediately to a conservation theorem for the momentum conjugate to the $\phi$-coordinate. This canonical momentum has dimensions of angular momentum, but is not strictly the angular momentum of the particle. To see this, recall that the Lagrangian function for a charged relativistic particle moving in an electromagnetic field derivable from potentials $\vec{A}, \vec{\Phi}$ is

$$L = -m_c c^2 \left(1 - v^2/c^2\right)^{1/2} + \left(e/c\right) \vec{A} \cdot \vec{v} - e\vec{\Phi}. \quad (4.11)$$

Using the vector potential for the dipole field given by Eq. (4.3) and expressing the velocity components in spherical coordinates, we have for the Lagrangian of a charge in a magnetostatic dipole field,

$$L = -m_c c^2 \left[1 - \frac{1}{c^2} (v^2 + r^2 \dot{\theta}^2 + r^2 \sin^2 \theta \dot{\phi}^2)\right]^{1/2} - \frac{e}{c} \frac{\sin^2 \theta \dot{\phi}}{r}. \quad (4.12)$$

Here the dots denote differentiation with respect to time. The Lagrangian (4.12) is independent of $\phi$; it follows directly from Lagrange's equations that the momentum conjugate to $\phi$ is conserved. This momentum is
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The conserved canonical momentum \( p_\phi \) has units of angular momentum. It may be expressed in terms of the angular momentum \( (E/c^2) v \) of a particle moving in the equatorial plane of the dipole along a circle with center at the dipole and radius \( C_{st} \) by introducing the (dimensionless) Størmer constant

\[
 p_\phi = \frac{2E}{c^2} \left[ r^2 \sin^2 \theta \phi + v C_{st} \frac{\sin^2 \theta}{r} \right]. \tag{4.13}
\]

The factor 2 has been inserted for the sake of simplicity in later equations.

It may be seen from (4.13) that \( p_\phi \) represents the angular momentum of the particle about the dipole axis if and when the particle is an infinite distance from the dipole. In such a case the second term in Eq. (4.13) arising from the vector potential goes to zero. This suggests the following interpretation of \( p_\phi \) and \( Y \) in terms of impact parameters.

Consider a particle incident on the dipole from infinity, and the straight line asymptotic to the orbit at infinity (i.e., the straight line the particle follows before it is deflected by the magnetic field of the dipole). The asymptotic line will pass a certain distance \( P_0 \) from the dipole axis (see (Fig. 4.4). This is because the asymptote and the dipole axis form in general two nonintersecting skew lines in space. A minimum distance between two skew lines can be defined; it is equal to the length of their unique common perpendicular. The distance \( |P_0| \) may be thought of as an "impact parameter". The common perpendicular between the asymptote and the dipole axis together with the asymptote determine a plane (Fig. 4.4). Suppose that a line is constructed in this plane parallel to the asymptote and passing through the dipole axis. This line and the dipole axis determine a second plane which is perpendicular to the first. Let \( X \) be the angle in this plane between the dipole axis and the line parallel to the orbit's asymptote. The angular
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momentum (at infinity) about the dipole axis is, in terms of the impact parameters,

\[
P(r \rightarrow \infty) = -\frac{E}{c^2} v P_0 \sin \chi. \tag{4.15}
\]

Comparing (4.14) with (4.15) we see that the dimensionless constant is given in terms of the Stormer distant \(C_{st}\) and the impact parameter \(P_0\) by the relation

\[
2Y = -\left(\frac{P_0}{C_{st}}\right) \sin \chi \tag{4.16}
\]

The negative sign has been attached to \(P_0\) in Eqs. (4.15) (4.16) because \(\chi\) can be either positive or negative depending on the sign of the angular momentum at infinity. The sign is chosen so that the angular momentum will have a positive or negative sign depending on \(\dot{\phi} = d\phi/dt\) is initially positive or negative. The motion depends strongly on which side of the dipole axis the particle is aimed initially. The magnetic field influencing the particle will be either "generally upward" or "generally downward" with respect to an imaginary observer standing on the equatorial plane. The force on the particle will be in the same general direction regardless to which side of the dipole axis the particle was initially directed. This is in sharp contrast to the behavior of a particle under the influence of a central force, where the force is directed either toward or away from some fixed center like a charged nucleus. Depending on the sign of the impact parameter, the particle may be either forced away from or attracted into the region of the dipole. Different behavior of the trajectories is to be expected for different signs as well as different absolute values of the integration constant.

**Forbidden Regions**

Further information about the trajectories can be obtained from the conservation of canonical angular momentum expressed in the form (4.13)
It is possible to find regions forbidden to particles having various initial values of angular momentum because they cannot enter them without violating the conservation law for $p_\phi$. The size of these regions depends on the Störmer length and hence on the particle energy and dipole moment. For a given Störmer unit there is also an axially symmetric region which particles incident from infinity cannot enter (even though it is accessible to bound particles) no matter what their value of angular momentum. The "absolutely shielded region" can be determined without explicit knowledge of the trajectories.

The forbidden regions corresponding to various values of angular momentum (and hence to various values of the Störmer constant $\gamma$) may be determined by writing Eqs. (4.13) (4.14) together in the form

$$Q = \frac{r \sin \theta}{v} = \frac{C_{st}^2}{r^2} \sin \theta + 2\gamma \frac{C_{st}}{r \sin \theta}.$$  \hspace{1cm} (4.17)

The quantity $Q$ is the ratio of the $\phi$-component of velocity to the total speed, and so its absolute value must be less than, or at most equal to, unity. We obtain a violation of this condition by putting $Q > 1$ in Eq. (4.17), or

$$\sin \theta \frac{r^2}{C_{st}^2} - 2\gamma \frac{r}{C_{st}} - \frac{r^2}{C_{st}} < 0.$$

Thus, for $Q > 1$, the quantity $r/C_{st}$ must lie in the range

$$\frac{\gamma - (\gamma^2 + \sin^2 \theta)^{1/2}}{\sin \theta} < \frac{r}{C_{st}} < \frac{\gamma + (\gamma^2 + \sin^2 \theta)^{1/2}}{\sin \theta}.$$

We need consider only $\sin \theta > 0$ and $r > 0$ since octants other than the first may be obtained by reflection through the dipole axis and equatorial plane. With this condition, the root with the negative sign is always negative, so we discard it. Thus, for each value of $\gamma$, whether positive or negative, there is
a forbidden region given by

\[ A(\gamma): \quad \frac{r}{c_{st}} < \frac{\gamma + (\gamma^2 + \sin^2 \theta)^{1/2}}{\sin \theta}. \tag{4.17a} \]

Another violation of the condition \(|Q| \leq 1\) is obtained by putting \(Q < -1\) in Eq. (4.17). This implies

\[ \sin \theta \frac{r^2}{c_{st}^2} + 2 \frac{r}{c_{st}} + \sin^2 \theta < 0, \]

whence \(r/c_{st}\) must fall in the interval

\[ B(\gamma): \quad \frac{-\gamma - (\gamma^2 - \sin^2 \theta)^{1/2}}{\sin \theta} < \frac{r}{c_{st}} < \frac{-\gamma + (\gamma^2 - \sin^2 \theta)^{1/2}}{\sin \theta}. \tag{4.17b} \]

This gives a second forbidden region lying outside the first which, however, exists only for negative values of \(\gamma\).

The inner forbidden regions \(A(\gamma)\) and the outer forbidden regions \(B(\gamma)\) for the dipole field are shown in Fig. 4.5. The outer forbidden regions have the interesting property that, in cross-section, a segment \(AFB\) of a line drawn from the dipole such that it intersects the boundary of \(B(\gamma)\) at points \(A\) and \(B\) will be bisected by a line parallel to the dipole axis at a distance \(-\gamma c_{st}\) from it. Thus \(AF = FB\). This property is evident from the inequalities (4.17) defining \(B(\gamma)\) and the observation that \(r \sin \theta\) is the projection of \(r\) on the equatorial plane.

The inner forbidden regions \(A(\gamma)\) increase monotonically in size with increasing \(\gamma\). For values of \(\gamma\) less than \(-1\), the outer forbidden region \(B(\gamma)\) completely surrounds the inner region \(A(\gamma)\), and the space between these two regions can only be occupied by bound particles which have either started out in this intervening space or which have had their energy degraded in some way. For values of \(\gamma\) greater than \(-1\), \(B(\gamma)\) no longer surrounds \(A(\gamma)\), but
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the volume of $A(\gamma')$ when $\gamma' > -1$ is always greater than the volume of $A(-1)$. Also the region $A(-1)$ is always included in $A(\gamma')$ ($\gamma' > -1$). In the equatorial plane $\sin \theta = 1$, and the intersection of the region $B(-1)$ with the equatorial plane is a circle of radius $1 \cdot C_{\infty}$. From these considerations it may be seen that, for a particular Stormer unit (i.e., a particular dipole moment and particle energy), the region $A(-1)$ is forbidden to all unbound particles, no matter what their value of $\gamma$. The boundary of region $A(-1)$ is given by

$$\frac{r}{C_{\infty}} = \frac{-1 + (1 + \sin^2 \theta)^{1/2}}{\sin \theta} \quad (4.18)$$

This region is toroidal in shape with its major radius equal to $\sqrt{2} - 1 = 0.414$ Stormer units.

Besides the completely shielded region whose boundary is given by Eq. (4.18), there is a partially shielded region which can be entered only by those particles from infinity having values of $\gamma$ between $-1$ and about $0.03$. This is the region lying between the outer forbidden region $B(-1)$ and the absolutely forbidden region $A(-1)$. It is also toroidal, its major radius is a full Stormer unit, and its boundary is given by

$$\frac{r}{C_{\infty}} = \frac{1 - (1 - \sin^2 \theta)^{1/2}}{\sin \theta} \quad (r \leq C_{\infty}) \quad (4.19)$$

The two regions represented by Eqs. (4.18) (4.19) are shown in Fig. 4.6. Determination of the degree of shielding provided by regions, such as that of Eq. (4.19), forbidden to particles having values of canonical angular momentum in a certain range can be made by detailed examination of particle trajectories.

The volume of the totally shielded region whose boundary is given by Eq. (4.18) can be determined as follows. Through the transformation equations $\phi = r \sin \theta$, $z = r \cos \theta$, we find the equation for the boundary
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in cylindrical coordinates:

\[ z^2 = \left( \frac{C_{st}^2 \omega^2}{\omega + 2 C_{st}} \right)^{2/3} - \omega^2. \]  

Using the shell method of integration, it may be seen that the volume of the region \( A(-1) \) is given by

\[ V_{A(-1)} = 4\pi \int_0^{\omega_{\text{max}}} z d\omega = 4 \pi C_{st}^3 \int_0^\Lambda \left[ \left( \frac{x^2}{x + 2} \right)^{2/3} - x^2 \right]^{1/2} \, dx, \]

where \( \omega_{\text{max}} = C_{st} \Lambda = C_{st} (\sqrt{2} - 1). \) A ten-step integration by Simpson's rule gives approximately

\[ V_{A(-1)} \approx 0.144 \, C_{st}^3 \]

for the volume of the shielded region.

**Shielding Effectiveness**

Calculations were performed giving the range of particle energies over which the shielding provided by a solenoid of reasonable magnetic moment would be effective. There is a change of viewpoint involved here: previously the particle energy was supposed to be held constant and the spherical coordinates \( \rho, \phi \) were allowed to vary, thereby generating a toroidally shaped region protected from particles of the given energy. One may also prescribe a certain closed surface (representing the spaceship cabin) by giving \( \rho \) as a function of \( \phi \) and \( \phi \) and obtain limiting values of energy for particles kept from entering the cabin.

The case of a spherical spaceship cabin of radius \( \rho \) about the dipole center was considered for simplicity. Feasibility can be shown quickly by considering the shielding in the equatorial plane of the dipole. This gives the order of magnitude of the particle energies and size of shielded region.
for which a solenoid of given magnetic moment would be adequate. In the equatorial plane, $\theta = \pi/2$ and $E_{\phi}$, (4.18) for the completely shielded region reduces to

$$r = (\sqrt{2} - 1) \left\{ \frac{ea}{E_{\min}} \left[ 1 - \left( \frac{m_e c^2}{E_{\min}} \right)^2 \right]^{-1/2} \right\}^{1/2}, \quad (4.22)$$

whereas Eq. (4.19) for the partially shielded region becomes

$$r = \left\{ \frac{ea}{E_{\max}} \left[ 1 - \left( \frac{m_e c^2}{E_{\max}} \right)^2 \right]^{-1/2} \right\}^{1/2}. \quad (4.23)$$

Equations (4.22) (4.23) give the limiting values $E_{\min}$ and $E_{\max}$ for the energies shielded by a dipole of moment $a$ in a circular enclosure of radius $r$. The meaning of the (relativistic) energies $E_{\min}$ and $E_{\max}$ is as follows. A point a distance $r$ from the dipole can be approached from any direction in the equatorial plane by particles with energy exceeding $E_{\max}$. A point at the same distance is forbidden from all directions in the equatorial plane for particles with energy less than $E_{\min}$. Particles with energy between $E_{\min}$ and $E_{\max}$ can approach the point $r$ from certain allowed directions only. In other words, the point $r$ is completely shielded from particles with energies below $E_{\min}$ and partially shielded from particles with energies between $E_{\min}$ and $E_{\max}$. For particles of energy greater than $E_{\max}$, no shielding is provided.

To use the energies $E_{\min}$ and $E_{\max}$ to evaluate the effectiveness of shielding provided by a particular solenoid, it is necessary to make some choice of the size of spacecraft to be shielded, since this prescribes the distance from the dipole center. A sphere of diameter 2 meters was chosen as an elementary model for the vehicle. A value of $3 \times 10^{11}$ gauss cm$^3$ was chosen as a value of magnetic moment that might be achieved using a superconducting "air core" solenoid. Values of kinetic energy corresponding to $E_{\min}$ and $E_{\max}$ were found for protons and electrons as follows:

<table>
<thead>
<tr>
<th></th>
<th>Protons</th>
<th>Electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\min}^{\text{kin}}$</td>
<td>866 MeV</td>
<td>1.54 Bev</td>
</tr>
<tr>
<td>$E_{\max}^{\text{kin}}$</td>
<td>8.1 Bev</td>
<td>9 Bev</td>
</tr>
</tbody>
</table>
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The shielding calculations can be extended to include directions other than the equatorial plane with the aid of results given in Reference 6, pp. 276-281. The basic equation

\[ P(\lambda, \omega) = P_{\text{max}} \frac{\cos^4 \lambda}{\left( (g^2 - \cos \omega \cos^2 \lambda)^{\frac{1}{2}} + g \right)^2} \]  

(4.24)

gives the smallest initial momentum for a particle to reach a point a distance \( r \) from the dipole center at a latitude \( \lambda \) through an angle \( \omega \) in the east-west direction. The quantity \( P_{\text{max}} \) is the momentum corresponding to the energy \( E_{\text{max}} \) found by using the energy-momentum relation

\[ E^2 = P^2 c^2 + m_0^2 c^4. \]  

(4.25)

Values of \( g \) appropriate to various latitudes \( \lambda \) have been tabulated by Lemaître and Vallarta; for our present purposes we shall take \( g = 1 \).

Some special cases of Eq. (4.24) are

(a) Particles with momentum greater than \( P(\lambda, 0) \) can approach the observer at latitude \( \lambda \) from all directions.

\[ P(\lambda, 0) = P_{\text{max}} \frac{\cos^4 \lambda}{\left( (g^2 - \cos^2 \lambda)^{\frac{1}{2}} + g \right)^2} \approx P_{\text{max}} \cos^4 \lambda. \]  

(4.24a)

The effect of the approximation used in Eq. (4.24a) is to give slightly higher values for both momentum and energy, but retains the stronger latitude dependence given by \( \cos^4 \lambda \) term.
(b) Particles with momentum less than \( P(\lambda,\pi) \) are forbidden for all directions at latitude \( \lambda \).

\[
P(\lambda,\pi) = P_{\text{max}} \frac{\cos^4 \lambda}{(g^2 + \cos^2 \lambda)^4} \approx P_{\text{max}} \frac{\cos^4 \lambda}{5.94}.
\]  

(4.24b)

(c) The limiting momentum in the vertical direction is

\[
P(\lambda,\pi/2) = P_{\text{max}} \frac{\cos^4 \lambda}{(2g)^4} \approx P_{\text{max}} \frac{\cos^4 \lambda}{4}.
\]  

(4.24c)

In conclusion, all particles with momentum greater than \( P_{\text{max}} \cos^4 \lambda \) are assumed to reach the sphere of radius \( r \), and all particles with momentum less than \( P_{\text{min}} \cos^4 \lambda/5.84 \) are excluded from the sphere. The results (in terms of limiting energies) for the former conditions discussed for other than the equatorial plane are given in Table 4.1.

Table 4.1. Limiting values of energy for complete and partial shielding at a latitude \( \lambda \). The magnetic moment is \( 3 \times 10^{11} \) gauss cm\(^3\) and the spherical region under consideration has radius 200 cm.

<table>
<thead>
<tr>
<th></th>
<th>Protons E(^{\text{kin}})\text{max} (Mev)</th>
<th>Protons E(^{\text{kin}})\text{min} (Mev)</th>
<th>Electrons E(^{\text{kin}})\text{max} (Mev)</th>
<th>Electrons E(^{\text{kin}})\text{min} (Mev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>8113</td>
<td>866</td>
<td>9000</td>
<td>1540</td>
</tr>
<tr>
<td>10°</td>
<td>7575</td>
<td>790</td>
<td>8460</td>
<td>1450</td>
</tr>
<tr>
<td>20°</td>
<td>6165</td>
<td>594</td>
<td>7040</td>
<td>1210</td>
</tr>
<tr>
<td>30°</td>
<td>4205</td>
<td>339</td>
<td>5050</td>
<td>865</td>
</tr>
<tr>
<td>40°</td>
<td>2305</td>
<td>140</td>
<td>3100</td>
<td>531</td>
</tr>
<tr>
<td>50°</td>
<td>865</td>
<td>36</td>
<td>1540</td>
<td>264</td>
</tr>
<tr>
<td>60°</td>
<td>165</td>
<td>0</td>
<td>570</td>
<td>10</td>
</tr>
<tr>
<td>70°</td>
<td>8</td>
<td>0</td>
<td>125</td>
<td>2.2</td>
</tr>
<tr>
<td>80°</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1.6</td>
</tr>
<tr>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
The shielding effectiveness is strongly dependent on the size and shape of the solenoid and spacecraft. The particles, some of which are prevented from approaching the protected area, have energies comparable to those encountered in the radiation belt and protons associated with solar flares. The example considered does not shield high energy cosmic rays effectively.

It is important to determine the effectiveness of shielding for a given magnetic moment and spacecraft size for energies lying between $E_{\text{min}}$ and $E_{\text{max}}$. For instance, in the example cited, the kinetic energy of protons below which all particles were kept out of the region in question was less than about 1 Bev, whereas the kinetic energy of protons above which particles could enter from any direction was the high value of about 8 Bev. In the range from 1 Bev to 8 Bev nothing was said about whether the particles could or could not enter, except that if they did enter it would be from certain allowed directions only. These allowed directions can be determined by study of particle trajectories. The trajectories can only be obtained by numerical integration of the equations of motion, since a third constant of the motion, besides energy and canonical angular momentum, has never been found.

Particle Trajectories—Numerical Integration

In this section we shall be concerned with the calculation by numerical integration of the charged particle trajectories in a dipole field. The particles initially form a parallel beam. As this beam enters the region near the dipole, deflection of the particles occurs and the motion of each is strongly dependent on its impact parameters. The incident beam of particles will be characterized in the following way. At distances far from the dipole, the orbit of a charged particle is a straight line because the field falls off to zero at infinity. The actual orbit of the particle, which in general a complicated three-dimensional curve, is asymptotic to this straight line. Imagine the asymptote for each trajectory to be continued until it intersects a plane passing through the dipole center and normal to the direction of the incident beam. All particles in the beam will be supposed to have the same initial velocity (the same initial speed and the same initial direction), but the points at which the asymptotes to each trajectory pierce the plane through the dipole center perpendicular to the incident direction will be different. For example, the
intersection points may be assumed to form a network of squares or concentric circles. We are interested in following each trajectory by numerical integration until it recedes to infinity.

A few remarks orienting the present work with other investigations are in order. Störmer, to whom we are indebted for the first researches into the motion of a charged particle in a dipole field, found the trajectories passing through the dipole center characterized by different values of his integration constant \( Y \) which is proportional to the angular momentum at infinity about the dipole axis. He also found that the problem can be scaled for different particle energies by means of the Störmer unit, and studied the regions forbidden to particles having various values of angular momentum. The trajectories which he studied were ordered according to the value of the angular momentum and were, in general, incident from a wide variety of directions. An extension of this problem was considered by Lemaitre and Vallarta. A charged particle intersects a sphere surrounding the dipole at a certain point having velocity in a certain direction, all of which are considered known. If the strength of the dipole is known, then the problem is to find the incident direction of the particle. This problem is of interest in the study of cosmic rays incident on the earth, whose magnetic field closely approximates that of an ideal dipole at altitudes less than a few earth radii. At greater altitudes the geomagnetic field is distorted by streams of plasma from the sun and the analysis no longer applies exactly. The results which one obtains for the incident direction of a charged particle depend strongly on the point at which the particle orbit pierces the sphere surrounding the dipole and the direction of the orbit at that point, and a wide variety of initial directions for trajectories are found.

We have seen that, for a given particle energy, there exists a toroidal region into which particles cannot penetrate. [The boundary of this region is given by Eq. (4. 18).] Other regions are shielded from particles having certain values of angular momentum. In order to study in more detail the nature of the shielding provided by a dipole field, it is necessary to consider an isotropic flux of particles having a continuous energy spectrum. For purposes of analysis this may be broken down into the study of beams of noninteracting particles having the same energy and incident from the same direction. Thus it is desirable to consider a homogenous beam of particles ordered with
respect to their initial direction, and observe what happens to this beam as it moves in the dipole field. The behavior of such a uniform beam has been studied by Schlüter and more recently by Kelsall. Schlüter determined the behavior of a beam initially parallel to the equatorial plane of the dipole. Kelsall studied trajectories which initially make angles between $0^\circ$ and $35^\circ$ with the equatorial plane, corresponding to particles from the sun moving in the geomagnetic field.

In previous work, the trajectories have been found by specifying as initial conditions the position of the particles in a plane perpendicular to the parallel beam at some finite distance from the dipole. Kelsall, for example, used a plane 6 Störmer units away from the dipole. The interval of numerical integration must be set by continuous examination of the orbit's curvature. Difficulties are experienced setting stopping conditions, since one wants some assurance that the whole trajectory has been obtained. In the present report a method is given whereby the trajectories can be computed all the way from infinity and boundary conditions applied directly to the asymptotes of the orbits. The computed points get closer together as the neighborhood of the dipole is reached; when the particle moves away from the dipole the integration steps increase once again. The trajectory along its whole length from infinity to the dipole region and back out to infinity is computed. There is no difficulty with a stopping condition and the accuracy at any point along the trajectory can be made as good as desired. Whereas in some cases the imposition of initial conditions concerning position and direction of velocity at a finite distance from the dipole is probably a good enough approximation, yet there exist some instances (e.g., particles near the equatorial plane aimed at nearly one Störmer unit from the dipole, particles aimed near the dipole axis) where the shape of the trajectory is very sensitive to small changes in the impact parameters. The representation of a uniform beam of particles by uniformly distributed asymptotes gives a more nearly correct representation in such cases. The theoretically correct specification of impact parameters in terms of asymptotes also gives more confidence in the study of quasi-trapped trajectories, which are of interest in connection with the Van Allen regions.

We obtain an expression for the magnetic field in a Cartesian coordinate system inclined at an angle $\chi$ with the original Cartesian system. In such a rotated coordinate system it is easy to describe the initial position and
velocity of a particle incident from some arbitrary direction. The coordinates chosen are obtained from the usual Cartesian coordinates by rotation about some convenient axis lying in the equatorial plane of the dipole. We arbitrarily choose the x-axis about which to rotate and let

$$\begin{align*}
\xi &= x \\
\eta &= -y \cos \chi + z \sin \chi \\
\zeta &= -y \sin \chi + z \cos \chi
\end{align*}$$

Here $\chi$ is the angle between the z-axis and the z-axis. In the application we have in view it is the angle between the initial velocity of a particle incident from infinity and the dipole axis. Because the transformation (4.26) is orthogonal, the expression for the distance from the origin is invariant, i.e.,

$$r^2 = x^2 + y^2 + z^2 = \xi^2 + \eta^2 + \zeta^2.$$  \hfill (4.27)

Using the transformation inverse to (4.26), we see that the expression (4.27) for the magnetic field in the $(\xi, \eta, \zeta)$ system is, if $\hat{e}_\xi, \hat{e}_\eta, \hat{e}_\zeta$ are unit vectors in the three coordinate directions,

$$B = -\hat{e}_\xi a \frac{3 \xi (\eta \sin \chi + \xi \cos \chi)}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}$$

$$-\hat{e}_\eta a \frac{(2 \xi^2 - \xi^2 - \zeta^2) \sin \chi + 3 \eta \xi \cos \chi}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}$$

$$-\hat{e}_\zeta a \frac{(2 \xi^2 - \xi^2 - \eta^2) \cos \chi + 3 \eta \xi \sin \chi}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}.$$  \hfill (4.28)

Let us obtain the equations of motion in the coordinate system (4.26). In doing so we sacrifice some of the simplicity inherent in spherical coordinates, notably that of the angular momentum integral (4.13), but we gain an easier
way to prescribe initial conditions representing particles incident in a parallel beam at some arbitrary orientation with respect to the dipole axis. We make the angle of inclination $\chi$ equal to the angle between a line parallel to the incident asymptote and the dipole axis (the angle $\chi$ of Fig. 4.4). The two Cartesian coordinate systems are aligned with respect to the dipole and the initial direction of the particle velocity according to the following construction:

1. The z-axis of the $(x, y, z)$ system is selected so that it lies along the dipole axis.

2. The system $(x, y, z)$ is translated along the z-axis until its origin coincides with the dipole center.

3. The system $(x, y, z)$ is rotated about the z-axis until the x-axis is perpendicular to the direction of the particle's initial velocity.

4. The coordinates are rotated about the x-axis of the $(x, y, z)$ system through an angle $\pi/2 - \chi$ to form a new system $(\xi, \eta, \zeta)$ such that the $\zeta$-axis is parallel to the direction of the particle's initial velocity. The $\xi$-axis of the new system is identical with the x-axis of the old. If the particle's velocity at infinity is parallel to the equatorial plane of the dipole, then there need be no rotation of coordinates and the $\zeta$-axis is the same as the $y$-axis.

The initial position of a particle is given by specifying finite values of $\xi(s)$ and $\eta(s)$ when $s \to -\infty$. The initial value of $\zeta(s)$ at $s \to -\infty$ is infinite, but the value of $d\zeta/ds$ is initially $-1$. The negative sign arises because the particle is directed toward, rather than away from, the dipole. The initial values of $d\xi/ds$ and $d\eta/ds$ are both zero.

In deriving the equations of motion by working out the cross product $\vec{v} \times \vec{H}$, it is essential to note that the $(\xi, \eta, \zeta)$ coordinates taken in that order comprise a left-handed system. The equations of motion in the rotated Cartesian system are, in terms of the arc length $s$ as the independent variable,

$$\frac{d\xi}{ds} = C_\zeta \frac{\left[ (2\zeta^2 - \xi^2 - \eta^2) \cos \chi + 3\eta \xi \sin \chi \right] ds - (2\zeta^2 - \xi^2 - \eta^2) \cos \chi + 3\eta \xi \sin \chi \frac{d\zeta}{ds}}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}$$

$$\frac{d\eta}{ds} = C_\zeta \frac{\left[ 3\eta \xi \sin \chi + 3\eta \xi \cos \chi \right] ds - (2\zeta^2 - \xi^2 - \eta^2) \cos \chi + 3\eta \xi \sin \chi \frac{d\zeta}{ds}}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}$$

$$\frac{d\zeta}{ds} = C_\zeta \frac{\left[ 2\eta^2 - \xi^2 - \zeta^2 \right] \sin \chi + 3\eta \xi \cos \chi \frac{d\xi}{ds} - 3\eta \sin \chi + 3\eta \xi \cos \chi \frac{d\eta}{ds}}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}$$

(4.29)
As possible aids to the solution of the set (4.29) we have two "first integrals". The first expresses the conservation of particle speed and appears in the form

\[
\left( \frac{d\xi}{ds} \right)^2 + \left( \frac{d\eta}{ds} \right)^2 + \left( \frac{d\zeta}{ds} \right)^2 = 1.
\] (4.30)

The second is derived from Störmer's first integral (4.13) by transforming first from cylindrical coordinates to Cartesian coordinates (x, y, z) and then to the rotated Cartesian coordinates (ξ, η, ζ). It is

\[
\frac{1}{C_{tt}} \left[ \sin \chi \left( \xi \frac{d\zeta}{ds} - \zeta \frac{d\xi}{ds} \right) + \cos \chi \left( \eta \frac{d\zeta}{ds} - \zeta \frac{d\eta}{ds} \right) \right]
= 2\gamma + C_{tt} \frac{\xi^2 + \eta^2 \cos^2 \chi + \zeta^2 \sin^2 \chi - 2\gamma \xi \sin \chi \cos \chi}{(\xi^2 + \eta^2 + \zeta^2)^{3/2}}.
\] (4.31)

As \( s \to -\infty \), \( d\xi/ds \) and \( d\eta/ds \) both go to zero, while \( d\zeta/ds \to -1 \). Also \( \zeta \to +\infty \) and the fraction on the right hand side of Eq. (4.31) goes to zero as \( 1/\zeta \). In this limit, Eq. (4.31) reduces to

\[
-\frac{1}{C_{tt}} \sin \chi \xi(-\infty) = 2\gamma.
\] (4.32)

This is identical with Eq. (4.16) if we put \( \xi(-\infty) = P_0 \).

In an ordinary scattering problem, such as that of unbounded motion in a central field of force, the trajectory (including the scattering angle) is completely determined by a single impact parameter for a given particle energy. This permits the essential features of the encounter to be described by the cross section as a function of energy. The problem of scattering by a magnetic dipole is sufficiently more complicated that three impact parameters.
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are necessary to specify the motion. These are: the angle of inclination $\chi$ between the initial velocity and the dipole axis, and the initial coordinates $P_0 = \xi(-\infty)$, $Q_0 = \eta(-\infty)$ of the particle in a plane at infinity perpendicular to the trajectory's asymptote. The geometric meaning of these quantities is given in Fig. 4.4.

In mathematical terms the problem of finding the trajectory of a charged particle incident from infinity in the field of a magnetic dipole is the following. We are to solve a set of three coupled nonlinear differential equations of the second order in which the second derivatives appear only once in each equation:

\[
\begin{align*}
F'' &= F_1(P, Q, R; P', Q', R') \\
Q'' &= F_2(P, Q, R; P', Q', R') \\
R'' &= F_3(P, Q, R; P', Q', R')
\end{align*}
\]  \hspace{1cm} (4.33)

In what follows all equations will be expressed in terms of the dimensionless variables $P = \xi/C_s$, $Q = \eta/C_s$, $R = \zeta/C_s$, and $S = s/C_s$. This means that all distances are measured using the Störmer distance as a unit of length. We wish to find $P(S)$, $Q(S)$, and $R(S)$ such that the system (4.1) is satisfied subject to the "initial" conditions

\[
\begin{align*}
P(-\infty) &= P_0, & Q(-\infty) &= Q_0, & R(-\infty) &= \infty, \\
P'(-\infty) &= 0, & Q'(-\infty) &= 0, & R'(-\infty) &= -1.
\end{align*}
\]  \hspace{1cm} (4.34)

Here, for example, $P'(-\infty)$ means $P'(S) = dP/dS$ evaluated as $S \to -\infty$. From the last of the initial conditions (4.34) we note that $S$ and $R$ diverge in the opposite sense but at equal rates, i.e.,

\[
\lim_{S \to -\infty} \frac{R}{S} = -1.
\]  \hspace{1cm} (4.35)
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Because of the complexity and nonlinearity of the system (4.33) [Cf. the parent equations (4.29)] it is necessary to perform the integration by numerical methods on an electronic digital computer. The method for solution of ordinary differential equations of the type (4.33) most convenient for use on an automatic digital machine is the Runge-Kutta method.

In order to apply this method to a system having the form (4.33) but with initial conditions given in finite terms at some finite value of $S$, it is necessary to choose a small interval of integration and evaluate each of the functions $F_1$, $F_2$, $F_3$ from arguments derived from points in this small interval, including the end points. The solution is started at the initial point $S_0$ where all the functions $P$, $Q$, $R$ and their first derivatives are given as boundary conditions, and proceeds to find the values of the unknown functions and their first derivatives at $S_0 + \Delta S$. Then the new values are taken as initial conditions and the functions with their derivatives are calculated at a new point $S_0 + 2\Delta S$. This process may be continued as long as desired, and for a machine computation it is in general difficult to formulate a suitable stopping condition.

Because of the non-finite boundary conditions (4.34), it is not possible to use the Runge-Kutta method directly for the dipole trajectory problem. For the greatest accuracy in the method, it is necessary to take $\Delta S$ to be a very small quantity. This means that the integration proceeds on the computer over very small increments with printout of the values of the solution occurring at, say, every 16 or 32 steps (for a binary-based computer). But since the boundary conditions are imposed at negative infinity, it would require an infinite number of small integration steps to reach the region in which the trajectory changes appreciably and in which the interesting features of the motion occur. It is necessary to make some transformation of the variables in order that the boundary conditions (4.34) and (4.35) may be expressed in finite terms.

It is desired to make transformations on $R$ and $S$ having the following properties: (a) when $R$ or $S$ becomes infinite in either the positive or negative sense, the new variables must remain finite, (b) the transformed variables must distinguish between plus and minus infinity in the physical variables $R$, $S$, and (c) when $R$ or $S$ has magnitude of order unity the new variables must
have comparable values. As a pair of transformations satisfying these conditions, we have chosen the following:

\[ \mu = \arctan R = \arctan \left( \frac{C}{C_\infty} \right), \tag{4.36} \]

\[ \sigma = \arctan S = \arctan \left( \frac{s}{C_\infty} \right). \tag{4.37} \]

By "arc tan" we mean the principal value of the function \( \tan^{-1} \), that is the value lying between \(-\pi/2\) and \(+\pi/2\). When \( R \) or \( S \) approaches negative infinity, \( \mu \) or \( \sigma \) approaches \(-\pi/2\). When \( R \) or \( S \) approaches positive infinity, \( \mu \) or \( \sigma \) (as the case may be) approaches \(+\pi/2\). When \( R \) or \( S \) is in the neighborhood of zero, the slope of the curve is nearly unity, and \( \mu \) or \( \sigma \) has values in the neighborhood of zero. These values are therefore comparable with the values of \( R \) or \( S \).

We wish to transform the system (4.33) of equations in \( P, Q, R \) considered as functions of \( S \) into a new system in which \( P, Q, \) and \( \mu \) are regarded as functions of \( \sigma \). In doing so it is necessary to find expressions for the old derivatives \( dR/dS \), etc., in terms of new derivatives like \( d\mu/d\sigma \), and to determine the boundary conditions on the new quantities and their derivatives. Moreover in order to start the Runge-Kutta solution, it is necessary to find the second derivatives at the initial point. As we shall see later, the second derivatives must be evaluated from the differential equations by a limiting process rather than by direct calculation, because of the nature of the boundary conditions.

In order to obtain the various derivatives that will be needed in transforming the differential equations (4.1), we need the derivative \( d\sigma/dS \), which can be calculated directly; thus

\[ \frac{d\sigma}{dS} = \frac{1}{1 + S^2} = \cos^2 \sigma. \tag{4.38} \]
The derivative $dR/dS$ may be expressed in terms of the transformed quantities by using Eq. (4.6) as follows:

\[
\frac{dR}{dS} = \frac{d\sigma}{dS} \frac{d\mu}{d\sigma} \frac{dR}{d\mu} = \cos^3 \sigma \frac{d\mu}{d\sigma}.
\]  
\[(4.39)\]

Solving for $d\mu/d\sigma$ and evaluating this expression as $\sigma \to -\pi/2$, we have, since $dR/dS$ and $R/S$ both go to $-1$ initially,

\[
\mu'(-\pi/2) = \lim_{\sigma \to -\pi/2} \frac{d\mu}{d\sigma} = \lim_{S \to 1} \frac{1 + S^2}{1 + R^2} (-1) = -1
\]  
\[(4.40)\]
as the initial condition on $d\mu/d\sigma$. By a second differentiation, $d^2R/dS^2$ may be expressed in terms of $d^2\mu/d\sigma^2$ and $d\mu/d\sigma$.

\[
\frac{d^2R}{dS^2} = \frac{d\sigma}{dS} \frac{d}{d\sigma} \left( \cos^3 \sigma \frac{d\mu}{d\sigma} \right)
\]
\[= \cos^3 \sigma \frac{d^2\mu}{d\sigma^2} + 2 \cos^4 \sigma \sin \sigma \left( \frac{d\mu}{d\sigma} \right)^2 - 2 \cos^3 \sigma \sin \sigma \frac{d\mu}{d\sigma}.
\]  
\[(4.41)\]

The derivatives of $P$ and $Q$ with respect to the new variable $\sigma$ are easier to calculate but one must be more careful in establishing the initial conditions on them. In fact it is necessary to use the parent equations (4.29) with $\xi, \eta, \zeta, s$ replaced by $P, Q, R, S$ (and $C_{\text{st}}$ set equal to unity) to establish correctly the initial values of $dP/d\sigma$ and $dQ/d\sigma$. We have

\[
\frac{dP}{dS} = \frac{d\sigma}{dS} \frac{dP}{d\sigma} = \cos^3 \sigma \frac{dP}{d\sigma}.
\]  
\[(4.42)\]

The initial value of $dP/d\sigma$ is found by solving Eq. (4.42) for $dP/d\sigma$, taking the limit as $\sigma \to -\pi/2$, and using L'Hôpital's rule since numerator and
denominator both go to zero:

\[
\lim_{S \to \infty} \frac{dP}{dS} = \lim_{S \to \infty} \frac{1}{\cos^2 \sigma} \frac{dP}{dS}
\]

\[
= \lim_{S \to \infty} \frac{-1}{2 \sin \sigma \cos \sigma} \frac{dP}{dS} = \lim_{S \to \infty} \frac{-1}{2 \sin \sigma \cos \sigma} \frac{dS}{dS^3}.
\]

(4.43)

After noticing from the dimensionless form of Eq. (4.29a) that \(d^2P/dS^2\) goes to zero like \(-\sin \chi / R^3\) as \(S \to \infty\), and that

\[
\lim_{S \to \infty} \frac{1}{\sin \sigma \cos^3 \sigma} = \lim_{S \to \infty} \frac{(1 + S^2)^2}{S} = \lim_{S \to \infty} S^3
\]

we have

\[
P'(-\pi/2) = \lim_{S \to \infty} -\frac{1}{2} S^3 \frac{\sin \chi}{R^3} (-1) = -\frac{1}{2} \sin \chi.
\]

(4.44)

The derivative \(d^2P/dS^2\) is found in terms of the new variables and their derivatives by a method analogous to the derivation of Eq. (4.41).

\[
\frac{d^2P}{dS^2} = \frac{d\sigma}{dS} \frac{d}{d\sigma} \left( \frac{dP}{dS} \right) = \cos^2 \sigma \frac{d}{d\sigma} \left( \cos^2 \sigma \frac{dP}{d\sigma} \right)
\]

\[
= \cos^2 \sigma \frac{d^2P}{d\sigma^2} - 2 \sin \sigma \cos \sigma \frac{dP}{d\sigma}.
\]

(4.45)

The derivatives \(dQ/dS\) and \(d^2Q/dS^2\) in terms of the transformed variables
may be written down in strict analogy to Eqs. (4.42) (4.45):

\[
\frac{dQ}{dS} = \cos^2 \sigma \frac{dQ}{d\sigma}.
\] (4.46)

\[
\frac{d^2Q}{dS^2} = \cos^2 \sigma \frac{d^2Q}{d\sigma^2} - 2 \sin \sigma \cos^3 \sigma \frac{dQ}{d\sigma}.
\] (4.47)

We obtain the limiting initial value for \(dQ/d\sigma\) in a manner analogous to the derivation of Eq. (4.44), but in this case \(d^2Q/dS^2\) goes to zero faster than \(1/R^3\) as \(S \rightarrow -\infty\), so that

\[
Q'(\pi/2) = \lim_{\sigma \rightarrow \pm \pi/2} \frac{dQ}{d\sigma} = \lim_{S \rightarrow -\infty} -\frac{1}{2} S^2 \frac{d^2Q}{dS^2} = 0.
\] (4.48)

Using the expressions \(R = \tan \mu\), (4.39) (4.41) (4.42) (4.45) (4.46) (4.47), we find that the equations of motion (4.29) written in dimensionless notation assume the following form in terms of the transformed variables.

\[
\cos^2 \sigma \frac{d^2P}{d\sigma^2} = 2 \sin \sigma \cos \sigma \frac{dP}{d\sigma} + \frac{(2 \tan^2 \mu - P^2 - Q^2) \cos \chi + 3Q \sin \chi \tan \mu}{(P^2 + Q^2 + \tan^2 \mu)^{1/2}} \frac{dQ}{d\sigma} - \frac{(2Q^2 - P^2 - Q^2) \sin \chi + 3Q \cos \chi \tan \mu}{(P^2 + Q^2 + \tan^2 \mu)^{1/2}} \frac{1}{\cos^3 \mu \frac{d\mu}{d\sigma}}.
\] (4.49a)

\[
\cos^2 \sigma \frac{dQ}{d\sigma^2} = 2 \sin \sigma \cos \sigma \frac{dQ}{d\sigma} + \frac{3P \sin \chi + 3P \cos \chi \tan \mu}{(P^2 + Q^2 + \tan^2 \mu)^{1/2}} \frac{1}{\cos^3 \mu \frac{d\mu}{d\sigma}} - \frac{(2 \tan^2 \mu - P^2 - Q^2) \cos \chi + 3Q \sin \chi \tan \mu}{(P^2 + Q^2 + \tan^2 \mu)^{1/2}} \frac{dP}{d\sigma}.
\] (4.49b)
The numerical integration problem is to find $P(u)$, $Q(g')$, $y(r)$, $P'(r) = dP/d\sigma$, $Q'(r)$, $J_\nu'(v)$ subject to the initial conditions (4.50).

In order to solve the system (4.49) subject to the initial conditions (4.50), it is necessary to know the values of the second derivatives at the initial value of the independent variable. Ordinarily these can be gotten by direct substitution of the initial values of the dependent variables and their first derivatives into the differential equation. This can be done in the present case only by the use of limit processes. It is convenient to evaluate the second derivatives using the expressions (4.41) (4.45) (4.47) and the original differential equations (4.29) instead of the rather cumbersome equations (4.49). In what follows we
shall have occasion to use the limit relations

\[
\lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \cos \mu = \lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \frac{1}{\sqrt{1+R^2}} = \lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \frac{1}{R} \quad (4.51a)
\]

\[
\lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \cos \sigma = \lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \frac{1}{\sqrt{1+S^2}} = \lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} - \frac{1}{S} \quad (4.51b)
\]

To evaluate \(d^2\mu/d\sigma^2\) we solve Eq. (41) for this quantity, remembering that \(d\mu/d\sigma\) approaches - 1 as \(\sigma \to -\pi/2\).

\[
\mu''(-\pi/2) = \lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \left[ \frac{\cos^2 \mu}{\cos \sigma} \frac{d^2 R}{dS^2} - 2 (\tan \sigma + \tan \mu) \right]. \quad (4.52)
\]

We use Eqs. (4.50) (4.51) to evaluate the cosines appearing in the first term. The last two terms are evaluated directly from Eqs. (4.26) (4.37). The second derivative \(d^2 R/dS^2\) is given in the limit by those terms of Eq. (4.29a) (in its dimensionless form) which involve negative powers of \(R\). Thus, since \(dP/dS\) and \(dQ/dS\) are bounded,

\[
\lim_{\frac{R}{\sigma} \to \frac{\pi}{2}} \frac{\cos^2 \mu}{\cos \sigma} \frac{d^2 R}{dS^2} = \lim_{\frac{S}{\sigma} \to \frac{\pi}{2}} \frac{S^2}{R^2} \mathcal{O}(\frac{1}{R^2}) = 0. \quad (4.53)
\]

We therefore obtain for the limiting value of \(d^2\mu/d\sigma^2\) as \(\sigma \to -\pi/2\),

\[
\mu''(-\pi/2) = \lim_{\frac{S}{\sigma} \to \frac{\pi}{2}} - 2 (R+S) = 0. \quad (4.54)
\]

\(S\) and \(R\) cancel each other in the limit because of Eq. (4.35).
The evaluation of $d^2 P/ d\sigma^2$ is similar except that the inverse powers of $R$ in the expression for $d^2 P/ dS^2$ is not sufficient to cancel the fourth power of $S$. Solving Eq. (4.45) for $d^2 P/ d\sigma^2$, using Eq. (4.51), remembering that $\tan \sigma = S$ and using Eq. (4.44), we have

$$P''(-\pi/2) = \lim_{S \to -\infty} \left[ S^4 \frac{d^2 P}{dS^2} + 2S \left( \frac{1}{2} \sin \chi \right) \right]. \quad (4.55)$$

The second derivative $d^2 P/ dS^2$ is given in the limit by those terms in Eq. (4.29a) having powers in $R$ equal to -3 and -4. Substituting this result in (4.55) one obtains

$$P''(-\pi/2) = \lim_{S \to -\infty} \left( S^4 \frac{3Q_0 \cos \chi - S^4}{R^4} \sin \chi - S \sin \chi + \frac{S^4}{R^4} \cdot 2 \cos \chi \frac{dQ}{dS} \right). \quad (4.56)$$

Since $S/R$ goes to -1 in the limit as $S \to -\infty$, the quotient $S^4 / R^3$ goes to -S and $S^4 / R^4$ goes to +1. This means that the second and third terms on the right of Eq. (4.56) cancel. The first term is just $3Q_0 \cos \chi$. The last term must be evaluated using L'Hospital's rule, as follows:

$$\lim_{S \to -\infty} -S \frac{dQ}{dS} = \lim_{S \to -\infty} \frac{dQ/dS}{1/S} = \lim_{S \to -\infty} \frac{d^2 Q/dS^2}{1/S^2} = 0. \quad (4.57)$$

The limit is zero because no powers of $R$ greater than -3 occur in the limiting equation for $d^2 Q/dS^2$ obtained from Eq. (4.29b). Hence from Eq. (4.56) we see that $d^2 P/ d\sigma^2$ has the finite value

$$P''(-\pi/2) = 3Q_0 \cos \chi \quad (4.58)$$

in the limit as $\sigma \to -\pi/2$. 
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Finally we need to evaluate $d^2 Q/d\sigma^2$; this will require a multiple use of the L'Hospital rule. Solving Eq. (4.47) for $d^2 Q/d\sigma^2$, taking the limit as $\sigma \to -\pi/2$, and using (4.51), one finds

$$\lim_{\sigma \to -\pi/2} \frac{d^2 Q}{d\sigma^2} = \lim_{\sigma \to -\pi/2} \left[ 2 \frac{d^2 Q}{d\sigma^2} + \frac{d Q/d\sigma}{1/2} \right] = - \frac{d^2 Q}{d\sigma^2} \left( \frac{d}{d\sigma} \left( \frac{1}{2} \right) \right) \left( \frac{1}{5} \right) .$$

The first term is evaluated by retaining only those powers of $R$ greater than - 4 in the limiting expression for $d^2 Q/d\sigma^2$ gotten from Eq. (4.29b); L'Hospital's rule is applied to the second term.

$$\lim_{\sigma \to -\pi/2} \frac{d^2 Q}{d\sigma^2} = - 3P_0 \cos K + \lim_{\sigma \to -\pi/2} 2S \cos \chi \frac{d P}{d\sigma} + \lim_{\sigma \to -\pi/2} 2 \frac{d Q/d\sigma}{1/2} .$$

The quantity $S(dP/dS)$ can be evaluated in the limit by a method similar to that in Eq. (4.57); the limit is zero because no powers of $R$ greater than - 3 occur in the limiting equation for $d^2 P/dS^2$. For the denominator in the last term we have

$$\lim_{\sigma \to -\pi/2} \frac{d}{d\sigma} \left( \frac{1}{S} \right) = \lim_{\sigma \to -\pi/2} \frac{d}{d\sigma} \cos \sigma = \lim_{\sigma \to -\pi/2} \frac{-1}{\sin \sigma} = -1 .$$

Accordingly Eq. (4.60) becomes

$$\lim_{\sigma \to -\pi/2} \frac{d^2 Q}{d\sigma^2} = - 3P_0 \cos K - \lim_{\sigma \to -\pi/2} 2 \frac{d Q/d\sigma}{1/2} .$$

This equation is solved to give the desired initial value for the second derivative $Q''(\sigma)$:

$$Q''(-\pi/2) = - P_0 \cos K .$$
The system (4.49) of differential equations may be integrated subject to the initial conditions (4.50) now that the starting values (4.54) (4.58) (4.63) of the second derivatives have been determined. The initial conditions are not separate entities from the differential equations: It was for convenience in imposing the initial conditions that the equations of motion were written in the form (4.29) using the rotated Cartesian coordinate system. The equations of motion were rewritten in the transformed variables $\mu$ and $\sigma$ because the initial conditions were imposed at infinity. The differential equations (4.29) were used strongly in setting up the new initial values (4.50) for the system (4.49). And the equivalents of the differential equations (4.49) were used in evaluating the starting values for the second derivatives.

In practice the integration is performed by choosing values of impact parameters $\chi$, $P_0$, $Q_0$ and the integration step size $\Delta \sigma$ for the independent variable. The variable of integration $\sigma$ is permitted to take on values from $-\pi/2$ to $+\pi/2$. A convenient interval accurate enough for most cases was found to be $\Delta \sigma = \pi/100$. Thus 100 points are computed for each trajectory. The points in $P$, $Q$, $R$ space which are distant from the dipole are far apart; as the trajectory gets closer to the dipole the points get closer together. The closest spacing of the physical points occurs in the neighborhood of $S = 0$; this point is determined uniquely by the condition that $R$ and $S$ are initially equal in absolute value. As the trajectory moves away from the dipole the points get farther apart again. The computation is stopped when $\sigma = +\pi/2$, which corresponds to $S = +\infty$. For most trajectories the complicating features, such as loops, spirals, etc., occur in the vicinity of $S = 0$. Occasionally a trajectory is so complicated that the radius of curvature is small in the region where the interval between points is becoming large. Such trajectories are recomputed using a smaller value for $\Delta \sigma$ in order to obtain the correct shape of the curve.

Figure 4.7 shows a group of trajectories moving in the equatorial plane of the dipole. The dipole is supposed to be directed out of the paper which means that the magnetic field lines are going into the paper. If particles start out in the equatorial plane, they remain in it, because the magnetic lines of force are always perpendicular to the equatorial plane. The impact parameters $P_0$, $Q_0$ marked on each trajectory are in Störmer units of length. For all particles in the figure, which are assumed to be positively charged particles,
Fig. 4.7 Trajectories in the Equatorial Plane of the Dipole.
the initial velocity \( \vec{v} \) is directed from right to left, \( \vec{H} \) is always into the paper, and thus \( \vec{v} \times \vec{H} \) is downward. The trajectories in the equatorial plane can be calculated in closed form using elliptic integrals, but they were obtained by numerical integration so as to check the method by comparison with previous work of Störmer. Trajectories in the equatorial plane have the interesting property that the radius of curvature at a given point (measured in Störmer units) is equal to the cube of the distance (also measured in Störmer units) from the dipole. One trajectory is spirally asymptotic to a circle of radius one Störmer unit with center at the dipole.

Figure 4. 8 shows a group of trajectories incident parallel to the dipole axis and in a plane passing through the dipole axis. Although the trajectories lie initially in a plane, the magnetic forces soon move most of them out of that plane, and they become skew curves in space, of which Fig. 4. 8 and the illustrations to follow merely give two-dimensional orthographic representations. An exception is the particle aimed directly at the dipole center; it is undeflected by the magnetic field and moves along the dipole axis. This figure shows an example of the magnetic mirror effect discussed earlier. The trajectories on the left side of the illustration are symmetric with those on the right in this particular case, and are omitted for the sake of simplicity.

Figure 4. 9 shows the behavior of a beam of particles making an angle of \( 22 1/2^o \) with the dipole axis. The impact parameters of one particle are such as to put that particle in a magnetic mirror orbit.

Figure 4. 10 illustrates some trajectories starting out at an angle of \( 45^o \) with the dipole axis. Other trajectories at \( 45^o \) with impact parameters different from those shown here get involved in magnetic mirrors. The trajectories in this figure show particularly well the shielding properties of a dipole field in deflecting particles away from a toroidal region centered on the dipole.

In Fig. 4. 11 the behavior of a beam from \( 67 1/2^o \) is shown. These particular trajectories show a tendency to form complicated nodes above and below the dipole. This behavior is different from the magnetic mirror effect and is common for trajectories initially making angles of \( 90^o \) plus or minus about \( 30^o \) with the dipole axis.
Fig. 4.8 Trajectories Incident Parallel to the Dipole Axis.
Fig. 4.10 Trajectories of Particles Incident at an Angle of 45° With the Dipole Axis.
Fig. 4.11 Trajectories of Particles Incident at an Angle of 67°. With the Dipole Axis.
Figure 4.12 shows a side view of a beam incident parallel to the equatorial plane, making an angle of 90° with the dipole axis. The equatorial plane is represented by the straight horizontal line. The trajectories below this plane are mirror images of the ones above, and are not shown. Appearing in Fig. 4.12 are complicated space-filling trajectories (called by Kelsall "quasi-trapped" orbits) as well as particle paths exhibiting the magnetic mirror effect.

**Extension to General Axisymmetric Fields**

If the Störmer radius [given by Eq. (4.10)] is comparable with the dimensions of the coil producing the magnetic field, then the analysis of shielding effectiveness based on the dipole approximation given above is no longer valid. Since this situation obtains when reasonable values of dipole strength (≈10^{12} gauss cm³) and proton kinetic energy (≈1 Bev) are considered, it is worthwhile to indicate how the shielding calculations can be extended to include all physically realizable axially symmetric fields.

An axially symmetric magnetic field can be derived from a vector potential having only an azimuthal component which is independent of the \( \phi \) - coordinate. In cylindrical coordinates \((\rho, \phi, z)\),

\[
\mathbf{A} = \hat{\phi} A_\phi (\rho, z).
\]  

(4.64a)

The vector potential of an axially symmetric current distribution is proportional to the dipole moment \( \mathbf{a} \) of the distribution, so that we can write

\[
\mathbf{A} = \hat{\phi} a \frac{A_\phi (\rho, z)}{a},
\]  

(4.64b)

in which the quotient \( A_\phi /a \) does not involve the dipole moment explicitly.

The energy of a charge in a static magnetic field remains constant as before. With the vector potential given by Eq. (4.64) one obtains for the
equation of motion, instead of (4.8),

\[
\frac{E}{c^2} \frac{d\vec{v}}{dt} = \frac{e\alpha}{c} \vec{v} \times \omega \vec{A} \left( \frac{\vec{A}}{\alpha} \right).
\]  

(4.65)

This equation may be written in dimensionless form by reintroducing the Störmer unit \( C_{st} \) defined by Eq. (4.10), but the simple interpretation of the Störmer unit as the radius of a circular orbit in the equatorial plane of the current distribution no longer holds as in the dipole case.

The axisymmetry permits a generalization of the angular momentum conservation expressed by Eq. (4.13). The Lagrangian function for the general axially symmetric case, is in cylindrical coordinates,

\[
\mathcal{L} = -m_0 c^2 \left[ \frac{1}{c^2} \left( \dot{\phi}^2 + \omega^2 \phi^2 + \dot{z}^2 \right) \right] + \frac{e}{c} \omega \phi \left( \frac{A_\phi}{\alpha} \right) (\alpha, \vec{z})
\]  

(4.66)

instead of (4.12). Since the Lagrangian is independent of \( \phi \), the momentum conjugate to \( \phi \) is conserved. An expression for this momentum is

\[
P_\phi = \frac{\partial \mathcal{L}}{\partial \dot{\phi}} = \frac{E}{c^2} \left[ \omega^2 \dot{\phi} + \omega C_{st} \omega \left( \frac{A_\phi}{\alpha} \right) \right] = 2 \frac{E}{c^2} \left( \frac{C_{st}}{\alpha} \right) \]  

(4.67)

Equation (4.14) introducing the Störmer angular momentum constant \( \gamma \) has been used unchanged, and the interpretation (4.16) of \( \gamma \) in terms of the impact parameters \( P_0 \) and \( \chi \) remains valid in the general case providing the vector potential goes to zero at infinity.

The forbidden regions may be obtained by rearranging Eq. (4.67) in a form analogous to (4.15):

\[
Q(\gamma; \alpha, \vec{z}) \equiv \frac{\omega \phi}{v} = -c^2 \left( \frac{A_\phi}{\alpha} \right) + 2 \gamma \left( \frac{C_{st}}{\alpha} \right).
\]  

(4.68)
Since \( Q \) is the ratio of the azimuthal component of velocity to the total speed, its magnitude must be less than or equal to unity. Those points \((\varphi, \phi, z)\) for which \(|Q(Y')|\) is greater than unity are forbidden to all particles having angular momentum characterized by \( Y = Y' \). So the forbidden regions are given by

\[
\begin{align*}
A(Y): & \quad Q(Y; \varphi, \phi, z) > +1 \\
B(Y): & \quad Q(Y; \varphi, \phi, z) < -1
\end{align*}
\]

(4.69)

In the dipole field, a point where the vector potential is arbitrarily strong can always be found in a sufficiently small neighborhood of the origin, so that a forbidden region \( A(Y) \) exists for all values of \( Y \). If in the case of a finite current distribution it should happen that the vector potential has no singularities, then it is no longer clear that such a forbidden region need exist for certain values of \( C_{st} \) and \( Y \). This requires examination for each case separately.

A further requirement for the existence of an absolutely shielded region (a region protected from all particles, independent of their values of angular momentum) for a given particle energy and dipole moment is a topological behavior of \( A(Y) \) and \( B(Y) \) for changing \( Y \) analogous to that shown in Fig. 4.5 for the dipole case. Although particles in nature have a distribution of energies, and a region totally shielded against particles of a certain energy may be only partially shielded against particles of higher energy, still it is felt that the existence of a completely protected region for particles of moderate energy is important for any magnetic shielding system.

There are presently two cases of axially symmetric fields of the type (4.64) more complicated than the dipole field about which something of the shielding properties are known. The first is the field of a single turn, considered by Levy. The vector potential of this field has a singularity at the wire, so that a forbidden region of type \( A(Y) \) exists for all \( Y \). If the coil radius is much longer than the Störmer radius the volume of the resulting (toroidal) shielded region becomes very small. This feature gives an indication of similar effects to be expected when more complicated current
distributions are considered. In practice the large currents required cannot flow in the infinitesimally thin single turn, but the required field can be approximated very simply by making the conductor in the form of a hollow tube which just fits inside an absolutely forbidden region for particles of some chosen energy. This can be done in cases where a radial cross-section of a forbidden region approximates a magnetic field line reasonably closely. Difficulties with this design include the necessities of providing openings for access to the passenger compartment and surrounding the crew space with cryogenic helium. Distortion of the field sufficient to cause interference with the shielding could result from straightforward attempts to solve these difficulties.

A second example, on which work has recently begun at our laboratory, is the field of a cylindrical solenoid whose dimensions are not small compared with the Störmer radius. Now the shielding provided by an ideal dipole can be determined simultaneously for all values of particle energy and magnetic moment because all such problems can be scaled in terms of the Störmer unit—we have a "zero-parameter family of solutions". With the single turn the ratio of coil radius to Störmer radius enters, and one has a one-parameter family of solutions. In the case of a cylindrical solenoid an additional parameter, the ratio of radius to length of the coil, appears, and a much more intricate two-parameter family of solutions is obtained. In the single-turn case, the ratio of coil radius to Störmer radius can be fixed by minimizing the structural weight for a given shielded volume. It is to be expected that similar optimization procedures would be able to select a particular radius to length ratio for the cylindrical solenoid.

Whereas an expression for the magnetic field of a cylindrical solenoid is known for points both on and off the axis, an expression giving the vector potential in closed form everywhere does not seem to be available in the literature. Accordingly we outline here the derivation of an expression for \( A_{\phi}(\phi, z) \) appropriate to a finite solenoid in terms of elliptic integrals.

The vector potential of a single turn of radius \( R \) carrying a current \( I \) is, at a point \((\phi, \phi, z)\) (Reference 2, p. 270)

\[
A_{\phi}(\phi, z) = 2I \int_0^\pi \frac{R \cos \phi \, d\phi}{\left( R^2 + \alpha^2 + z^2 - 2R \alpha \cos \phi \right)^{3/2}}.
\]
The potential of a cylindrical current-sheet of length $L$, constructed from a large number $N$ of circular turns each carrying a current $I$ is obtained by integrating this expression in the axial direction

$$A_\phi(x, z) = \frac{2NI\pi R}{L} \int_{-L/2}^{L/2} \int_{-\pi}^{\pi} \frac{\cos \phi \, d\phi}{\left[(z-z')^2 + a^2 + R^2 - 2Ra\cos \phi\right]^{1/2}}$$

$$= -\frac{2a}{\pi RL} \int_{\xi^-}^{\xi^+} \int_{\xi^-}^{\xi^+} \frac{\cos \phi \, d\phi}{(\xi^2 + a^2 + R^2 - 2Ra\cos \phi)^{1/2}} \quad (4.70)$$

In the last way of writing the formula $a = \pi R^2 N I$ has been used to evaluate the dipole moment of the current-sheet, a change of variables $\xi = z - z'$ has been made, and the notation

$$\xi^+ = z + \frac{1}{2} L \quad \xi^- = z - \frac{1}{2} L$$

(4.71)

has been introduced. The integration with respect to $\xi$ can be done first. Then an integration by parts can be performed to remove the resulting logarithmic expression; the result is

$$A_\phi(x, z) = \frac{2a\cos}{\pi L} \int_{\xi^-}^{\xi^+} \sin \phi \, d\phi \left[\frac{1}{(\xi^2 + a^2 + R^2 - 2Ra\cos \phi)^{1/2}}\right]_{\xi^-}^{\xi^+}$$

Multiplying numerator and denominator of the integral by the expression $(\xi^2 + a^2 + R^2 - 2Ra\cos \phi)^{1/2} - \xi$, simplifying, and noting that the term not involving $\xi$ drops out when evaluated at the limits $\xi^+$ and $\xi^-$, we obtain for the vector potential

$$A_\phi(x, z) = -\frac{2a\cos}{\pi L} \xi I(\xi) \bigg|_{\xi^-}^{\xi^+} \quad (4.72)$$
where

\[
I(\phi) \equiv \int_0^{\pi} \frac{\sin^2 \phi \, d\phi}{(x^2 + R^2 - 2R\cos \phi)(\xi^2 + \omega^2 + R^2 - 2R\cos \phi)^{1/2}}.
\]  

(4.73)

By means of the substitution \( t = \cos \phi \) it is possible to break up the integral \( I(\phi) \) into three simpler integrals

\[
I(\phi) = \frac{\omega^2 + R^2}{4R^2 \omega^2} \left( I_1(\phi) + \frac{1}{2R\omega} I_2(\phi) - \left( \frac{\omega^2 - R^2}{2R\omega} \right)^2 I_3(\phi) \right)
\]

(4.74)

\[
\begin{align*}
I_1(\phi) &= \int_{-1}^{+1} \frac{dt}{\sqrt{(A - Bt)(1-t)(1+t)}} \\
I_2(\phi) &= \int_{-1}^{+1} \frac{t \, dt}{\sqrt{(A - Bt)(1-t)(1+t)}} \\
I_3(\phi) &= \int_{-1}^{+1} \frac{dt}{(D - Bt)\sqrt{(A - Bt)(1-t)(1+t)}}
\end{align*}
\]

where

\[
\begin{align*}
A &= \xi^2 + \omega^2 + R^2 \\
B &= 2R\omega \\
D &= \omega^2 + R^2
\end{align*}
\]

The integrals in (4.74) can be expressed in terms of complete elliptic integrals of the first, second, and third kinds, respectively. Using Formulas 99.
234.00, 234.06, 315.02, 234.18, and 339.01 of Reference 95, we get

\[ I_1(s) = \frac{k}{\sqrt{R \alpha}} K(k) \]  
\[ I_2(s) = \frac{2}{k \sqrt{R \alpha}} \left[ (1 - \frac{1}{2} k^2) K(k) - E(k) \right] \]  
\[ I_3(s) = \frac{k}{(\alpha - R)^{3/2} \sqrt{R \alpha}} \int_0^{K(k)} \frac{dn u du}{1 + \beta^2 k^2 sn u} \]

\[ = - \frac{k K(k)}{\xi^2 \sqrt{R \alpha}} + \frac{4 \alpha k}{\xi^2 (\alpha - R)^3 \sqrt{R \alpha}} \frac{k'}{k'} \Pi(-\beta^2 k^2, k) \]  

where \(K(k), E(k)\) and \(\Pi(-\beta^2 k^2, k)\) are complete elliptic integrals with modulus \(k\) given by

\[ k^2 = \frac{4 \alpha \beta}{\xi^2 + (\alpha + R)^2}, \]  

\[ k' = (1 - k^2)^{1/2} \] is the complementary modulus, and

\[ \beta = \left| \frac{\xi}{\alpha - R} \right|. \]

Substituting into Eqs. (4.74) and (4.72) we obtain the expression for the vector potential of a solenoid of radius \(R\) and length \(L\) in the form

\[ A_\Phi(\alpha, \xi) = -\frac{4a}{\pi L} \left( \frac{\alpha}{R} \right)^{3/2} \left[ 2 K(k) - \frac{\xi^2 E(k)}{k^2} - \frac{2}{\alpha + R} \frac{2}{2 \alpha + R} \right] \left( \frac{2}{\alpha + R} \right)^{3/2} \]
Equation (4.80) can be put in a form more convenient for calculation by using Formula 410.01 of Reference 95 to express the complete elliptic integral of the third kind in terms of complete and incomplete elliptic integrals of the first and second kinds:

\[
A_{\Phi}(\zeta, z) = -\frac{2\alpha}{\pi \alpha} \left( \frac{\zeta}{R} \right)^{\frac{1}{2}} \frac{1}{L \kappa} \left\{ \left[ 1 + \frac{\alpha_R^2 \kappa^2}{4 \kappa^2} \right] K(\kappa) - E(\kappa) \right. \\
- \left. \frac{\kappa(\alpha_R + R)}{2 \sqrt{R \kappa}} \left[ \alpha - R \right] \frac{\pi}{2} \Lambda_0(\Phi, k') \right\} \left[ \frac{\sin \phi}{2 k' \sqrt{R \kappa}} \right]^{\frac{1}{2}}.
\]  

(4.81)

Here

\[
\sin \phi = \frac{k |\zeta|}{2 k' \sqrt{R \kappa}}
\]

(4.82)

and

\[
\frac{\pi}{2} \Lambda_0(\Phi, k) = E(k) F(\Phi, k') + K(\kappa) E(\Phi, k') - K(k) F(\Phi, k')
\]

(4.83)

(called "Heuman's Lambda Function") is a tabulated function (Reference 95, pp. 344-349).

In the equatorial plane \( z = 0 \) and Eq. (4.81) reduces to

\[
A_{\Phi}(\zeta, 0) = -\frac{2\alpha}{\pi \alpha} \left( \frac{\zeta}{R} \right)^{\frac{1}{2}} \frac{1}{k} \left\{ \left[ 1 + \frac{\alpha_R^2 \kappa^2}{4 \kappa^2} \right] K(\kappa) - E(\kappa) \right. \\
- \left. \frac{\kappa(\alpha_R - R)}{L \sqrt{R \kappa}} \frac{\pi}{2} \Lambda_0(\Phi, k) \right\},
\]

(4.84)
where now

\[ k^2 = \frac{16 \pi^2}{L^2 + 4(\alpha + R)^2}, \quad \sin \psi = \frac{kL}{4k' \sqrt{R^2}}. \]  \hspace{1cm} (4.85)

For \( L = 0 \) Eq. (4.84) reduces to the expression given by Smythe (Reference 2, p. 271) for the potential of a single turn with \( z = 0 \). Also, when \( \alpha, z \gg R, L \) Eq. (4.81) reduces to the expression (4.3) for the vector potential of a dipole field.

A plot of the vector potential (4.84) for \( z = 0 \) as a function of radial distance is given in Fig. 4.13. Since neither of the two values of \( k^2 \) in the equatorial plane given by Eq. (4.85a) can equal unity (except for \( L = 0 \)), Eq. (4.84) for the vector potential contains no singularities. Certain shielded regions \( A(\gamma) \) will shrink to zero for sufficiently high values of particle energy. Detailed examination of the shielded regions is necessary for a range of values of \( R/C_{st} \) and \( L/R \).

The expression (4.80) for the vector potential everywhere does contain a singularity at \( z = L/2, \alpha = R, i.e., \) around the edges of the solenoid. Thus the edges of the solenoid must fall within a forbidden region.

The inequalities (4.69) for a cylindrical solenoid are much more complicated than the corresponding ones for the dipole or the single turn, so that determination of shielded regions for a solenoid by methods analogous to those used in the other cases is difficult. Fig. 4.14 shows the shielded regions for the case \( R/L = 1.00, R/C_{st} = 0.40, \) and \( \gamma = -1.03 \). The inner forbidden region \( A(\gamma) \) is a torus centered roughly on the equatorial plane and the circumference of the solenoid. The singularity at the rim of the solenoid falls within the outer forbidden region \( B(\gamma) \), which sends down a protuberance to meet it.

Further information concerning the forbidden regions of solenoids must await the programming of the problem for a large-scale digital computer.
Fig. 4.14 Shielded Regions for a Cylindrical Solenoid Whose Dimensions are Comparable With the Störmer Radius, for $\gamma = -1.03$. 
5. MAGNETIC SHIELDING—MAGNET DESIGN

Characteristics of Superconducting Materials

The recent discovery of materials which remain superconducting in strong magnetic fields opens up the possibility of shielding electromagnets aboard space vehicles. The reason for the importance of superconductors in this context is that power is dissipated if the windings are made of an ordinary conductor such as silver or copper. As the current flows through the conductor the electrical energy is converted into (Joule) heat due to the resistance of the metallic path. If the magnet is to operate at high field strengths, or if the volume of the intense field region is to be large, both of which conditions would obtain in magnets used for spacecraft shielding, then the energy losses due to Joule heating represent major practical problems. Also the weight of the large volume of ordinary conducting material necessary to sustain the required fields would make the use of non-superconducting magnets unfeasible for space vehicle applications. In summary the reasons which make superconducting magnets mandatory for spacecraft shielding are

(1) The power requirements are kept at a minimum; no electrical power is required to sustain the magnetic field once the current has been started.

(2) The weight requirements are minimized since the cross section of wire necessary to transmit a given current is much smaller than that of an ordinary conductor.

The most promising of the new superconducting materials are the niobium-zirconium alloys and the niobium-tin intermetallic compound Nb₃Sn. These materials have been discussed in the open literature by Kunzler and members of his group at Bell Laboratories. Most of the information used herein concerning these materials has been taken from the review article by Kunzler. While it is to be expected that progress will continue in the development of superconducting materials, the design procedures for solenoids will remain essentially the same. The data regarding the characteristics of the superconductors will have the same form although the numerical values will probably change. Accordingly we give estimates based on niobium-zirconium or niobium-tin using data presented by Kunzler's group, but the calculations
Fig. 5.1 Critical Current Density vs. Applied Magnetic Field for Some Niobium-Zirconium Alloys.
will be readily adaptable to solenoids constructed of other materials as they become available.

From the standpoint of magnet design, the most useful information about a superconductor is a plot of the critical current flowing through a given wire sample as a function of the applied magnetic field. The critical current at a given magnetic field strength is that current above which the wire sample loses its superconductivity, and represents the maximum current that can be passed through the sample at a given magnetic field. Often the current density or current per unit cross sectional area corresponding to a wire sample is given for comparison purposes between different materials.

The critical current density for various niobium-zirconium alloys is given as a function of applied magnetic field in Fig. 5.1. The physical quantities which make the curves different from one another are the percentage of zirconium in the alloy, the degree of reduction by cold-rolling, and the temperature. The critical magnetic field (field above which the material loses its superconductivity) of the niobium-zirconium alloys increases with increasing zirconium concentration, reaches a maximum somewhere between 65 and 75 percent zirconium, and drops rapidly thereafter. The critical current increases with decreasing zirconium content, reaches a maximum between 25 and 35 percent zirconium, and falls off rapidly at lower concentrations.

Although the critical magnetic field and current densities of niobium-zirconium alloys are smaller than those of niobium-tin, the niobium-zirconium alloys are ductile, easier to fabricate into wire, have a much higher tensile strength, and in general are much easier to work with than the niobium-tin compound. It is expected that most laboratory superconducting magnets for use on the ground where weight is not a problem will have niobium-zirconium windings.

The brittle intermetallic niobium-tin compound Nb\textsubscript{3}Sn with its high transition temperature near 18\textdegree{}K was discovered by Matthias et al. in 1954. The high critical temperature suggested immediately that the critical field might be high for this compound. This conjecture was strengthened by the susceptibility observations of Bozorth et al.; they concluded that the critical field for Nb\textsubscript{3}Sn might be as high as 70 kgauss at 4.2\textdegree{}K. Investigations of the current carrying capacity of Nb\textsubscript{3}Sn in high magnetic fields have been made
Fig. 5.2 Critical Current vs. Applied Magnetic Field for Nb3Sn "Wires".
using samples of bulk Nb₃Sn and Nb₃Sn "wire" samples. The bulk material remained superconducting in a field of 88 kgauss with a current density of about 3000 amp/cm². The "wire" samples remained superconducting at 88 kgauss but could sustain a current density about 50 times as great as the bulk samples. Current density figures for Nb₃Sn are more reliable than for other superconductors because the current flows in "filaments" throughout the material rather than being concentrated near the surface; however, we have given values of current in Fig. 5.2 for the sake of convenience.

The so-called "wire" samples of Nb₃Sn may be prepared by taking a rod of niobium about 1/4 inch in diameter and drilling a 1/8 inch hole through it. The hole is filled with a mixture of niobium and tin powders in stoichiometric proportion and the ends of the tube are plugged. The niobium tube packed with the powders is reduced to a fine tube or "wire" form by mechanical swaging. In the samples used at Bell Laboratories the outer diameter of the tubing was 0.38 mm and the core diameter was 0.15 mm. In this form the niobium and tin powders are unreacted and the outer tube can be bent and otherwise worked into the form of a coil. Reaction of the elements to form the compound Nb₃Sn is done after forming is complete.

The critical current for Nb₃Sn wires clad with niobium is given as a function of applied magnetic field in Fig. 5.2. The physical parameters which characterize the curves are: the composition of the cores, the temperature at which the reaction took place, and the temperature at which the measurements were made. When ten percent more tin by weight than is required to form Nb₃Sn (assuming no reaction with the niobium tube) was added, the critical current was considerably higher than for other cases. However, it was possible to take only one experimental point, the one at 88 kgauss. If the curve corresponding to this composition has a shape similar to the other curves in Fig. 5.2, then we may extrapolate critical currents as high as 50 amperes at fields of about 50 kgauss for "wires" of the dimensions stated. The experimental point under discussion was taken at a temperature of 4.2°K, whereas some of the other curves were taken at the somewhat lower temperature of 1.5°K with improvement in current-carrying capability over than at 4.2°K.

For further discussion of the properties and the materials of superconductivity see, in addition to the references already given, Reference 97. For alternative treatments of solenoid design, see References 88-91.
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Solenoid Parameters

In this section the physical parameters of a superconducting solenoid to be used for space vehicle shielding are discussed. Those design variables which we shall consider are the magnetic moment of the coil, the radius and length of the coil, the cross sectional area of the superconducting wire used in the windings and the electric current passing through a single turn of the conductors. The magnetic moment of the coil is to be determined from the size of the shielded region and the energy of particles against which shielding is desired via the Störmer distance as determined from studies of particle trajectories. The radius and length of the coil are governed by the shape of the desired shielded region; for calculations based on a dipole field the length of the solenoid should be chosen small compared with the Störmer radius. The current chosen should be less than the critical current for a wire of the assumed cross section operating at the chosen magnetic field.

For shielding against protons of energy 500 Mev, it is necessary to have a magnetic moment of $6 \times 10^{11}$ gauss cm$^3$; this gives a Störmer radius of about 3.8 meters (see Fig. 4.3). It would be desirable to have a magnetic moment of $6 \times 10^{12}$ gauss cm$^3$; for a proton of the above energy the Störmer radius is about 13 meters. For an electron the Störmer radius corresponding to a given magnetic moment is larger than for a proton of the same energy. Thus a 500 Mev electron will have a Störmer radius of 6 meters in the field of a dipole having a moment of $6 \times 10^{11}$ gauss cm$^3$. In nature the energies of electrons are much lower than 500 Mev. For an electron of 1 Mev kinetic energy, the Störmer radius for a dipole moment of $6 \times 10^{11}$ gauss cm$^3$ is 110 meters, and for $6 \times 10^{12}$ gauss cm$^3$ it is about 350 meters. For electrons of moderate energy the dipole model is capable of providing a good analysis of the shielded volume. For high energy protons the dipole approximation breaks down; for instance, for a proton having 1 Gev kinetic energy the magnetic moment necessary to give a Störmer radius of 10 meters is $5.66 \times 10^{12}$ gauss cm$^3$, and magnets of reasonable weight giving such a dipole moment would have to have dimensions comparable with the 10 meters figure. Studies of particle trajectories in a dipole field have shown that the region shielded against particles of a given energy is a toroid with major radius...
equal to about 41 percent of the Störmer unit corresponding to that energy. However, a toroidal region whose major radius is 50 percent of a Störmer unit will be shielded against 97 percent of the particles of given energy, and a toroid whose major radius is a full Störmer unit will be shielded against about 70 percent of the particles of given energy.

For calculations of the weight of the superconducting material and the structure needed to sustain the solenoid against magnetic forces, it is necessary to have knowledge of the densities of the superconducting material and the material used in the supporting structure. One must also know the tensile yield strength of the structural material. From the standpoint of weight, the most desirable superconductors are those with the smallest ratio of mass density to critical current density for the magnetic fields being used. In our examples, we have chosen Nb$_3$Sn, which has a density of 8.0 grams/cm$^3$ and a critical current density of the order of $10^5$ amps/cm$^2$ for magnetic fields of $10^5$ gauss. The most desirable structural materials are those with the smallest ratio of density to yield strength. It will be shown later that the structure takes up about 90 percent of the solenoid mass, so that the development of better structural materials is more important for magnetic shielding than the discovery of better superconductors. The material used in our examples is the titanium alloy Ti-6Al-4V ELI, which has a density of 4.46 grams/cm$^3$ and a yield strength of 263,000 psi.

The mass of the solenoid may be divided into three components: the mass of the conductors, the mass of the supporting structure, and the mass of the cryogenic system. Although most of the mass is taken up by the structure, we will also be concerned with the mass of the coil windings. It will be assumed that the thickness of the windings and the spacing of the turns are small compared with the other dimensions of the solenoid, so that in effect we may regard the solenoid as a cylindrical current sheet. This configuration is desirable in that it gives a large dipole moment for a reasonable volume, although it is not to be regarded necessarily as a final design. At first we will assume that the structure is intimately associated with the windings, so that the geometry of the structure is essentially that of the coil itself. This structure balances the forces tending to expand.
Fig. 5.3 Definition of Coordinates and Geometrical Parameters for a Cylindrical Solenoid.
the windings azimuthally and to compress them axially. Later we will consider a structure made of a series of thin disks having the same radius as the solenoid and separated by compressive members. The disks balance the forces tending to expand the windings both azimuthally and radially and the spacing members balance the axial compressive forces.

Mass of the Conductors

We consider the magnetic field due to the cylindrical current sheet of radius $R$ and length $L$ shown in Fig. 5.3. The components of the field in the radial and axial directions at a point $(\varphi, \phi, z)$ in cylindrical coordinates are given (in Gaussian units) by

$$H_r(\varphi, z) = \frac{4NI}{L} \left( \frac{R}{z} \right)^{1/2} \frac{1}{k} \left[ (1 - \frac{1}{2} k^2) K(k) - E(k) \right] \left| \frac{\xi^+}{\xi^-} \right|,$$

$$H_\theta(\varphi, z) = \frac{NI}{\sqrt{Rz}} \left[ \frac{\xi}{K(k)} \right] + 2 \frac{\xi(R-\alpha)}{|\xi(R-\alpha)|} \frac{\pi}{2} \Lambda_0(\varphi, k) \left| \frac{\xi^+}{\xi^-} \right|.$$

Here $\xi = z + \frac{1}{2} L$, $k^2 = \frac{4R}{\xi^2 + (\alpha + R)^2}$, $\theta = \arctan \left( \frac{\xi}{R-\alpha} \right)$, and $N$ is the number of turns each of which carries a current $I$, $E(k)$ and $K(k)$ are complete elliptic integrals, and $\Lambda_0(\varphi, k)$ is Heuman's function defined as in Eq. (4.83).

Putting $z = 0 = z$, we obtain the axial field at the center of the coil:

$$H_z(\varphi, 0) = \frac{4\pi NI}{\sqrt{L^2 + R^2}}.$$
Fig. 5.4 Variation of Magnetic Field With Radial Distance for a Cylindrical Solenoid.
Expressed in terms of the dipole moment \( a = \pi R^2 N I \) of the solenoid, this field is

\[
H_z(0, 0) = \frac{4a}{R^3\sqrt{1 + \frac{4R^2}{L^2}}}.
\]  
(5.5)

This is the expression for the field we shall use in determining the critical current flowing through a single turn. Actually one should use the field at the wire, given by the more complicated formulas (5.1) (5.2). For a coil whose radius is half its length, Eq. (5.2) shows that the maximum axial field at the wire is about 1.16 times the value at the center given by (5.4) (Cf. Reference 96). To offset this factor one should use somewhat conservative values for the critical current density. Also the results of Kunzler et al. indicate that the maximum current-carrying capacity of \( \text{Nb}_3\text{Sn} \) increases some 50 percent from 4.2°K to 1.5°K.\(^{85}\)

If we assume each turn carries a current \( I_c \) equal to the critical current corresponding to the field (5.5), then an estimate of the mass of superconducting wire may be made as follows:

\[
m_w = 2\pi R N \sigma_w \rho_w = \frac{2a \sigma_w \rho_w}{RI_c} = 2a \rho_w / R j_c.
\]  
(5.6)

Here \( \sigma_w \) and \( \rho_w \) are the cross sectional area and density of the superconducting wire. The quantity \( j_c = I_c / \sigma_w \) represents the critical current density corresponding to the magnetic field at the center. It may be seen from Eq. (5.6) that the "figure of merit" for a superconducting wire material is the ratio \( \rho_w / j_c \).

As an example, we consider a coil having a magnetic moment \( a = 5.66 \times 10^{12} \) gauss cm\(^3\) (giving a Stormer radius of 10 meters for 1 Bev protons), a radius of 400 cm, and a length 800 cm carrying a critical current \( I_c = 20 \) amperes through \( \text{Nb}_3\text{Sn} \) wire (\( \rho_w = 8.0 \) gram/cm\(^3\)) of cross section \( \sigma_w = 1.77 \times 10^{-4} \) cm\(^2\) (corresponding to a wire diameter of 0.15 mm as
Fig. 5.5 Magnetic Pressure as a Function of Magnetic Field Strength.
reported by Kunzler). The magnetic field calculated from Eq. (5.5) is $1.23 \times 10^5$ gauss. The assumed value of $I_c = 20$ amperes at this field can be taken as an extrapolation of curve I in Fig. 5.2. The corresponding critical current density is $j_c = 1.13 \times 10^4$ abamps/cm$^2$. We get for the mass $m_w$ of the wire according to Eq. (5.6) a value 20,000 kg or about 44,000 lb.

In the estimate above the wire was assumed to be uniformly wound both radially and axially, so that each turn carried the same current. Now the magnetic field varies considerably in the vicinity of the coil windings; it is a maximum just inside the solenoid and decreases with distance from the equatorial plane. Just outside the coil it has a value (large for short solenoids) opposite in direction to that just inside (see Fig. 5.4). Actually the discontinuity in the field shown in the graph for a current sheet does not exist; instead the field drops continuously but rapidly from its maximum just inside the windings to its negative maximum just outside. Where the field is smaller one may use a higher value of critical current and decrease the number of turns in that region. The overall reduction in the amount of wire required can be considerable—of the order of 30 to 50 percent, depending on the dimensions and dipole moment of the coil. For example, if we assume that the critical current varies exponentially with the magnetic field (This would appear as a linear plot in Fig. 5.2) and consider the variation of the field in the equatorial plane of the sample solenoid discussed above, we obtain a reduced wire mass of about 30,000 lb. A further reduction in the wire mass could also be obtained if the variation of the field in the axial direction were taken into account.

If one could operate at a temperature of 1.5K instead of 4.2K an additional wire saving of about 30 percent should be possible. The use of a variable wire composition may also reduce the mass somewhat by permitting a portion of the tensile stress to be carried by the superconducting wire.

**Mass of the Structure**

The current-carrying elements of a high-field electromagnet are subject to forces arising from $J \times H$ interaction with their own field. A contained magnetic field $H$ can be thought to exert a pressure $H^2/8\pi$ normal to its lines of force and an equal tension along its lines of force. A plot giving the magnetic pressure $P_{mag} = H^2/8\pi$ in psi or atmospheres as a function of the
A magnetic field of 5,000 gauss is equivalent to a pressure of about 1 atmosphere. Because the pressure varies directly as the square of the field, the magnetic pressure rises rapidly with increasing field strength. The magnetic pressure corresponding to 100,000 gauss is about 5,780 psi. Fields of $10^6$ gauss have magnetic pressures beyond the working stresses of known materials and are therefore unrealizable, at least in the steady state.

Although in general the coil windings cannot support much tensile stress, they can and do support compressive stresses. To the extent that this reduces the compressive stresses in the structure, the estimates given below for the overall structural mass could be reduced.

The structure we shall consider first is a thin-walled cylinder having the same radius and length as the solenoid. This structure is supposed to be closely associated with the coil windings; the means of fastening the windings, to the structure and providing channels for liquid helium coolant will not be discussed here.

Because of the cylindrical symmetry the stresses on the structure can be resolved into three principal components: an azimuthal tensile stress $S_t$, an axial compressive stress $S_L$, and a radial compressive stress $S_R$. The principle stress is $S_t$, which arises from forces in the structure required to balance the outward radial stress produced by the magnetic field. Calculation of the structural mass may be simplified by neglecting the radial compressive stress $S_R$ by comparison with $S_t$. This may be justified as follows: The compressive radial stress is at most equal to the magnetic pressure $H^2/8\pi$ at the coil windings, which is limited by the critical field $H_c$ of the superconducting wire. For a value $H_c$ equal to $10^5$ gauss this pressure is about 5780 psi. On the other hand, the tensile stress $S_t$ is of the order of the yield strength $S_y$ of the structural material. For the titanium alloy Ti-6Al-4V ELI considered in the present application $S_y$ is over 250,000 psi, so that $S_R$ is at most 2 or 3 percent of $S_t$. If the structural material had a considerably

*The tensile yield strength $S_y$ is the maximum stress that can be developed in a material without causing more than a specified deformation or set; a set of 0.10 or 0.20 percent (which means an elongation of 0.001 or 0.002 in per in) is considered permissible for metals.
smaller yield strength, the radial compressive stress could not be neglected.

The axial compressive stress may not be neglected in general. It contributes to the structural mass because it in effect reduces $S_t$ from its maximum value $S_y$. To compute this effect we utilize the relation from plasticity theory\textsuperscript{93}

$$\left( \frac{S_y}{S_t} \right)^2 = 1 + \frac{S_t}{S_y} + \left( \frac{S_t}{S_y} \right)^2. \quad (5.7)$$

To estimate the mass of the structure we ignore detailed design features and restrict our consideration to overall forces and average stresses. These can be determined accurately from the expression for the total magnetic energy $E_{\text{mag}}$ of the system. We have

$$E_{\text{mag}} = \frac{1}{2} L I^2 \quad (5.8)$$

where $I$ is the current in a single turn and $L$ [not to be confused with the Lagrangian $L$ of Eqs. (4.12) and (4.66)] is the inductance of the coil [Reference 98, Eq. (2.26)]

$$L = \frac{8 \pi N^2 R}{3k} \left[ K(k) - E(k) + \frac{k^2}{k^2_s} \left\{ E(k) - k \right\} \right]. \quad (5.9)$$

Here $K(k)$ and $E(k)$ are complete elliptic integrals with modulus $k$ given by

$$k^2 = \frac{4R^2}{L^2 + 4R^2} \quad (5.10)$$

and $k^{'2} = 1 - k^2$ [Notice that $k$ has a somewhat different form here than the $k$ in Eqs. (4.78) (5.3)].
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The average pressure $P$ tending to expand the cylinder radially can be obtained by equating the change $\Delta E_{\text{mag}}$ in magnetic energy due to an expansion $\Delta R$ of the solenoid-and-structure to the radial force $2\pi RLP$ times the displacement $\Delta R$. Thus

$$P = \frac{1}{2\pi RL} \frac{\partial E_{\text{mag}}}{\partial R}. \quad (5.11)$$

Substituting Eqs. (5.8) (5.9) into Eq. (5.11) and performing the indicated differentiation, we obtain

$$P = \frac{N^2 I^2}{R^2} \frac{k^2}{k^2} \left[ E(k) - k \right]. \quad (5.12)$$

The pressure on the cylinder must be balanced by the tensile stress within the cylinder; accordingly we use the hoop-stress formula

$$t S_k = R P, \quad (5.13)$$

where $t$ is the thickness of the cylindrical shell, to obtain the azimuthal tensile stress.

We get compressive axial stress in a similar manner. The compressive force on the cylinder is

$$2\pi R t S_L = - \frac{\partial E_{\text{mag}}}{\partial L}. \quad (5.14)$$
whence

\[
    t S_L = \frac{N^2 I^2}{3 R k} \left[ \frac{2 k^2}{k^2} \{ E(k) - k \} - K(k) + E(k) \right].
\]

(5.15)

Dividing (5.15) by (5.13) with (5.12) substituted, we obtain an expression for the ratio \( S_L/S_t \):

\[
    \frac{S_L}{S_t} = \frac{2}{3} \frac{k'^2}{3 k^2} \frac{K(k) - E(k)}{E(k) - k}.
\]

(5.16)

This ratio is plotted as a function of \( L/R \) in Fig. 5.6. For very short solenoids \( S_L/S_t \) is near zero; the longitudinal compressive stress is small compared to the azimuthal stress. For long solenoids \( S_L/S_t \) tends asymptotically to the value 0.5; thus the longitudinal stress is at most one-half the azimuthal stress.

The ratio \( S_y/S_t \) is obtained from \( S_L/S_t \) by means of Eq. (5.7); \( S_y/S_t \) is also plotted against \( L/R \) in Fig. 5.6. For very short solenoids \( S_y/S_t \) tends to unity; the longitudinal stress is not effective in reducing \( S_y \). The ratio \( S_y/S_t \) increases slowly as \( L/R \) increases and tends asymptotically to \( \sqrt{1.75} = 1.324 \) for large \( L/R \). Thus the maximum increase in structural mass required in view of longitudinal compressive effects is about 32 percent, and this will occur only for very long solenoids.

The expression for \( S_y/S_t \) may be used in combination with the hoop-stress formula (5.13) to obtain the thickness \( t \) of the cylindrical shell in terms of the working stress \( S_y \). The structural mass is

\[
    m_{st} = 2 \pi R L t \rho_{st}
\]

(5.17)

where \( \rho_{st} \) is the density of the structural material. If we now substitute
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\[ m_{st} = \frac{\rho_{st}}{f(L/R)} \] 

\[ \frac{4a^2}{\pi R^3} S_y \]
for \( t \) and introduce the magnetic moment \( a = \pi R^2 NI \), we have finally

\[
m_{st} = \frac{4a^2}{\pi R^3} \frac{f_{st}}{S_y} \left[ 1 + \frac{S_L}{S_t} + \left( \frac{S_L}{S_t} \right)^2 \right]^{1/2} \frac{k}{k^2} [E(k) - k],
\]

(5.18)

where \( SL/S_t \) is given by Eq. (5.16).

The variation of \( m_{st} \) with \( L/R \) is shown in Fig. 5.7. As an example, the mass of a solenoid designed to shield against 1-BeV protons, and having a magnetic moment of \( 5.66 \times 10^{12} \) gauss cm\(^3\), a radius of 400 cm, and a length 800 cm is found to be 180,000 kg or 394,000 lb. The thickness of the structure is about 20 cm. For these calculations we have used an extrapolated value

\[
f_{st} / S_y = 2.46 \times 10^{-10} \text{ grams/erg}
\]

appropriate to the titanium alloy Ti-6Al-4V ELI at a temperature of 4O K.

If we divide Eq. (5.18) for the structural mass by the expression for magnetic energy obtained from (5.8) (5.9), we obtain a relation of the form

\[
\frac{m_{st}}{E_{mag}} = \frac{f_{st}}{S_y} \frac{g(L)}{R}
\]

in which the factor \( g(L/R) \) depends on the shape of the coil. For a given \( L/R \), the structural mass is proportional to the magnetic energy. If however \( L/R \) varies, then \( m_{st}/E_{mag} \) will also vary, by a factor of about 2.6 as we go from a flat solenoid to a very long solenoid. Thus the structural mass is not, strictly speaking, proportional to the magnetic energy stored in the coil, except for coils of constant shape. In what follows we will see that the factor \( g \) depends also on the structural configuration chosen, and for suitable structures can actually be made less than unity.
We have seen that for the solenoid there are two principal forces to be balanced by the supporting structure: an outward radial force $\frac{\partial E_{\text{mag}}}{\partial R}$ and an inward axial force $\frac{\partial E_{\text{mag}}}{\partial L}$. In the analysis presented so far a simple structure consisting of a thin cylinder ($C_1$) encasing the solenoid windings was assumed for the support of both of these forces. It is apparently possible, however, to find somewhat more complicated structural configurations of smaller mass that can support the forces on the solenoid.

Consider a structural arrangement consisting of a cylinder $C_2$ at the windings supporting the axial force plus a series of disks inside this cylinder supporting the radial force. Let $t_d$ represent the total thickness (in the axial direction) of all the disks. Considering the radial stresses on the disks alone, we have

$$2\pi R t_d S_y = \frac{\partial E_{\text{mag}}}{\partial R}.$$ 

The thickness $t$ of the cylinder $C_1$ described previously is given by

$$2\pi R t S_t = \frac{\partial E_{\text{mag}}}{\partial R}.$$ 

The ratio of the volume of the disks to the volume of the cylinder $C_1$ is

$$\frac{\text{Volume of disks}}{\text{Volume of } C_1} = \frac{\pi R^2 t_d}{2\pi RL t} = \frac{1}{2} \frac{S_t}{S_y}.$$ 

Now consider the cylinder $C_2$ necessary to support the axial force, and let $t_c$ represent its thickness. Then*

$$2\pi R t_c S_y = -\frac{\partial E_{\text{mag}}}{\partial L}.$$ 

*We are assuming (see Reference 93) that $S_y$ represents the maximum compressive stress as well as the maximum tensile stress.
Comparing this with the corresponding relation for the cylinder $C_1$ withstanding both axial and radial stresses

$$2\pi R t S_L = -\frac{\partial E_{m_{st}}}{\partial L},$$

we find for the ratio of the volume of $C_2$ to that of $C_1$

$$\frac{\text{Volume of } C_2}{\text{Volume of } C_1} = \frac{t_c}{t} = \frac{S_c}{S_t} = \frac{S_t}{S_y}.$$

(5.20)

Let us first apply this design to the case of a long solenoid. Noting from Fig. 5.6 that $S_t \approx 0.76 S_y$ for a long solenoid, we see from Eq. (5.19) that the volume of the disks is about 0.38 that of the cylinder $C_1$. Also for the long solenoid $S_L \approx 0.5 S_t$; hence the mass of the cylinder $C_2$ is, according to Eq. (5.20), also 0.38 times the mass of $C_1$. Thus the mass $m'_{st}$ of the new structure consisting of a thinner cylinder $C_2$ and an array of thin connecting disks is only 0.76 of the mass $m_{st}$ of the single cylinder $C_1$.

Consider now the situation for shorter solenoids. As $L/R$ decreases $S_L$ decreases and $S_t$ approaches $S_y$. For a very flat solenoid ($L \ll R$), $S_L$ becomes only a few percent of $S_t$, so that the mass of $C_2$ becomes small in comparison with that of the disks. Hence the structural mass is approximately that of the disks alone, or about half the mass of the corresponding cylinder $C_1$.

From the foregoing we conclude that the use of a structure consisting of a cylinder at the solenoid windings and connecting disks inside can give a mass reduction over a single cylinder varying from about 24 percent for long solenoids to almost 50 percent for flat solenoids. In the case of the solenoid for which $L = 2R$, the saving is approximately 27 percent.

It is of special interest in the case of the very flat solenoid to compare the mass $m'_{st}$ of the supporting disk structure with the magnetic energy of the coil. (This comparison is also applicable to the single-turn magnetic
shield proposed by Levy). For such a coil we have approximately

\[ E_{\text{mag}} = 2\pi R N^2 I^2 \left( \Lambda - \frac{1}{2} \right) \]

where \( \Lambda = \log \left( \frac{8R}{L} \right) \). Hence

\[ m_s' = \frac{\rho_{st}}{S_3} \pi R N^2 I^2 \left( \Lambda + \frac{1}{2} \right) \]

For a very flat solenoid the numerical coefficient approaches one-half.

The results above are in contradiction to a theorem of Petschek and Longmire (presented by Levy) which states that

\[ m_s' \geq \frac{\rho_{st}}{S_3} E_{\text{mag}} \quad (5.22) \]

Extending an analysis by Parker on so-called force-free coils, Petschek and Longmire obtain the following interesting relation between the magnetic energy and the trace \( S_{ij} \) of the mechanical stress tensor \( S_{ij} \):

\[ E_{\text{mag}} = \iiint_S S_{ii} \, dV = \iiint_{\text{structure}} S_{ii} \, dV \quad (5.23) \]

In deriving consequences of this relation Petschek and Longmire assume that each of the principal stresses is supported by an individual structural member; on this basis Eq. (5.22) is obtained. The possibility of a structural element supporting a tensile stress in more than one direction has apparently
been overlooked. For example, if each structural element were under tensile stress in two principal directions we would have, instead of (5.22),

\[ m_{st} \geq \frac{1}{2} \frac{\sigma_{st}}{S_y} E_{mag}. \tag{5.24} \]

If a structural configuration could be devised such that each structural element were under maximum isotropic tensile stress, the numerical factor would be further reduced from one-half to one-third.

An analysis of the supporting disks used in the design above shows them to be under equal tensile stress \( S_y \) in both the azimuthal and radial directions. Thus neglecting the compressive axial stress (which for a flat coil is only a few percent of \( S_y \)), we obtain from the relation (5.23)

\[ E_{mag} \approx \iint (S_{\alpha\alpha} + S_{\alpha\alpha}) dV = 2S_y V_{structure}, \]

whence

\[ m_{st} \approx \frac{1}{2} \frac{\sigma_{st}}{S_y} E_{mag}. \tag{5.25} \]

The results presented above are extremely important, for it means that the structural mass can be reduced considerably---27 percent for the solenoid in which \( L = 2R \) and approximately 50 percent for a flat solenoid. We find therefore that for 1-BeV protons the weight of a superconducting magnetic shield may be made almost an order of magnitude smaller than the weight of a passive shield. Furthermore, if a design can be found for which the structural material is subjected to a tensile stress in each of the principal directions, the structural mass could be reduced even further.
6. CONCLUSIONS

Feasibility

The most important parameters for four sample cylindrical solenoid designs are given in Table 6.1. It is to be emphasized that these examples are given merely to show the way in which the magnetic field, wire mass, and structural mass vary as the dimensions of the solenoid are changed, and in no way represent optimized designs suitable for fabrication. In all four designs the magnetic dipole moment has been held constant at $5.66 \times 10^{12}$ gauss cm$^3$. This gives Störmer radii of 10 meters for 1-Bev protons, 12.6 meters for 500-Mev protons, 19.5 meters for 100-Mev protons, and 345 meters for 1-Mev electrons.

An important conclusion to be derived from Table 6.1 regarding the shielding against high-energy particles is that as the radius of the solenoid is made smaller than about 0.4 Störmer radii the mass of both the windings and structure becomes excessive. This is particularly true for Example 4, where the length is also small compared with the Störmer radius. It is not clear at this time whether or not the increased mass of the system is accompanied by a corresponding increase in the volume shielded against high energy (~1 Bev) particles.

All of the shielded volume estimates in Table 6.1 are made using the dipole approximation except for the figure (~50 meters$^3$) given for 1-Bev protons in Example 3. This has been obtained using the plot of the actual shielded region of a cylindrical solenoid shown in Fig. 4.14. The volume was estimated by considering a cross section of the toroidal shielded region as an ellipse and multiplying the area of this ellipse by the circumference $2\pi R$ of the solenoid. The blank spaces in the shielded volume categories represent gaps in our knowledge of the shielded regions of solenoids whose dimensions are not small compared with the Störmer radius.

The best case for magnetic shielding can be made for vehicles having cabin shapes compatible with the toroidal shielded regions of axially symmetric current distributions. For vehicles having a certain amount of aerodynamic streamlining or for cylindrical vehicles, it may be more advantageous to consider shielding magnets having a larger ratio of radius to length. For such
Table 6.1 Parameters of four sample solenoids.

<table>
<thead>
<tr>
<th></th>
<th>Example #1</th>
<th>Example #2</th>
<th>Example #3</th>
<th>Example #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic moment $\mathbf{a}$ (gauss cm$^3$)</td>
<td>$5.66 \times 10^{12}$</td>
<td>$5.66 \times 10^{12}$</td>
<td>$5.66 \times 10^{12}$</td>
<td>$5.66 \times 10^{12}$</td>
</tr>
<tr>
<td>Radius R (meters)</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Length L (meters)</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Central magnetic field H (gauss)</td>
<td>$1.25 \times 10^5$</td>
<td>$2.96 \times 10^5$</td>
<td>$1.58 \times 10^5$</td>
<td>$3.75 \times 10^5$</td>
</tr>
<tr>
<td>Wire material</td>
<td>$\text{Nb}_3\text{Sn}$</td>
<td>$\text{Nb}_3\text{Sn}$</td>
<td>$\text{Nb}_3\text{Sn}$</td>
<td>$\text{Nb}_3\text{Sn}$</td>
</tr>
<tr>
<td>Wire diameter (mm)</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Current in single turn I (amperes)</td>
<td>20</td>
<td>10</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Wire mass $m_w$ (lb)</td>
<td>44,000</td>
<td>117,600</td>
<td>44,000</td>
<td>235,000</td>
</tr>
<tr>
<td>$S_L/S_t$</td>
<td>0.406</td>
<td>0.406</td>
<td>0.350</td>
<td>0.350</td>
</tr>
<tr>
<td>$S_y/S_t$</td>
<td>1.254</td>
<td>1.254</td>
<td>1.213</td>
<td>1.213</td>
</tr>
<tr>
<td>$f(L/R)$</td>
<td>1.142</td>
<td>1.142</td>
<td>1.541</td>
<td>1.541</td>
</tr>
<tr>
<td>Mass of cylindrical structure $m_{st}$ (lb)</td>
<td>394,000</td>
<td>935,000</td>
<td>532,000</td>
<td>1,260,000</td>
</tr>
<tr>
<td>$m_{st}/(m_w + m_{st})$ (percent)</td>
<td>90.0</td>
<td>88.8</td>
<td>92.4</td>
<td>84.3</td>
</tr>
<tr>
<td>Mass of disk structure $m_{st}'$ (lb)</td>
<td>285,000</td>
<td>675,000</td>
<td>373,000</td>
<td>883,000</td>
</tr>
<tr>
<td>$m_{st}'/(m_w' + m_{st}')$ (percent)</td>
<td>86.6</td>
<td>85.2</td>
<td>89.4</td>
<td>79.0</td>
</tr>
<tr>
<td>Total mass $m_w + m_{st}$ (lb)</td>
<td>329,000</td>
<td>792,600</td>
<td>417,000</td>
<td>1,118,000</td>
</tr>
<tr>
<td>$R/C_{st}$ for 1-Bev protons</td>
<td>0.400</td>
<td>0.300</td>
<td>0.400</td>
<td>0.300</td>
</tr>
<tr>
<td>Shielded volume for 1-Bev protons (meters$^3$)</td>
<td>$\sim 50$</td>
<td>$\sim 50$</td>
<td>$\sim 50$</td>
<td>$\sim 50$</td>
</tr>
<tr>
<td>$R/C_{st}$ for 500-Mev protons</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
</tr>
<tr>
<td>Shielded volume for 500-Mev protons (meters$^3$)</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
<td>$\leq 289$</td>
</tr>
<tr>
<td>$R/C_{st}$ for 100-Mev protons</td>
<td>0.205</td>
<td>0.154</td>
<td>0.205</td>
<td>0.154</td>
</tr>
<tr>
<td>Shielded volume for 100-Mev protons (meters$^3$)</td>
<td>$\sim 1070$</td>
<td>$\sim 1070$</td>
<td>$\sim 1070$</td>
<td>$\sim 1070$</td>
</tr>
<tr>
<td>$R/C_{st}$ for 1-Mev electrons</td>
<td>0.116</td>
<td>0.087</td>
<td>0.116</td>
<td>0.087</td>
</tr>
<tr>
<td>Shielded volume for 1-Mev electron (meters$^3$)</td>
<td>$5.91 \times 10^6$</td>
<td>$5.91 \times 10^6$</td>
<td>$5.91 \times 10^6$</td>
<td>$5.91 \times 10^6$</td>
</tr>
</tbody>
</table>
magnets and particle energies of interest the dipole analysis is not a good
approximation, and it would be desirable to carry out an exact analysis of
shielded regions for a cylindrical coil before making any final statements
concerning magnetic shielding for such vehicles.

Comparison With Passive Shielding

Magnetic Design No. 4 of Table 6.1, capable of providing complete
shielding against 1-Bev protons, was selected for comparison with passive
shielding. The weight of the magnetic system, assuming that it uses niobium-tin
superconductor and cylindrical disk structure, would be of the order of
417,000 lb. Using range-energy data and neglecting the effects of secondaries,
an estimate was made of a passive shielding weight for the same shielded
volume. For a polyethylene shield, about 334 grams/cm² are required to
stop 1-Bev protons. The region completely shielded by the magnetic system
against such particles would be toroidal and would have a volume of about
50 meters³. For a spherical volume of 50 meters³ (radius 2.28 meters) the
weight of the polyethylene shield is 2.195 x 10⁵ kilograms, or about
482,000 lb. If the additional shielding necessary to protect against secondary
neutrons were taken into account, the passive shield would be heavier than
this.

The prospects of magnetic shielding as a weight-saving device compared
to passive shielding appear good, particularly when the present work is
correlated with that of Levy (References 77, 99). About 80 percent of the
mass of a magnetic shielding system would be taken up by the structure. The
mass of the structure is proportional to the ratio \( \rho_{st}/S_y \) of density to yield
strength of the structural material. Levy considered a single turn coil (a
cylindrical solenoid of negligible length) and found that, for an optimized ratio
of coil radius to Störmer radius, and using aluminum as the structural material,
the mass of a magnetic shield could be made about a factor of 2 less than the
mass of a comparable water shield for 1-Bev protons (neglecting secondaries).
For aluminum the ratio \( \rho_{st}/S_y \) is about 7.71 x 10⁻¹⁰ grams/erg. The use of
structural materials with a more advantageous "figure of merit" would give a
smaller mass for the active shield. For instance, the titanium alloy
Ti-6Al-4V ELI considered in Section 5 has a \( \rho_{st}/S_y \) ratio of 2.46 x 10⁻¹⁰ grams/erg
at 4°K. A single-turn magnetic shield using Levy's structure could be made to weigh about a factor 3 less than Levy's estimate using this structural material, or about a factor 6 less than a corresponding passive shield. If the disk structure utilizing tensile stresses in two directions were used, a factor 1.7 could be gained (taking into account the compressive stresses neglected by Levy). This means that a single-turn magnetic shield could be made about 1/10 of the mass of a water shield for 1-Bev protons. For lower energy particles Levy's calculations indicate that the magnetic shield would not be favorable compared to the passive shield, but when the considerations outlined above are taken into account, it may be concluded that magnetic shielding would have a weight advantage over passive shielding for low-energy protons also.

The use of solenoids of finite length could give a further weight advantage over the single-turn shield. According to Fig. 5.7 the mass of a cylindrical solenoid shield with fixed magnetic moment and fixed ratio \( \frac{F_{st}}{S_y} \) goes down as the ratio of length to radius increases. Basically this is because, as a cylindrical coil is lengthened with the dipole moment remaining constant, the field strength decreases. An infinitely long coil would have an infinite dipole moment but only a finite magnetic field inside. For a given ratio of coil radius to Störmer radius (which depends only on the particle energy and the dipole moment of the coil) the shielded volume also goes down as the length of the coil is increased, but the way in which this variation takes place has not yet been studied. By determining the coil parameters so that the ratio of shielded volume to coil mass is optimum, it might be possible to gain a further advantage over passive shielding using a cylindrical coil of some finite length.

Recommendations for Future Work

The present study indicates that magnetic shielding is feasible and warranted, and can probably be accomplished with the technology of 1968 or 1970. Before detailed engineering design efforts are made, however, it will be necessary to consider the following further problems:

1. A computer analysis of the forbidden regions should be made for a large number of cases of the cylindrical solenoid. The dipole analysis is valid only for values of magnetic moment and particle energy such that the
Stormer radius is much larger than the dimensions of the coil. The analysis of the forbidden region for a cylindrical coil, for Stormer distances not small by comparison with the coil radius or length, would be valuable for determining the optimum shape of coil and strength of field for a particular shielding situation.

2. A study of partial shielding should be made on the basis of particle trajectories in the magnetic field of a cylindrical solenoid. The solenoid chosen should be the one with optimum shielded volume to mass ratio selected in Part 1 above. Also calculations of the particle flux should be made for this cylindrical solenoid using a sequence of forbidden regions based on a realistic spectrum of particle energies. Thus the reduction in dosage accomplished by a magnetic shield over the unshielded dosage could be calculated explicitly.

3. A more thorough comparison of magnetic shielding with passive shielding requires more information on the effect of secondaries. This needs to be done both for the active and the passive cases because the more promising cylinder-disc structure for magnetic shielding has its important components exposed to bombardment by the primary charged particles.

4. An integrated structural analysis should be made to take into account such effects as the structural properties of the superconducting wire, nonuniform winding to decrease the mass of the conductors, distribution of current density in the nonuniform magnetic field to best take into account the magnetic field-critical current relationships of the superconductor, etc. It is to be expected that a considerable saving in payload weight of the shielding system could be accomplished by such a careful analysis of the solenoid construction.

5. Analysis of the structural mass and shielded regions should be made for other current configurations. It is perhaps not appropriate to speculate at this time on the explicit form of these current-carrying elements, but it is possible that more favorable shielded volume to structural mass ratios could be obtained by designs more complicated than the cylindrical solenoid or (its special case) the single-turn coil. Of greatest interest are the possibilities of approaching more closely the limiting factor 1/2 in the theorem (5.24) by using a structural design under tension in two directions.
6. A laboratory investigation into the properties of, and the fabrication in long lengths of niobium-tin wires, or wires of newer superconductors having higher critical fields and current densities, should be made. Ultimately this should involve understanding the structure of hard superconductors better. The effect of various mechanical treatments, fabrication, and heat treatment on the superconductors should be investigated so that ways of making materials with the optimum electrical and tensile properties may be discovered.

7. A fairly large-sized model superconducting solenoid using niobium-tin wire should be constructed and tested in the laboratory. This is needed to give better insight into the problems of startup, cryogenic systems, safety factors when the superconductors accidently become normal, and to test explicitly the functioning of the magnetic shielding system.
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Unclassified Report

This report discussed the shielding of personnel against charged particles in space using electric or magnetic fields. The energy distribution and other characteristics of charged particles in space are summarized. The operation and stability of an electrostatic shield (two concentric charged conducting spheres) for protection against 1-Mev electrons and 500-Mev protons is discussed. Shielded regions for charges in a magnetic dipole field are described. A method is given for calculating trajectories of particles incident on a magnetic dipole in a parallel beam, with sample trajectories illustrated. The vector potential of a cylindrical solenoid is used to get the shielded region for I/R = 1.000, R/2a = 0.40. The mass of conductors and structure of superconducting solenoids are calculated in terms of the geometry and dipole moment. A non-optimum sample has a magnetic moment 5.66 x 10^{-12} gauss cm², radius and length 4 meters, weighs 417,000 lb, and protects +50 meters^3 from 1-Mev protons. A single-turn magnetic shield could be made 1/10 the mass of a comparable passive shield for 1-Mev protons. Structural considerations and preliminary shielded volume studies indicate that further decrease in mass could be obtained using an optimized cylindrical solenoid. Recommendations for future work emphasize further studies of cylindrical solenoids and other current configurations.