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SYNOPSIS

This work presents the results of an experimental and theoretical

study of the switching properties of ferrimagnetic oxides. Much attention

has recently been given to these properties, since these materials are

used in ever increasing amounts in switching applications such as memory.

and logic circuits of digital computers. Two terms - the switching time,

,r, the time required by the magnetization to reverse,.. aid. the switching

parameter, Sw, the inverse slope of the curve of the variation of the.

reciprocal switching time with the applied field - which describe these

properties are the prime considerations of this thesis.

The six chapters into which this work is divided are described below.

Chapter I is a review of switching and related fields and, thus, is an

introduction to the work presented in later chapters.

In Chap. I1, the experimental techniques and the associated specialized

equipment required for the measurements which were performed during

this work are described. These techniques were used to measure the

switching characteristics (or the field dependence of the switching:time),

the field dependence of the flux switched, and the grain sizes of garnet

and ferrite toroidal cores and to observe domain patterns on the surfaces

of these cores.

The manner in which these single and polycrystal garnet and ferrite

toroids were prepared and their magnetic properties are presented in

Chap. III. Where the magnetic properties were not known from previous

measurements, the required quantities were calculated by methods de-

scribed in this chapter,

The switching characteristics and the flux switched measurements

obtained during the course of this work are given in Chap. IV. From

these data and microwave resonance data it would appear that the switching

speed is limited by self imposed processes, since Sw is found to decrease
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as the microwave resonance relaxation frequency,X, decreases until x

reaches a critical value and then to remain constant when K is further

reduced.

• the remainder of this chapter these data are discussed only in so far

as they relate to the variation of the switching characteristic with core

fabrication parameters. The height of the toroid and reasonably large

variations in the sintering time are shown to produce no effect on the

switching. . On the other hand, the quality of the dielectric body of these

toroids is shown to influence the switching. Decreasing the quality of

the.dielectric results in increasing S . 'ITis seems to result partially,
w

if not entirely, from the inhomogeneity introduced by a second phase,

which appears as the dielectric, becomes poorer, rather than from an

increase in its conductivity.

Because of the difficulty encountered in the preparation of cores of

varying diameters the effects of these changes were considered, theoretically.

This calculation showed that when the core' s outer diameter is so large

that the field which switches the core is insufficient to reverse its entire

magnetization, the switching time will be longer than when the entire core

is reversed. In other words, faster switching can be obtained in certain

low 'field applications by the mere expedient of reducing the outside' diameter

of the toroid.

Examination of previous calculations of switching by domain wall motion

shows that ""iese are valid only when the loss of energy from the magnetic

system is rapid. Since some of the materials which are dealt with here

appeared, from microwave measurements, to have relatively long relaxation

times, these calculations were extended in Chap. V to treat these materials.

It was found that the reciprocal of the switching time is proportional to the

square roof of the applied field when the relaxation frequency is small and

is proportional to the applied field when the relaxation frequency is large.
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This calculation also showed that there exists a nonzero lower limit to

the domain wall velocity and, consequently, to the switching time as the

relaxation frequency is reduced and that this limit is reached when the

relaxation frequency vanishes.

In the final section of Chap. V, some of the results found earlier in

this chapter are rederived on the basis of a model in which the damping

is interpreted in terms of wall collisions. From this treatment the reason

for the switching time' s dependence on the inverse square root of the

applied field when the relaxation frequency vanishes (i. e. , in the absence

of wall collisions) is readily seen.

In Chap. VI, the experimental results are interpreted onl a domain

wall motion model, after several relationships are derived which permit

results taken from the theory of domain walls in ferromagnetic materials

to be used with ferrimagnetic materials. It was found that those garnets

which do not contain rare earth ions and the gadolinium substituted yttrium

iron garnets are all characterized by relatively low coercive forces and

switching parameters and possess identical relaxation frequencies. The

switching properties of a toroid cut from a single crystal of yttrium iron

garnet were found to be in accord with these polycrystalline properties

and to support the domain wall motion model, since the single crystal

toroid switched much more slowly than its polycrystalline counterpart.

The rare earth garnets are. then examined with a model which presupposes

that, when rare earths are added to yttrium iron garnet, the existing loss

mechanisms are augmented by independent ones, Good agreement is obtained

between the S 's measured at room temperature and 550C and those ex-w

pected on the basis of this model. From an entirely different point of

view, which is independent of a particular dynamic model, the domain

walls which reverse the magnetization are shown to move less than a

grain size, and this conclusion is also verified by the above model.
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The total anisotropy of nickel ferrite with increasing cobalt additions

changes sign, and it was expected that switching experiments might show

some indication of this behavior. However, only a continuous increase in

the switching parameter was found as the cobalt concentration was in-

creased. If the cobalt is considered to be an impurity atom in the nickel

ferrite, these results can be interpreted with a domain wall model.

An explanation depending on nonlinear interactions is proposed for the

switching properties of yttrium iron garnet. This explanation uses the high

power effects occurring in ferromagnetic resonance as an analogy. A conse-

quence of this explanation is that the model described above, where the re-

laxation frequencies of the iron and rare earth ions are treated as independent,

should be modified to include their dependence.

Finally, high field behavior is considered, and it is shown that a linear

relationship between these data and low field data is obtained when N1i77 is

plotted as a function of the applied field. From this observation it follows that

the relaxation frequency must be field dependent.
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CHAPTER I: EXPERIMENTAL AND THEORETICAL BACKGROUND

I. INTRODUCTION

The mechanisms which bring about changes in the magnetization of a

ferromagnetic material have been under study for a considerable time. The

early examinations of these changes were predominantly concerned with the'

static relations between the change in magnetization and the force required,

to produce it. Later, through studies of the frequency dependence of the per-

meability and of the aging of magnetic properties, time dependent changes

were studied.

Presently, as a result of the requirements of digital computers and of

electronic pulse techniques and as a result of the introduction of ferrites into

technology, an understanding of the irreversible changes in low coercive force

magnetic materials has taken on an increased importance. Of particular inter-

est is the study of the time required for the magnetization to change irreversi-

bly after the sudden application of a magnetic field. This effect has become.

known as remagnetization, or switching, and the time required for it to occur

is called reversal, remagnetization, or switching time. It is this effect which

will be examined here.

The present work originated with the need to explain the results of a class

of experiments in the switching of a ferromagnetic toroidal core. In these ex-

periments the core is first brought to one of its remanent states by passing a

current through.a wire which links it. A reverse current is then applied, and

it is found by observing the rate of change of flux in the core that a finite time

is required for the magnetization to reach its reversed or switched state.

The objectives of this problem are twofold, as is common in many other

studies of the properties of magnetic materials. On the one hand, through its

solution an increased understanding of magnetism is acquired. On the other

hand, through its solution improved materials may be obtained, or the
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limitations imposed by materials on an application may become known. The

technological significance of this problem exists because of the large number

of applications of magnetic materials in digital computers and because of the

need to increase the switching speeds in some of these applications.

In this chapter the background will be set for a study of the switching

"speed. The previous work in the field of magnetization reversals will be

"reviewed. In order to make this work somewhat self-contained' the various

magnetic interactions required to. understand fer~romagnetic domain theory will

.first be discussed. The'domain theory which is basic to an understanding of

magnetization reversal processes will then be treated. Following this, static.

and dynamic magnetization reversals and processes will be discussed.. In the

latter discussion, relaxation:mechanisms will be considered.

The discussion will be restricted in the following way. Dynamic proc-

esses will not be discussed in any conducting materials except thin films.

Their switching properties will. be reviewed since there exists a simnilarity

in switching behavior between films' and toroids, and it does. not appear that

the films' properties are effected by eddy currents.

The reader is assumed to be familiar with the origin of the magnetization

of ferromagnetic and ferrimagnetic materials. There exist extensive discussions

of these topics (1, 2).

Magnetic systems.will be represented by a.semiclassical model. The

magnetization will be taken to be continuous, and, in dealing with ferrimagnetic

systeimhs, the properties of the individual sublattices will be, so averaged as to

make -it possible to treat the material as consisting of a single magnetic lattice.

"" .The resulting model is. identical to that Used 'by Landau.and Lifshitz (3). It is,

"commonly.used at the present time in ferromagnetic resonance problems (4,,5).

2. BASIC INTERACTIONS

In this section, the basic interactions which are required to understand

magnetization processes in ferromagnetic materials will be discussed. It is
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usual to treat these interactions phenomenologically (6), and it will be done

so here. In part, this type of treatment is required since these basic inter-

actions have not as yet been completely determined from fundamentals. The

interactions which will be discussed arise from exchange, arAsotropic, magneto-

elastic, and magnetostatic effects.

a. Exchange interactions

In ferromagnetic materials strong short range interactions exist which

order the spin magnetic moments in opposition to thermal randomizing effects

and Which are responsible for their ferromagnetism. The range of these inter-

actions, which are known as exchange interactions, is generally limited to

nearest neighbors and is written as a potential energy which has the form

-2JS 1 . S2 , (1-1)

when it is assumed that quantum mechanical spin operators can be replaced by

classical vectors. Here S and S2 are spin angular momentums in units of

h/2tr of two neighboring spins, and J is the exchange integral. The total ex-

change energy, F , for a homogeneous system of spins is then
ex

Fex =-
2J I S S., (1-2)

i 4j

where the sum is over nearest neighbors.

Equations (1-1) and (1-2), which apply to an atomic model, can be trans-

formed to a continuous one. When this is done, the exchange energy density,

E , is found to be
ex

E A [(VM )2 +(VM)2 +(VMz) 2 ] (1-3)
ex M +( V M1

for cubic materials. M is the magnetization, M , M and M are its
x y z

rectangular components, and A is the exchange stiffness constant which is

related to the exchange integral by
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A = 2JS 2 (1-4)a

Here a is the lattice constant. The derivation of Eq. (1-3) from Eq. (1-2)

is given by Kittel and Galt (7).

Examination of either Eqs. (1-1), (1-2), or (1-3) shows that an increase

in the exchange energy can be expected if the magnetization takes on any

orientation other than a parallel alignment. However, if the change in orienta-

tion is sufficiently gradual, the increase in energy may be small.

In ferrimagnetic materials, such as ferrites and garnets, where the net

magnetization results from the vectorial addition of the magnetization on each

sublattice, the exchange interactions take place through oxygen atoms. For

the purpose of determining nearest neighbors only those ions which remain

after the oxygen atoms are removed are considered. Two types of nearest

neighbors are required; those which reside on the same sublattice and those

which inhabit the other sublattices.

To account for the properties of ferrites Neel (8) and others have shown

that two sublattices are sufficient. If these two sublattices are denoted by A

and B, their spins by SA and SB (in units of h/27r), and the exchange interactions

within A, within B, and between the two lattices as JA' JB and JAB respectively,

then the exchange stiffness parameter which reduces the normal ferrite problem

to a single lattice continuous problem has been found by Kaplan (9) to be

2 1= A1+S12 2j S (
a 2 JABSA SB+ AAS (-5)

where a is the side of the unit cell. All exchange integrals are usually negative

and JAB is much larger than either I j AAI or I j BBI . For inverted ferrites,

i. e., those ferrites in which one of the sublattices has two species of ions,

additional terms proportional to the difference in their spin are required, as

shown by Kouvel (10).
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In the iron garnets, the situation is similar. However, three sublattices

are required in order to account for the magnetization. Two of the three sub-

lattices contain ferric ions while the third sublattice contains either a nonmagnetic

yttrium ion or a trivalent rare earth ion. The interaction of this third lattice

with the other lattices is sufficiently weak so that its presence may be ignored

in computing the effective exchange stiffness constant so that the value of A,

1 2 2
A =a (3 2JBBSB + 2 0JABSASB + 12JAASA2)' (-6)

which has been determined for yttrium iron garnet by Douglas (11) and Harris

(12) is applicable to all the rare earth garnets. For the iron garnets

5s = sB 2-

and (1-7)

25
4a+ 5 JAB + 3 JAA).

The value of A for the garnets is discussed further in Chap. VI.

-6
The value of A for almost all materials is of the order 10 erg/cm.

Measurements of A have been few. Until recently A has been predominantly

determined from specific heat data. It can also be determined from the decrease

with temperature of the saturation magnetization, but the effects are extremely

small in the low temperature region where the best determination is available.

Specific heat measurements, which are proportional to the derivative of the

magnetization with respect to temperature, improve the accuracy of the deter-

minations.

More recently determinations of the exchange constant have utilized

ferromagnetic resonance techniques. By exciting certain nonuniform, modes,

Tannenwald and Seavey have measured A in thin films of cobalt (13) and iron

nickel (14) alloys. Using another ferromagnetic resonance technique, LeCraw

and Walker (15) have determined the temperature dependence of A in yttrium
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iron garnet. These workers have found that A decreases with increasing

temperature and may be accounted for by substituting for S in Eq. (1-6) the

appropriate values determined from the subia•ttice magnetizations. For a
2

ferromagnetic material, this is equivalent to A varying as M

Many authors have determined A from an approximate relation of the

form,

A = CkT /a, (1-8)
C

when other measurements were not available. Here T is the Curie tempera-
C

ture, k is Boltzman's constant, and C is a constant of order 1. From an ele-

mentary point of view, the proportionality between A and T can be understood
c

"by noting that the stiffer the exchange interaction, theless will be the random-

izing influence of temperature and,. hence, the higher Curie temperature.-'

b., Magnetostatic energy

The work done when a magnetic dipole of moment, k., is immersed in

a magnetic field, H, is known as the magnetostatic energy. The magneto-

static energy, F , is
m

F =- "H (1-9)m

and may be thought of as the work required to bring the dipole from infinity to

the field H. From Eq. -(179) stems the alternate interpretation that F is the
m

work done in rotating 4 against the field from a position normal to H.

If the magnetic momentdis'a part of the'total magnetization, M, of a

material, this type of energy may arise.from the magnetic moment.'s inter-

action either with an external'field, H, or:. with.a field, HD, produced by the

remainder of the magnetization. In~the former case, the magnetostatic energy

density can be written as

E H -M" H, (1-10)
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while in the latter case

IED=- 1 M • HD.(-l
D 2 D

The field, HDP and the energy, ED, are known as the demagnetizing field and

energy. The one half arises, as in all self energy calculations, to avoid the

counting of mutual interactions twice.

The field, HD, is the solution of Maxwell's equations in the absence of

currents. The appropriate equations for this case are

V" H =-4Tr(V" M) (1-12)

VXH =0 (1-13)

with the boundary conditions

n. (HD -HD 2 ) = -n" 4TM1 (1-14)

and

n X (HDI H ) = 0. (1-15)
1 2

Here HD1 and M 1 are the field and magnetization, respectively, inside the

sample while HD 2 is the field outside the sample at the boundary.

Equations (1-12) and (1-14) show that the origins of the field can be taken

as the volume pole distribution, P v' given by

p = V. M, (1-16)v

and the surface pole distribution, P , determined from

P = n • M. (1-17)

Hence, the energy, ED, may be thought of as arising equivalently from

the work done in either the creation of the field, HD, or the establishment of

the pole distributions, P s Pv
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H is zero in a toroid when the magnetization has the distribution shownD

in Fig. 1-1.

HD is uniform only in ellipsoids. For these shapes HD is proportional

to the magnetization. The proportionality factors which are also known as

demagnetizing factors have been tabulated by Osborn (16). From this tabulation

or by direct calculation, the demagnetizing factors are found to be 4Tr for the

magnetization which lies normal to the surface of a thin slab, zero for the mag-

netization which lies parallel to the slab, 3~- for a sphere, 2 Tr for the transverse

magnetization of an infinite cylinder and zero for the axial magnetization.

c. Anisotropy energy

The amount of work required to saturate a magnetic material has been

found to be related to the direction which the applied field makes with the body.

The additional energy required to magnetize the body in a particular direction

over that energy which is required to magnetize the body in the lowest energy

direction is known as the anisotropy energy. The directions requiring the

largest and least energy are referred to as hard and easy directions, respec-

tively.

Anisotropic magnetizing effects have their origin in a number of sources.

The three sources which are of importance here are: the shape of the specimen,

the interaction of the magnetization and the crystal lattice, and the interaction

of the magnetization with the strains which exist in, or are applied to, the

specimen.

The first of these is accounted for by demagnetizing fields, the strength

of which depend not only on the shape of the body but also on the direction of

the magnetization.

The second source, known as the magnetocrystalline anisotropy, results

from the interaction of the magnetization and its environment in the crystal.

Since the anisotropy is an interaction with the crystal lattice and the magnetiza-

tion orientation, it must be expressible as an angular function which reflects



FIG. I-I MAGNETIZATION DISTRIBUTION WITHOUT
DEMAGNETIZATION.
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the over-all symmetry of the crystal. For cubic crystals the anisotropy

energy, EK, may be expanded as
K 1(a 1

2 a2  1 2

EK=K1 + a 2 + K22 aa2"132 +K 3 +...+...

(1-18)

where aV1 , a 2 , and a 3 are the direction cosines describing the magnetization's

orientation with the three mutually perpendicular principal axes of the crystal.

When K2 is zero or small compared to K1 and K1 > 0, the six {100) directions.

are the axes of easiest magnetization; when K < 0, the eight f11W are the

easy directions. With the exception of cobalt ferrite, all the ferrites of com -

position MFe 2 0,, where M is an appropriate divalent ion, and the garnets

have a negative K1,

The magnetocrystalline anisotropy is extremely temperature sensitive

and strongly dependent on chemical composition. K2 is small in most materials

and will be neglected in what follows.

The measurement of the anisotropy constant is always made in single

crystals and is frequently made either at microwave frequencies using the

methods of ferromagnetic resonance or at d.c. by measuring the torque, which

is the angular derivative of the energy, that is required to turn a specimen in

a magnetic field through an angle 6 . Comparison of the data taken by these

methods shows generally good agreement. However, low temperature measurements

of ytterbium iron garnet and ferrites which contain ferrous ions show deviations.

Typical values of K1 for a number of cubic ferrites and garnets may be

found in Chap. III. Thb anisotropy of ferrimagnets is further discussed in

Chap. VI.

In hexa,) nal materials, the anisotropy energy has the form

EK = K sin20 + K2 sin40 +... (1-19)

where 6 is the angle that the magnetization makes with the c-axis. When

K2 < K1 and K1 > 0, the c-axis will be preferred, and the crystal can be
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referred to as uniaxial. When K < 0, any direction within the basal plane

is an easy direction.

The third cause of an anisotropic dependence, the magnetoelastic effect,

is due to the coupling of the magnctization with the stresses that arise during

the material's preparation, are externally applied, or are due .to a magnetization

process. In the phenomenological treatment of this effect, it is introduced as

the strain dependence on the magnetocrystalline energy, and it is found that

this energy depends on the direction which the magnetization makes with the

stress and with the crystal lattice. However, for most purposes, it has been

found sufficient to account for these properties by using a form for the magneto-

elastic energy, EX, which neglects the crystal directions and considers only

the angle, e, between the strain, o-, and the magnetization.
32

E = - sin 2. (1-20)
X2

X is the so-called isotropic saturation magnetostriction constant, and, within

a factor of the order of 1, it represents an average, over all directions, of

the fractional change in length accompanying the saturation of the magnetization.

Several cases should be distinguished; those materials which contract and those

which expand along the direction of the applied field, and those which expand and

contract transverse to the applied field. The sign for the two directions may, or

may not, be the same. These latter effects are neglected when the isotropic

constant is employed.

For yttrium iron garnet (17), the isotropic magnetostrictive constant is

-6

while for nickel and cobalt ferrite (18), it is

X(Ni) = -26 X 10"6

X(Co) = -110 X 10"6.

In general, X is negative for all the ferrites, except magnetite (18).
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3. DOMAINS AND DOMAIN WALLS

Having introduced the elementary magnetic interactions, the magneti-

zation processes which they enter into and produce will be examined. We

begin with the effects that may be discerned in static or quasi-static obser-

vations of a specimen's magnetization distribition. In these cases, mag-

netostatic effects having their origin in surface poles will be seen to give

rise to a systematic structure of uniformly magnetized regions - magnetic

domains. The boundaries of these regions, domain walls, will be examined,

and the role they play in determining domain structure will be indicated.

The domains which are produced by other than surface magnetostatic effects

will then be discussed.

a. Domain theory

Consider a circular disk which is uniformly magnetized transverse to

its axis as shown in cross section in Fig. 1-2a. The poles which are formed

on the edges of the disk by this distribution produce a demagnetizing field,

H D, inside the disk which can, to a first approximation, be taken as uniform.

HD can then be written as

HD = 2TrkM, (1-21)

where M is the disk's magnetization and k is a constant which depends on the

disk radius, R, and-its thickness, T. Under these conditions, the magnetic

energy is the magnetostatic energy, ED, which from Eq. (1-11) is

E =T2kMR2T. (1-22)ED

If, however, we neglect, for the moment, the material's magneto-

crystalline anisotropy, and its magnetization is distributed as shown in

Fig. 1-2b, the magnetostatic energy can be eliminated at the expense of the

exchange energy. To compute this increase in exchange energy, a cylindri-

cal polar coordinate system is established such that the z-axis is normal to

the disk, and the origin is at its center. Taking 0 as the polar angle, the
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FIG. 1-2 EVOLUTION OF DOMAIN STRUCTURE
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direction cosines of the magnetization distribution shown in Fig. 1-2b are

sin 0, cos 0 and 0. Then from Eqq. (1-3), the increase in exchange energy

is found to be

f [A(LO~ (d
ex L'dx \dy

Since tan 0 = the above equation becomes
x

f A (1-23)
ex 2

r

where r is the radius vector to the point in question. The total exchange

energy is then

E = AT 1/r rdrd9 = 2TrAT log R/a, (1-24)ex ý

where a is the lattice constant. The integration proceeds from a in order

to avoid a singularity which would otherwise appear at the origin. This

difficulty is avoided by the discreteness of the actual lattice.

Comparison of Eqs. (1-22) and (1-24) then shows that, for a sufficiently

large disk radius, the magnetization distribution of Fig. 1-2b has lower energy

than that of Fig. 1-2a, and it is this distribution which is favorable when the

anisotropy energy can be neglected.

If, however, the anisotropy is appreciable, the energy of the distri-

bution of Fig. 1-2a would have to include a term in the anisotropy energy.

If the crystal symmetry is cubic and if the disk is a single crystal whose

surface is a (100) plane, then from Eq. (1-18) the anisotropy energy density,

fK in this plane is found to be
2K2 1 2e

fK = K sin2 0 cos e = -K sin 2.
.K 1 4
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The total anisotropy energy contribution, EK, to the energy is then

E K=rRTK (1-25)

A comparison of this energy with the exchange energy, Eq. (1 -24), shows

that EK > E ex, and a new minimum energy distribution must be sought. The

anisotropy energy can be considerably reduced if the arrangement shown in

Fig. 1-2c is adopted by the magnetization. In this distribution, the magneti-

zation only changes direction in the vicinity of the planes indicated by the

dashed lines. Whether this distribution has a lower energy than that of Fig.

1-2b will depend on the energy of these transition regions.

b. Domain walls

The transition regions referred to above are also known as Bloch walls,

domain walls, or domain boundaries. Here a number of properties of the

walls will be discussed. In the example of the preceding section, the walls

appeared between domains whose magnetizations differ in direction by 90*

However, under circumstances which will be discussed below, walls occur

between domains whose magnetization directions differ by angles other than

900.

It should immediately be recognized that a domain wall represents a

higher energy state than a uniformly magnetized region, since it is in the wall

that the magnetization rotates from one easy direction to another, bringing

about an increase in the exchange energy. In addition, if the wall has any

significant width, an increase in the anisotropy energy will also occur since

the magnetization inside this region cannot be along an easy direction. In-

deed, if the magnetization within a domain is not along an easy direction,

this also will represent a high energy state. Hence it may be expected that

generally the magnetization within a domain will lie along an easy direction,

and this is found to be true. Under these circumstances the difference in

the direction of the magnetization on each side of a wall will reflect the

angular differences in easy direction.
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It may be expected that a magnetostatic contribution should also exist.

However, in the cases which we shall presently discuss V • M will always

vanish.

Although the problems in domain theory require the energies and shape

of domain walls in a finite sample, and since these have not as yet been

determined, the results for walls in infinite media which have been obtained

must be used. The wall energy obtained in this way is probably a lower

bound. Also, since our purpose here is to illustrate the principles of domain

theory and not to give an exhaustive treatment of the subject, the energy

calculation will be performed for a uniaxial material whose exchange energy

has the form for cubic materials and whose anisotropy energy takes the form

for a uniaxial material. For such a material the mathematical aspects of the

problem are less complex than for a cu'bic material and yield almost identical

results. Since the calculations for cubic materials proceed along the same

lines, the work of others will be cited. The anisotropy energy density that

will be used is

EK = K sin 2. (1-26)

In uniaxial materials only two preferred directions, e = 0 and Tr, exist

so that the walls always separate antiparallel domains. Choosing the posi-

tive z-axis of a rectangular coordinate system as the e = 0 direction, a

1800 domain wall is formed between the two oppositely oriented domains

on either side of the z -x plane.

If the rotation of the magnetization in the wall occurs with the y com-

ponent of the magnetization vanishing and if the magnetization has a constant

orientation in any plane parallel to the y-z plane, no magnetic poles will be

formed, and the formation of a wall will not increase the magnetostatic energy.

The total wall energy, o-, per unit wall area normal to the y-axis is determined

by exchange and anisotropy energies and is
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= ex dy + S EK dy. (1-27)

The integrations are taken over all space and Eex and EK are given in

Eqs. (1-3) and (1-26). If cylindrical polar coordinates are used to describe

the magnetization with 0 as the polar angle, then, since M = 0, the exchangey
energy reduces to

88 2
ex (1-28)

Since this equation considers only variations in a single direction, it is per-

missible to use Eq. (1-3) which pertains to cubic crystals here. Substituting

Eqs. (1-26) and (1-28) in Eq. (1-27) gives

"S=g A (L)2 + K sin2 8 dy (1-29)

for the wall energy, and our problem reduces to finding 0 = e (y) such that

a is a minimum and 0 = 0 at y =-oo.

The Euler equation for Eq. (1-29) is

d2

A- =KsinO cos.0 (1-30)
dy

2

dO
A first integral is obtained by multiplying by !L and integrating. This gives

dy

A (LO)2 = K sin20 + c. (1-31)

A consequence of the variational procedure which leads to the Euler equation,

Eq. (1-30), is that

dO= 0 (1-32)
dy

at the boundary where 0 = 0 so that c in Eq. (1-31) vanishes, and this equa -

tion becomes

dO,2 2
A(-) = K sin 0 (1-33)

dy
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which may be integrated to give

ln tan 1/2 K x, (I -33a)

where 0 = Tr/2 has been placed at x = 0, i.e., the middle of the wall. This

equation gives the course of the magnetization through the wall. The energy

of the wall is determined by using Eq. (1-33) to find

dy= A d0 (1-34)Ky= sin 0

which is substituted in Eq. (1-29) together with Eq. (1-33) giving

a-=2 So NA sinE dO =4 A/-KT (1-35)

A domain wall in a uniaxial material has a surface energy density of

4NfA-K7, and it is infinite in extent as seen from Eq. (1-33a). However, a

graphical examination of Eq. (1-33a) (see Fig. 1-3) shows that the significant

part of the rotation is in a distance of 6 or 7 Nf7/K units.

From Eq. (1-33) the total domain wall energy is seen to be composed

of equal contributions of the exchange and anisotropy energies. Equation

(1-30) shows that within the wall the exchange torques are balanced by the

anisotropy torques. These last two characteristics are generally true of all

types of domain walls.

In cubic materials the specifications of domain walls entail additional

information. When K > 0, 900walls, as shown in Fig. 1-2c, can be found in

addition to 180' walls. In the negative K case, 70.5" 109.50 and 1800 walls

must be considered. The transitions from one domain to another may also

occur along various directions. Lilley (19) has evaluated the energies for

many of these cases. From his results a number of wall energies and

widths are given in Table 1-1.
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c. Domain theory continued

Having obtained the properties of the domain walls which are required,

the discussion of the domain structure of the disk is continued.

If the walls which occur in Fig. 1-2c have energy a-, then the energy of

this arrangement, E , isw

E = 4oTR, (1-36)
w

when the contributions to the magnetostatic energy are neglected. Since

these walls have a nornml along the [ 110] direction, their energy can be

found from Table 1-1 to be

a-= 1. 7 rK4 " (1-37)

which gives for the total energy

E =6.8TR4K•''. (1-38)w

When Eq. (1-38) is compared with Eq. (1-25), it is again seen that

for sufficiently large R the arrangement of Fig. 1-2c is of lower energy.

However, as a result of magnetoelastic effects, this configuration can have

a large elastic energy. If this material has a positive magnetostriction, the

quadrant domains are elongated and must be in a state of stress as long as

the configuration is stable. This stress is greatly relieved, however, if there

occurs a breakup of the domains into the slab-like construction shown in

Fig. 1-2d. The strain energy is reduced at the expense of an increase in the

number of domain walls. The magnetostatic energy, which again is neglected,

has also been reduced below that of Fig. 1-2c. The dimensions of these slabs

will now be determined using the symbols defined in Fig. 1-2d.

If an additional magnetostatic energy contribution is to be avoided by this

structure, the walls must be placed so that the component of the magnetization

normal to the wall is continuous. This requirement then fixes the angle between

the 900 walls and the 180° walls in Fig. 1-2d as 135*.
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Since the calculation can be managed more readily if the slab-like con-

struction is uniform and if each slab has the shape and dimensions shown in

Fig. 1-4, such an arrangement will be assumed.

The total energy then is in part the wall energy and in part the magneto-

elastic energy stored in the wedges.

If the slabs are taken as rigid, the magnetoelastic energy stored in the

wedges will be approximately

cX 2d--- T

where c is the appropriate elastic modulus. Since the number of wedges is2R

approximately -R1, the total strain energy, E., will be
d R

E c2 2 T (1-39)
X 2

The wall energy, E w, is

2R d2T 4 + ±R d1
w= d-1 2 d •-T (1-40)

so that the total energy is

2 d1R 2R
E = cX - T+ - d2T a + 2 f5RT , (1-41)

2 d 12

and the d1 which minimizes this E is

dI = (1-42)
cX2

From this specific discussion of domain structure several features which

have a larger range of application may be noted. It is generally found that

domain structure disappears in small particles since the driving force for the

structure is magnetostatic energy, which is a volume effect, while the energy

of the structure usually depends on surface effects. Since volume effects

decrease faster than surface effects with a decrease in size, the disappearance
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of structure is to be expected. Further, the size of the domains is related

to the size of the specimen. This may be seen in Eq. (1-42) by identifying d2

with the specimen size. The point here is that the domain size is not a

fundamental constant of the material.

The manner in which the domain discussion has proceeded should be

noted, for it is a typical one. Instead of indicating the origin of the structure,

domain theory assumes the structure and chooses the dimensions of the domains

to minimize its energy. In each case the wall energy is determined from a

separate calculation. The alternative, and more rigorous, procedure is to

perform a calculation, much like the domain wall calculation, for a finite

specimen and to include in it all the various energy contributions. As yet

this variational problem has not proven tractable.

The experimental verification of domain theory has been made by a

number of techniques. The two most useful have been the Kerr magneto -

optic effect (20) and Bitter pattern (21).

The Kerr effect depends on the magneto-optic interaction which, in

essence, rotates the plane of polarization of a polarized light beam when it is

reflected from a magnetized surface. The direction and magnitude of the

rotation are proportional to the orientation of the magnetization. 180' domains

which are observed through a properly set analyzer give a black and white

appearance.

The Bitter pattern techniquLe employs a colloidal suspension of Fe3 04

in a soap solution. This suspension is deposited on a properly prepared sur-

face of the specimen. The Fe304 collects wherever magnetic poles exist on

the surface, and since this occurs most frequently when domain walls intersect

the surface, the Bitter patterns usually show only the outlines of domains. It

is in this manner that the technique has been most valuable. The surface prepa-

ration differs according to the structural form of the specimen which is to be

examined. Thin films which have been vapor deposited in a vacuum and whiskers



1-25

require no surface preparation. However, the surfaces of bulk materials

must first be polished and then treated to remove the resulting strain layer.

In metals this layer is removed by an electrolytic polish, while in ferrites

the surface is strain relieved by an anneal at the sintering temperature.

This latter treatment preserves the polished surface and at the same time

makes apparent the grain boundaries in polycrystalline specimens.

A number of the magnetic oxides are transparent when they have been

made sufficiently thin, and'for these oxides the magneto-optic Faraday effect

(22) (polarized light in transmission as opposed to the Kerr effect in reflec-

tion) has been used to examine the domain structure. It appears, however,

from the observations which have been made on yttrium iron garnet and

other garnets that the mechanical operations which form the thin section

leave large strains in the surface.

In preceding discussions, the relation of the external surface to the

domain structure of a single crystal has been given. There do, however,

exist other origins for the magnetostatic forces which bring about domains.

A number of these will be considered here. In each of these cases it is

again the reduction of magnetostatic energy which serves as the motivation.

Consider a nonmagnetic inclusion in a uniformly magnetized material

as shown in Fig. 1-5a. Since poles form on the inclusion, the inclusion will

cause an increase in the energy of the material.. The size of this energy will,

however, depend on the domain structure which surrounds the inclusion. If

the inclusion's dimensions are large compared to the thickness of a domain

wall, then, as Neel (23) has shown, the magnetostatic energy may be decreased

by a domain wall which bisects the pore as shown in Fig. 1-5b. This will

change the pole's configuration from dipole to quadrapole. The latter is a

lower energy state. Other low energy states also occur. In cubic materials

a typical state is shown in Fig. 1-5c. The magnetostatic energy is lowered

in this state by a reduction in pole density.
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If a strain field which changes direction with position exists in a material,

it can cause the magnetization to vary its orientation with position. Under

these conditions pole concentrations can develop in various regions. If a

domain wall bisects these pole concentrations, a reduction in domain wall

energy again occurs by the transformation of the dipole-like distributions

to quadrapole-like distributions. When these strain distributions make

certain locations preferable for domain walls, the wall energy becomes a

function of position through strain, and the total wall energy includes a

magnetostatic contribution.

Polycrystalline materials have not yet been discussed, for, in principle,

the same laws govern their domain distributions as govern the domain distri-

bution in single crystals which are easier to study. A major difference between

the two is that in the polycrystalline material magnetostatic energy depends

not only on the specimen's surface but also on the relationship of the magnetiza-

tion in a grain to the magnetization in surrounding grains. Large grains may

contain many domains, and Goodenough (24) has proposed that the magnetiza-

tion distribution in these grains consists of a periodic arrangement of domains.

From considerations identical to those which determined the minimum

single crystal size required for domains, it might be concluded that domains

should be absent from a fine grained dense material. However, direct obser-

vation of domains in fine grained thin magnetic films shows that this is not

the case. Prahe (25) has suggested that in fine grained materials the domains

will be aggregates of grains and that the domain boundaries will lie along

grain boundaries.

4. MAGNETIZATION PROCESSES

The ways in which magnetization changes take place, without regard to

the rate at which these changes occur, are considered here. The various

processes by which the changes proceed, the forces required to initiate these
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mechanisms, and the state in which they leave the material are examined.

Since our interest lies in switching properties, coercive forces are restricted

to about 10 oe and the range of applied fields to within an order of magnitude

of the coercive force. Therefore, the maximum applied field always remains

small compared to the field required to bring about absolute saturation.

a. Types of processes

From the discussion of domain structure it follows that the net magnetic

moment along a particular direction in a ferromagnet is determined by the

sum of the components of the magnetic moments of the individual domains in

that direction. If there are N domains and if the magnetization of the ith

domain is Mi, its volume is vi, and the angle it makes with the direction of

measurement is i, then the magnetic moment, I, of the material is

I=Z M.v. coscP. (1-43)

i

From this equation, one can see that the change i magnetic moment is given

by

dI = Mi cos idvi -ZMivi sin ý dP0i +Lvi cos 'di'dM. (1-44)

i i i

and that the changes occur by the one or more processes which change the

volume of the domain, rotate the magnetization in a domain, and increase

the intrinsic magnetization. Since this latter process only occurs at large

fields, it will be ignored hereafter.

The change in domain volume can be brought about either by motion of

the walls which surround it or by a rearrangement of the domain structure.

This latter process, however, is a special case of a rotation process.

Rotation processes may be distinguished from domain wall motion

processes by the sequence of rotations which transpires during a change.

When, in regions of the size of domains, the change of every magnetic moment



1-29

occurs simultaneously, the process is rotational. On the other hand, if

the change takes place through a sequential rotation of the magnetization,

the process is domain wall motion. This type of motion may occur simul-

taneously in a number of places in the specimen.

Rotation processes may be further classified as pure or nonuniform.

During a pure rotation, the aligned magnetization retains its relative spacial

orientation. During a nonuniform rotation, all of the magnetization rotates

simultaneously without retaining its initial relative spacial orientation.

This may happen in a number of different ways.

Mixed processes in which a sequence of domain wall motions and rota-

tion processes is needed to bring about the changes also transpire.

These various processes are distinguished in order that comparisons

of their field dependent behavior in an applied field may be obtained; for,

as in the domain structure problem, an analytical procedure from which the

most favorable distribution can be obtained is lacking. Instead, the fields

required to initiate and continue the magnetization change for each of the

various processes are determined individually. The process which requires

the smallest field for initiation can be expected to bring about the change.

When the applied field is large, two processes may be activated. The proc-

ess which requires the shorter time to complete is the important one.

Both rotation and domain wall motion may be thermodynamically reversi-

ble or irreversible. The Irreversible processes are usually known as switch-

ing or flux reversal processes. When they are prevented from going to com-

pletion by fields either of insufficient strength or of too short duration, partial

switching or partial reversal occurs.

When a magnetic field is applied to a specimen, its magnetic en

ergy is augmented by a magnetostatic term, EH. Writing Ep for the

remaining contributions to the magnetic energy which are functions

of the magnetization distribution, the total
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energy, E, is

E=EH +E . (1-45,

If q is one of the variables describing the magnetization, a change in

distribution will occur when the field is applied and when

3 E :# 0 (1 -46)

or

Eq 0 (1-47)

and

8 < 0. (1-48)
aq 2

Equation (1-46) applies when the field places the magnetic system in a non-

equilibrium state. Equations (1-47) and (1-48) cover the case of finding the

system in an unstable equilibrium. All the derivatives in Eqs. (1-46), (1-47)

and (1-48) are evaluated for the equilibrium distribution existing before H is

applied. If, during the course of the change, H is increased and, at some q,
8 2 Ea 2changes sign to become positive, then an irreversible change occurs.
aq 2

b. Domain wall processes

Some of the concepts of the last paragraph above are applied here to

domain wall processes. For simplicity, a 1800 domain is considered, and

the field is applied parallel to the wall.

The excess energy, E H, due to the applied field is

EH = 2MHV. (1-49)

If this domain wall were in a perfect material with infinite dimensions, then

there would exist no restoring or resisting forces, and the domain wall would

move at the slightest urging. In any finite material, this wall exists only
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because domains have formed to reduce the sample's total magnetic energy.

Any attempt to move the wall is then resisted by an increase in this energy.

Ordinary materials, which abound with imperfections, can supply many

resisting forces. Of these, those which are known to have the greatest effect

on wall motion are stress, nonmagnetic inclusions, pores and impurities.

The potential energy of these imperfections has been considered in Sec.

5,- where it was seen that walls can lower the energy of a concentration of

poles by taking a position which bisects them. An attempt to change this

distribution is met with opposition.

As an example of the resistance imposed on wall motion by porosity,

consider a regular array of spherical pores whose separation is s and

whose diameter, d, is large with respect to a wall width but small enough

so that no domain structure forms about the pore, as shown in Fig. 1-6.

A wall which finds itself amidst all these pores will take up the position shown

by the dotted line. This is the lowest energy position since the domain wall

area is minimum here and since the magnetostatic energy is a minimum.

If the wall moves, these two contributions to the total energy are increased.

The total wall energy, E, is then

E = EH+ Ew+ EM

in which E is the energy of the wall and is the product of the specific wallw

energy and the total wall area, and EM is the magnetostatic energy associated

with the position of the wall. For a 1800 wall EH takes the form

EH = 2MHV = 2MHSx. (1-50)

Here S is the area of the wall, and x is the domain width measured normal

to the wall. The wall moves when

dE = 0 (1-51)
dx
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or when

H=- I (E +EM) (1-52)

The calculations based on this model will not be carried further, for,

as Neel (26) has shown, any model which assumes a uniform distribution

of obstacles to wall motion is not in agreement with fact, and the results

determined from such a model cannot be correct. Moreover, in determining

H above, the domain wall has tacitly been assumed to be a rigid plane wall.

Usually, one expects this, for if, as an example, a 1800 domain wall were

not parallel to the magnetization on either side of it, a magnetic field would

arise Which would restore the parallelism. However, Neel (26) has shown

that under appropriate conditions the walls can deform and, hence, leave

the imperfections one at a time, thereby giving a smaller value of the coercive

force than in the rigid case. Neel also shows that EM is far more important

than E and determines the coercive force when the deviations which give
w

rise to EM have their origin in either magnetoelastic interactions or non-

magnetic inclusions.

Although Neel has shown that the term in Ew may be neglected, earlier

treatments (27) have used its variations with position to determine coercive

forces. Since on numerous occasions these calculations have been in good

agreement with experiment, their results will be presented. The factors

which may produce variations in E can be obtained from the relationw

E =- cS, (1-53)
w w

where o- and S are the wall energy and area respectively. An extension
w

of the treatment for domain walls given above shows that the magnetoelastic

effects also shape the wall and determine its energy. When account is taken

of these effects through X, the saturation magnetostriction, and a-, the stress,

the wall energy becomes

a- = aQi(K + 3a-/2)A.w
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a is a constant which depends on the type of wall. It can then be seen that

changes in anisotropy, stress, and porosity affect E . In some casesw

variations in A may occur.

This treatment always leads to coercive force variations which are

proportional to wall energy and, hence, to NK-in the absence of stress.

Neel's (26) treatment, in contrast, leads to the coercive force being

proportional to K. The coercive force, H , for a material with a volumec

fraction, v, of nonmagnetic inclusions is

H =rM log (1-54)

This equation was evaluated for approximately 40 alloys of iron for which v

was known, and the results were compared with experimental determinations.

The agreement is indeed impressive.

If the material is in the form of a polycrystalline closed ring or has the

shape of a picture frame each of whose sides is an easy direction, then the

geometrical shape of the specimen plays no role in providing the domain walls

which may be useful to change the magnetization. Under these circumstances,

if a domain wall process, changes the magnetization, the domain wall needs to

be formed. The field required to form this wall, i.e., to form a domain of

reverse magnetization, is the nucleating field. It may or may not be greater

than the field required to move the wall. Unless extreme care is taken during

the determination of the specimen's hysteresis loop, this field value will

appear to be the minimum field which can change the magnetization.

Goodenough (24) has established a theory of hysteresis curve shapes in

which the curve's shape, is determined by the field required to nucleate a

reverse domain. When, as in some materials, reverse domains are formed

by the reduction of an applied field, a state of low retentivity is left in the
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material. The hysteresis curve of this type of material is shown in Fig. 1-7.

As the field is reduced and the portion of the curve which lies between A and

C is traced out, reverse domains form. When the field is reversed and sub-

sequently increased, these domains grow until the reversal is complete. At

this time point D is reached, and when the field is decreased, identical nu-

cleation processes occur from D to E as did in going from A to C. In square

loop materials, according to this theory, no domains are nucleated during

the AC portion of the loop. Domains only form when the field is reversed

and increased. Then, according to this theory, when the reverse domains

occur, they are accompanied by a large change in magnetization if the nu-

cleating field, H , is larger than H , the field required to move the domainn c

walls. Otherwise, further increases in the applied field are required to

change the magnetization.

Goodenough has also determined the field required for the nucleation of

reverse domains and the conditions for the existence of square loop materials.

In this theory, the applied field is aided in bringing about the nucleation by

the fields produced by the poles which reside on the boundaries between grains

whose crystallographic directions do not coincide.

The coercive force is determined from the increase in magnetostatic

energy arising from the displacement of the walls from their nucleated

positions and the increase in wall area as a result of the growth of the

nucleated domains. It is found to be

0"

H =aM+a -M (l-55)
c 1 2 M

=a M+a M (1-56)
1 2 M

a1 is determined by the relative crystal orientations of the grains, and a 2

is the fractional rate of change of wall area with position.
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c. Experimental observations

The presentation of a comparison of theoretical conclusions with experi-

mental results has been postponed until now for two reasons. In the first

place, we are now in a position to recognize that domain walls are affected

by many influences beyond the reduction in external magnetostatic energy to

which their existence was initially ascribed. In the second place, the ex-

perimental position appears in a better light when magnetization changes are

considered together with the static distributions.

All of the essential predicated features of domains have been observed.

Domain structure has been seen to exist about nonmagnetic inclusions which

are sufficiently large (28). Predicted domain patterns on the surface of sili-

con iron specimens have been seen (29). Closure domains (29) and domain

nucleation at grain boundaries have been observed. In many of these cases,

the sizes of the domains have been calculated and have shown reasonable

agreement with the observed values.

A number of difficulties beset the direct comparison of theoretical and

experimental situations. Material parameters such as magnetization, stress,

anisotropy constants, and exchange stiffness constants are not always known.

As has been indicated, the walls also take up positions that are determined

by internal defects (stress, inclusions) which are unknown to the theory.

When the formation of domains cannot eliminate magnetostatic fields, these

also determine the structure. However, these fields cannot be determined

with great precision due to intractable geometries. A further difficulty which

besets the study of domain structure is the production of specimens whose

faces lie parallel to the planes in which the structure can be analytically

determined. In silicon iron a secondary domain structure occurs when

the specimen's surface deviates from a (100) plane by less than 0. 5° (29).

Further evidence of the validity of the theory of domain structures comes

from the interpretation of a number of observations in uniaxial materials.
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Goodenough (30) has shown the origin of the rick-rack patterns on a manganese

bismuth specimen, and Kooy and Enz (31) have interpreted the labyrinth patterns

seen on the surface of transparent barium ferrite single crystals.

One of the fundamental successes achieved in experimental domain theory

is the observation that displacement of domain walls is responsible for changes

in magnetization. Elmore (32) noted that change in the position of walls was

responsible for magnetization changes and concluded that previous observations

of the erratic random nature of the change (Barkhausen jumps) were the result

of the nonuniform motion of these walls.

Williams and Shockley (33), using a crystal in the shape of a frame, as

described earlier, were able, as a result of the simple domain structure

found in this shape, to measure both the position of the single mobile wall

and the magnetization as functions of the applied field. This work showed

in an unambiguous way that magnetization change can be attributed to domain

wall motion. Here again the irregularities which imperfections imposed on

the wall's motion were shown to be responsible for Barkhausen type changes.

Knowles (34) recently measured the position of walls in a grain of a

polycrystalline ferrite as a function of the applied field from which he deduced

the grain's hysteresis loop and then showed that it compared favorably with

a hysteresis loop measured for the entire specimen.

Additional evidence for the existence of domain structure is provided by

the calculation of magnetization curves. Neel and collaborators (35), as well

as Lawton and Stewart (36), have shown that high field magnetization curves

can be calculated if the domain structure is taken into account. The agree-

ment between theory and experiment is excellent. In these calculations,

however, the fine details of the domain structure are not required.

The application of domain structure to coercive force calculations has

also been successful. As has been indicated, N&el's theory has been applied
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successfully to iron. Wijn, Gorter, Esveldt, and Geldermans (37) have

shown that this expression is also applicable to ferrites.

Due to the domain wall size, its experimental observation which

could be correlated with theoretical deductions has been difficult. However,

several attempts at correlation have had reasonable agreement. Measure-

ments of domain wall energy by Bates and Davies (38) in an annealed perminvar

toroid gave a value in good accord with theory. Craik (39) and others, ex-

aMining under an electron microscope the Bitter patterns taken from a

manganese zinc ferrite surface, found the wall width to be in accord with

theory. Finally, Neel (40) has predicted that in extremely thin films the

magnetization in the domain walls lies in a plane perpendicular to the walls.

This is in contrast to bulk materials where the magnetization is always

parallel to the plane of the walls. Neel's prediction has been observed (41).

The Neel wall is a result of the magnetization within the wall seeking an

orientation which will reduce demagnetizing energies.

d. Magnetization rotation

The description of magnetization rotation processes, which were defined

in Sec. a, is continued here. The details of a number of nonuniform proc-

esses are given together with a discussion of the energy barriers which con-

front the rotation processes.

In any rotation process, as the magnetization changes its orientation,

its anisotropy energy changes. If the process is irreversible, the magneti-

zation must pass through an orientation for which this energy is a least a

relative maximum. If the rotation occurs while the magnetization is part

of a domain wall, the total energy of the system is not increased by this

occurrence since the energy in the domain wall is transferred from magnetic

moment to magnetic moment as the domain wall is translated. In a rotation

process in which the entire magnetization is in motion simultaneously this

transfer of energy is not possible, and the applied field must be of sufficient
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strength to at least pull the magnetization over the anisotropy energy barrier.

Whether other barriers of importance exist depends on the details of the

magnetization's spacial distribution while the rotation is executed. The

shape of the specimen, strain anisotropy, and porosity can provide these

other barriers. Since the strain anisotropy is similar to the magnetocrystalline

anisotropy, it will not be considered further.

The resistance to rotation offered by the magnetocrystalline anisotropy

is evident from its definition. The field required to turn the magnetization

irreversibly from one easy direction to another is readily found. We con-

sider, again, a material with uniaxial anisotropy, for here this symmetry also

introduces mathematical simplicity, and use the machinery introduced in

Sec. a to find this field. Since, for the moment, only the effects of anisotropy

are of interest, the specimen may be taken as an infinite and uniform body.

Before the application of a field, e, the angle which the magnetization makes

with the easy direction, is zero. When a field is applied which is opposed

to the magnetization, the total energy of the magnetization becomes

E = K sin2 0 + HM cos e. (1-57)

This energy will have an extremum when

dEj ne (1-58)

and the extremum will change from a minimui, to a maximum when

2dES= 2K cos2@ -HM cos e =O. (1-59)

de

From these last two equations it follows that e = 0 defines the orientation

of the magnetization until H > 2K. Then the energy of this orientation be -of te manetiatio unt N -•--.

comes maximum and that of e = T becomes minimum. Thus the height of

the anisotropy barrier, which can also be called the rotational coercive

force, H , for a field applied parallel to an easy axis, isc
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H = 2K/M. (1-60)c

The rotational coercive force also depends on the angle which the applied

field makes with the easy axis, and this field is a minimum when the applied

field is at an angle of 1350 to the initial easy direction. The critical field then

becomes K/M.

A similar analysis in cubic materials shows that the critical fields, H ,c

are of the order of

H = K/M. (1-61)c

In the iron garnets, using the values given in Chap. III, H is found to bec

about 40 oersteds at room temperature.

When the shape of the sample is taken into account, similar considerations

apply. As the magnetization rotates, poles are formed on the surfaces of the

specimen and demagnetizing fields are created which oppose the rotation.

Since the demagnetizing fields are sensitive to the specimen shape, a shape

dependent parameter replaces the anisotropy constant in estimating the rotational

coercive force. Since switching experiments are performed with torolds, the

coercive force determined by this geometry will be estimated. For this purpose

the toroid can be cut, unwrapped, and treated as an infinite cylinder. (This

latter requirement is necessary to avoid the ends of a finite cylinder.) Since

the demagnetizing field of a uniformly magnetized infinite cylinder vanishes

when it is magnetized along its axis and is 2TrM when it is magnetized transverse

to its axis, its demagnetizing energy density, ED, when it is transversely

magnetized, is

ED = rM2. (1-62)

It therefore has a shape anisotropy energy density, ES, given by

E = TrM2 sin2 E. (1.-63)
s
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Here 0 is the angle between the magnetization and the axis of the cylinder.

Hence fields of the order TrM will be required to produce an irreversible

change. Since in soft magnetic materials rM > 2K/M, the shape of the

material is the deterrent to the occurrence of a reversal by a pure rotation.

In yttrium iron garnet, for example, this shape barrier is some 300 oe high.

However, other rotational processes exist in toroids, or their equivalent

cylinders, which avoid this shape barrier. In order to describe these proc-

esses it is convenient to replace the toroids by cylinders in which the cylin-

drical coordinates - p, 0, z - are used to specify the position of the mag-

netization.

One of these processes is the uniform rotation process (42). In this

process the magnetization which is initially aligned with the axis of the

cylinder reverses by rotating so as to remain approximately tangent to the

cylindrical surface of constant p at which the magnetization is located. As

long as the magnetization lies approximately in these surfaces, surface poles

are not formed, and the demagnetizing barriers are unimportant. Neighboring

surfaces interact through exchange forces so that they are almost aligned.

These exchange forces act with the anisotropy forces to oppose the reversal.

In another rotation process (43), the spiral process, the magnetization

in a plane of constant z rotates in unison. The components of the magnetization

in the plane normal to the z-axis, M and M , depend on z and arex y

M (z) = M sin 2Trkz, (1-64)x ox

and
My(z) = Moy cos 2trkz. (1-65)

k is the wave vector. The shape barrier is avoided in this case by the

distribution of positive and negative magnetic poles over the surface of the

specimen. The proximity of these opposite surface poles reduces the strength
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of their fields in the interior of the sample. Here again exchange effects

augment the crystal anisotropy effects in increasing the barrier to rotation.

Various rotational reversal schemes which have been considered in

the study of the coercive force of fine particles are applicable here. They

will not be presented here for they give no additional physical principles.

The reader may consult a review paper by Luborsky (44) for further details.

Attempts to find a low value for the rotational coercive force meet with

difficulties as there does not appear to be any way for the internal interactions

to aid in overcoming anisotropic barriers. However, a modified rotational

reversal in a polycrystalline material might occur. In this case, the walls

would move by jumps over the grains, or a portion of the grains, which would

rotate as an entity. The additional fields required for this process come,

perhaps, from the demagnetizing fields of poles on the grain boundaries.

The nucleation process initiating domain wall motion serves as an example

of a modified rotational scheme.

e. Comparison of domain wall motion with rotation - threshold effects

In this section the values of the coercive force found for pure rotational

and domain wall motion models are compared. When the Net.. model for wall

coercive force is an adequate description, a comparison of Eqs. (1-54) and

(1-60) shows directly that in high density materials the wall coercive force

is less than the rotational one. However, when the porosity is low and if the

strains are unimportant, it is reasonable to assume that Goodenough's result

is a better description since it determines the coercive force in the absence

of structural defects. This result is given in Eq. (1-56). The second term,

which is the result of changes in wall area, is the product of the rate of change

of wall area per unit area and the specific wall energy. Since wall energies

are typically of the order of 1 erg/cm2 and since the rate of change of wall

area with distance is not greater than unity, this term is small in compari-

son to the rotational term. The term proportional to M is also small as its
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coefficient is due to the difference in alignment of neighboring grains.

Goodenough (24) shows that this coefficient is of the order of 10-3, and again

it appears that the coercive force on the wall model is smaller.

Experiments which show the difference between the rotational and wall

coercive forces have been performed in single crystal iron whiskers (45).

Crystals of this type possess large regions which are almost free of domain

nuclei, while other regions possess a large number of structural defects

which provide many domain nuclei. In the former regions, coercive forces

were found to be about 500 oe, while in the latter, about 10 oe. The different

magnitudes of these coercive forces are attributable to the absence and presence

respectively of walls in the magnetization change process. The existence of

domain walls in these materials is confirmed by Bitter pattern investigations.

It is interesting to note that the rotational coercive force for a perfect

crystal was expected to have been of the same magnitude as the anisotropy

barrier, i.e., some 560 oe. The lower value which was measured is

probably brought about by the demagnetizing fields associated with the surface

imperfections.

f. Remanent state

The magnetization distribution which remains in a polycrystalline toroid

after the material has been saturated along its circumference and the field

has been removed is, in the absence of intergrain interactions, expected to

be such that the magnetization in each grain lies along the easy direction

nearest the circumferential direction. Then, along this direction, the mag-

netization (37) has an average component, M , which depends only on ther

symmetry of the crystal, the sign of the anisotropy constant, and the grain

orientation. The ratio of this component to the saturation magnetization for

random grain orientation is:
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Anisotropy M r/M

uniaxial K > 0 0.5

cubic K > 0 0.83

cubic K < 0 0.86

However, measurements on unoriented cubic materials show that such

large remanent values rarely occur. These lower values can be attributed

to either porosity, stress, or reverse domains, singly or in combination.

When a strain is present, it can either change the symmetry to uniaxial

or make one of the easy axes more preferable than the others. If the degree

to which this occurs is large, uniaxial symmetry is substituted for the crystallo-

graphic cubic symmetry with the resultant lowering of the remanence value.

In a material which has nonmagnetic inclusions, a reduction in the reman-

ent magnetization results cither from the domain structures which form about

these inclusions, as has been indicated when the inclusions are large, or from

deviations of the magnetization from easy directions resulting from the fields

of the smaller pores. The manner in which these perturbations change the

hysteresis loop and reduce the magnetization at remanence may be thought

of in analogy to the demagnetizing effects introduced by deliberately forming

an air gap in a toroid (18). The net result is to shear the loop as shown in

Fig. 1-8 where the original loop is shown in part a and the sheared loop in

part b.

It may readily be seen from the figure that the effect of these demagnetizing

forces in producing reductions in the remanent flux is greatest in low coercive

force materials.

The nucleation of reverse domains by grain boundaries has been con-

sidered in Sec. b.

In most discussions of the switching properties of ferrites, the remanent

state is not considered. It is usually assumed that the ferrites are virtually
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saturated since they possess a square hysteresis loop. This type of loop

frequently is characterized by the ratio of its remanent flux density to the

flux density obtained when a certain maximum size field, not more than

100 times the coercive field, is applied. The closer this ratio is to one,

the greater is the resemblance of the material to the ideal. It is then

assumed that, since the material has a low coercive force, the flux density

at maximum field is the saturation flux density. The measurements on a

manganese magnesium ferrite, having the composition frequently measured

and discussed in respect to switching, which are given in the book by Wijn

and Smit (18) show that, although the squareness ratio of this material is

about 0. 9, the ratio of the remanent flux to the saturation flux is only about

0.6.

In this connection, the recent observations by Knowles (34) on material

of similar composition which also has a square hysteresis loop should be

noted. Knowles found that domains already exist at remanence and that

these domains are not nucleated. This is at variance with the Goodenough

theory of nucleation and its relation to square hysteresis loops and is fur-

ther discussed in Sec. Se below.

5. TIME DEPENDENT EFFECTS

The time dependence of various magnetization processes will now be

examined. The processes which will be considered are:

(1) Magnetization aging

(2) Time decrease of permeability

(3) Magnetic viscosity

(4) Switching

(5) Frequency dependence of the permeability

(6) Ferromagnetic resonance
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Each of these has associated with ita characteristic time during which the

magnetizationchonges and which ranges from nanoseconds to years. The

slower processes head the list which is not complete but is representative.

a. Slow processes

The slow magnetization change processes are considered in order to

show their relation to switching. A general characteristic of these processes

is that they are brought about by changes in the materials' chemistry or

crystal structure.

The room temperature aging (46) of certain magnetic materials is a

particularly slow process which results in a change of their remanent flux.

Such decreases of the magnetization appear over a period of years. They

usually can be associated with either an unstable crystal structure or with

the occurrence of chemical changes.

The time decrease of permeability and magnetic viscosity (47, 48),

which are frequently referred to as after-effects, have time scales of the

order of minutes to hours. The latter of these after-effects refers to a

measurement of the flux changed after the application of an applied field and

is similar to a switching experiment. Switching and magnetic viscosity are

distinguished from each other by the magnitude of the field in which the

change transpires. In a magnetic viscosity experiment the applied field is

not large enough to bring about a magnetization change and requires a ther-

mal fluctuation to augment its size in order to overcome the barriers to

change. In a switching experiment the applied field is sufficiently large

to carry the magnetization over the change barrier. However, in both

experiments, the magnetization change is an irreversible process.

The time decrease of permeability is usually brought about by one of a

number of diffusion processes. In each of these cases atoms find new posi-

tions in the lattice during the permeability experiment. These changes occur

as a result of the preference of the atoms to be oriented in a definite manner
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with respect to the magnetization. Magnetoelastic couplings are considered

to provide the interaction between the diffusing atoms and the magnetization.

In the thermally activated model (49), the change in magnetization is

the result of a thermal process which excites domain walls over the barriers

preventing their motion. The application of fields reduces the height of

these barriers and increases the rate of change of magnetization.

Similar considerations hold for the diffusion mechanism. In either case,

when the field is large enough, i.e., greater than the coercive force, these

processes are no longer important. In other words, the application of a

field changes the potential energy contour from two wells separated by a

barrier to a potential energy distribution in which the particles are on top

of a constantly decreasing contour. When the field is larger than the coercive

force, these mechanisms can be ignored. Since switching is an effect

associated with fields greater than the coercive force, these processes are

not considered further. In the following, only processes which occur when

the magnetization is driven by an external field are treated.

b. Equation of motion

In order to study the dynamics of a magnetization system, a relationship

giving the change of magnetization with time, as it is produced by the applied

field, must be obtained. This will now be done. The equation of motion will

first be obtained without consideration of dissipation, and then dissipation will

be introduced in a number of different ways in a phenomenological manner.

The consequence of each of the different dissipation terms will be examined.

When a field, H, is applied to a magnetic moment, j., the magnetic

moment experiences a torque, 4> X H. Now, from mechanics, it is known

that the rate of change of angular momentum is the torque. Then, if the

angular momentum of our magnetic moment is L, its time variation is

given by

dLd- = X H. (1-66)
dt
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For an electron moving in a circular orbit of radius, r, the magnetic

moment and the angular momentum are respectively

r X ev

2ýc ' (1-67)

and

L= mr Xv. (1-68)

From Eqs. (1-67) and (1-68), the gyromagnetic ratio, 'y, the ratio of 4 to

L is

-e (1-69)
L 2mc

Substituting this value in Eq. (1-66), the equation of motion for a magnetic

moment becomes

L_= yX H. (1-70)
dt

When the magnetic moments occur in a solid,. it is more convenient to work

with the magnetization, M, the density of magnetic moments. In terms of

this variable, Eq. (1-70) becomes

dM = yMX H. (1-71)dt

Also, in a solid, the origin of the magnetic moment resides only partially

in the orbital motions of the electrons; a large contribution comes from their

spin. Then, it is no longer correct to take the gyromagnetic ratio as given

in Eq. (1-69). For solids, the gyromagnetic ratio is written as

y = ge (t-72)
2mc'

The g-factor is unity for orbital magnetism and 2 for electron spin magnetism.

When a coffibination of these contributes to the total magnetization, the g-factor

can be greater than 2.
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One further point concerning the torque M X H must be made. This

torque, which was originally introduced as due only to the applied field,

should include all the torques which can act on the magnetization. These

torques may result from the magnetocrystalline anisotropy (including

magnetoelastic effects), internal magnetostatic interactions, and exchange

interactions and are derived from their respective energy densities in

Chap. V.

When only an applied field is present, the solution of Eq. (1-7 1) shows

that the magnetization precesses about this field as shown in Fig. 1-9. Note

that in keeping the angle between M and H constant energy is conserved in

this motion.

c. Equation of motion with damping

As a consequence of the conservation of energy, the solutions of the

equation of motion found above should show no tendency for the magnetiza-

tion to come into alignment with the total applied field. To account for the

fact that the magnetization does obtain an equilibrium position, a term has

to be added to the equation of motion which will cause the magnetization to

move toward the total field. A number of different forms of this term have

been used. Two of them, the Landau-Lifshitz (3) term and the Gilbert (50)

modification, have been used in switching studies. We will discuss these

equations here and then in Sec. 6 introduce Callen's (51) equation which is

a generalization of these equations and has the advantage that its parameters

can be identified with loss mechanisms. Another means of introducing the

damping terms is the Bloch-Bloemrbergen (87) scheme which has proved

useful in interpreting ferromagnetic resonance experiments. It has not as

yet been applied to switching. Since it may be obtained as a special case

of Callen's equation, we will not consider it any further.

Since a loss of energy accompanies the establishment of equilibrium, the

term which must be added represents a dissipative mechanism, and it is
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referred to as a damping term. This mechanism must act to decrease the

angle between the total field and the magnetization. A change in M in the

plane of M and li can cause this to occur. Landau and Lifshitz introduced

this term as

.2 [MXMXH],

M

and Gilbert modified it to' be

, (MXdM,

M dt

The complete equations of motion with these terms are

d-M = + y (M X H) - -j- (M X M X H) (1-73)
dt M

for the Landau-Lifshitz equation and

dM dM-ddt =+ y(MXH)- (Mx---) (-4

for the Gilbert equation.

The parameters a and X may be functions of the applied field, the

magnetization, the specimen shape, etc. to be determined by comparison

with experiment. Their significance can be shown by taking H to be a d. c.

applied field and the magnetization to be at a small angle 0 with this field.o

If the orientation of M is described by the polar coordinate system 0 and c,

where 6 is the angle between M and H while ý is the angle in the plane

normal to H measured from an axis normal to H, the Landau-Lifshitz

equation becomes the set of equations

de

M e- XH sinO (l-75a)

and
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M sin 0 d- + yMH sin 0, (1-75b)
dt

which for small 0 become

e _ f 0 (1-76a)
dt M

and

yH. (I-76b)
dt

Equations (1-76a) and (1-76b) show that as the magnetization precesses about

the field with frequency yH, it is decaying into alignment, H, with the relaxa-

tion time, -! M. Hence, X is a measure of the relaxation frequency. The
H X

relaxation time decreases with increasing relaxation frequency.

Using the same coordinate system, the Gilbert equation reduces to

M sin0 -L = yMH sine - aM L (I-77a)
dt dt

dO d4 1-7b
M-L = aM sin 0 d- "(I-77b)

dt dt
dcl

Substituting Eq. (1-77b) in Eq. (1-77a) and solving for -• gives

dtt&_ = y (I ( -78a)
dt +2"

l+a

Using this result in Eq. (1-77b) together with the small angle approximation

for sin 0 gives

dO = yH a 0 . (178b)
1+ a

A comparison of Eqs. (I-78a) and (1-78b) with Eqs. (1-76a) and (I-76b)

shows that the motion for the Gilbert modification is similar to that for the

Landau-Lifshitz equation. Here, however, the relaxation time is related

to a, and from Eq. (1-78b) it is seen that the relaxation time has a minimum.
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One then expects a long relaxation time for either large or small damping

parameters. The precession frequency in this case is also dependent on

the damping. When a is identified with X/yM and a << 1, the results for

the Gilbert equation are identical to those for the Landau-Lifshitz equation.

A consequence of the existence of a minimum of the relaxation time for the

Gilbert modification is the fact that the rate of loss of energy is a bounded

quantity. Although only small angles were considered above, this result

can be extended to include large angles. To this end the Gilbert equation

can be transformed, using a method given by Harrington (52), to the form

of the Landau-Lifshitz equation with the result that

dM -2 M XH) C 2 (MX MX H). (1-79)
1+a l+a

If again H is taken to consist solely of an applied field, then the rate at which

energy is lost,

dE _ d(M H) = H' dM (1-80)
dt dt dt -

can be shown for the Landau-Lifshitz equation to take the form

dE _ 2dt X2 (MX H) (2-81)

dt M2

and for the Gilbert modification the form

d__E = a (M X H). (1-82)
dt M 2l+a

Again, from Eqs. (1-81) and (1-82), it is seen that the rate of loss of energy

is limited in the Gilbert modification while it is limitless in the Landau-Lifshitz

formulation.

In almost all applications of these equations where the damping constant

is definitely known it is relatively small. When this is true the difference
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between the descriptions vanishes. Consequently, it is impossible on the

basis of experimental evidence to determine which of these phenom.-nological

equations is a better description. The popularity of the Gilbert modification

seems to stem from the fact that in certain magnetization reversal processes

it predicts a lower limit on the reversal speed as the damping parameter is

varied while all else remains constant. Since the existence of this limit also

implies that there exists a limit on the rate of dissipation and as there is no

reason to expect that the rate of dissipation should be bounded as the damping

parameter is varied, it would appear that the Landau-Lifshitz formulation is

closer to being the correct one.

d. Domain wall motion

In this section, the time effects associated with the motion of a domain

wall after the establishment of a field in its presence will be discussed.

The velocity of this domain wall will be given here, and it will be used to

describe switching experiments.

In 1935, in a paper which is now classic, Landau and Lifshitz (3) used

Eq. (1-73) to derive a relationship for the velocity of a domain wall. Since

that time their work has been reinterpreted by other workers. Becker (53)

and Doring (54) have shown the physical significance of these mathematical

results, and Kittel (55) has used the physical models of Becker and Doring

to extend the Landau-Lifshitz work to crystals with cubic anisotropy.

Landau and Lifshitz found that when a domain wall was displaced, its

magnetization rotated about an axis normal to the wall. From the discussion

of the precession of the magnetization in a field, it can be seen that a field

normal to the wall is required to cause such a motion. The presence of this

field, which does not exist in the static case, was interpreted by Doring to

signify that the moving wall acted as if it had mass. That is, it acquired an

energy while in motion which it did not have when it was static. Becker

then noticed that, since the wall had mass and since it lost energy while it
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was in motion, it is possible to represent the motion of this wall by a second

order linear differential equation with damping. The restoring force was

taken to arise from the same effects which lead to the coercive force of the

material. This equation has proven useful in the study of initial permeabili-

ties. The frequency dependence of the initial permeability can readily be

derived from a representation of this type. Although some of the problems

encountered in the initial permeability work are similar to those which

exist in switching, this work will not be considered in the following since the

points which are unclear in switching are equally unclear in the initial per-

meability studies.

In addition, since the measurement of initial permeability involves small

excitations, the damping mechanisms are probably different. However, one

point should be noted. Through initial permeability experiments, Pippin (56)

was able to conclude that domain walls exist in nickel cobalt ferrites and

garnet materials (these materials are identical, i.e., possess the same grain

size, etc., to the materials which were used in the experiment to be described

later) and that the motion of these walls contributed to the initial permeability.

For recent work and a review of the initial permeability theory and experiment

the thesis of Pippin (56) should be consulted.

When Galt (7) applied Becker's second order differential equation to

switching, the inertial term was neglected, and the equation was reduced

to a first order equation in which motion takes place in a system in which

the applied force is opposed by friction and a restoring force. Through

either this or the Kittel derivation, it is then found that the velocity of a

domain wall is linearly related to the applied field, if the damping is not

field dependent. The velocity of the domain wall is found to be

C(Qy2M2 + X 2)(H -Ho) A (1-83)
XM K
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In this equation, C is a constant which depends on the type of magneto-

crystalline anisotropy, H is theapplied field, and H is a threshold quantity0

which is similar to the coercive force. This equation holds only when the

damping is large enough to substantially dissipate the energy acquired by

the wall's magnetization from the applied field when the wall moves a dis -

tance equal to its own thickness. For small damping, the calculation of

the wall velocity can be found in Chap. V.

The central theoretical problem in the study of switching is the computa-

tion of the time it takes for the magnetization to reverse. If the mechanism

for reversal is domain wall motion, then, from a knowledge of the wall's

velocity and the distance it moves during a magnetization reversal, the

time elapsed during the reversal can be calculated. Taking d as the dis-

tance which the domain wall moves during the reversal, Goodenough (57)
-1

found that the inverse switching time, t , is given by

1-iI - - (H-H), (1-84)
t S 0

w

where S is found from Eq. (1-83) to bew

XMd -85)
Sw 2 2 2 A'C(yM +X)

If SW is a constant, the lit vs. H curve of Eq. (1-84) is linear.

The two parameters, S and H , in Eq. (1-84), measure the performanceW o

of a core material in a switching experiment. Devices, which are discussed

in some greater detail in Sec. 8, generally require that both S and H bew 0

small in order to keep the power dissipated as low as possible and to have

simultaneously rapid switching.

Since the only attempts at theoretically understanding the relaxation

process for wall motion have been made by Clogston (58), Galt (59) and
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Neel (60) for the single case where the dissipation occurs by anisotropy

relaxation due to the transfer of an electron between the ferric and ferrous

ions which occur ir y (dielectric) ferrites and since their calculations

are only applih. Ie in very small fields, the damping parameter, X, cannot

as yet be related to other material parameters. The relaxation of the

anisotropy torques in this mechanism is a process similar to the after-

effects discussed earlier. The relaxation is, however, much faster in

this process since electrons, and not atoms, are the diffusing agent. The

damping will be considered again below when damping processes in ferro-

magnetic resonance are reviewed.

The distance, d, as determined by Goodenough (24), would appear to

be independent of the applied field. However, the Goodenough calculations

which determined this distance were directed at determining the field required

for nucleation. The computation found the barrier heights and did not treat

the field dependence of d. Other domain processes have also been proposed.

Although these have not yet been completely analyzed, they appear to explain

a number of experimental results which are at variance with the Goodenough

theory. In the next section, we return to these topics.

e. Experimental results in the study of domain wall motion

Single crystal as well as polycrystalline materials have been measured

in order to determine the speed with which remagnetization takes place. In

this section, these experiments will be discussed. It will be seen that in the

single crystals the measurements have been predominantly directed towards

studying domain wall mobilities while in the polycrystalline materials the

measurements have been made to determine Sw and H Also, in the poly-

crystalline materials a number of experiments have been made to decide

whether domain wall motion contributes to the reversal process.

I. Single crystals

Gait (59) and Dillon (61) have cut single crystals of magnetite, nickel

ferrite, and manganese ferrite to form frames (see Sec. 4b), each of whose
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legs is parallel to an easy direction, in order to obtain a geometry which

is convenient for the study of domain wall motions. Hagedorn and Gyorgy

(62) have similarly formed frames of yttrium iron garnet. In these crystals

a single domain wall moving from one side of a leg to the other may reverse

the magnetization. Since these materials are cubic with an easy direction

along the (111) axes, the frames were diamond shaped.

The principal result of the Galt and Dillon experiments is that, for

small fields, the domain wall velocity is linearly related to the applied

field in accord with the deduction from the Landau-Lifshitz equation. The

qualification of small applied fields results from the observation that larger

applied fields produce more than a single wall in the reversal.

This point is particularly clear in Dillon's work (61) with manganese

ferrite. On two legs of this ferrite were wound small solenoids. In one of

these solenoids a step function of current was produced to cause a wall to

move from one face to the other in each of the legs in the frame. The other

solenoid was used to obtain a signal which was proportional to the rate of

flux change and which was displayed on an oscilloscope where it was noticed

that, for exceedingly small fields, a time delay occurred between the applica-

tion of the applied field and the initiation of the reversal. It appeared that

a nucleation time was required before the initiation of the motion. This

nucleation time disappeared as the applied field was increased. It was fur-

ther observed that, for small fields, the output consisted of a constant

amplitude pulse. When the applied field became larger, it was then seen

that the amplitude of the output pulse was not constant, and so it was inferred

that two walls were participating in the reversal.

The crystals used by Galt, unfortunately, contained a large number of

ierrous ions, and it appears that the transfer of electrons from these ferrous

ions to ferric ions dominated the magnetization damping.
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As will be shown below, the damping parameter may be measured in a

ferromagnetic resonance experiment. Although it is not as yet clear whether

this quantity is the same quantity which occurs in domain wall processes,

nevertheless, they may be compared. Since, for all these single crystals,

data were also obtained by ferromagnetic resonance, a comparison of the

relaxation frequencies obtained from domain wall motion and resonance could

be made. It showed that, in the case. of the presence of ferrous ions, the

damping parameter, which was frequency sensitive in the resonance ex-

periments, is larger than the parameters obtained from domain wall motion.

On the other hand, in the case of the manganese ferrite, it was determined

that the X for domain wall motion is larger than that for the ferromagnetic

resonance experiment. In the case of the ferrous ions this is in accord

with Clogston's (58) theory which predicts the frequency dependence of the

ferromagnetic resonance data and shows that the domain wall motion quantity

is smaller. In the case of the manganese ferrite one could expect to find a

situation similar to that of yttrium iron garnet since the magnetic ions in

each of these materials is in an S state. With the aid of the experimental

results which are given in Chap. IV it is seen that the relative sizes of the

switching and resonance relaxation frequencies are about the same for both

these materials. In the succeeding part of this section where polycrystalline

measurements are considered the switching measurements made on single

crystal and polycrystalline manganese ferrite will be seen to be in accord.

2. Polycrystalline materials

The experimental work on polycrystals has been directea at establishing

a model for the domain wall motion and at obtaining relevant quantities which

would describe the motion. The experimental situations have been similar to

those described above for the single crystals. A means for applying a pulsed

field to the core is provided as well as a means for observing the reversal on

an oscilloscope. However, a number of variations of this experiment have

been performed. In these, the applied field has been interrupted. Knowles
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(34) has performed additional experiments in which the surface of the

material is examined using the Bitter technique.

On the basis of the discussion in Sec. c above, it is seen that to describe

the motion of domain walls in polycrystalline materials one requires a model

showing where the walls are initiated and their path during the reversal. As

has been indicated, Goodenough (24) has proposed that the stray fields, pro-

duced by the grain boundaries as a result of the difference in the orientation

of the magnetization on each side of these boundaries, together with an

applied field initiate the nucleation process. He concluded that, at these

grain boundaries, a periodic structure of domains of reverse magnetization

is formed. He further proposed that these domains grow in an applied field

until they collide to reverse the core. In this model it is assumed that the

magnetization in each grain lies in an easy direction nearest the last applied

field. He then, as previously indicated, used this model to explain why

certain materials have rectangular hysteresis loops. The explanation is

that the fields at the grain boundaries are insufficient for a reversal and

that they require the aid of an applied field, which is in the same direction

as the reversed magnetization, to cause the nucleation. As a consequence,

in this model it is assumed that, as the field is reduced from saturation to

zero, no domain walls occur. It is, however, well known that not only is

the major loop in these materials a square loop, but also the minor loops

are square. In fact, the loop which possesses the maximum squareness

is found to be a minor hysteresis loop. The Goodenough theory does not

seem to account for this, for, in accord with this theory, minor loops should

not exist. This theory predicts a unique field at which the reversal should

occur. Further, it does not seem to take into account the fact that grains

which have different relative orientations have different nucleating forces

which could be responsible for a field dependence of d.
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According to Goodenough's theory, the absence of walls at remanence

implies that only rotational processes are responsible for the permeability

measured at this point. However, measurements of permeability at remanence

show that it is too large to be accounted for by only rotational processes.

And so domain walls must exist at the remanent state.

Knowles, on the basis of his observations of Bitter patterns, has pro-

duced a model for the magnetization reversal based on the movement of a

few boundaries which are always present within a grain. These boundaries

move freely over most of the grain, but snag at either inclusions or stress

centers. Using this model, Knowles accounts for the minor hysteresis

loops in ferrites. The model is also useful for explaining results in ex-

periments in which the fields for switching and resetting the magnetization

are different.

Vogler (63), on the other hand, has taken some objection to Knowles'

work in that he feels that the poles on the grain boundaries should be taken

into account. In effect, he attempts to combine the Goodenough and Knowles

theories. He also suggests that there are other places at which nucleation

can occur. In particular, he believes that in small, fine grained materials

domains are nucleated at-grain boundaries whose adjacent magnetization

does not lie along the easiest direction nearest the last applied field. These

relative orientations produce much larger stray fields than can be obtained

from Goodenough's arrangement. It appears clear that, if this model is

accurate, it too could explain the results which are at variance with

Goodenough's theory.

It is common to these various models that the distance the walls will

move in the reversal process does not exceed one or two grain diameters.

This places an upper bound on the size of d.

It should be noted that Goodenough's model without modification appears

to have some validity in large grained materials such as commercial silicon
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iron. Observations (64) here do seem to indicate some sort of regularity in

the distribution of the nucleated domains, and they appear to occur on grain

boundaries. Of course, the larger the size of the grain, the more energy

is stored in the stray fields and, hence, the greater is the possibility that

they can cause domain structure to appear.

Various interrupted pulse experiments (57, 65, 66) have been performed

to show that domain wall motion is the cause of the magnetization reversal.

It is believed that if domain walls are responsible for the magnetization

reversal, they will move in a uniform manner from their initial to their

final destination so that if the applied field is removed in the course of

this experiment, the domain walls will stop, and when the field is reapplied,

one will see a continuation of the process. For low fields, indeed, this is

what is found. At higher fields, it has been reported that the ensuing motion

is not the same as the motion which would have occurred if the applied field

had not been removed. This has been used as an argument for looking for other

than domain wall motion mechanisms as the cause of the magnetization

reversal. However, these effects can be justified in a domain wall motion

model. The basis for this interpretation is that the number of boundaries

that participate in the reversal is a function of the applied field. More

work has to be done in order to make any hypothesis concerning this effect

convincing.

It has additionally been observed (67) in high field experiments that the

curve of the reciprocal of the switching times as a function of the applied

field changes slope. This also has motivated a search for alternative

reversal mechanisms. Within the framework of wall motion, two possibilities

exist for understanding these changes of slope. Either d or X may be field

dependent. The field dependence of d has already been discussed. In Chap.

VI, the field dependence of X is introduced.
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It is difficult to make numerical comparisons of, or to reduce, the

already published data taken for polycrystalline cores because the pertinent

magnetic parameters for the materials under examination have not been

measured, or the required structural information is unavailable. There

are, however, a few cases for which we can compare the theoretical pre-

dictions with the experimentally determined values. In the first place,

single and polycrystalline measurements of manganese ferrite can be

compared. Matcovich and Kriessman (68) have measured polycrystalline

manganese ferrite at room temperature for which they give 114 as a value

of d. Although Dillon's measurements on the single crystal'material were

made at temperatures of 200'K and lower, they can be extrapolated to room

temperature if it is assumed that the empirically determined linear relation-

ship between the wall mobility and the temperature which exists from 0 0 to

200'K is continued to room temperature. This extrapolation leads to a wall

mobility of 3000 cm/sec oe, from which it follows that one can expect an Sw

in the polycrystalline material of 0.37 oe 4 sec which agrees reasonably well

with the measured value of 0.46 oe 4 sec. Not knowing the precise room

temperature mobility makes commenting on the comparison difficult. If the

estimated mobility value is correct, the uncertainty would be in the value of

d. Matcovich and Kriessman have chosen d as an average value. A better

method of estimation would account for the grain size distribution and employ

this distribution to determine d. The fewer large d's would then influence

the choice of d. Nevertheless, the closeness in the two values of S makes
w

it appear that the same mechanism is in operation in both materials.

The effect of applying a circumferential compressive stress on a toroid

which is being switched has been studied by a number of workers (69, 70) who

found that the switching parameter, S , increases with increasing stress.w

They also found that the field, Ho, required to initiate the reversal increases

with increasing stress. The increase in Sw is due in part to the increase in

the anisotropy energy, as a result of magnetoelastic effects, and in part to
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an increase in d. From Eq. (1-85), it may be seen that S increases withw

increasing anisotropy constant. In addition, the application of the stress

tends to bring about a greater uniformity of the magnetization orientation

in the remanent state. This is evident by noting that the squareness ratio

also increases with applied stress. This increase in uniformity reduces

the number of nucleating centers, and, hence, the domain walls must move

over longer distances in order to bring about the magnetization reversal.

Thus we see that S should also increase because of increases in d. The
w

increase of H is attributable to the increase in anisotropy.
0

The range of values which has been experimentally found for S runsw

from several tenths of an oersted microsecond to one hundred oersted

microseconds, as is evidenced by the values reported by van der Heide,

Bruijning, and Wijn (70). It is interesting to note that the large values of

S occur in materials which contain ferrous ions. These materials are
w

also amenable to an anneal in a magnetic field which induces ir~to the

material a uniaxial anisotropy. The values of S given by these workersw

were for materials which had been annealed. As in the case of applying

stress, the effect of the anneal is to align the easy axes in the various

crystallites and thus reduce the number of available domain nucleating

points. It is highly probable that one of the factors which is responsible for

the large S s found for these ferrites is the lack of places from which thew

walls could nucleate. Earlier in this section it was indicated that relatively

large damping could be anticipated in materials having ferrous ions. This

damping is no doubt another factor leading to the large S 's.w

The temperature dependence of S has bccn noted by several workersw

(69, 70). In each case they have found that S increases with decreasing

temperature. Undoubtedly the increase in anisotropy as the temperatur(e

decreases again plays some part in the increase of S • A complete discus-

sion of the temperature dependence of S should, however, include thewV
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temperature dependence of the relaxation frequency. Since such a dependence

has as yet not been established, further discussion is impossible.

It is our strong belief, mainly as a result of coercive force considera-

tions, that domain wall motion, or some mechanism closely resembling

domain wall motion, is responsible for the important irreversible mag-

netization reversals in small fields. As yet, only domain wall motion

has theoretically been shown to yield a low coercive force in materials

which are commonly used in switching experiments.

f. Rotation mechanisms

Changes in the value of the switching parameter, S , as a function ofw

applied field and the results of certain interrupted pulse experiments, as

have been indicated, have been taken as the need to propose additional

mechanisms for the magnetization reversal. Two such mechanisms which

are rotational mechanisms have been described in Sec. 4d. Although, as

has been discussed earlier, it appears that the threshold fields for these

mechanisms are quite large due to the anisotropy energy, we will treat these

mechanisms briefly since they have received a great deal of attention recently.

These two mechanisms have been proposed to take care of two different

regions of switching characteristics, the uniform rotation being the faster.

The theoretical treatment for these mechanisms (42, 43) has neglected the

anisotropy contribution and has determined the switching time and the output

waveform.

A detailed analysis of the nonuniform rotation (spiral) model shows that

the effects of demagnetizing and exchange fields can be neglected in a first

approximation thus simplifying the calculation for the waveform and the

switching time. The problem then reduces to the one which we considered

when we were looking for the physical significance of the damping parameter

in which the only torque was that due to the applied field.
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Integration of either Eq. (1-75a) or Eqs. (l-77a) and (1-77b) which were

obtained prior to making the approximations in the solution of that problem

gives for the component of the magnetization along H

M = M tanh -to (1-86)
H T

with
-1

t =T tanh cose . (1-87)

0 is the angle which the magnetization initially made with the direction of0

the applied field.
M 1

T = H (1-88)
H X

for the Landau-Lifshitz equation, and

1 2 1

T 1 (1-89)
Y, H

for the Gilbert equation.

The observed switching waveform is obtained by differentiating Eq.

(1-86) to obtain M4 H

hH M 2t -to

M sech2 T - (1-90)

This aspect of the calculation has found excellent agreement with experiment.

The switching parameter can be shown to be approximately

S = 2HT, (1-91)
w

which is

S=2M (1-92)w
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.ne Landau-Lifshitz case and

E_ +(1-93)
Sw a Yv

for the Gilbert equation. In this latter case, S has a minimum which is
w

1SW = o.2 oe ±sec. (1-94)

For details concerning the uniform rotation case, the original papers

should be consulted.

Gyorgy (66), who proposed these mechanisms, has indicated that in

small applied fields one should find domain wall motion as the important

mechanism. He states that as the field is further increased, the nonuniform

rotation mechanism becomes important, and in still larger fields, the

uniform rotation mechanism applies.

Since the motion of a domain wall, as has been shown earler, consists

of a sequence of rotations of the magnetizations and if the damping parameter

is not an especially strong function of the mode of reversal, it would appear

that a nonsequential process should be very much faster than a sequential

process. It should be expected that the time required for the magnetization

to reverse at any point in a domain wall would be approximately the complete

reversal time of a rotation process. Therefore, if 6 is the domain wall

thickness parameter, the ratio of the reversal times should be approximately

d/6, which in most materials is of the order of 10. No observations have

been reported which show this large a ratio.

6. RELAXATION MECHANISMS

The role which relaxation mechanisms play in controlling the speed of

switching requires that the loss processes which produce them be determined.

As has already been indicated, beyond the Clogston, Galt, and Neel calcula-

tions, which are applicable for only small applied fields and a special situation,
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relaxation mechanisms for domain wall motion have not received any atten-

tion. Consequently, we must turn elsewhere to obtain such information.

A useful source is ferromagnetic resonance, where a great deal of

work on loss processes has recently been done. Although the conditions

under which the dynamic magnetization changes take place differ in switching

and resonance, since the interactions are similar, one can, at least on an

intuitive basis, expect that there exist similar loss processes. Since the

extent of resonance relaxation studies is by now rather large, the subject

can only be briefly treated here. Further details may be obtained from

recent reviews by Buffler (71) and Rado (72).

In a typical ferromagnetic resonance experiment a small microwave

and a large d.c. field are applied in a ferromagnetic material. These fields,

which are at right angles to each other, are usually uniform over the extent

of the material. The d.c. field aligns the magnetization, while the microwave

field tilts the magnetization away from it. As the d.c. field is varied, a

resonance absorption line is found. At the peak of the absorption, i.e., at

resonance, the microwave field causes the magnetization to precess about

the d.c. field with a maximum transverse component. The steady state

value of this component is determined by the rate at which the absorbed

microwave energy is dissipated. The microwave field raises the energy

of the system by causing the magnetization to rotate away from the d. c.

fiele, while the loss processes carry away this excess energy.

There exist two general ways in which this loss may come about. In

the first, a spin-lattice interaction occurs in which energy is dissipated

as the result of the interaction of the lattice with the magnetization. For

example, this interaction may be caused by the modulation of the exchange

or anisotropy interactions by the lattice vibrations. In the second, the dissi-

pation process begins by a transfer of energy from the uniform mode brought

about by internal stray fields. This transfer of energy increases the system's
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exchange energy at the expense of decreasing the energy of the magnetization

in the d.c. field (spin-exchange interaction). Finally, this exchange energy

is transferred to the lattice where it is dissipated as heat ( exchange-lattice

interaction).

It can be shown (51) that the breadth of the resonance absorption line is

proportional to the strength of these interactions and that the parameters

describing these losses can be obtained from resonance measurements (73).

An equivalent method by which these relaxation mechanisms can be

examined arises from considerations relating to the manner by which the mag-

netization which has been uniformly tipped away from the d. c. field by a small

angle returns to equilibrium with this field. Callen (51) has shown that this

may occur in several ways. The mode is dependent on the relative strength

of the various mechanisms which can take energy from the applied field and

transfer it to the lattice. Although the resulting relaxation parameters may

be different in this case from those of resonance, the mechanisms are identical.

To describe these mechanisms, spin wave theory must be introduced.

It is in this language that most of the recent work in resonance relaxation

processes has been done. For our purposes, a spin wave may be considered

as one of the modes obtained in a sinusoidal Fourier analysis of the spacial

distribution of the magnetization with time dependent amplitudes. If the

magnetization is predominantly aligned along the direction of the applied

field, then the magnetization may be written as the Fourier series

/ ikr
M(t, x, y, z) = Mz(t) + I Mk(t)eik (1-95)

k

Here the applied field is taken in the z-direction. The M's are all vectors

with M(t) the total magnetization, M z(t) the average magnetization along

the applied field, and M k(t) the time varying vector magnitude of the spin
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wave of wave vector k. Since these spin waves represent a nonuniform

distribution of the magnetization, the creation of one of them produces an

increase in the exchange and demagnetizing energies; the latter arising

predominantly by virtue of internal demagnetizing fields. These internal

fields provide a means for the coupling of energy between the spin waves.

The spin waves of the wave vector, k = 0, also known as the uniform pre-

cession, represent the simple precession of the magnetization about the

applied field.

The spin-exchange relaxation referred to above then represents the

exchange of energy between the k = 0 mode and the k =# 0 mode. This is

equivalent to decreasing the energy of the magnetization in the 'applied field

at the expense of increasing the exchange energy since the exchange energy

is the domina~nt part of the spin wave energy. A number of perturbations

are presently thought to bring about these interactions. in the inverted

spinels, these perturbations (for example, spin-orbit interactions)(74)

take on the randomness of the location of the ions. Structural defects (71),

such as grain boundaries, pores, and surface pits, can also couple these

modes.

The k = 0 mode then loses its energy directly to the lattice or other

spin waves.

When a k = 0 spin wave is created, the total magnetic moment remains

constant while its z component decreases. But when a k =# 0 spin wave is

created, the total magnetic moment and its z component are decreased.

Using these facts, we now can describe the modes, which were referred

to earlier, by which the magnetization returns to alignment with the applied

field when it has been uniformly rotated away from it. If no energy is lost,

the magnetization precesses about the applied field. A k = 0 spin wave is

formed. If this spin wave loses energy directly to the lattice or ii it is
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converted into a k * 0 spin wave which loses its energy rapidly, the decay

will take the form shown in Fig. 1-10. On the other hand, if it loses its energy

to a k/ 0 spin wave which, in turn, does not lose its energy very rapidly,

the relaxation will take the form shown in Fig. 1-11. Here the magnetization

suffers a decrease in magnitude due to the long lifetime of the k :# 0 spin wave.

These effects are summarized in a dynamical equation developed by

Callen which is

dMd-- aiM+a2MX H+a3MXMXH. (1-96)
dt 1 2 3

Although this equation is similar to the Landau-Lifshitz equation, an immediate

difference is that the change in magnitude of the magnetization for Eq. (1-96) is

dIMI 2  2
= 2a M (1-97)dt 1

and does not vanish as in the case of the Landau-Lifshitz equation. Callen's

equation allows for changes in the total magnetic moment. The coefficients,

a., can be given definite physical meaning in quantum mechanical terms, i.e.,

in a scheme where the spin wave energies are quantized. The quantity a 2 is

the gyromagnetic ratio.

There also has been found a nonlinear spin wave process (5, 75) which

gives rise to energy absorption. In this process, which does not appear in

Callen's formulation, again the uniform precession is excited, and it transfers

its energy to a k :f 0 spin wave. However, due to the nonlinear nature of the

coupling when the k = 0 amplitude becomes sufficiently large (beyond a threshold),

certain spin waves become unstable, grow rapidly, and absorb large amounts

of energy from the uniform precession. In Chap. V, the time required to

establish this instability is discussed.

In general, the results of these theories show that the relaxation times

are inversely related to the linewidth and are dependent on the specimen size

and shape, the d.c. field, and the perturbations.
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Although direct application of the results of these theories cannot be

made to switching, these results enable one to make an intelligent guess

at the type of effects, and their underlying origins, which can remove energy

from the applied field. As an example, we consider a magnetization reversal

process which is being carried out by domain wall motion. Tile motion of a

wall is the result of the precession of the magnetization within the wall about

an effective field normal to the wall. Roughly speaking, this is'similar to

a resonance experiment in a slab, with the d.c. field applied normal to the

slab.

Clogston (76) has shown that the magnetic resonance linewidth, A[[,

that is broadened by an inhomogeneity which is not varying too rapidly, can

be given by

2H

AH = 2  J(nt, H/47rM).

2
Here, H is the mean square value of the perturbation expressed in oersteds,P
and J is a function of the sample's shape through the transverse demagnetizing

factor, nt, and of the applied field, H. For a slab, J > 1 and increases with

decreasing field and increasing magnetization. The relaxation parameter

then also increases with decreasing field. In the nonsaturated state, which

exists in materials which are switched, a large number of coarse grained

inhomogeneities are possible. We have already seen how they effect the

coercive force.

Other spin wave theories of loss, such as that of Clogston, Suhi, Walker,

and Anderson (77), show that the linewidth vanishes when the transverse demag-

netizing field vanishes.

It is not implied that spin waves should be, or would be, useful in switching,

since the spin waves describe deviations from a uniform magnetization. A

description of the deviation from the equilibrium which exists in small fields

would be required. This equilibrium distribution would contain domain walls.
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Wangsness (78) has shown that the decay of the magnetization must occur

to the total field. If exchange, anisotropy, and demagnetizing fields are present

in addition to the applied d.c. and microwave fields, the relaxation must take

place to the resultant of these fields. From this one can conclude that if, in a

resonance experiment, the relaxation occurs to an extremely large field, which

also exists in a switching experiment, the relaxation parameters determined

in the resonance will go over to switching. One such case occurs in certain

rare earth garnets. It is an example of a spin-lattice relaxation process.

The magnetic garnets consist of three magnetic lattices. Two of the

magnetic lattices consist only of iron ions. When the third lattice contains

only diamagnetic ions, as in the case of yttrium iron garnet, the resulting

material is seen to have a very narrow linewidth. However, when the

third lattice contains a rare earth ion, the linewidths are broad. From the

measurements of yttrium iron garnet, de Gennes et al (79) conclude that

the iron lattices make a negligible contribution to the total linewidths of the

rare earth garnets. And they have introduced a mechanism to account for

these broad lines which postulates that the rare earth ions interact strongly

with the lattice vibrations. The exchange field which couples the rare earth

lattice to the iron lattices then acts as a random field on the iron lattices

and brings about the relaxation of the total magnetic moment. Since this

exchange field is larger than any of the- other fields which are applied in

the switching or resonance experiments, it fulfills the condition under

which the relaxation mechanism can go over from resonance to switching.

This is further discussed and applied in Chap. VI.

7. THIN FILM SWITCHING

Thin ferromagnetic films have recently received a great deal of attention.

The interest is a result of the relative ease with which one can study their

magnetization processes and of the possibility of their use as very rapid

switching memory elements.
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In the following, the switching properties of thin films will be discussed.

Since the loss mechanisms involved in the switching process have not as

yet been resolved, little in a fundamental way can be learned from their

switching. However, here, as compared with toroids, the experimental

situation is clearer insofar as the experimental identification of the reversal

mechanisms is possible, and there have been some verifications of the pre-

dictions of the Landau-Lifshitz equation which are worthwhile noting.

The ferromagnetic films whose switching properties have been studied

are between 500 and 1500 angstroms thick and are usually made either by

vapor deposition in a vacuum or by electroplating from an alloy consisting-

of 83% nickel and 17% iron. They have a coercive force between I and 2 oe.

Unlike the bulk materials from which they are made, a uniaxial anisotropy

can be induced in them through a magnetic anneal. This induced anisotropy

provides a preferred axis for the magnetization within the plane of the film,

and the induced anisotropy constant usually lies between 3000 and 5000 ergs/cc.

The films, as a result of thicknesses which are neglibible relative to

cheir other dimensions, are free from demagnetization and can exist as a

single domain whose magnetization lies entirely within the plane of the film.

Multidomain states also exist.

It might appear that the prime motivation for the use of thin films as

switching elements stems from the desire to eliminate eddy currents which

are induced during the switching. In thicker materials these eddy currents

serve as a brake on the magnetization reversal by preventing the applied

field from rapidly penetrating the medium. However, it is known that eddy

current losses are no longer the only factor which controls the speed of

reversals in ferromagnetic tapes of less than 1 mil thickness such as are used

in switching memory elements. Rather the incentive lies in another use

of the films'geometry.
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The effect of the films' shape (80) may be seen by considering a rotational

magnetization reversal which is brought about by a field which is oriented along

the easy axis in a direction opposite to the magnetization of a single domain

film. If the applied field and the magnetization are not precisely antiparallel,

a torque is applied to the magnetization. This torque will cause the mag-

netization to precess about the applied field. The magnetization will tend

to turn out of the plane of the film, and when this occurs, a demagnetizing

field will arise which is normal to the surface of the film. This field causes

the magnetization to precess about it, and so the magnetization reverses.

The time for this reversal can be readily estimated. The frequency,

w, with which the magnetization precesses about the demagnetizing field,

HD, is

wo = yHD. (1-98)

Since the magnetization makes half of a revolution in reversing, the reversal

time, T, is

T =T (1-99)yH D

HD can be found from energy considerations. Since the demagnetizing field

changes as the magnetization rotates, HD is an average value. An approxi-

mate value for HD would be its value after the magnetization has rotated

and completed 50% of its reversal. At this time the magnetization has

decreased its energy in the field, H, by an amount HM, which, in the

absence of losses, is converted entirely to demagnetizing energy. If the

magnetization at this time makes an angle 0 with the plane of the film, the

demagnetizing field will be 41rMO, and the demagnetizing energy will be
2 2

2TrM20 . Equating the loss of energy in the applied field to the gain in

demagnetizing energy, 0 is found to be

H-
6 = (-100)

2wM
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from which HD is given as

H D = N8 Tr -MH-. (l-101)

Typically, M is approximately 700 emu, and H is I oe. With these values

the demagnetizing field is about 100 oe. Using this value in Eq. (1 -99) gives
-9

a reversal time of about 10 seconds. This has not been observed for reasons

given below. However, in larger applied fields, the magnetization reversal

of thin films has been brought about in times of this order of magnitude.

There are a number of reasons why the rapid reversal in small fields

does not occur. In the first place, in small applied fields it is found that

the magnetization reversal proceeds by domain wall motion and not by

rotation. The induced uniaxial anisotropy provides the barrier which prevents

a coherent rotation from taking place. Hence, fields of about 4 to 6 oe are

required for rotational processes. Yet when fields of this size are applied,

rapid switching does not occur. The details of what does occur at this time

have been described differently by various authors.

Hanzel and Conger (81) argue that when an applied field is increased

beyond the coercive force of the material, the number of walls contributing

to the reversal process increases until the applied field is the size of the

anisotropy field. The increase in the number of walls is the result of a

nucleation process in which the nucleating field strengths have a statistical

distribution. One would then expect that as the applied field increased, the

distance a domain wall would move would decrease and this would be portrayed

by a continual change in S • However, such a change in S has not beenw w

observed. Gyorgy has pointed out that the energy required for the number

of nucleated walls needed in this mechanism is larger than the available

energy. Smith (82) has recently, with the aid of a Bitter pattern examination

of the domain structures which he believes take part in these reversals,

clarified the situation. The magnetization distribution of these domains is
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of a complex nature. From Smith's photographs it would appear that the

magnetization change takes place by rotations and a discontinuous growch of

these domains. This growth does not occur by domain wall motion, but

rather the domain boundaries are extended by a continuation of the nucleation

process.

That domain wall motion and magnetization rotation processes take

place in this region between the coercive force and the anisotropy field is

easily verified directly by experiment since both the magnetization change

along and orthogonal to the applied field can be observed. When domain wall

motion is the important process, there is no output from the transverse pick--

up as a result of the domain walls always moving parallel to the easy direction.

However, when rotational processes take place, the transverse component

is seen, if there is any degree of coherence. Such observations have been

made in which it has been seen that the rotational contributions increase with

increasing field.

For fields larger than the anisotropy field there seems to be general

agreement that the reversal mechanism is a uniform rotation. However,

again, reversal times as low as those which we indicated above are not

obtained in small fields. One of the reasons for this is that, in the above

estimate, damping was neglected. Harte (83) has also pointed out that if

the rotation is not perfectly uniform this would lead to longer than anticipated

switching times, since some of the energy that would have brought about the

rapid rotation goes into maintaining the nonuniform distribution.

In the description of rotational switching given above, no indication is

given of why the magnetization finally comes into equilibrium with the applied

field. It would appear, in the absence of damping, that the magnetization

would rotate on past its equilibrium. A more careful examination of this

situation, using the Landau-Lifshitz equation, shows that oscillations will

occur when the damping parameter is sufficiently small. Dietrich and
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Proebster (84) have observed such oscillations. These workers have also

observed switching times of the order of millimicroseconds in a film whose

coercive force is 1. 7 oe. In a field of 6 oe applied at an angle of about 10

degrees to the easy axis, Wolf (85) has also observed free oscillations of

the magnetization which has been displaced slightly from an easy axis.

8. DEVICES

As indicated earlier, devices uscd in conjunction with electronic equip-

ment have brought about an interest in and have made important the study

of the switching properties of magnetic materials. Although many applica-

tions for switching ferromagnets exist in radar and low frequency magnetic

amplifiers, the predominant applications are in digital computers where

ferromagnets are used for memory and logic devices. In this field, a large

number of circuits have evolved which employ magnetic cores for these

functions. Since a number of extensive reviews (86) exist on the subject

of their operation, only the role played by the magnetic material will be

treated here. For this purpose it will be assumed that the magnetic mate-

rial has a square hysteresis loop, is toroidal in shape, and is wound with

a single coil of N turns. In certain applications of importance the coil

consists of a single turn.

We first note that during the switching of such a core its impedance is

almost entirely resistive. This is most readily seen through consideration

of the voltage induced in the winding by the switching of the core after the

application of a current pulse of constant amplitude and the voltage which

appears after its removal. When the current is applied, it is found that the

core switches and produces a large output voltage. However, when the

current is removed by opening the circuit which connects the current source

with the core, only a relatively small reverse voltage appears. If the

equivalent impedance had been reactive, energy would have been stored

during the current pulse, and the subsequent removal of the current
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would have been accompanied by a large voltage pulse. Hence, it must be

concluded that the core acts as a dissipative element during the switching.

An average value for this resistance can be computed as follows. If

the core reverses an amount of flux, A4, in a time, t, then the average

voltage, <V>, produced during the switching is

" "V> = (1-102)
t

Since this voltage is the response to an applied current of amplitude, I, the

average resistance, <R>, seen during the switching is

<R> = N It (1-103)
it

In order to proceed further a relationship between the applied field and

switching time is required. In most applications it has been found that Eq.

(1-84) holds. Using this equation and noting that in a toroldal core H = 4NI/d,

the current which switches the core in a time, t, is found to be

S

I- (W + H) -N (1-104)
t o 4N'

where d is an appropriate average diameter of the core.

Since nO = AAB, where A is the cross sectional area of the toroid and

AB is the change in flux density, and using Eqs. (1-103) and (I-104), the

average resistance can be written as

S4N2 A B
<R> =- - -(1-105)

(S +H t) dw 0

In many high speed switching applications S >>H t. Under this condi-
w o

tion the average resistance becomes

N2AA

<R>= SN B (1-106)
S
w
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From these equations it is seen that the core's resistance is determined by

its shape, the material, and the number of turns in the winding. When the

core's dimensions are fixed, the resistance per turn squared is determined

only by the material through the parameters, AB and S w. With all other

characteristics the same, the faster switching material, i.e., the material

with the smaller S , will have the higher resistance.w

The average power dissipated by the core is approximately

<>=2-Aqb AdA~B
21-t = 2d- (S + Hot). (1-107)

2t

Since TrAd is the volume of material in the toroid, the power dissipated

by the switching is proportional to its volume and increases as the inverse

square of the reversal time. For a given core size and switching time, a

material with low S , low threshold fields, and small flux densities is
w

required in order to reduce the driving power. Since other factors, such as

signal-to-noise ratios and leakage inductance of wound cores, determine the7
flux density, and since for many applications S >>H t, the reduction of Sw o w

is all that remains to decrease power consumption.

Since the energy required to switch a toroid is small as a result of the

typically small volume which these cores possess, it would appear the fur-

ther power reduction is not required. Whatever power dissipation does occur

does serve to heat the toroid and, as a result, changes the material's prop-

erties. This is particularly deleterious in materials which have a low Curie

temperature. In addition, when rapid switching is desired, expensive cir-

cuitry is required and the cost of this circuitry increases rapidly with in-

creasing power. Since in many applications this cost exceeds that of the

magnetic material and in practically all applications it represents a large

fraction of the price of the magnetic device, improved magnetic materials

can lead to substantial economics in circuitry.
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CHAPTER II: EXPERIMENTAL TECHNIQUES

1. INTRODUCTION

In this chapter a description will be given of the instrumentation and

measurement procedures used in taking the data to be presented in later

chapters.

The system used for measuring switching times is treated generally,

and then it is followed by a fuller discussion of its various component parts.

How this system may be used to determine the switched flux is shown. And

the techniques used for grain boundary and domain wall observations are

given.

2. EQUIPMENT FOR SWITCHING MEASUREMENTS

a. General discussion

The equipment which was employed to measure the switching properties

of ferrite and garnet toroids consisted of a mercury relay pulse generator,

a coaxial line, voltage sensing and cancelling coils, and an oscilloscope.

Figure 2-1 is a block diagram showing the arrangement of this apparatus.

The toroids, whose inner and outer diameters were 70 and 100 mils

respectively, were placed in the coaxial line for measurement.

The pulse generator supplied a series of positive and negative current

pulses to switch and reset the cores. It is convenient in describing the ex-

periments to use the term "switch" to denote that portion of the cycle during

which the toroid is removed from its initial magnetic state and its switching

time is measured and the term "reset" to denote the remaining portion of

the cycle in which the initial state of the toroid is restored. As a rule the

reset field was held constant, while the switching field was varied (see

Chap. IV).
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In order to observe on the oscilloscope the switching waveform from

which the switching time was measured, a single turn voltage sensing coil

was coupled to the toroid. Since this coil was also coupled to the applied

field, an adjustable single turn cancelling coil, which coupled only to the

applied field, was connected in series with it so as to subtract that part

of the signal due to the changing applied field. When the cancelling coil

was properly positioned, the voltage at the output terminals of the series

connected coils consisted only of the voltage induced by the changing mag-

netization within the toroid.

The amplitudes of the current pulses were independently variable so

that the switching time could be measured as a function of the applied field.

The mercury pulse generator could supply switching and reset current

pulses up to 30 amps with a rise time better than 7 nsec (i.e., 7 X 10-9

sec) at a 60 cycle rate. Magnetic fields of 45 oe could be obtained at the

outside diameters of the toroids which were used here.

b. Coaxial line and voltage sensing coils

The coaxial line which was used is shown in Fig. 2-2. It was made

entirely of brass except for a polystyrene insulator which held the inner

conductor in position at the non-short-circuited end. The plug on the other

end shorted the line, and it was removable in order to admit the sensing

and cancelling coils and the toroid which was to be measured. These coils

are shown in Fig. 2-3a. The lower portion of the sensing coil was a brass

tube which enabled it to fit and slide over the inner conductor from which

it was insulated by a coating of varnish. One arm of the sensing coil was

movable. When it was raised, the toroid could be placed over the tube.

When it was lowered, it fit into a hole in the tube. This arm was made of

phosphor bronze so that it held itself in position and made good contact

because of its ability to act as a spring. A picture of the assembly is

given in Fig. 2-3b.



POLYSTYRENE

FIG. 2-2 THE COAXIAL LINE IN WHICH THE MEASURMENTS

WERE MADE. IT IS MADE OF BRASS EXCEPT

AS LABELED.

TO
SCOPE

FIG. 2-3o THE VOLTAGE SENSING (LEFT) AND CANCELLING

(RIGHT)(SINGLE TURN) COILS. THE TOROID

WHICH IS MEASURED IS PLACED ON THE

TUBE LOCATED AT THE BOTTOM LEFT.

FIG. 2-3b PHOTOGRAPH OF THE VOLTAGE SENSING AND
CANCELLING COILS ILLUSTRATED IN FIG. 2-3o.
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The position of the toroid was fixed when it was placed inside the

coaxial line, since the phenolic board (see Fig. 2-3b) to which the coils

were connected slid in a pair of grooves which had stops to limit its travel

and locate its position during measurement.

The toroid was measured in the coaxial line for two reasons. First,

it was necessary to have a low inductance transmission line (see Sec. d

below). Second, the coaxial line provided a geometry in which the applied

fields had the required cylindrical symmetry and could easily be determined.

c. Operation of the mercury relay

The mercury relay was chosen as the switch to form pulses, since it

can close its contacts in a time less than 1 nsec and can conveniently handle

heavy currents. The relay consists of a mechanical switch enclosed in a

glass tube in a high pressure hydrogen atmosphere. The switch has two

back and two front contacts, as well as a swinging armature which is in a

cantilever reed structure. The transfer of the swinger from the front to

back contacts makes those circuits attached to the back contacts and breaks

those connected to the front contacts. The reverse occurs when the swing-

ing armature is returned to the front contacts. A pool of mercury at the

bottom of the tube wets the contacts through a capillary formed by the

swinger. The combination of the mercury wetting and the high pressure

atmosphere results in an instantaneous make and break of contact. The

initial circuit closure made by the swinger with a set of contacts is formed

by a drop of mercury which acts as a flexible bridge.

The glass tube is placed inside a solenoid. Since the swinger is made

of a magnetic material, it can be transferred from one set of contacts to

the other by the magnetic field which results from a current in the solenoid.

d. The current pulse generator

The mercury relay pulse generator which was designed for the switch-

ing experiments was patterned after a pulse generator described by Narud (1).
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In order to supply the required large currents with a minimum of

power, the mercury relay discharged a charged capacitor into the coaxial

line. The circuit used for this is shown in Fig. 2-4. Capacitor C 2 which

was discharged into the coaxial line was charged when relay K-i was closed

and relay K-2 was open. It discharged when relay K-i was open and relay

K-2 was closed. The duration of the discharge was controlled by the time

constant, RI C . Since R1 determined the current in the line, its value

was determined by the d.c. voltage that could be applied to the relay. C1

was determined by the available input power. (The energy stored in C1

was proportional to its size and was dissipated each cycle.) These consider-

ations led to a choice of R as 10 ohms and C as 0.6Af. With this time

constant the current remained sufficiently constant so that switching times

under 0.4/sec were measured and found to be within 1% of the times meas-

ured when C was increased eight-fold. R2 was chosen so that C1 could

fully charge during that part of the cycle in which K-I was closed. Meas-

urement of the power supply voltage, V, with the meter, M, in Fig. 2-4

gave the peak current, I, in the coaxial line,

I= V (2-1)

which produced the switching field. The voltage measurement was made

with a meter whose accuracy was ± 1% of full scale. The errors in the

field due to measurement were then ±0.4 oe between 15 and 40 oe, ±0.15

oe between 1.5 and 15 oe, and ±0.015 oe for fields below 1.5 oe.

When switching fields of a longer duration were required than could be

furnished by CI and RV external capacity was added. The power require-

ments here were small, since the long switching times occurred at low

values of the switching field.

The capacitor, C 1 , consisted of six 0. 1/If ceramic capacitors wired

in parallel, while the added capacitors were either 2 or 4/f oil filled paper

capacitors. The large external capacitors, due to the size of RV, did not
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always charge in the available time. When this occurred, the voltages

were measured with an oscilloscope and had an accuracy of 3%/o.

In order to decrease the inductance of the contact circuit of the relay

K-2, it was removed from its protective metal case, and connections were

made directly to the mechanical elements. The rise time of the current in

the circuit was determined by the inductance of the coaxial line (about 2

my±h) in conjunction with resistor RI.

The multivibrators which operated relays K-i and K-2 were adjusted to

operate at a 60 cycle rate. They were triggered by the 60 cycle line to

energize the relays out of phase.

The circuits which provided the reset current were similar to these

and will not be discussed. The mercury relay was used wherever relays

were required. Only in position K-2 did it serve as a fast switch. In the

other positions it was used because of its noise free contact transfers.

The particular relay used here was the Western Electric 276d.

e. Switching voltage display

The voltage produced at the output terminals of the sensing and cancel-

ling coils was brought to the oscilloscope (Tektronix 545A), where it was

displayed, by a coaxial cable terminated in its characteristic impedance.

Typical output pulses are shown in Fig. 2-5. These particular curves were

obtained from the switching of an yttrium iron garnet.

The switching time was defined as the time difference between the two

points in the switching waveform whose amplitude is 10% of the maximum.

If two maximums occurred, the second maximum was used with this defini-

tion. If two or three mechanisms are present in the switching process and

if each occurs in substantial fractions of the material, this definition of the

switching time produces a measure of the slowest mechanism since it en-

compasses almost the entire flux reversal. The flux which switches after

the second 10% point is sufficiently small so that it cannot represent a

significant mechanism.
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FIG. 2-5 TYPICAL SWITCHING WAVE FORMS OF
YTTRIUM IRON GARNET. a) APPLIED
FIELD 4 oe., HORIZONTAL DEFLECTION

0.1 /Lsec/div., (b) APPLIED FIELD Boe.,
HORIZONTAL DEFLECTION 0.04 /L sec/cm.

(c) APPLIED FIELD Iloe. HORIZONTAL

DEFLECTION 0.02 a•sec/cm.
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The calibrated time bases of the oscilloscope were found to be accurate to

better than 1%. This was determined by measuring appropriate sine waves

whose frequency was known to within 0.03%. However, a limitation was

imposed on time measurements by the reading resolution. This amounted

to 1% of the full scale value.

A far more serious error occurred in the time measurement if account

was not taken of the finite bandwidth of the oscilloscope. The effect of this

bandwidth was to broaden the pulses. Since the bandwidth of the oscilloscope

and the plug-in unit combination which was used was 30 mc, these effects

became important when the switching time was less than 30 4sec. However,

these effects could be accounted for and the introduced error eliminated in

the manner which follows.

Since the oscilloscope had a distributed amplifier, its transfer function

could be approximated by a gaussian function. In Fig. 2-5 it can be seen

that the faster switching pulses have a gaussian appearance. Then, from

the solution of the transient circuit problem of a gaussian pulse in a gaus-

sian filter the width, t., of a pulse at the input of the amplifier may be de-1

termined when the width, to, at the output of the amplifier is known. The

result of this calculation is that

2 2
t. = t - 374, (2-2)
1 0

where t. and t are measured in nanoseconds.
1 0

From Eq. (2-2) it was seen that, for pulses greater than 100 nsec,

the response time of the instrument affected the measurement to less than

2%, so that the entire error in measuring the switching time was in the

ability to read the scale. Since the available time bases were in the ratio

of 1 to 2 to 5, the largest reading error occurred for a midscale reading

on the 5 scale where the error was 2.5%.
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For the switching times where Eq. (2-2) was important, the error

became somewhat larger. At the limit of the scope's resolution, t waso

about 20 nsec. Since the reading was made on a 200 nsec time base, there

was a possible 10% error from reading of the scale. Here the error in-

troduced by the assumption that the switching pulse and the scope ampli-

fier were gaussian must also be considered.

A check on the scope's resolution did indeed show that the limit of

resolution was about 19 nsec when the fastest available core switching

pulse was measured by the oscilloscope. However, it was found that the

response possessed a 20% overshoot which was probably due to imperfect

adjustment of the scope's vertical amplifier. (This was not a core charac-

teristic, for the same signal appeared when the fast rising current pulse

was differentiated and displayed.) The overshoot was barely discernible

when the pulse was broadened to 40 nsec.

To avoid these errors, the measurements were limited to 40 nsec.

In this region, the precise response of the amplifier was not important,

and the reading error was only 5%.

f. High temperature measurements

The switching measurements which were made at temperatures above

room temperature were obtained by placing the entire switching equipment

in a Cenco drying oven. The temperature of this oven is thermostatically

controlled. Since the field which is applied to the core is determined by

the resistor in series with the coaxial line and since this resistor's value

could change with temperature, its value was measured during the elevated

temperature run and then used in the field computation.

g. Extension of the present system

In order to increase the usefulness of the arrangement for measuring

switching times, it is necessary that the coaxial line be separated from

the pulse equipment. This makes switching measurements over a wide
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range of temperatures possible, for now the sample can be placed in either

a refrigerator or an oven without endangering the mercury relay which

can only operate over a restricted range of temperatures. In the present

arrangement, this separation was prohibited by the manufacturer's maxi-

mum voltage rating of the relay. The impedance which could be used in

series with the relay was determined by this rating in conjunction with the

desired maximum current and rise time. This in turn set an upper limit

on the length of the coaxial line.

However, it has recently come to the author's attention that this rating

can be considerably increased if the voltage on and current through the re-

lay is reduced to zero when the contacts are broken. As a result, it is

possible to obtain the required currents at an impedance level such that

the coaxial line can be terminated in its characteristic impedance, and

then its length is not critical. This has the additional benefit of removing

the limitation on the rise time of the current imposed by the cable induct-

ance and should be useful for obtaining faster switching. For this to be

meaningful, a sampling oscilloscope should be used for measurements,

and the voltage sensing coil should be shielded from electrostatic switching

transients. These transients were not seen in the present system, since

they were attenuated by the oscilloscope's finite bandwidth.

3. FLUX SWITCHED MEASUREMENTS

When the data measured during a switching experiment is plotted, a

relationship between the reciprocal switching time and applied field is

obtained which exhibits a significant change in slope at a value of applied

field several times the field at which switching was initiated. From a

general consideration of hysteresis loops a variation of the flux change

can be expected at values of the field up to that value at which this change

in slope occurs. In order to determine if this change is related to the
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quantity of switched flux, its measurement was undertaken under condi-

tions which were identical to those of the switching experiment.

These measurements yielded information similar to that obtained from

hysteresis loops since a flux field relationship was determined. However,

when these loops are determined, switching and reset fields are equal,

unlike those of a switching experiment.

The method employed to make these measurements also has the ad-

vantage, as will be seen below, that it is readily applied to the small toroids

used here. The measurement of hysteresis loops of such small toroids

presents a difficult problem since these toroids contain a small amount of

flux. The considerations which led to the method of measurement and the

manner in which measurements were made follow.

The most apparent way to make these measurements would be the in-

tegration of the voltage waveform. resulting from application of the switch-

ing field. Since this waveform represents the rate of change of flux, its

integration gives the flux. However, for small switching fields the voltage

waveform has a long duration, and when an electrical integrator is used

to measure the area of the signal, i.e., the flux switched, its time con-

stant must be much longer than the duration of the signal. For a fixed flux

output, it can be shown that the integrated voltage decreases as the time

constant increases. Hence, to measure the flux switched at small driving

fields, a large time constant would be required, and small voltages would

result. A numerical example given below will illustrate that these voltages

would be of insufficient magnitude to be detected.

This difficulty may be overcome by noting that almost the same flux

change occurs when the reset field is applied. Since this field is large,

the reset switching voltage is of short duration, and, consequently, the

integrator time constant can bc shorter than in the previous case. Hence,
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to examine the flux change, an integrator was used to determine the area

of the reset voltage as the switching field was changed.

The simple RC circuit shown in Fig. 2-6 served as the integrator.

It had a 10FJsec time constant. The output voltage, eo, of this type of

integrator is

e e dt (2-3)0 RC Js

in terms of the switching voltage, es, and the time, t. Since the switching

signal, es, is given by

e _ d4(t) (2-4)s dt

where 4(t) is the flux, and the total flux changed is A4, Eq. (2-3) becomes

e - (2-5)
o RC

For yttrium iron garnet, whose maximum flux density change at room

temperature is about 3600 gauss (twice the saturation magnetization), and

for a toroid whose cross sectional area is 0.5 mm 2 , AP is 18 lines. Then,

the output voltage of the integrator described above, e , is about 18 milli-0

volts. The minimum signal detected was one millivolt.

This measurement was made with a switching signal of about 50 nsec

duration. If this measurement had been made using the other cycle's

switching signal, which had a duration of about 1 pLsec, the integrator time

constant would have had to have been at least twenty times longer, and so

the resulting signal would have been below the detectable level.

4. GRAIN SIZE MEASUREMENTS

The grains of oxides can be observed either by a polishing and etching

technique followed by microscopic examination or by a direct microscopic

observation of a smooth surface of the sample following its sintering. The
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former procedure gives a better indication of porosity and second phases

than the latter.

When the samples were polished, a face of the sample was made flat

with increasingly finer emery papers. This face was then polished at

200 rpm with 6 micron diamond dust, and then again with I micron diamond

dust.

The samples were etched either with boiling HCl or thermally to make

the grain boundaries visible. In the latter procedure, the sample was

brought to sintering temperature in an oxygen atmosphere with full power

applied to the furnace and held at this temperature for fifteen minutes.

The power was then shut off and the sample and oven were cooled to room

temperature.

Figure 2-7 shows a typical observation of grains in a garnet.

5. DOMAIN OBSERVATIONS

One of the advantages of using a thermal etch is that the surfaces are

freed of the strains introduced during the polishing operations. Hence,

surfaces so prepared are suitable for domain observations (2). These

observations were made using the Bitter technique (3).

A typical observation is shown in Fig. 2-8.
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FIG. 2-8 DOMAIN STRUCTURE IN YTTRIUM IRON GARNET.
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OBSERVATIONS WERE MADE USING THE BITTER

TECHNIQUE WITH A LIGHT FIELD OIL IMMER-
SION OBJECTIVE.
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CHAPTER III: MATERIALS AND MATERIAL PREPARATION

1. INTRODUCTION

In this chapter the materials used in the switching study will be dis -

cussed. First, the preparation of the materials will be discussed. Later,

their magnetic parameters will be considered.

Three types of materials were used in this study: single crystal garnets

and polycrystalline garnets and ferrites. The garnets were chosen for these

studies because of their unique crystal structure and chemical composition,

while the ferrites were used as a system in which it is possible to vary the

total magnetocrystalline anisotropy. These variations are not yet possible

in the garnet system.

2. MATERIALS - PREPARATION

a. Polycrystalline garnets

The garnets which were prepared for this work are ferromagnetic

oxides having the formula 5 " Fe2 0 3 M2 0 3, with M either yttrium, sa-

marium, erbium, ytterbium, gadolinium, holmium, or a combination

of two of them (mixed garnets). A few garnets having the general formula

(5 - x)Fe203x • M203 ' 3Y2 0 with M either indium or gallium, were also

prepared. Since Rodrigue and Wolf (1) have described in great detail the

method by which the polycrystalline garnets discussed here were made,

this topic will be treated briefly.

In the initial step in making the ceramic garnets, measured quantities

of iron and rare earth oxides (or yttrium oxide) were dissolved in nitric

acid to form nitrates. The resulting nitrates were then mixed and copre-

cipitated in ammonia water. The brown precipitate, which resembled

a breakfast cereal, was then placed in a blendor and mixed in water.

Following this, the water was removed, and the finely divided precipitate

was fired in air at a temperature of 900WC to cause the garnet forming



3-2

reaction. The resulting material, which was green, was then placed in

the blendor again and blended in water in order to reduce its particle

size. It was then removed from the blendor and mixed with a binder

(Elvacet) which was required for the next step in which the fired garnet

was pressed into a desired shape. The binder was mixed in by a mechanical

stirrer in the ratio of 50 parts garnet to 1 part binder. Following the

pressing, the garnet was set on a platinum sheet in a ceramic boat and

fired in a tube furnace at 14000C, for about 15 hours. The fired piece

was black with grains which varied from 2 to 20 microns. Unless other-

wise noted, all the polycrystalline garnets were prepared as described

above.

b. Single crystal garnet

The single crystal was prepared by the lead fluoride method (2). This

method produces crystals from which small toroids may be removed.

The small toroid was made (3) by grinding the crystal flat and then

mounting it on a piece of glass and drilling it with a rod whose tip had

been impregnated with diamond. The hole was then enlarged and brought

to the required size (70 mils) by lapping with silicon carbide. The piece

was then mounted on a rod and placed in an index head which was turned

while a rotating grinding wheel formed the outside diameter (100 mils).

c. Ferrites

The ferrites prepared for this work were nickel ferrite (NiMn 0.02Fe 0.904+)

and nickel ferrite doped with cobalt (Nila Co Mn0.02Fe 1.904±). The pro-

cedure used in their preparation is identical to that described by Hogan and

Pippin (4). The oxides of nickel, iron, and cobalt were balled, milled, and

presintered at 10000C. The material was then crushed, a binder added,

pressed, and fired at 1250'C. In this case the resulting material had a

grain size of about 2 microns.
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3. MAGNETIC PROPERTIES

a. Magnetization and Curie temperature

The temperature dependence of the magnetization of the ferrites and

garnets may, to a good approximation, be accounted for by N6el's theory

of magnetization (5). According to this theory, a crystal's net magnetiza-

tion is the sum of the magnetizations of a number of sublattices. Each

magnetic moment within a sublattice is assumed to have an exchange in-

teraction with members of its own sublattice, as well as with members

of the other sublattices.

In the case of nickel ferrite (6, 7), two sublattices are required to

explain the magnetization. One of the sublattices contains the iron and

nickel located on the octahedral sites, while the other contains the iron

which is found on the tetrahedral sites. These two sublattices are coupled

in an antiferromagnetic manner.

In garnets, Pauthenet (8) found that three sublattices participate in the

magnetization. Two of these sublattices contain iron, and the third con-

tains the diamagnetic yttrium or rare earth ion. The strongest inter-

action amongst the sublattices is between the two iron sublattices. This

may be seen from the fact that the Curie temperature of the garnets is

substantially constant as the ion in the third sublattice is varied. Pauthenet

has also found that the net magnetization results from the strong interaction

of the iron lattices and the weaker interaction of the third lattice with the

net magnetization of the two iron lattices. This third lattice is not magnet-

ically saturated, while the two iron lattices are.

The room temperature magnetization and Curie temperature data for

the ferrites are in Table 3-1. The magnetization data is taken from Pippin

(9). In Table 3-2 this information is given for the garnets. It will be noted

that the Curie temperature for all but the indium and gallium substituted

garnets are the same. These substituted garnets have a lower Curie
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temperature than the nonsubstituted materials, since the substitutions

have replaced some of the iron. This reduces the number of ions which

TABLE 3-1

Magnetization, M, anisotropy, K, Curie temperature, Tc, g value,
linewidth, ,ýH, and damping parameter, X, for Ni xCo xMn 0.02Fe 0.904

at room temperature.

x M(cgs)(9) Tc(OK)(25) K X 10-4(erg/cc) g _ _H(oe)(4) •X 10-7 (rad/sec)

0 257 858 -5.1 2.34 420 28.8

0.02 264 858 -1.4 2.25 220 15.4

0.025 266 858 -0.5 2.27 210 15.7

0.03 268 858 +0.4 2.29 210 15.1

0.04 272 858 +2.2 2.28 280 20.6

0.05 275 858 +4.1 2.27 390 39.0

TABLE 3-2

Room temperature magnetization, M, anisotropy constant, K, g value,

linewidth, ýH, and damping parameter, X, for various iron garnets. The

Curie temperature, T , unless otherwise noted is 545'K. The data is fromc

reference (11) except as indicated.

Yttrium, Yttrium Indium, Yttrium Gallium, Erbium, Ytterbium

Garnet M(cgs) Tc(°K) K X 103 (erg/cc) _g L\H(oe) XX 10- 6(rad/sec)

Yttrium 137 545 5.8 2.01 0.2(28) 0.07

Y-In 5% 152(10) 500(10) 4.1(26) 2.01(27) 71(27) 27.4

Y-In 10% -142(10) 444(10) 2.9(26) 2.01(27) 85(27) 30.9

Y-Ga 5% 110(10) 519(10) 5.3(26) 2.01 - -

Erbium 97 545 6.7 1.42 1070 132

Ytterbium 131 545 4.1 1.93 240 73.5
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TABLE 3-2 (Cont.)

3(l-x) Y2 3xGd2 5Fe203

x M(cgs) K X 103 (erg/cc)(26) _& LH(oe) X 10 6(rad/sec)

5 131 5.8 2.00 44 14.5

10 124 5.8 2.00 44 13.7

15 118 5.8 2.00 44 13.1

20 112 5.8 2.00 44 12.4

28 102 5.8 2.00 60 15.4

3(l-x) Y203 0 3xSm203 0 5Fe2 03

x M(cgs) K X 10 3(erg/cc) g AH(oe) (12) X 10-6 (rad/sec)

25 137 7.9 1.99 500 171

35 137 8.8 1.98 700 236

60 136 10.9 1.96 1200 396

80 135 12.6 1.95 1600 517

100 135 14.3 1.93 2000 635

3(1-x) Y20 . 3xHo203 ' 5Fe203

x M(cgs) K X 10 -3 (erg/cc)(26) _& AH(oe) (29) x x 10- 6 (rad/sec)

8 132 5.9 1.93 420 131

17 127 6.0 1.85 830 227

40 113 6.3 1.60 1350 246

50 107 6.4 1.50 1820 276

60 101 6.5 1.40 2310 288

75 92 6.7 1.25 3240 293

85 86 6.9 1.15 3980 285

100 77 7.1(16) 1.00 5400 262
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partake in the exchange interaction between the iron sublattices and

weakens this interaction, consequently lowering the Curie temperature.

The magnetization of these materials has been studied by Gilleo and

Geller (10).

The magnetization of the mixed garnets is obtained by averaging the

magnetization of the individual components in proportion to their fractional

presence in the garnet. The experimental work of Rodrigue (11), Sirvetz

and Zneimer (12), and others shows this behavior for mixed garnet sys-

tems.

b. Anisotropy

The magnetocrystalline anisotropy of garnets has been reviewed

recently in two publications (13, 14). It is shown in these reviews that

the anisotropies of the garnets are the sum of the anisotropies of each of

the sublattices. The anisotropy of each of these sublattices may be cal-

culated by a method due to Wolf (15), if the ion has no angular orbital

momentum. The trivalent iron and gadolinium ions which partake in the

magnetization of the garnets fit this restriction, and calculations made of

the anisotropy of these materials agree well (13) with measurements.

The room temperature anisotropy constants of the garnets which

were used in this work appear in Table 3-2. These values for the sim-

ple garnets are taken from microwave measurements (13) on single cry-

stals, except in the case of holmium garnet. This garnet's anisotropy

(16) was measured by torque methods (17). The mixed garnets' anisotropy

was obtained by averaging the anisotropy of the components in proportion

to their presence in the crystal. In the case of the gallium and indium

doped garnets, the anisotropy was obtained by calculation from that of

yttrium iron garnet. The method is given in Sec. c below.
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The anisotropy of all these crystals is cubic with the (111) axis, the

preferred axis. The anisotropy energy, EK) may be presented by
E K(ci122 2 2 32ct2) 2 2 (3

EK= K 1 1 2 +c12 a 3 + 21 )+K2 c 1 C 2 a3 , (3-1)

with KI negative. K2 has been found to be small enough to be neglected

for our purposes.

For the ferrites, the anisotropy data is taken from Healey (18)

and Shenker (19) respectively. Since the nickel and cobalt ferrites

have anisotropies of opposite sign, it is conceivable that a combina-

tion of these, in the correct proportions, would have a vanishing mac-

roscopic anisotropy. Some evidence of this occurring is offered by the

microwave measurements of Pippin (20) and Sirvetz (21). From their

results, it appears that the resultant anisotropy may be found by

again proportioning the anisotropy of the constituents by the amount

each contributes to the total ferrite (see Table 3-1).

c. Anisotropy of indium and gallium substituted garnets

The indium and gallium substituted garnets are yttrium iron garnets

in which some of the iron has been replaced by either indium or gallium

garnet. To understand the effect of these substitutions, a more complete

description of the garnet is required. It was indicated earlier that the

magnetization of the garnet is the sum of the magnetizations in the three

of its interacting sublattices. When the rare earth ion is absent (i. e.,

yttrium iron garnet), one of the three lattices may be neglected, for it

contains only diamagnetic ions. The remaining two lattices contain the

Fe+++ ions. These lattices are commonly known as the a and d lattices

(22) and contain, respectively, the ions which are situated at sites which
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are octahedrally and tetrahedrally coordinated with the oxygen atoms.

In a unit cell there are 16 ions on the a sites and 24 ions on the d sites.

The magnetization, M, per unit volume is given by

M=M d-M a. (3-2)

M and Md are the magnetizations per unit volume of the a and d sites.a d -

When indium and gallium are substituted into yttrium iron garnet, Gilleo

and Geller (10) have shown through magnetization measurements that

indium predominantly enters the a sites, while gallium enters the d sites.

Since these ions are diamagnetic, the indium substitution results in in-

creasing the sample's absolute saturation magnetization, while the

gallium decreases it.

Wolf has shown that if the sublattice magnetization is known together

with certain crystalline field and crystal parameters, the sample's magnetic

anisotropy may be calculated. Jones (14) has shown that for yttrium iron

garnet Wolf's procedure yields

K1 = -4.0 X 10-4 N ar(ya) + 4.22 X 10-3 Ndr(yd) (3-3)

where N and Nd are the number of ions per unit volume of the a and da d

sublattices. r(ya) and r(yd) are functions of the sublattice magnetization

which have been tabulated and graphed by Wolf.

From Eq. (3-3) we can find the anisotropy for substituted garnets by

appropriate changes in the concentration factors, if the sublattice magnetiza-

tions are known. These sublattice magnetizations may be determined since

it is known from the work of Pauthenet that the temperature dependence of

the magnetization is governed by the simultaneous solution of

Ma =MBaoB(gPSh/akT) (3-4)

Mb = MboB(gPShb/kT).
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M and M are the magnetization per mole at the temperatures T anda ao

00 K respectively. B is the Brillouin function (23) which becomes
5 5 1 yh

B(y)= coth5y-- Icoth Y

for the trivalent iron ion. g is the spectroscopic splitting factor, and S

is the spin of the ion under concern. P is the Bohr magneton, and k is

Boltzmann's constant. h and hb are the Weiss molecular fields. These

fields arise as a result of interactions within a sublattice and between the

sublattices. Following Pauthenet these fields may be written as

h =nadMMd+n Xlvia ad d aa a (3-5)

hd = nad Ma + n ddAMMd

Here nad and naa are interaction constants determined by Pauthenet.

JA and X are constants giving the fraction of the molar magnetization for

which the d and a sublattices are respectively responsible.

If a substitution is made such that the fraction of x and z ions on the

a and d sites respectively is replaced by diamagnetic ions, then the molecu-

lar field given in Eq. (3-5) becomes

hd = nadk(I - x)Ma + nddA (1 - z) Md (3-6)

ha = nad/J (I - z)Md + n(aal( - x)Ma,

assuming that the lattice constants do not change significantly. Gilleo and

Geller (10 show that these changes are less than 0. 5% for the compositions

considered here.

The sublattice magnetizations are then determined from a solution

of Eq. (3-5) using for the n's, X, A, etc. the values obtained by Pauthenet.

These, together with Wolf's curves and Eq. (3-3), give the anisotropy.
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However, the computation may be shortened by noting that in Eq.

(3-3) the numerical part of the first term is a factor of ten smaller

than that of the second term, that

Nd
-N--= 1.5, (3-7)

a

and that for yttrium iron garnet

r(y a) r(y d). (3-8)

Thus the anisotropy is predominantly due to the d sites, and

K1 I+4.22 X 10- 3N(d)r (yd). (3-9)

The calculation may also be shortened, if x and z are small, by determining

M and Md from

dM dMa a
M(x, z) = M (,)+ x a+z aaa(O o) x dz

dM dM (3-10)

Md(X,z)=Md(O,O)+x +z +z _ .

If, as indicated by Gilleo and Geller, all the indium goes into the a sites,

and the gallium goes into the d sites, then for garnets

3Y 0 *1/ n2
203 1/41n 203 4-3/4Fe2 03

3Y203 1/21n 2 0 3  4-1/2Fe203

3 Y203 1/4 Ga 2 0 3  4-3/4Fe 2 0 3 ,

x and z are respectively 0.125 and 0, 0.25 and 0, and 0 and 0.083.

Taking from Pauthenet (8) the values required for the various con-

stants in the molecular field and the sublattice magnetizations, and com-

puting the derivatives, the ratio of d lattice magnetization at room tem-

perature to the d lattice magnetization at 0°K is found as shown in Table 3-3.
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TABLE 3-3

Quantities required in the evaluation of the anisotropy constants of

gallium and indium substituted garnets.

Garnet Md /Mdo r(y)K/K

1/4 In 0.8 0.412 0.71

1/2 In 0.76 0.312 0.502

1/4 Ga 1 0.6 0.92

Using these values, r(y) is obtained. The ratio of the anisotropy con-

stants is then computed. In the case of the gallium substitution, this

ratio is primarily due to fhe change in N d. From the last column of

Table 3-3, where the ratio of the substituted garnets' anisotropy to that

of yttrium iron garnet, K/Kyig, is given, the estimates of the anisotropy

constants given in Table 3-1 were determined.

d. g values, linewidths and damping parameters

The room temperature g values and linewidths which have been

determined in magnetic resonance experiments for the ferrites and gar-

nets used here are also given in Tables 3-1 and 3-2. Where single crystal

values were available, they were used. The values quoted here are averages

of the linewidths found in the 100, 110 and 111 directions. The values for

holmium garnet have been extrapolated from high temperature linewidths

for a polycrystalline specimen. Where available the mixed garnets' line-

widths have been entered into the table. These, as well as the ferrites,

have been polycrystalline specimens.



3-12

The Landau-Lifshitz damping parameter, which has been defined in

Chap. I, Sec. 5c, has been determined using the relation (24)

AH yM
k= H T (3-11)

between the damping parameter and the linewidth and can be found in

Tables 3-1 and 3-2.

e. 53°C magnetic parameters

The parameters required to discuss experiments performed at 53*C

are given in Table 3-4. It can be seen that, for all cases, the anisotropy

energy decreased from that at room temperature by about 30%. The

linewidth decreased 25-30% and the magnetization about 10%. The g

factors remained constant.

TABLE 3-4

Magnetization, M, anisotropy constant, K, g value, and linewidth,

AH, at a temperature of 53 °C for various iron garnets. All data from

reference (11).

Garnet M(cgs) KX10- 3 (ergs/cc) g AH(oe)

Yttrium 125 4.1 2.01

Ytterbium 114 2.8 1.93 190

Erbium 83.5 4.5 1.45 750

Samarium 117 9.5 1.93 1560
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CHAPTER IV: EXPERIMENTAL RESULTS

1. INTRODUCTION

The data obtained in the measurement of the switching characteristics

of various garnets and ferrites are presented in this chapter. The features of

these data which do not bear directly on a switching mechanism are discussed.

The shape of the switching curves, the effect of dielectric loss on switching,

and the flux or magnetization switched as a function of the applied field are

among the topics discussed. All of the measurements, unless otherwise

specified, were made at room temperature. Those which were not made

at room temperature were made near 55°C.

2. FIELD DEPENDENCE OF THE SWITCHED MAGNETIZATION

The measurements using the technique and procedure given in Chap. II

are discussed here. Figures 4-1 and 4-2 show respectively the flux or mag-

netization switched for a number of iron garnets and nicket cobalt ferrites as

a function of the applied switching field. The ordinate has been normalized

to the maximum flux switched in the experiment. The iron garnets whose

data is shown here are yttrium, holmium, erbium, samarium, ytterbium,

and one which had 10% of its iron replaced by indium.

The shape of these curves is similar to that of a hysteresis curve, as

explained in Chap. II. The flux switched, which is measured without the

application of the switching field, results from these materials not having

flat topped hysteresis loops and the lack of perfect cancellation by the buck-

ing loop.

It can be seen from these figures that all of the materials have a transi-

tion from "no switching" to complete switching during which the amount of

reversed magnetization increases with increasing applied field. From the

discussion of the coercive force in Chap. I, one might expect that the entire
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material reverses when the applied field exceeds the coercive force. However,

this model idealizes the behavior by tacitly assuming that the specimen and

applied field are uniform. In the coaxial line used here the magnetic field,

H, decreases in passing from the inner to the outer conductor. As a result,

the region near the inner diameter of the toroid may switch at a lower value

field than a region near the outer diameter. (The curves of Figs. 4-1 and 4-2

were plotted using the fields calculated at the outside edge of the toroid. This

convention is followed in the remainder of this report and is explained in Sec.

4b.) Secondly, the material may consist of regions of different characteristics,

each requiring a reversing field of a different magnitude. And thirdly, on a

domain wall motion model, the possibility exists that the distance a wall moves

may be a function of the applied field. The barriers to wall motion may be

arranged so that a continually increasing field ',s required to move the wall

from its initial position to its remanent one.

From the data of Figs. 4-1 and 4-2, the variation in coercive force with

composition may be obtained. For the nicket cobalts, Fig. 4-3 gives the coer-

cive force obtained in this manner as a function of the fraction, x, of cobalt

ferrite substituted in the nickel ferrite. The coercive force of the garnets

was plotted in Fig. 4-4 as a function of K/M and NK'TM, since, as discussed

in Chap. I, these quantities are responsible for the coercive force. Here K

and M have the same meanings as in Chap. I.

3. FIELD DEPENDENCE OF THE SWITCHING TIME

The variation of the reciprocal of the switching time, l/t, as a function

of the applied field, H, is shown in Fig. 4-5 through Fig. 4-9 for the poly-

crystalline materials discussed in Chap. III. The data was taken with the

apparatus described in Chap. II in the manner to be described below. An
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inspection of these curves shows that they have the general form of a continu-

ally rising characteristic in agreement with measurements by others (1', 2).

From this field dependence, a value of the switching parameter, SW)

i.e., S = dH/d(1/t), may be obtained. In this report, this parameter isw

obtained by fitting the 1/t data with a straight line at the lowest field for

which the reversed magnetization becomes constant as determined from the

flux switched experiment. In almost all cases this region is easily found in

the switching characteristic as a relatively marked change in slope. The

intercept of this straight line on the field axis will be denoted by H.H•

Unfortunately, S is not an absolute constant of the material, even forw

a given switching field. In certain technically important regions it is depend-

ent on the manner in which the core is reset to its opposite state (3,4). The

determination of S for these applications is probably best done-by switchingw

the core between its two magnetic states with the same value of current. On

the other hand, when the switching properties of the core are to be studied,

it is desirable to reset the core by applying a pulse of sufficient amplitude to

cause the switching which is measured to initiate from a state which is independ-

ent of the switching current. The experimental data reported here was obtained

in this manner. This state is determined experimentally by observing the switch-

ing as the reset field is varied. For a sufficiently high field no variation is seen,

and the switching behavior is independent of the reset amplitude.

Figure 4-5 shows the field dependence of the inverse switching time as

measured for yttrium, ytterbium, and erbium iron garnets, as well as yttrium-

indium and yttrium-gallium iron garnets. Figures 4-6, 4-7, and 4-8 give the

data for the mixed iron garnet systems: gadolinium-yttrium, samarium -yttrium,

and holmium-yttrium respectively. The measurements for a nickel cobalt series

are shown in Fig. 4-9. In Table 4-1 the values of Sw and H for these specimens

are given.
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Table 4-1

Switching parameter, Sw, and H1 for garnets and nickel cobalt ferrite.

(Room temperature)

Ni _CoMn Fe 0 3(1-x)Y203' 3xGd 0 5Fe 0
1-x x .02 1.9 4 2 3 2 3 2 3

x S(oe 4 sec) H (oe) x S (oe 4sec) H (oe)
w I w HI(°_

0 0.43 4.7 5 0.40 0.9

0.02 0.50 7.7 10 0.40 1.8

0.025 0.52 9.1 15 0.44 1.7

0.03 0.54 15.5 20 0.48 4.0

0.04 0.60 19.6 28 0.66 4.0

0.05 1.62 29.4

3(1 -x)Y2 0 *3xHo2 0 *5Fe203 3(1-x)Y2 0 33xSm 203 5Fe2 03

x S (oe }±sec) HI(oe) x S (oe 4sec) H (oe)

8 0.51 1.3 25 0.47 3.3

17 0.55 1.4 35 0.66 4.3

40 0.86 3.6 60 0.76 6.3

50 0.70 2.5 80 1.01 9.3

60 0.85 3.8 100 1.15 10.8

75 1.26 3.2

85 1.67 5.4

100 1.94 6.7
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Table 4-1 (Cont.)

Various Garnets

Garnet S W(Oe sec) HI(oe)

Yttrium 0.38 0.95

Yttrium-indium 5% 0.29 0.87

Yttrium-indium 10% 0.25 0.55

Yttrium-gallium 5% 0.44 1.74

Ytterbium 0.41 1.42

Erbium 0.78 1.26

Table 4-2

Switching parameter, Sw, and H at 53°C for several garnets.

Garnet Sw (oe ptsec) H (oe)

Yttrium 0.29 1.1

Ytterbium 0.29 1.9

Erbium 0.57 1.7

Samarium 0.82 11.1
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Independent of the mechanism of reversal, we may generally expect

that if the core is switched with a field that is insufficient to cause a complete

reversal of the toroid's magnetization, the reversal will slowly be completed,

since there then exist regions in which the excess driving force becomes

vanishingly small. This is illustrated by the study in the Appendix to this

chapter in which the effect of applying a field which is insufficient to switch

the entire toroid is examined. It is this type of phenomenon which is important

in the low field region, and it can be brought about by inhomogeneities of any

kind which cause variations of the coercive force.

In Fig. 4-10, S is plotted as a function of the relaxation frequency, X,
w

which was taken from Table5 3-1 and 3-2 for yttrium, erbium, samarium,

ytterbium, holmium and the gadolinium substituted iron garnets and the

nickel cobalt ferrite series. This data shows that S' remains relatively
w

constant until X - 108 cycles/sec and then increases abruptly. It seems

that the switching process self imposes a limit on its speed which is. in-

dependent of the small displacement damping. This is discussed further

in Chap. VI.

In Fig. 4-11, the switching data taken at 550for the lowest fields at

which the magnetization reversed remains constant is shown. S and the fieldw

intercept from this data are given in Table 4-2. The switching of the single

crystal toroid is shown in Fig. 4-12. Note the slowness of its switching.

These topics will be further discussed in Chap. VI.

4. EFFECTS OF FABRICATION PARAMETERS

As has already been pointed out, the preparation procedure may have

an effect on the switching performance of a material. A number of experiments

were performed which attempted to assess these effects. The results of these

experiments are reported here.
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a. Variation of core height

A number of cores of heights varying from 80 mils to 1/8 inch were

pressed from a given oxide mix and fired simultaneously. This was done

for both yttrium and samarium iron garnets. Measurements of the switch-

ing time were found to be independent of the core height for these materials.

In fact, samples prepared from the same mix of oxides and fired at the same

temperature, although not simultaneously, showed no deviations in their

switching characteristics.

b. Variation of core thickness

The effect of core thickness is studied in the Appendix to this chapter

in conjunction with the effect of the nonuniformity of the applied field. There

it is shown that since the field decreases from the inner to the outer edge of

the core and since it is the field at the slowest switching region which deter-

mines the switching time, increasing the core thickness will result in slower

switching. No cores were fabricated to test this hypothesis because of the

difficulty and expense of preparing the dies used to form them. The large

values of S found for small fields tend to substantiate this conclusion in
w

almost all cases.

c. Variation of dielectric loss

During the course of the preparation of these materials there appeared

samples whose dielectric loss tangents were large. The dielectric loss

tangents were measured at 20 megacycles. Although it was the objective

of the materials' preparation to produce materials with loss factors of

0. 005 or less, samples were produced which had substantially higher loss

factors.

Microscopic examination of polished surfaces of these garnets showed

the existence of regions (grains) of highly reflective material. From observa-

tions made by others in ferrites (5), it appears that these grains are an iron

oxide - either magnetite or hematite. These grains probably result from poor

mixing in the early stages of the preparation of the garnets.
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The switching characteristics measured on the lossy materials and the

counterpart non-lossy materials are presented in Fig. 4-13. In each case

the material is yttrium iron garnet with a holmium substitution. The loss

tangents for these materials are given in Table 4-3 together with a summary

of their switching characteristics. The predominant effect, as seen in the

higher loss materials, is to displace the switching characteristic towards

higher fields as the loss increases. The inverse slope, S , is also seen tow

increase slightly. Each of these effects is probably attributable to the strain

introduced by the second phase found in these materials. Since this strain

increases the anisotropy, since S varies as J-K-, as will be shown in Chap.w

VI, and since the coercive force varies as K, the simultaneous increase of

S and the coercive force found in these materials appears reasonable.w

Table 4-3

Variation of switching parameters with dielectric loss.

3(1 -x)Y 2 0 3 . 3xHo2 0 5Fe2 03

x Dielectric loss tangent Sw(oe 4sec) HI(oe)

75% 0.0180 1.3 3.1

75% 0.001 1.3 3.1

50% 0.003 0.72 2.4

50% 0.04 0.94 4.0

17% 0.001 0.55 1.1

17% >1 0.79 3.2

If the size of the loss tangent is a measure of the amount of second phase

present, then one may note that the effect of the second phase disappears when

the dielectric loss tangent is about 0. 02. All of the samples measured, unless
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otherwise stated, had loss tangents less than 0.02. However, since the

sample size was extremely small, the loss tangents were measured on

larger samples which were pressed from the same mix and fired simul-

taneously.

d. Variation of sintering time

Another fabrication factor which may determine switching behavior is

the duration of the sintering, since grain size (6) and oxygen retention (7)

are affected by the length of the sintering cycle. To study these effects a

number of samples of yttrium iron and samarium iron garnet were sintered

for various times. For these materials it was found that, at the usual

sintering temperature of 1400°C, no noticeable effects could be attributed

to a variation of the sintering time from four to fifteen hours.
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APPENDIX

In this Appendix the effect of a nonuniform field on a toroidal core of

finite thickness is studied. Although the results of this Appendix are ob-

tained for a particular inhomogeneity, they should be applicable to any non-

uniformity in the threshold field of a core.

If a toroidal core is switched by the field resulting from the current,

I, flowing in a conductor coaxial with the toroid, as shown in Fig. 4A-l,

then the field H at distance r from the conductor is in c. g. s. units

H = 21 (4-IA)r

From this equation it follows that the field which promotes switching de-

creases from inner to outer edge of the core. If we now assume that, after

the field, H, is applied, the component of the magnetization along the field

changes linearly at each point in the toroid as shown in Figure 4A-2, the

toroid's switching time can be calculated. To this end, the relation be-

tween the switching time, t r, of the magnetization at a distance r from the

toroid's center is required. From eq. (1-18), this relation is

S
t =.w-- - (4 -2A)
r H-H'

c

H is the toroid's coercive force.c

If the current producing the field is such that the field at the inner radius,

r., of the toroid is greater than H while the field at the outer radius, ro, is

less then Hc, then only that portion of the core will reverse that lies between

r. and r = 21/H . The signal produced in a single turn pickup winding is1 c c
given .by the rate of change of flux and: is proportional to

r

v - d). S20 (- 2_Hw) dx (4-3A)
I w
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for t < t.. t. is the time required for magnetization at the inside diameter1 1

to reverse and is given by

Sw
t 21 (4-4A)

- -H
r. c

1

At this time the reversal signal becomes

r r(t)

Mt 2= -q S - ItSx+ 2 Mdx, (4-5A)
dt Sc 2M 2 dt "

r(t) w r.
1

with

r(t) = 21t (4 -6A)S +H t
w c

locating the boundary between the reversed and reversing magnetization.

Evaluation of these integrals gives

v = constant, t< t. (4-7A)
1

,t v -log (cL+ 1)- _ t>t. (4-8A)
4MI +a ' -+

S
w

with

a-= S w/Hct. (4- 9A)

For small a, the expressioa for v' becomes

v 1 2 (4-10A)

That this condition is pertinent to the present situation can be seen by noting

S r
a<a.W= = - -1. (4-11A)

H C H t. r.cl 1
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The dimensions of a typical core are r. ; 35 and r < 50 mils, so that a
1 0

is less than 0. 5

The reversal (switching) signal seen under these circumstances is shown

in Fig. 4A-3. If the 10% rule is applied to this waveform to determine the

switching time, then the switching time, t, would be the solution of the

equation

0. 2 a. = a 2 (4-12A)
1

after substituting Eqs. (4-11A) and (4-9A) in it. This solution is

t =3.2 t.1

S
-3.2 21 w (4-13A)

-- Hr. c1

In the case where the applied field is sufficient to reverse the entire

core, the reversal signal is again constant until the magnetization at the

inner diameter reverses. At this time it becomes proportional to

41 r H
4MI r c -H r(t/)] (4-14A)v ='w- o r(t) H 0 r0

w o o

H is the field at the outer radius, r , of the core. This expression may0 0

be simplified by again using the fact that a is small. After writing

r r(t) - r0 olog'rt-• = -log [ 1+ r
r(t) r0

r(t) -r 1 r(t) -r 2
o ~)- r 0 ) + I ( ro 0) 2(4 -1 5 A )r 0 2 r 0

the reversal signal can be written as

V=• 4 -)(1 - + G -L(r 3' (4-16A)
W H rO 2 Ow 0 0
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For a sufficiently large field this becomes

4MI H1 c r~t)), 41Av =T 1- ---)(I - r) (41A
w 0 0

while in the region where the field at the outside of the core is not much

greater than H ,c

v--2MI (-rtr 2.2 (-18A)

S rw 0

This resembles the reversal signal obtained when the core was not completely.

switched.

In the case where H > H , the switching time based on the 10% ruleo c

is found to be

S
21 -H (4-19A)

0.9r + 0. lr. c
0 1

Since r. is of the order of r , this may be further approximated to be
1 0

Sw
t 21 (4-20A)

-- H
r c

0

This last formula is just the time required to switch the material at the

outer portion of the core by the current, I.

The switching times for the case where H 0 H may also be determined.o c

But this will not be done here, since this solution is only valid over a small

field interval. Under this condition, the solution is given by Eqs. (4-13A) and

(4-19A) and shown in Fig. 4A-4. The ratio of the intercepts for the two linear

regions is found to be r /r , while the inverse slopes have a ratio 3.2 times

as great as this.



LLJ

0z

0
t--

Hc rid Hc APPLIED FIELDrod

FIG. 4A-4 THE CALCULATED RECIPROCAL SWITCHING
TIME' AS A FUNCTION OF THE APPUED
FIELD FOR THE CASE OF A NONUNIFORM
APPLIED FIELD. THE APPLIED FIELD IS THE
FIELD AT THE OUTER DIAMETER.



4A-8

From these results it can be seen that if the fields are computed at

the outside diameter of the core, a value of S can be found for a material
w

which is relatively independent of core size. It also can be seen from these

results that, for a given current and inner radius, thin-walled toroids will

switch faster than thick-walled toroids.
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CHAPTER V: DOMAIN WALL MOTION

1. INTRODUCTION

In this chapter an expression will be found for the velocity of a 1800

domain wall. An objective of this calculation is the determination of the

domain wall velocity for materials which possess little or no damping.

The domain wall velocity will also be calculated by a second method which

yields an interpretation of the damping parameter in terms of wall collisions.*

2. PRELIMINARY ASSUMPTIONS

The plane 1800 domain wall whose velocity will be determined is

assumed to exist Within an infinite material prior to the application of an

applied field. Its center is taken as the origin of a rectangular coordinate

system, and the plane of the wall is taken parallel to the x-z plane. The

domain which lies on the negative y side of this wall is magnetized in the

positive z-direction, while the domain on the positive y side is magnetized
A

in the negative z-direction. The wall remains at rest until a field - zH isz
applied. At this time the wall proceeds to move in the negative y-direction.

To describe the magnetization in the wall a spherical polar coordinate

system whose polar axis lies along the y-direction is found convenient.

The polar angle, 0, is measured from this axis, and the azimuthal angle,

ý, is measured from the z-axis as shown in Fig. 5-1. Then, when the

wall is static, 9 = Tr/2, everywhere, 4 = 0 for y< 0, and 4 = Tr for y > 0.

The forces (or torques) which determine the motion of this wall are

taken to arise from the applied field, the exchange and anisotropy inter-

actions, and those magnetic fields which appear when the wall is in motion

Except insofar as they may be taken into account by a reduction of the

applied field, those fields which are responsible for the existence of the

domain wall and which give rise to its coercive force have been neglected.
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3. EQUATION OF MOTION FOR THE MAGNETIZATION

The choice of an equation of motion presents some difficulty, since,

at the moment, it is not known how the moving wall's magnetization is

affected by the presence of thermal fluctuations. It was shown in Chap. I

that, as a result of the average magnetization's interaction with thermally

excited spin waves, the possibility exists that the average magnetization

can be reduced in a resonance experiment, and the appropriate equation

of motion should contain terms which allow for the occurrence of this

phenomenon. Whether such effects occur during the motion of a domain

wall is as yet unknown. Nevertheless, there are indications that these

magnetization changes do not play an important role in domain wall motion.

Indeed, the present picture of a static domain wall assumes that the

magnetization within the wall does not fluctuate, and, as indicated in

Chap. I, such a description seems to agree well with experimental data.

Moreover, microwave experiments (1) aimed at the realization of

a power limiting device which operates on the basis of transferring

energy from the uniform precession to a spin wave, or a group of spin

waves, indicate that the energy transfer requires a time of the order of

0.1 A•s ec. The exact time, however, is dependent on the magnitude of the

excitation and decreases with increasing excitation. In addition, it is

known that the transfer of energy into spin waves requires large excitations

as the relaxation parameter increases. From these considerations and the

anticipated result that a magnetic moment remains in a moving domain

wall for times small compared to 0. 1 Asec, it can be seen that the equation

of motion need not always allow for a change in the amplitude of the

magnetization. Further discussion of the applicability of this equation

is given in Chap. VI, Sec. 5. For this regime, then, of the equations

discussed in some detail in Chap. I, the choice is then between the Landau-

Lifshitz equation and Gilbert's modification of it. Since, as has been

shown previously, these two equations are related and approach each other

as the damping parameter diminishes, the Landau-Lifshitz equation'willbe used.
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When written in spherical polar coordinates this equation takes the

form

dO
M _=-YMH + XH (5-1)

dt 4

M sin 9 t =yMH + XH (5-2)
dt 9 4 52

where H and H are the effective fields in the 9 and 4 directions

respectively.

4. EFFECTIVE FIELDS

The effective fields which are to be used in Eqs. (5-1) and (5-2) arise

from the interactions which have already been mentioned in Sec. 2. They

can be most readily found from their respective energy densities.

In terms of the previously chosen spherical coordinate system the

energy density, EH' of the magnetization in the applied field and the ex-

change energy, EA) are given by

EH = MH sin 0 cos 4 (5-3)

and22
E = A (L)2 + sin 2° (2t) 2 

(5-4)

A a[(y +sn ay~)]

Although the materials to which these calculations are to be applied

are cubic, for the purpose of obtaining results in this chapter the anisot-

ropy is chosen as uniaxial. This is done to simplify the calculation and

to avoid an indeterminancy (2) in the width and shape of domain walls in

cubic materials. It will, however, turn out that the results obtained here

do not critically depend on the anisotropy symmetry. The uniaxial anisot-

ropy, EK, for the wall described in Sec. 2 is then

E -K sin2 a cos . (5-5)
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When the wall is in motion, 9 need not be Tr/2. A component M = M cos 9Y

will exist, and if 9 is a function of y, then,,since

dM d9
divM=-- =-Msing-ýd , (5-6)

dy dy

a field will exist in the wall. This field will satisfy the Maxwell equations

V B-= 0 (5-7a)

and

V XH= 0, (5-7b)

where the magnetic induction is

B = H + 4Tr M. (5-8)

The evaluation of this field is difficult unless we assume that the plane

of the wall is infinite and the magnetization within the wall is uniform.

Under these conditions substitution of Eq. (5-8) into Eq. (5-7a) gives

8H aM
y = -4, _ay a y

which becomes with Eq. (5-6)

aH 8__ y_= 4Tr M sin 9 -e 
(5-9)

Sy ay'

Integration then gives

H =-4w M cos9 (5-10)Y

with the constant of integration vanishing since H vanishes when 9 = w/2.Y

Equation (5-7b) can be used to show that H is a function of y alone.
Y

The self demagnetizing energy becomes

Edem -21rM2 cos2 9. (5-11)
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To determine the effective fields to use in the equations of motion,

Eqs. (5-1) and (5-2), the four energies found above are.operated on using

the formulae found in Goldstein's (3) book on mechanics.

The effective 0 and 4 components of the magnetic field are then

He= H = H cos 0 cos4 (5-12a)

and
Ha =H M1i0 EH = Hsin4, 

(5-12b)
M Msine aý

where E is given in Eq. (5-3). Replacing EH by EK of Eq.(5-5) in the

above equations permits the determination of the components of the effective

anisotropy field. These are found to be
=K2

H K 2sin 0 cos 0 cos 2 (5-13a)
0 M

and
K

H =-K 2 sin @cos 4 sin4. (5 -3b)

When EH is repraced by Edem given in Eq. (5-11), the effective compo-

nents of the demagnetizing fields are

He = 4TrMcos 0 sin 0 (5-14a)

and

H =0. (5-14b)

The effective exchange fields, however, need to be handled in a

different manner since these fields result from spacial changes in the

magnetization. Here we have

H I [j - L"A 2A

He [d)- ~- -sin Ocos 9(L2](5-15)
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and
r~I d 8E A IE A 'A[i d2ý + ACs9L

____ Ws -n Idy 2  M dy dy

(5-16)

We then have for the total 9 and 4 fields
2K o2•

H9 -Hcos 9cos4)+- sin cos cos + 41TMcos9sin9

+ 2-ld2 -_sin 9 Cos a (y) .2 (5-17)
M I d2 -- ldys~-

2K 2A
HO H sin - g-- sin cos 0 sin 4 + 1- sin 9 24) dy2

4A d9 d6 (5-18)+M o dy dy

If these fields were substituted into the equations of motion, the

resulting equations would be far too complex for solution. To simplify

the resulting equations, a number of approximations will be made.

5. WALL SHAPE ASSUMPTION

The first of these approximations consists of assuming that the wall

moves so as to preserve the relative angular relationships that exist in a

static wall. In the static domain wall the magnetization appears to rotate

about an axis perpendicular to the plane of the wall as the wall is traversed

along this axis. The assumption made here allows this axis, when the wall

moves, to assume a position in the plane normal to the preferred axis.

As a result of this assumption we may further dismiss from considera-

tion the torques (and fields) due to exchange and anisotropy interactions,

since in the static wall the exchange and anisotropy torques balance each

other. This is just the physical significance of the differential equation

obtained in Chap. I in the determination of the shape of the domain wall

(4). In Appendix I of this chapter this assumption is further justified.
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The effective fields then assume the greatly simplified forms,
H= -Hcos 9 cos4, + 4TrM cos 0 sine (5-19)

and

H H sin4, (5-20)

and consist only of the applied field and the field which arises from the

divergence of the magnetization across the wall.

6. EQUATION OF WALL MOTION

Now, if ip = Tr/2 - 9, ;0 will measure the rotation of the magnetization

from the static wall plane, and from energy considerations 1P will be shown

to be small. As the magnetization changes from antiparallel to parallel

to the applied field, its energy in the applied field is converted into de-

magnetizing energy in the absence of losses and when the exchange and

anisotropy effects are neglected. The maximum change in Zeeman energy

in this case is approximately 2MH, while the demagnetizing energy becomes

2rrM 2sin 2 I. Equating these energies gives an equation for the maximum 0,

0max"

sin m =2 H (5-21)
max 47rM

For the materials and experiments to which this discussion will be applied,

47rM> 1000 gauss and the applied field is less than 40 oe, so that sin max = 0.4.

For 0 <i max, sin ?P may be replaced by q) and cos 0 by 1 with reasonable

accuracy (less than 8 per cent error at V, = 0.4 radians). The presence of

loss improves this situation. With these approximations, the fields become

He = - Hicosý + 4TrMVi, (5-22)

and

H = +H sin , (5-23)
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and the equations of motion take the form

-M - yMH sin c + X(4TrM -H cos cb)• (5-24)

dt

and

Sdt = 'YM (- H cos ý + 4irM )t + XH sin ,. (5-25)
dt

These latter equations may be further simplified by noting that when these

results are applied

H << 4TrM. (5-26)

Thus., Eqs. (5-24) and (5-25) reduce to

_d=) THsin + X4nro (5-27a)
dt

and

d-t =(4rM) + X - sin . (5-27b)

When 0 is eliminated from these equations, after again using Eq. (5-26),

the equation of motion of the magnetization within a domain wall,

+4Tr -4Try 2 HM(1+-2)sin 0, (5-28)

is found.

7. SOLUTIONS OF THE DOMAIN WALL MOTION EQUATION

In the study of the motion of a damped pendulum a differential equation

identical to Eq. (5-28) is found. There the solution of this equation describes

the pendulum's angular displacement as a function of the time, and it has

been shown that, for X less than some critical value, X c, the displacements

are of a damped oscillatory type; the amplitude of the oscillations of the

pendulum about its equilibrium decreases as a function of time. When X > x ,

this theory shows that the displacements asymptotically decay to the

equilibrium position.
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Here, these solutions describe the rotations of the magnetization about

a normal to the wall as a function of the time, and it is these rotations which

are the source of wall motion. The translation of the wall is accomplished

through the rotation of the magnetization within the wall. And, since the

rotation of the magnetization within the wall is given by the solutions of

the pendulum equation, it may be expected that when the damping is small

or absent, the magnetization will overshoot the new equilibrium to the

extent of forming a new wall behind it. These overshoots and the resulting

multiwall formation are,however, consequences of neglecting the anisotropy

and exchange torques. As long as the magnetization does not overshoot

the vicinity of its new equilibrium position, i.e., ý < 7r, the exchange and

anisotropy torques are oppositely directed, and they can cancel each other.

Once the magnetization passes r = t this possibility no longer exists. The

exchange and anisotropy torques are then in the same direction and increase

as the magnetization moves away from ý = Tr towards larger ý's and cause

the magnetization to precess about its new equilibrium. The details of

this motion need not concern us for we wish only to obtain the velocity of

the moving wall, and, for this purpose, only the time taken by the magnetiza-

tion to reverse, i.e., for ý to become Tr, need be obtained.

8. WALL VELOCITY

One further point should be discussed before the wall velocity is deter-

mined. In the theory of the domain wall given in Chap. I, Sec.. 3b, the

equation relating the magnetization direction, 4 , with its position along

the wall measured relative to the center of the wall was found to be

(Eq. (1-33a))

log tan •. = z (5-29)

for a 1800 wall in a uniaxial anisotropic material. Examination of this
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equation revealed that although it takes an infinite distance for the magnetiza-

tion 'to completely reverse (rotate 1800), a large fraction of the rotation

takes place in a finite distance. To avoid dealing with this type of infinity,

the part of the wall for which Tr/4 < 4 < 3Tr/4 corresponding to a wall width,

W,

W = 1.76 NTA'K, (5-30)

is considered. The wall velocity, v, is then defined as this distance

divided by the time, t , for the magnetization in the wall to change from0

T =Tr/4to4 = 3Tr/4:

V . (5-31)t
0

To obtain t , the pendulum equation must be solved. Since this equation

is a nonlinear type for which solutions in closed form are not obtainable,

a piecewise linear approximation of the differential equation was made to

obtain its solution. The details are given in Appendix IL. In order to

sufficiently generalize the result so that it may be applied as the param-

eters are varied, the equation was reduced to

2
d2J + t d± -sink =0 (5-32a)

where

r= W t, (5 -32b)
= 2- X/w0 (5-32c)

and
1/2

wo = y [4rrMH (1 +- (5-32d)
0 YM
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In terms of these variables, 7 , the reduced time for the wall to
0

advance a distance, W, is given by

r =w t (5-33)

0 00

and is shown in Fig. 5-2 as a function of g as obtained in Appendix II.

It may be noted from this figure that 7 is linear with t for large •.
0

This corresponds to the solution of the reduced equation when the term

containing the second derivative is neglected. The damping force is so

large that the inertial force may be neglected. Under these conditions,

the solution is readily found to be

T log tan 4/2. (5-34)

From this equation the reduced time for the magnetization to rotate through

the central 900 is then

r = 1.76 , (5-35a)

and t is then found from Eqs. (5-33), (5-32c) and(5-35a) to be0

7
o 2Trr

t =-- = 1.76 - (5-35b)o uo 2
o W

0

Hence, for X >>0, the wall velocity is found by substituting Eqs.

(5-35b), (5-30) and (5-32d) in Eq. (5-31) and is

v2H X +YM 2Ah-K. (5-36)
M X

For X=0, 7 is found by using Fig. 5-2 to be 1.3. t is then
0 0

1.3
t 0 1(41rMH) 1 /2
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Using this value in Eq. (5ý31) and taking W again from Eq. (5-30),

the wall velocity in the absence of losses is

HA1/2
v = 4.8 (--- ) 1/2(5-37)

Although the results contained in the wall velocity equations, Eqs.

(5-36) and (5-37), were obtained for a model based on a material with

uniaxial anisotropy, they can be applied to cubic materials as is seen by

examination of the origin of the factors W and t of the wall velocity0

equations, Eq. (5-31), from which these results were obtained. Since in

the calculation of t it was assumed that the domain wall does not distort0

when it moves, the anisotropy and exchange torques were neglected, and,

consequently, the crystal symmetry did not enter into t 's determination.
0

The factor W which measures the wall width is somewhat differently ob-

tained in cubic materials from the manner in which it is found in the

uniaxial case. Here it is found that in order for a 1800 wall to exist,

magnetoelastic effects must be present. However, as Kittel (2) has

shown, these effects only weakly determine the wall's energy and width,

and W is proportional to ]-AiXK . Hence, to within a factor of the order of

1,Eqs. (5 -36) and (5-37) are applicable to cubic materials.

The value obtained for the wall velocity by utilizing the equations

derived here is probably too large. For should any wail distortions

occur, they will take up energy which otherwise would be available to

the demagnetizing field. Hence in the presence of wall distortion the

demagnetizing field will decrease, which in turn will decrease the rate

of reversal.
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9. VARIATIONS IN WALL VELOCITY WITH DAMPING

In Fig. 5-3 a plot of t , the time for the magnetization at a given

position in the wall to reverse, is given. Since the wall velocity is
inversely proportional to to, it is seen from this figure that the domain

wall velocity has a maximum as the damping parameter is decreased

to zero, a minimum when the damping parameter is TM, and the wall

velocity increases without bound as the damping parameter becomes

very large. This latter effect is attributable to the choice of the damping

term in the equation describing the motion of the magnetization, In Chap.

I, the damping term, X, in the Landau-Lifshitz equation was shown to

measure the rate of loss of energy. Hence it is to be expected that in-

creasing X, increases the wall velocity.

10., COMPARISON WITH PREVIOUS RESULTS

Comparison of the wall velocity determined here with previous cal-

culations shows that it is equivalent to the results obtained by Landau and

Lifshitz (5) for large damping. Here this wall velocity calculation has been

extended to cover the case of small damping. The Landau and Lifshitz

calculation was restricted to large damping by virtue of their assumption

that the velocity is proportional to the applied field. They made no attempt

to obtain the wall velocity for small damping. Others, such as Kittel (6),

Becker (7), and Galt (8), who have calculated the wall velocity and obtained

the Landau-Lifshitz result, placed no restriction on the damping, although

their calculations assume that the domain wall dissipates all of its energy

before it moves a distance greater than its own width.
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5-17

11. WALL COLLISIONS

Relationships for the wall velocity similar to Eqs. (5-36) and (5-37)

may be found from another damping model. This model also provides a

physical picture of the reason the wall velocity will not decrease indefinitely

with the reduction of the damping parameter.

In this model the wall is assumed to move without any damping until

it makes a collision. The wall then loses its entire velocity in a time

very small compared to other times between collisions. To determine

the wall's velocity Eqs. (5-27a) and (5-27b), with x = 0, are used todescribe

the motion between collisions.

For small times Eq. (5-27a) may be integrated to give

S= + yHt sin ý. (5-38)

Substituting this in Eq. (5-27b) gives

cN = 72 (4TrMH) t sin 4. (5-39)
dt

From Eq. (1-33) the spacial derivative of the angular variation within the

static wall is

d=ý sin@ I- -sin4. (5-40)dz

If the time, t, is sufficiently short, the moving wall's structure will

resemble the static wall's structure sufficiently well so that Eq. (5-40)

still holds. Then the wall's velocity, v, may be determined from

dt
v = (5-41)

: dz
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Using Eqs. (5-39) and (5-40) in Eq. (5-41), the wall velocity is

v = y2 (4rMH) t 6. (5-42)

Taking-1 as the average time between collisions, the average attained

velocity, V, is

v = y2 MH 2rf6. (5-43)

If Q = (2TfE)- , 7 becomes

V= (-2MH/Q) (5-441

a form very similar to Eq. (5-36).

Eq. (5-42) shows that the wall velocity increases with time. However,

this is not entirely correct, even if Eq. (5-38) were to hold for all t. Once

the time between collisions is sufficiently long so that ý changes from

0 to n, the instantaneous wall velocity can no longer increase. The wall

velocity then varies linearly with time until t = t , the time for the

magnetization at one point within the wall to reverse, at which time it

remains constant.

When the time between collisions, T, is greater than top
t0

v ( _ "2MH. (5-45)
t

t may be estimated from Eq. (5-39). Taking a nd sin4 1/2
0 dt t

0

and solving Eq. (5-39), to is

-2/2
t = (2y MH) . (5-46)0
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In the case of very long collision times, Eq. (5-45) reduces to

4=1rY 2MHt 6.
0

This becomes

V -- 44--- r -Ym-i' I"A-/, (5-47)

when the value for t found in Eq. (5-46) is introduced. Equation (5-47)0
is to be compared with the previously determined velocity, Eq. (5-37),

for the small damping case. Here again the 4W dependence is found.
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APPENDIX I

JUSTIFICATION OF THE DOMAIN WALL SHAPE ASSUMPTION

In this appendix, the domain wall shape assumption made in Sec. 5

where the domain wall velocity was calculated is treated in greater detail.

There it was postulated that the magnetization in the moving domain wall

maintains the same angular distribution with the easy axis as it does in

the static wall, and, as a result, the exchange and anisotropy fields could

be neglected. Although it can be anticipated that the changes in the angular

distribution will be small, the sizes of the fields which do arise from these

changes are unknown. Since the exchange interaction is large and usually

has associated with it large fields, a large field could arise from this

source and dominate the reversal process. It is shown here that this does

not happen.

For large damping the present solution for the wall velocity, Eq. (5-36)

is consistent with the domain wall shape assumption. This may be seen

by comparing Eq. (5-34) which relates the angle whicn the magnetization

at a particular point within the wall makes with the easy direction with

the time and Eq. (5-29) which gives the wall shape. Since these relations

are expressed by the same function, it follows that in this case there is no

wall deformation. The same conclusion is obtained by noting that when the

damping is large any energy which would be available to distort the wall

is quickly dissipated.

When the damping is small, these considerations no longer apply and

a more detailed examination must be made. If the wall moves after the

application of the applied field (i.e., the field is larger than the coercive

force of the material), the angle between the applied field and the magnetiza-

tion within the wall must change. In order that this angle change, there

must exist a field normal to both the applied field and the magnetization.
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In the nondeforming wall model, this field has been taken as the demag-

netizing field arising from rotations of the magnetization out of the plane

of the wall. If the wall does deform, then a field may arise from exchange

effects which can rotate the magnetization. It cannot arise from anisotropic

considerations here as a consequence of assuming uniaxial anisotropy.

For this type of anisotropy can only bring about a precession about the

preferred axis, which here is also the direction of the applied field.

We now estimate the size that this exchange field may take in order

to show that no serious error exists in its neglect. In order to do this, the

coordinate system shown in Fig. 5-1A is adopted. This coordinate system

differs from the one previously used only in that the polar axis is changed

from the y-axis to the negative z-axis. Again the plane of the wall is the

x-z plane. In this coordinate system, the effective exchange field which

is reponsible for changes in 9 is

H --- •-[2A [ sing--+"2cos 0 ]d9
ex M dy+2  ay dy

We note that if the moving wall bears any resemblance to the stationary wall

then

d 9 0
dy

at 9 =r or 0, and~dG/dy is maximum at the center of the wall where 9 = Ir/2.

Hence the second term for H has its largest value in the vicinity ofex

0 = 3Tr/4, being zero at 9 = 7r/2 and Tr; identical considerations hold for the

region between 0 and Tr/2. On the other hand because of the sing term, the

first term will be large at 9 = Tr/2.

The maximum values of the b derivatives in the above formula may

be estimated as follows.
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The maximum value of cP, 4 , is obtained, as in Eq. (5-21), fromm

magnetostatic considerations. If P monotonically increases to this value

as the wall is traversed, then an upper bound on the first derivative is

d4 •m (5-IA)
dy 6 ,

where 6 -4-AT is the distance measured from the center of the wall in

which the magnetization of a static wall rotates by Tr/ 4 radians. This upper

bound will be taken as an estimate of the maximum of d4 /dy. Similarly,

an upper bound for the second derivative is found to be

" " 2 m (5-2A)
2 2

dy 62

Now, if H be written asex

Hex = H1 + H2 (5-3A)

with

dH 4  d- dO cos 0 (5-4A)
1 M dy dy

and

LH 2 = '2 d2- sing, (5-5A)
2 M dy2

then the maximum value of H will be less than the sum of the maximum
ex

values of I H I and I H2I , for, as has been shown above, these maximums

do not occur simultaneously.

The maximum values of HI and H2 are found by using Eqs. (5-IA) and

(5-2A) in Eqs. (5-4A) and (5-5A). These values are

H 4 K
lmax M m (56A)
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and

H 2K (5-7A)
2max M m

giving for the maximum value of Hex
K

HXax 6 -- -• (5-8A)ex emax M m

The maximum demagnetizing field is

Hdem 4MN m" (5-9A)

Comparison of Hdem with Hex max shows that Hdem will be larger if

4rM2 is greater than 6K.

For most soft magnetic materials this is indeed true; in particular,

for the cases in which we need to apply this result, it holds. Hence, we

see that, in the limit of zero damping, the demagnetizing field is the only

field responsible for the rotations in the wall.

One further point deserves consideration. In the argument given above

we have assumed that the increase in energy which the magnetization could

have is obtained only from its own decrease in magnetostatic energy. It

also may obtain the magnetostatic energy released by virtue of the wall

shrinking. But this should be small, for, in order for the wall to shrink,

it would have to increase its exchange energy which depends on d0/dy.



5A-6

APPENDIX II

NUMERICAL SOLUTION OF THE EQUATION OF DOMAIN WALL MOTION

In this appendix, the numerical method used to calculate the reduced

time for the magnetization within the wall to rotate through its central 90'

when the wall moves to reverse the magnetization is described.

The calculation proceeds from Eq. (5-32a) which is the equation which

governs this motion. We first approximate the sine term in this equation

by a relation of the form

sin4 = aý + b, (5-113)

where

a= 1 b=O O<_ý < 7/4

a = O.374 b = O. 414 7r/4 < < Tr/2  (5-2B)

a = -0. 374 b = 1. 586 7/2 < _< 37/4.

Using these relations in Eq. (5-32a), the set of equations

2 + -- a8 = b (5-3B)

is obtained. Here a and b are again given by Eq. (5-2B). Equation (5-3B)

replaces Eq. (5-32a) with three linear equations, each of which is valid in

a different interval.

The solutions of these equations can be obtained by well known methods.

The solution for the first interval evaluated at ý = Tr/ 4 furnishes initial con-

ditions for the second interval, which in turn furnishes initial conditions

for the third interval. Since the solution of Eq. (5-3B) is a transcendental

function of the time, it is impossible to solve analytically for the time at

which a certain 4 occurs, and so a graphical solution was used. This value

of time is required in order to obtain the initial value of d4/d T.
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The initial conditions for the first interval are somewhat more complicated,

as may he seen from the considerations which follow. Two variables which can

describe the orientation of the magnetization are ý and %p. In terms of these

variables a reasonable initial condition appears to be • 0 and q. = 0, When

these values are used in Eq. (5-27b), dý/d r is found to vanish. If d4/d rand

ý simultaneously vanish, then Eq. (5-32a) has only the solution which shows

no mnotion of the magmetization. However, it is clear that ý = 0, P = 0 is a

point of unstable equilibrium, and when a field is applied to move a wall and

reverse the magnetization, any displacement of the magnetization from this

orientation will initiate the reversal, Thus we assume for initial conditions

that (p has some value near zero but retain the zero value for d4/d T7

In the calculations the initial value of p was taken as 10', or 0.17 radians,

and • was varied in steps of 0. 05. The results are shown in Fig. 5-2.
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CHAPTER VI: INTERPRETATION OF EXPERIMENTAL DATA

1. INTRODUCTION

The purpose of this chapter is to interpret the measurements of the

garnets and ferrites described in Chap. IV. A model will be established

which unites the measurements of the garnets and which gives a basis on

which the measurements for the nickel cobalt ferrites will be discussed.

This will be done using as a foundation the calculations of Chap. V.

The paths traversed by the domain walls during the reversal will be dis-

cussed, and the effective parameters for the multi-sublattice magnetic

systems which concern us here will be found and used with wall velocity

calculations. These calculations will then be applied to the garnets and

compared with the switching measurements. The switching will also be

examined in the light of nonlinear losses. Following a discussion of the

nickel cobalt results, the higher field regions will be treated using a field

dependent relaxation frequency.

2. DOMAIN WALL PATH

If the domain configurations acquired by the magnetization during its

reversal were known, then the distance through which the domain walls

moved during the reversal could be determined and then combined with

the wall velocities found in Chap. V to calculate the time required to switch

a ferromagnetic material. However, in order to theoretically determine

these domain configurations a number of factors (grain sizes, shapes, and

relative orientations, stress and imperfection distribution, etc.) which

are not accessible must be known. Hence, to obtain information concerning

the wall paths, direct experimental observations are necessary.

Consequently, an attempt was made to observe domain walls in yttrium

iron garnet specimens. Although this observation is possible (1) it is diffi-

cult for a number of reasons. Since the specimens are fine grained, large
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magnifications are required to discern the magnetic domains within the

grains, and, therefore, of the available methods of domain observation

the choice is restricted to the Bitter technique (2) which was described in

Chap. I, Sec. 3c. The concentration of colloid which is formed over the

domain walls in the application of this technique is proportional to the

magnetic pole density (3) which results from the intersection of the mag-

netization within the wall with the specimen's surface. This pole concen-

tration is then inversely proportional to the domain wall width and directly

proportional to the material's magnetization. Since all iron garnets have

broad walls due to their relatively small anisotropy, and since their mag-

netization is low, the pole density over the walls is small. Coupled with

this is the fact that as a result of the high magnification which is required

the contrast in the image of the aggregate of particles is decreased, and

this decrease in contrast is all the worse when the density of particles is

low. Thus it may be seen that the observation of domain walls in the gar-

nets is difficult and that under these conditions it is relatively easy to

overlook their presence.

The results of observations on yttrium iron garnet, an example of

which is shown in Fig. 2-8, nevertheless, did show the existence of domain

walls in these materials. Whenever they were found, no more than two

existed in a grain. In contrast with the periodic and simple shaped domain

patterns (4, 5) observed in large grained or single crystal materials, here

highly irregular shaped and isolated domains were seen. These shapes

were probably due to the irregular stress and demagnetizing field distribu-

tions which can exist in fine grained materials and which can overcome

the order usually established by the magnetocrystalline anisotropy. These

observations are consistent with those of Knowles (6) and others (7) who

have examined other fine grained ferrites.
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However, attempts to track the motion of these walls as the magneti-

zation was reversed did not prove fruitful. The presence of domain walls

at a particular location within the sample was unpredictable. Cycling a

toroid around its hysteresis loop did not seem to return walls to their

initial position. This may be due to the fact that the energy wells in which

the walls may reside are all approximately the same depth. A field which

then frees a wall from one of these wells will free it from all of them.

However, occasionally the walls will stick in one of these energy troughs.

When a portion of a wall's motion during the reversal was observed

as the applied field was increased, the wall was seen to stretch while being

held fast at certain point impediments (somewhat like a clothesline in a

wind) before breaking loose and disappearing.

Knowles, as discussed in Chap. I, Sec. 5e2, observed the domain

configurations in a polycrystalline ferrite as a function of applied field.

The grains of this ferrite were much larger than ours. From his obser-

vations, it may be concluded that the initial and final states of the magneti-

zation reversal process are remanent states, i.e., states which are multi-

domain. This is in agreement with hysteresis and switching data presented

by Wijn and Smit (8). Their hysteresis data obtained by d.c. measurements

and their switching data show that the quantity of magnetization which is

reversed in each experiment is the same and that the reversals are between

remanent states, not saturated states. The magnetization change, as ob-

served by these authors, is approximately half that which would be obtained

if the reversals were between saturated states.

From these observations the conclusion can be drawn that the domain

configurations involved in the magnetization reversal process are independ-

ent of the time required for the field to attain its final value. However, the

domain configurations are dependent on the final value of the field until this

field is somewhat greater than the material's coercive force. For these
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large field values the domain configurations are almost independent of

the applied field.

In other words, the distance, d, which a domain wall moves in a

reversal of the magnetization is a function of the applied field and increases

with increasing applied field. However, the rate of increase decreases

and d takes on a relatively constant value, do, when the applied field is

in excess of the major hysteresis loop's coercive force. The size of this

field will depend not only on the chemistry of the sample but also on its

preparation.

Estimates of d may be obtained from these observations by noting

that d must be less than a grain dimension. Since the switching time of

a core is determined by the slowest switching elements which exist in

sufficient quantity, it will be determined by the larger grains. To be

precise, the grain size for determining d should be chosen on a statisti-

cal basis. However, since the grain sizes in a typical garnet sintered at

1400'C vary from around 2 to 15 microns with a predominance at about

10 microns, it is felt that this is unnecessary. In these grains the walls

probably do not traverse the entire grain, and so the size of d should be

between 5 and 10 microns.

The time, t, required for the magnetization to reverse is then

d (6-1)

v

where d is the average distance which a domain wall moves, and v is its

velocity. For large enough damping this leads to the relation, using Eq.

(5-36),

t dM X -NK/A (6-2a)2H (X2+ M2 y2 )
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while in the absence of damping, using Eq. (5-37),

d K 1/2t = d.--y (' -A) 12(6-2b)

From Eq. (6-2a) the switching parameter, S , whlch was introduced

in Eq. (1-84), may be found.

S =d XM -,TKIA (6-3a)
w 22 2 2+ y2M2

When X << yM, this becomes

S (6-3b)
w 2 2 M

Whenever in this chapter (unless otherwise modified) S , which has
w

been determined from experimental results, is discussed, the value of

Sw is taken from that region of the switching characteristic for which it

has been found that the amount of flux reversed has become constant.

This is done in order to make sure that the entire core is switching and

that d is not varying as the field is increased. In the Appendix to Chap.

IV it was shown how partial switching of the core can increase the meas-

ured S
w

3. EQUIVALENT ONE LATTICE MODEL

Discussions in Chaps. I and III pointed out that the ferrites' and gar-

nets' magnetic properties arise from a number of magnetic sublattices.

In this section, these multilatticed systems will be shown to be reducible

to an equivalent single lattice system for domain wall velocity calculations.

When this is done, the results obtained in Chap. V may be used. By em-

ploying this procedure, it is possible that certain processes unique to a

multilatticed system may not be uncovered. However, this approxima-

tion should not introduce a serious error, since the processes unique to

a multilatticed system generally require large energies to excite.
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Since the results in Chap. V arise from properties of the static domain

wall and an equation of motion, the necessary equivalent lattice parameters

are those which specify these entities. In the following, the relationships

between these equivalent parameters and the parameters of the individual

sublattices will be found. They then may be used in Eqs. (6-2a), (6-2b),

(6-3a) or (6-3b).

a. Domain wails

To discuss static domain walls in a multilatticed system, domain walls

in a two sublattice linear system will be considered. The results obtained

from-this case will then be generalized to the three sublattice system of the

garnets. Here the exchange stiffness constant will be shown to be independ-

ent of the rare earth lattice.

Consider the two sublattice arrangement of magnetic moments in

Fig. 6-1 where the moments marked 1 comprise the first sublattice, while

those marked 2 comprise the second sublattice. The moments within sub-

lattice .1 are distant d 1a from each other and d 12a from those in sublattice

2 which, in turn, are distant d 22a from each other. a is the lattice constant.

In this particular arrangement d1 1 a = d2 2 a = a. However, in order to keep

the discussion general, the da notation is employed. If J11, 12 2 ' and j12 are

taken as the exchange integrals for interactions within the first sublattice,

within the second sublattice, and between the two sublattices respectively,

then the exchange energy, FAP is

FA -2EJ1 1 S l,iSlj+2 - 2fJ2 2 S2,i+ 1 S2,i+ 3 - 2 • J1 2 S2,i+ ISl1i

(6-4)
Here S and S denote the magnetic moments on the sites of lattice 1

1, i 2,i
and 2 respectively, and the sums are taken over the entire lattice. The

numbering system of the moments was chosen so that the sites of the com-

bined lattices are serial numbered.
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FIG. 6-1 HYPOTHETICAL LINEAR TWO LATTICE SPIN

SYSTEM. THE DISTANCES BETWEEN THE
MAGNETIC MOMENTS HAVE BEEN CHOSEN
TO PERMIT GENERALIZATION OF THE
MODEL.
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Since domain wall problems are more tractable on a continuous basis,

Eq. (6-4) will be transformed to such a basis. In Chap. I it was shown

that in order to reduce the magnetostatic energy associated with a domain

wall the magnetization within the wall rotates about an axis perpendicular

to the wall. This condition simplified the domain wall problem, for only

one variable, 9, was required to specify the orientation of the magnetiza-

tion. Identical considerations hold here. So, again, only 9 need be given

as a function of x, the distance measured normal to the domain wall, to

describe the wall. Thus in transforming Eq. (6-4) to a continuous model

only contributions due to a 9 variation need be taken into account.

In terms of 9, Eq. (6-4) becomes

F -AD2J ISI2 cosA9.i,i+2 - 2122 S22 cosA@i+l,i+3

(6-5)
- Z2J 12 S1S2 cos A~9 ii+I

where

A9.. =9. - . (6-6)1,3 1 J

The difference in energy from the aligned condition, E At is then

H ;jS2 'G i,1+2+ 2 S 2 (A@)2
A = 1() 2+ i+i,i+3

(6-7)+j 12 S 1S2 (A@) 2 i,i+ 1)(67

Taking

A. dO ]Ij d.
1,j dx ij 13

and noting that 9 changes slowly over the unit cell so that

d@ = dO = dOI
dx dx dxi,i+ 1 i,i+ 2 i+I, i+3
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Eq. (6-7) becomes

E 22 22 2 2dL2
A lld11 +J 2 2S 2 d 2 2 +J 12 S1S2dl 2 ) ii+

(6-8)
To complete the transformation, the energy represented by the sum-

mand is reduced to an energy density by averaging over the unit cell. On

the continuous model, the exchange energy is then

dO2

E = A (L) dv (6-9)
A J dx

with2 2 2 22
AihJillS1 2 d11 + J 2 2 S2 2 d22 + J 1 2S1S2d1 2  (6-210
A = a-(6-10)

a

If the sublattices have a uniaxial anisotropy, K1 and K2 , and if the

zero of 8 is taken as the easy axis, the anisotropy energy can be written

as

EK (K1 sin 2+ K2 sin20) dv

and since 8 changes little between consecutive atoms,

EK = Y(K 1 + K2 ) sin2 8dv = YKsin28dv (6-11)

Here K = K1 + K2 is the usual anisotropy constant.

Comparison of Eqs. (6-9) and (6-11) with similar equations that arise

in the theory of a conventional wall shows that the results of that theory

may be used for multisublatticed systems. When this is done, the ani-

sotropy constant is taken as the anisotropy of the individual lattices, and

the exchange stiffness constant may be taken in the form of Eq. (6-10).

When Eq. (6-10) is to be used to determine the exchange stiffness

constant, it must be altered to take account of the three dimensional
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character of the sublattices. We then find that our result is identical with

that of Harris (9) in his determination of the spin wave spectrum of yttrium

iron garnet. The general form is not specifically given here, as it is not

used.

In applying Eq. (6-10) to the rare earth garnets additional terms are

required, for, as Pauthenet (10) has shown, there exist three magnetic sub-

lattices. Using Pauthenet's values to estimate these terms, it is seen that

they may be neglected. This was to be anticipated on the basis of the lack

of variation in the Curie temperatures of the rare earth garnets.

b. Equation of motion

The equation of motion for the magnetization which was used in Chap. V

where domain wall velocities were calculated applies only to a ferromagnet.

However, under circumstances occurring in switching, the same equation of

motion can be shown to apply to a ferrimagnet by following a procedure simi-

lar to that which was used to obtain the equation of motion for the ferromag-

net. This comes about since it may be assumed in a switching experiment

that the magnetization in each of the sublattices when in motion retains its

relative static orientation. As a consequence of these conditions, the mag-

netization will not be acted upon by any interlattice exchange torques. Then,

for the total magnetization,

M = MI + M2 (6-12a)

with total angular momentum,

MI M2
J = 2N7+ - ,6-12b)

the equation of motion,

M Yeff (M X H) + M-2 (M X M X H) (6-13)
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can be written, and the effective gyromagnetic ratio is simply given

by

M M
Yeff - J- M M (6-14)

Y1 Y2

Equations (6-13) and (6-14) have been derived by Wangsness (11) and

others in connection with ferrimagnetic resonance. Kittel (12) and Van

Vleck (13) have shown on the basis of different models that the free ion

gyromagnetic ratios cannot be used for y1 and Y2 in Eqs. (6-13) and (6-14).

They must be determined by considering the atoms in their crystal en-

vironment.

The significance of the damping term in Eq. (6-13) has been discussed

in Chap. I. Its evaluation in terms of the contributions from each of the

sublattices is deferred to Sec. 4c of this chapter.

In the case of the rare earth garnets, the equation of motion must be

applied to a material with three sublattices. The above results could be

extended to three sublattices, or, since the character of the two iron sub-

lattices is the same and since the iron sublattices are so tightly coupled

through strong exchange fields, these materials can be considered to con-

sist of only two sublattices - one containing the iron and the other the

rare earth ions.

c. The switching parameter, Sw

From the discussions of Secs. a and b above, the equations for the

switching parameter of a ferromagnetic material, Eqs. (6-3a) and (6-3b),

are seen to hold for ferrimagnetic materials since the relations under-

lying their derivations are identical. The parameters which enter into

these equations are related to the parameters of the individual sub-

lattices by the formulae given in these sections.
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4. DISCUSSION OF THE EXPERIMENTAL DATA

a. Non rare earth garnets and gadolinium substituted garnets

The materials whose experimental data are examined in this section

are yttrium-indium, yttrium-gallium, and yttrium-gadolinium iron garnets.

Their magnetic properties are given in Table 3-2, and their switching pro-

perties are listed in Table 4-1 and shown in Figs. 4-5 and 4-6.

If, for any of these garnets, K is found from the ferromagnetic resonance

linewidth and Eq. (3-11) and is substituted in Eq. (5-32c) to determine the

reduced damping parameter, ý, then the resulting g will be much less than

1. All of these systems should then exhibit a characteristic for the recipro-

cal switching time which is given by Eq. (6-2b) and is of the form

1 = c (6-15)

where c is a material dependent constant. Ifnspection of the measured

switching characteristics, Figs. 4-5 and 4-6, shows that this is not the

case. These characteristics have a continually increasing slope; a feature

not exhibited by Eq. (6-15). If they are considered to be piecewise linear,

these characteristics are better represented by Eq. (6-2a) which shows

that the reciprocal switchifng time is linearly dependent on the applied field.

If Eq. (6-2a) describes the results of the switching experiment, then

K obtained from low power resonance experiments is not applicable. This

is not too surprising; it is already known from resonance experiments that

K is a parameter which depends on the particulars of the dynamic process.

'Ihis point is further discussed in this and the following section'of this

chapter.

Examination of Eq. (6-3b) shows that if K is regarded as smaller than

yM (equivalent in the case of resonance to the half linewidth being smaller
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than the resonant field) and has the same value independent of composition,

S should vary inversely with the magnetization. To test this inferencew

the switching parameters of the yttrium-gadolinium iron garnets which

were measured have been plotted as a function of I/M in Fig. 6-2. This

series of garnets was shown in Chap. III to differ only in magnetization,

when the relaxation frequency is excepted. The switching parameters are

taken from the two lowest field linear regions. Also shown in the figure

is the calculated variation. The agreement is within 3A for the larger

S' s and within 5% for the lower values.
w

As a further test of this hypothesis the switching parameters for the

gallium and indium substituted garnets can be compared with the pre-

dictions of Eq. (6-3b). The situation here is of greater complexity than

that of the gadolinium substituted garnets, since now not only does the

magnetization but also the exchange stiffness and the magnitude of the

anisotropy vary. From Eq. (6-3b) the ratio of the switching constants

for two materials which differ in these respects is determined to be

I M 2 K (6-16)

S w2 M IjK 2A2Sw 1 A22

The subscripts in Eq. (6-16) denote the materials being compared.

As discussed in connection with Eq. (1-8), A can be taken proportional

to the Curie temperature, T , and Eq. (6-16) becomes with the aid ofc

this proportionality

M K c (6-17)

Sw Mi KT
2 Tc2



0.60

Sw

(,usec oer) 0.40

0.2O-

70 80 90 100

-•x 10 (oer -)
M

FIG. 6-2 SWITCHING PARAMETER, Sw, FOR YTTRIUM-GADOLINIUM

SERIES AS A FUNCTION OF I WHERE M IS
M

THE MAGNETIZATION. THE CIRCLED POINTS ARE

EXPERIMENTAL. THE SOLID LINES ARE CALCULATED.
THE UPPER CURVE IS FOR THE FIRST LINEAR
REGION, WHILE THE LOWER CURVE IS FOR THE

NEXT HIGHEST (IN FIELD) LINEAR REGION.



6-15

If one of the materials is taken as the gallium or indium S.-ubstituted garnet

and the other as yttrium iron garnet, then the values shown in Table 6-1

are obtained from Eq. (6-17). Together with these results the experimentally

determined ratios are given. A comparison of these calculated and ex-

perim~ental values of S /Sw2 shows, a maximunm deviation of 13% and

lends further validity to the use of ,Ecjs. (6-3a) and 6-3b) in explaining

these results and to the assumption that X has substantially the same value

in all these materials.

Table 6-I

Ratio of the switching parameters of indium and gallthm substituted

garnets to those of yttrium iron garnet.

Sw /Sw S /S
w W WI w2

(calculated) (expcrimental)

Y-In 5% 0.77 0.86

Y-In 10% 0.67 0.72

Y-Ga 5% 1.15 1.32

From Eq. (6-3b), the experimental value for S , the magnetic param-w

eters listed in Table 3-1, and a value of A taken from Shinozaki (14), X

can be determined for yttrium iron garnet. Using the value 0.44 X 10 6

ergs/cm for A, a relaxation frequency of about 5 X 108 cycles/sec is found.

A comparison of this value with the relaxation frequencies listed in Table

3-1 and determined from magnetic resonance shows that only the samarium

iron garnet's relaxation frequency exceeds this value.

b. Single crystal

Next we turn our attention to the yttrium iron garnet single crystal

toroid whose switching characteristic is shown in Fig. 4-12. It is apparent

from this figure that this toroid switches slower than its polycrystalline
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counterpart. To compare the data quantitatively the number of domain

walls participating in the single crystal's reversal process must be known.

The toroidal shape of the specimen, as shown in Chap. I, permits the

magnetization to be distributed without the formation of domains. In this

distribution the magnetic moments are parallel to the surface of the toroid.

It is possible, in this case, to have this distribution since the anisotropy

energy of yttrium iron garnet is small. Since this distribution removes

the driving force for domains, they need not exist at remanence.

However, stray fields associated with imperfections in the crystal, or

on its surface, probably cause a domain structure to exist about these

imperfections, and this structure could provide the domain walls for

reversing the magnetization. Domain nucleation may also take place

when a field is applied to reverse the magnetization because of the gradual

change in, direction which the magnetization makes with the easy direction

in encircling the toroid. But it does not appear that any, or all, of these

causes can produce as large a number of walls as appear in the poly-

crystalline reversal. This reduction in the number of walls increases

the distance traversed by each wall in bringing about the reversal. If

all other things remained the same, an increased S could be anticipated.w

Since this increase is found experimentally, we have here another justifica-

tion for the domain wall motion model. The possibility does exist that the

relaxation frequency is smaller in the single crystal than the polycrystalline

material. This would offset the increase in S somewhat. However, thew

difference in relaxation frequency cannot be very large, for then the switch-

ing characteristic would take on the shape described by Eq. (6-2b).

It is of interest to note that there exists a possibility that only a few

walls contribute to the switching. Suppose that a wall is formed at the

inside edge of the specimen. and is parallel to the curved sides of the toroid
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and that it is this wall which reverses the toroid's magnetization when it

moves from the inside to the outside. In accomplishing this the wall

moves through the thickness of the toroid which is about 370 microns.

In the polycrystal, the distance a wall moves has been anticipated as 5

microns, as indicated in Sec. 2 above. It would then be expected that,

if all the other pertinent material parameters were the same, the ratio

of switching parameters would be about 75. From the experimental

results, S for the single crystal is 7.0 oe Asec, and the switching param-w

eter ratio is approximately 20. The small difference in these ratios in-

dicates that a few walls do reverse the magnetization; the difference pro-

bably results from the lack of precise information on the damping param-

eter and the distance of wall travel.

c. Rare earth garnet behavior - theoretical preliminaries

The replacement of yttrium ions with rare earth ions was noted in

Chap. I, Sec. 6 to result in a marked increase in the width of the ferro-

magnetic resonance line. It was also shown there that the mechanism

which brings about this line broadening should enter into the determination

of the relaxation frequency, X, in switching experiments. Since the

phenomenon which underlies this mechanism is associated with the coupling

of the magnetic moment of the ion to the vibrating lattice, the effects of

this mechanism are strongest in those ions whose spin magnetic moments

are coupled to the orbital magnetic moment (15). Since the magnetic ions

of the materials which were considered in the earlier parts of this section

do not have an orbital magnetic moment, this effect is absent. However,

in the other rare earth garnets measured here orbital magnetic moments

do exist, and, therefore, an additional loss mechanism is expected to

play a role in the switching process.
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The effects of this mechanism on the switching may be estimated in

either of two ways. On the one hand, use may be made of Callen's work

(16) which led to an equation of motion discussed in Chap. I, Sec. 6. In

this study, Callen showed that if there exist two loss mechanisms, one

in which energy is lost directly to the lattice and the other in which energy

is transferred within the magnetization system itself, then the relaxation

frequencies of these mechanisms add. On the other hand, this result may

be obtained from a treatment of ferromagnetic resonance given by Wangsness

(11). In this treatment, relations are found which show the contributions

made by the individual sublattices to the total loss. Although the general

relationship amongst the effective loss parameters is extremely com-

plicated, as long as the loss parameters are not extremely large, the

theory shows that the losses in the various sublattices augment each other.

If the mechanism responsible for the losses of the materials discussed in

part a of this section is taken to result from the iron sublattices (taken as

one sublattice) and the mechanism referred to above as an attribute of the

rare earth sublattice, a relaxation frequency which is larger than that of

the iron lattices may be anticipated. Equation (6-3a) then indicates that

S should increase over that of yttrium iron garnet, and this, indeed, isW

what is found. In the following this is examined in greater detail for

ytterbium, erbium, holmium, and samarium iron garnets as well as for the

holmium and samarium substituted series.

To place the discussion on a quantitative basis, the Wangsness result

for the effective relaxation frequency,

2 2

X = M2 'Y1 Y2 (6-18)

Y1 Y2/
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will be employed. In this expression the quantities carrying the subscript

I denote the iron sublattice, while those carrying 2 denote the rare earth

sublattices.

When y1 = 'Y2 Eq. (6-18) becomes

X=X 1 +X2. (6-19)

Since in the -series of the gadolinium substituted garnets which were

discussed in part a the gyromagnetic ratios of iron and rare earth lattices

are equal, this equation should apply. When the rare earth sublattice is

only sparsely filled as it is in these garnets, X2 << X, and Eq. (6-19)

becomes

x= X 1 (6-20)

This is just the manner in which X was chosen in the treatment of the

gadolinium series.

The inequality leading to Eq. (6-20) can be understood by remembering

that X represents the rate of loss of magnetic energy. (See Chap. I, Sec.

5c.) It follows from this description of k that X is related to the strength

of the coupling between the magnetic system and that system to which the

energy is lost. Examples of such systems were given in Chap. I. If now

each rare earth ion represents a channel for the loss of magnetic energy

as is indicated by the assignment of a loss constant to its lattice, the

number of channels and, therefore, the coupling will depend on the con-

centration of rare earth ions. Thus X can be expected to increase with

increasing numbers of rare earth ions. For the particular case of

gadolinium, the coupling per ion is probably much the same as that of the

iron ions, since the ions of both are in S states. (In resonance, losses

due to S states are usually small. However, as evidenced by yttrium iron

garnet, this is not the case in switching.) Since the relative number of
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gadolinium ions is small in the compositions considered here, X2 will be

much smaller than XI.

For the other rare earth garnets which were measured here Kittel

(12) and Van Vleck (13) have shown that -Y2 is large. Thus the effective

gyromagnetic ratio, Eq. (6-14), for the combined sublattices becomes

M
Y M- (6-21)

and Eq. (6-18) can be written as

S 2 X1 +"2 (6-22)

From this equation it may be seen that K consists of two parts. One, K'

has its origin in the iron lattices, the other, K2, in the rare earth lattice.

X = X' + '2 (6-23)

As shown in Sec. c, K Xis large; X has been discussed above and

should be obtainable from resonance by application of the relation, Eq.

(3-11), between the relaxation frequency and linewidth, Ali, at the dc field,

H, required for resonance.

, yM AH (6-24)
2 =2 H--

To determine S w, Eq. (6-23) must be used in Eq. (6-3a).

Three additional relations are required in order to treat the sub-
stituted systems. With these relationships a dependence of S on the

w
degree of substitution can be established. The first of these Is taken from
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de Gennes et al (15) and the reasoning given above in connection with the

gadolinium garnet. It gives the relative linewidth, (AH/H)x, as a function

of the atomic fraction, x, of the yttrium sites occupied by rare earth ions:

( = X--H 
(6-25)

Here AH/H is the relative linewidth for complete substitution (x = 1).

If AM represents the change in magnetization. for a fully substitutea

rare earth lattice from that of yttrium iron garnet, the magnetization at

a concentration x is

M1 +xtM
M = 1 ., (6-26)

X M

and, from Eq. (6-21), the gy'romagnetic ratio at a concentration x is
M1 +x2•M

Y = 'Y M 1 (6-27)

AM is usually negative.

Equations (6-25), (6-26). and (6-27) together with Eqs. (6-3a) and

(6-24) then determine S as a function of x.
w

d. Rare earth garnet behavior - comparison with experiment

As yet, the distance, d, that a domainwall moves has not been

determined beyond indication of its expected size. Unless it can be

determined, we cannot compare the results of the previous section with

our experimental values. Fortunately, by obtaining a best fit to the

experimental data for either the holmium or samarium substituted iron

garnet systems, a value of d can be obtained. In the discussions of d in

Sec. 2, it was concluded that d should be relatively independent of com-

position and should depend strongly on grain structure. Therefore, the

value of d found for one of these systems should be useful in predicting
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the experimental values of d for other structurally similar materials.

The successful predictions that result justify this method of interpreting

the measurements.

The procedure used for the curve fitting is given here. From Eqs.

(6-23) and (6-3a) the switching parameter can be written as
X

S = 1 F, (6-28)
w 2 2M

where

6 = IA/K (6-29)

and -1

F = (1 + X /y M ) '. (6-30)

6 through its dependence on the anisotropy constant, K, is composition

sensitive.

Calling
X

SA kI d (6-31)w -Y 2 2M 6

and

SB I1d (6-32)
S2 y2M 6'

S' may be written as
w

S' = S' + S' (6-33)
w wA wB

S' orginates from interactions within the iron lattices and S' from the
wA wB

rare earth lattice. Therefore, Eq. (6-33) permits the determination of S'
w
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(and consequently Sw) from its constituents. The primes indicate that the

factor, F, given by Eq. (6-30) has not as yet been taken into account in

finding the S 's.
w

S' can be determined without obtaining a value for d by assuming
wA

that d and ,C are independent of composition; as in Sec. 4a, Eq. (6-17)1

applies. Here, however, the Curie temperature, too, is independent of

composition, and ýo in the notation of this section Eq. (6-17) becomes

MI
W = M SK w (6-34)

A A

The subscript 1 again refers to yttrium iron garnet. Direct substitution

in Eq. (6-32) is used to determine SWB with X2 taken from microwave

resonance experiments and d taking on various values. The factor F is

found by noting that

S. +S',S WA wB 2

-. 
(6 -3 5 )-YM S" NM "

wB

Using trial values of d = 5,6, and 7 microns, a best fit was determined

by comparison with the experimental values of the holmium series. The

results are shown in Fig. b-3. For the 6 micron case, the type A and B

contributions are also shown. Using d = 6 microns, the experimental re-

sults are compared with our calculated values for samarium in Fig. 6-4.

Here, also, the A and B contributions are given. Table 6-2 summarizes

the results found using d equal to 5 and 6 microns for the rare earth

garnets. From this table it is seen that the major contributions to Sw
for erbium and ytterbium garnets arise from the type A process.
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In all cases the agreement between the calculated values and the

experimentally determined ones is good and somewhat better, perhaps,

than the combined uncertainties in the values of the parameters would

lead us to expect.

Table 6-2

Comparison of S measured with S calculated for d= 5 and d =6W W

microns. Data taken at room temperature.

S (oe jisec)w

Garnet experimental calculated

d=6 d=5

Ytterbium 0.41 0.43 0.43

Erbium 0.77 0.79 0.73

Samarium 1.15 1.22 1.06

Holnium 1.94 1.91 1.64

e. Garnets at 55°C

The measurements of the garnets made at 55 0 C are compared in this

section with the predictions obtained from the results given in Sec. c above.

The values of the magnetic parameters for these materials can be found

in Table 3-4; the experimental data is shown in Fig. 4-11, summarized in

Table 4-2, and also listed in Table 6-3 together with the calculated values.

As in the last section, the agreement is good. The value of d found there

also fits this °data. Determination of X from the room temperature and

55 0 C yttrium iron garnet switching data shows that the relaxation fre-

quencies at these temperatures are equal within experimental error. A

2% decrease with temperature was actually found.

f. Nickel cobalt ferrites

Nickel cobalt ferrite, as indicated in Chap. III, was chosen to observe

the effects on switching of a variation of the magnetocrystalline anisotropy.
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Table 6-3

Comparison of S measured with S calculated for d = 5 and d = 6w w

microns. Data taken at 53'C.

S (oe pLsec)

Garnet experimental calculated

d=6 d=5

Ytterbium 0.29 0.29 0.28

Erbium 0.57 0.59 0.55

Samarium 0.82 0.88 0.76

Yttrium 0.29 - -

The macroscopic anisotropy constant as calculated for this ferrite changes

sign, i.e., the preferred easy direction changes from < 111> to <100> as

the cobalt content is increased (17). This effect has been observed in

microwave resonance (18), which is a rotational magnetization process

in the sense that the entire magnetization takes on a coherent motion.

However, the data contained in Fig. 4-9 and summarized in Fig. 6-5 in-

dicates the absence of this type of behavior. According to either Eq. (6-2a)

or Eq. (6-2b) the switching time should become exceedingly short in the

vicinity of K = 0. Instead, a steady increase in both switching time and

coercive force is observed. These effects can be attributed to domain wall

motion.

At most, the nickel ferrites used here contain 5% cobalt ferrite, and,

if the cobalt is distributed randomly, the domain walls will consist of

predominantly nickel ferrite. Since the exchange interaction is much

stronger than the anisotropy interaction of the cobalt ion, the nickel ion

anisotropy will dominate the wall shape. In other words, the occasional

cobalt ions will not, on the average, have other cobalt ions as nearest

magnetic ion neighbors, and so their orientation will be determined through
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an exchange interaction with their nickel neighbors, not by their anisotropy

field. The cobalt ions, then, act as an impurity in the wall"' which will increase

the wall's coercive force. They will also bringaboutan increase in the relaxa-

tion frequency since the spin orbit coupling in these ions is large (19).

Pippin and Hogan (20) have studied the initial permeabilities of these ferrites.

On the basis of the variation of the initial permeability with porosity, they con-

cluded that wal! motion was responsiblefor the magnetization change which

they m easured. They also found no evidence of a decrease in the anistropy

and attributed their results to a wall motion model similar to that used above.

The grain size in the nickel ferrito used here was found to be about 2

microns. From this it may be inferred that the domain walls which are

responsible for the magnetization reversal will move about 1 micron. Sw

may be estimated for this ferrite if a value for X can be obtained. Taking

k from hrewidth measurements of polycrystals, S is again found to bew

smaller than the calculated value by two orders of magnitude.

A comparison of the X's calculated from the switching data for nickel

ferrite and yttrium iron garnet shows that the former's damping parameter

is about .10 times larger than the latter's. At least two effects account for

this. The more important one arises from the direct coupling of the nickel

ions' magnetic moment to the lattice through spin orbit coupling. This

coupling provides a means for the magnetic energy to pass directly to the

lattice. The other arises as a result of the random positions taken by the

magnetic ions in the nickel ferrite crystal as opposed to the well defined

positions they occupy in the garnet crystal. This undoubtedly leads to a

violation of the uniform plane wall assumption made in Chap. IV. As was

noted there, if this occurs, one can expect increased switching times which

in effect bring about an increase in k.

:' Since the cobalt ions have an easy direction distinct from that of thenickel
ions, and since their anisotropy energy is much larger than that of the nickel
ions, the wall will try to form so that the cobalt ions occupy certain positions
within the wall which will allow them to point in their easy direction.
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5. NONLINEAR RELAXATION IN SWITCHING

In a material such as yttrium iron garnet where the magnetization is

due to the uncompensated spins of an ion which has no orbital angular mo-

mentum (and consequently no spin orbit interaction), the magnetization ex-

ists in relatively poor contact with the lattice, and one would expect that

any disturbance in the magnetization would require a relatively long time

to decay. Indeed, this is found in resonance experiments on yttrium iron

garnet employing small amplitude microwave fields, and the processes which

determine this material's exceedingly narrow linewidth appear to be the re-

sult of transfers of energy within the magnetic system which are brought

about by such nonuniformities as porosity, anisotropy dispersions, and

thermal fluctuations.

On the other hand, from the data obtained in our switching experiments,

yttrium iron garnet has been shown to have a relatively large relaxation

frequency. In view of the weak interaction of the iron ions with the lattice

it appears reasonable to assume that the relaxation frequency here also is

determined predominantly by interactions within the magnetic system, When

the microwave field in a resonance experiment is increased beyond a certain

size, the rate at which energy is losc is considerably increased as a result

of nonlinear interactions within the magnetic system (see Chap. I, Sec. 6),

and the possibility exists that a similar nonlinear process determines the

large relaxation frequency found in switching.

The large losses found in the high power resonance experiments have

been shown to originate from the existence of a nonlinear coupling between

the uniform precession and spin waves which is a function of their amplitudes.

Ordinarily this coupling is negligible since the spin wave amplitude is small,

and the transfer of energy by this process can be neglected. However, as the

amplitude of the uniform precession increases, a point is reached at which
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energy is transf,:rred to the spin waves more rapidly than they can dis-

sipate it. As a result, certain spin waves become unstable, their ampli-

tudes become large, and this coupling becomes an important mechanism

for the dissipation of energy in the uniform precession.

In the moving domain wall, conditions appear to exist which make

possible a similar nonlinear process as a means of energy transfer. By

identifying the component of the magnetization which rotates in the plane

of the wall with the precessing magnetization of the resonance experiment,

an analogy between switching and resonance may be established. In the

picture of domain wall motion developed in Chap. V this rotating component

is large, and, therefore, a nonlinear interaction appears possible in yttrium

iron garnet. When rare earth ions are added to this garnet, means are pro-

vided for the magnetic energy to readily pass to the lattice, as discussed in

Sec. 4d. This should have the effect of rapidly removing energy from the

spin waves, and, therefore, it will reduce their susceptibility to instability.

In this manner the large coupling of energy to the spin waves which arose

from their instability is removed.

When these nonlinear effects occur in microwave experiments they

are accompanied by changes in the magnetization. The equation of motion

used in Chap. V does not allow for this and it would follow that the results

of that chapter are no longer applicable. However, large amounts of energy

may be transferred to spin waves without an appreciable change in magneti-

zation as a consequence of the spin wave energy containing a term in the ex-

change energy. And, only small deviations in the magnetization are needed

to bring about a large increase in this energy. Thus it appears that even in

the presence of such nonlinear effects, the results of Chap. V are good

approximations.

One of the implications of the above discussion is that the analysis of

the experimental results in Secs. 4d and 4e should be revised to take account
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of the effect of the rare earth lattice on the relaxation frequency of the iron

lattice. In those sections, the relaxation frequencies, \1 and \2' were treated

as independent quantities. In the extreme case where the damping introduced

by the rare earth lattice is so large that it completely prevents the transfer

of energy by the nonlinear coupling process, the possibility exists that the

relaxation frequency of the iron lattice can be neglected; the rare earth lattice

alone determining the relaxations. Of course this conclusion presumes that

this mechanism is the only one responsible for the-relaxation of the iron lattices.

In the absence of either a mathematical model or further experimental results

the relation of the various loss processes is difficult to determine. Nevertheless,

it appears from the data taken here that if the rare earth ions decrease the iron

ions' contribution to the relaxation, the contribution made by them must more

than compensate for this decrease, since the addition of rare earths consist-

ently brings about an increase in X.

6. HIGH FIELD BEHAVIOR

To study high field behavior, consider Eq. (3-11) which relates the

resonance linewidth and the relaxation frequency.

2 H (6-36)2 H

H is the field required for resonance. Although it is recognized that micro-

wave resonance relaxation processes cannot be identical with wall motion

relaxation processes, they must depend on similar effects.

The first observation we make is to note that measurements reported

by Buffler (18) on the frequency dependence of the linewidth of single crystal

and polycrystal yttrium iron garnets show that the linewidth remains sub-

stantially constant, independent of frequency. This then implies, through

Eq. (6-36), that X is field dependent. If X is then written as

yM (AH)°
(. 0 (6-37)

2H



6-33

where (AH) is a constant which may be material dependent, and this is

substituted in Eq. (6-2a), the inverse switching time is found to be, if

k << M,

2I _ 42H A (6-38)
t d(AH) K

2
This inverse switching time is proportional to H . To test the validity of

this relation, 1i7 has been plotted for yttrium iron garnet and is shown in

Fig. 6-6. The fit is good. However, it should be noted that the line inter-

cepts the H-axis at a negative H. Hence our expression (6-38) should be

written as

14y• (H + H'i)2 JiA

H . (6-39)
t d(AH)° K

The significance of H. is not clear. Its origin may lie in the fact that the1

total internal field is composed of the applied field, a demagnetizing field,

and, possibly, the fields which are responsible for the material's coercive

force.

To compare this result with the work of Sec. 3 above, the quantity Sw

which was central there must be computed.

dH d (AH)o

S =-N . (6-40)
w d (1/t) 8y,(H + Hi) A

If the 1/t curve is actually parabolic, then the straight line drawn to fit the

low field region is an approximation of the curve in that region. Hence, if

H is an average value for the field in the low field region, the switching

parameter becomes

d(ŽXH)
= oH 

(6-41)
Sw 4TH°JA
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In studying the nonrare earth garnets, it was found that S variedw

inversely with the magnetization. If Eq. (6-41) is to account for this

result, then

( cH) (6-42)
o M

For yttrium iron garnet Eq. (6-41) gives (AH)° = 2.4 oe when H = 3 oe,

S is the experimental value, and the other parameters are taken as givenw

in Chap. III. This value is remarkably- close to the typical single crystal

linewidths which are about 1 oe.

In Fig. 6-7 the switching characteristic for holmium iron garnet is

shown in 11Jit versus H form. The resulting linear curve shows that here

again Eq. (6-39) can be used to describe the switching characteristic.
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