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CIRERNETICS

[Pollowﬁng is a transiation of an entry entitled
Fiisernatika" (Cybernetics) by A. I, Kitov, in the
Zusslan language publication Fizicheskdy Enteiklope-
disheskiy Slover! (Znsyclopedic Dictianary of Physics),
Yol II, Noscow, 1952, pp 357=-362]

Cybernstics is a scisnce dealing with the general laws of
control and comnunication processes in organized syatems such as
the living organism, inhe nachine, or their combinatione. Cyberns-
tice swudles control procasses rainly Srom the point of view of
information (see Information, theory of). For this reason ayberne-
tics i» aleo defined as the science dealing with the sensing, trans-
niasion, storsge, processing, snd utilization of Lrformetion in live
ing orgzanisms, machines, eand their cambinations.

A systematic presentation of the genersl) concepts and nethods
of eybernetics was given in 1943 by N. Wiener (1). A considerable
sele in the ereatien cof cybernetics was played by the works of C.
Shamnus on the theory of relay and contsct svstems, the theory of
wransmiasion of information, and the theory of autausts (2,9), as
well at by the worke of J. Neumann on the theory of electroenic coltie
puters, the sutomata theory, and the mathermatical theory of gamas,

The birth of eybernetica as & general theory of control was
breughl about by the practical =eed for produeing complex aucomsiic
sontrol. systems, and was associlated with the aerrivel ol electronic
computers represanting a powerful tool In the automation of various
data processing and control processes. It is characteristic of erber=
netics Lhat it axrose as a result of the integration ard interaetion
of the achievenents and methods of a number of msthemztical and bio=-
logical. molences, The development of autopmatic control theory based
largely on the work of A, K. Lyapuncy and I. V. Vwshn~rreuwde'd’y, and
the publication by I. P. Pavlov of the objective methcis ¢f stulying
the activity of higher nervcus systews provided a larie amourt of
factual material on which far-rsaching generalizaticns could bz based,
and heilped to reveal a number of analogies and general principles of
control shared by the living organism and the machine. The theory of

L:eflex, vhich explains the control processes arising in a living _J



ro;ganiam a9 well as the mechandan of adaptation by the crganisu vo 1
the external enviromuent, is essunbiadly bazad on the same principles
of transmission of information mid feedback as thonme which forw the
baais of the theory of auteuatic control (17, IR, 19). A significant
part in the development of cybernetics wss alsc playad by such zcienw
ces as evolution and theorstical genetice whieh study the proczases
of evolution of biological species and transmission of hersditary in-
formation. The sciences directly participeting in the formation of
cybarnstics include mathematical econamice and methods of studying
wer operations which were developed during World War IL and deal
with communication and contrel prosessas in ~ublic 1life on the anse
hend, and the theories of cammunication and computers dealing with
transadssion and proceseing of information in industry on the other.

In contrast with the above disciplines whioh study control
processes in various concrete fields, cybernetics deals with general
laws relating to any given control process regardless of its naturs.
Examples of the early specifically developed bLranchas of cyvernetics
can be seen in Wiener's theory of filtering of randam processes and
A. N. Kolmogorovis theory of interpolation and extrapolation of ran-
dam processes (12),

The importence of cybernetics resides primarily in %he construc-
tion of a single theory of conirol processes, and in the elaboration
of a single method of studying them. In spite of the extraodinarily
largs nunber of concrete manifestationa of control processes, it is
evident that they are basically similar in nature, and occur in accor-
dance with a cammon pattern. Any given contrel process is always
associated with an organized system which embodies its own control
systam, and with the ccntrolled, or active crgans comnected together
by means of camnunication channels, living orgunisms are examples ¢f
ratural orzanized syetems. Apart from the living orgarnism, the only
other type of organized systems laown is represented by srtificial
systens creatod by man,

The prosence of purpose is the characteristic feature of any
ziven control process. Control is equivalent with the organization
of purposive behavior. The aim of the process of control in the
general case is the acdaptation of the orgenized system to its en-
vironuent, which is essential to its continued existence or the per-
formance of its functions. The ailx of the process of control is the
ocriterion of the quality of performance of the rezulsating system,

Control is always accomplished on the basis of reception,
transmission, and processing of information under the conditlons of
interaction betwesn a given orsganized systen and its environment,
Information is usually defined as new data about same occurrences
or phenomena. A more precise definition of the concept of information

J can be given in connection with the concept of memory. Memory is th:J
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r;pacity of organired matter to fix selectively external stimuli, and !
to store in time wnd recall (fully or partly) their traces under cer-
tain conditions, Only living organiams and artificial control systems
have memory. Their functioning in time end spase is always conditioned
not only by the naturs of the current stimmli of the environment and -
their own current physical state, but alsoc by the information stored

in their menory., Thus information can be defined as the mensing by
the control aystem of extemal stimuli mediated by memory. Any given
external stimulus has information for the conirol system only when
that information is associsted in any giver degree with the traces cf
the past stimuli atored in the system'!s memory, provided ihs stimulus
is recognized by that system. Thls form of stimulation is basically
different from direct physical stimuli whose results are fully deter-
nined by the stirmli themselves. It 13 also of fundamentel importance
that the recognition of information is possible not only in the case
when the received stimilus (signal) fully coincides with one received
in the past., Information is recognized and extracted by the sontrol
system slac from stimuli having a complex relationship with those
received in the past (e.g., partial coincidence, ‘coincidence of come
binations, etc.). :

. The methods of recognizing information by living organisms °
are extremely complex and varied, and their study is still at
elenentary stage. These methods vary sharply depending on the de-
gree of orzanization of the living organism,

The control system transmits command information to the active
organs through direct communication channels, and it receives, through
the feadback channels, the information from the active orzans about
their actusl state and about the execution of the commands The cone-
trol system also recelives information concerning the state of the en-
vironuent from special sensing or measuring organse Oa the basis of
information received, the control systex works out the cammand=s which
determine the action of the active organs and the future state of the
entire organized eystem,

In contrast with the general scheme outlined above, use is
nade eametines in the eimpler csses of technology of direct control
according to a predetermined prozram, without the use of feedback.
Fesdback is replaced by a prior caloulation of the expected reactions
of the environment at any given stage of control, and is thus present
in a latent form. The presence of the ocontrol algorithm is charactere
iatic of all control proceseses, &y algorithm we mean a =ysvem of
formal laws which clearly and unequivocally determine the process
of attaining a given aim and, in particular, the order of solving
the tasks of a given class, An alzorithm is distinguished by the
following characteristics: a) a definiteness of the algorithm, con-

Liisti.ng in the sharpness of its couponent manifestations, their full
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Ineligibildity Lo ths wetive orsangwhich need nob know the nature of
the task; h) versatility of vhe alzorithm, consisting In lts applica~
Lilivy not Lo Just one, tnt Lo s nwaber of verdsnts of the initisd
data, d.e., to the whole claus of taske; and ¢) the ability of the
glgorithm Yo arrdve at results, consisting in the fact that the nume
bar of operations leading to & ziven resuli ie finite for any per-
algsible srray of indtlul data.

The theory of algoritiuas arese in the 193C's cul of mathema=
tiesl logle in connecticon with studles of Lhy ineorstical espects
of the nature of sgme msthenatical protlems. As cybsinetics doveloped,
it bacame apparant that algeritnws play en dmportant role in the des-
erintion end giudy of the various infometion poocessiig and cuntrol
pvosessss (21, 22). The concerts of purpose and algoritbme in ¢rbare
actice have o very troad interpretation. In the case of artifielal
sontrol orstens (techalesl, adninistrative, eic.), the purpess and
alporvithn of control zre put into those systems from outside 4 the
cenrse of formation of these systems. For instance, in the case of
the antematle fight contrei in a plane, the ain of contiel reuuces
Lo ssgopring the fullillment of the progremmed [ilzht parameters (coe
ordiites, speeds, aceelerstions), while the control algeritiu cone
Maty of squatlons deterpining the position of ths elements controle
ling the maders and ensines of the plane as the actual paraneters
doviste fran the proscuaned velnes. let sn administrative control
grotenm be 1llustrated by the exsmpls of a system controliing an ine
dusbirinl enterprine, where the aim of control is to secure the attain-
pent of a given velue of production, and the algoritim consista of
the totaldty of technicel, engineering, planning, and economic docu=
rentation which regulatos thoe work of the enterprise. In the case of
copbrol systoms of Jiving orpunians, the purpcse and algordtnn of
control are forned in & poturdl csusstlve manner as a result of lang
erolntion. For awwiple, the very process of biclogical evolution
renreseants 4 control process, whose alw it is vo adapt the organimm
bo ite enviroment, while the algovitim consists of the lawe of natu-
red, sslaction. Thus, the aybernetic concept of purpese alse exbodles
rueh pooperty peculiar to the control syrsteme of living organisns as
whe praservation of the stability of its organization ?homeoutusis).

The stucy of the nechaniam of the natural fomaticn of pure-
pogive contiul cystens iu livang orsanisme constitutes cne of the
mein problem of cyburnetlcs. The solution of this problem will per—
wit 2 deeper understandlrng of e relationship between cause and
pifecl, in nature m: the basis of an explanation of oconcrete nechan-
icns and methasatical relationships detemining the tremsition {from
the causstive deterministlc behavior of the individual elements of
Fhe gystem to the muposive form of behavior of the system as &
wheles Tt appesrs that the main characteristic of the cause-and-

afient reletionships in a purposefully fwictioning system is the __l
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rpreamco of the feedback influence of the consequences on, the inten-j
nal causes which determine the course of ths pr ess,

Apart from its theoreticsl importance, crbernetice has a great
practical significance as the theory providing a unified spproach to
the study of artificial and natural control eystems, and the utilize=
tion of the principles of living control systems in technology. Bione
ies, which is & special branch of cybernetics, deals directly with
ths study and application of the principles of action of the sensing
and control organs in living organisms in the cousiructioa of various
man-nade deviess. An important practicsl aim of cybernetics is cone
nected with the problem of inforwational symbiosis of man and machine
in the process of eolution of verious scientific tesks. In contrast
with the existing methods of an autonomous use of machinee for the
solution of diperele problems, the infomationsl symblosis envieages
8 close and direct interaction tetween men and machine in the process
of creative thinking. Man reserves ths function of posing the prob-
lems, formulating the questions and hypotheses, and analyzing the
detyu, while the machine takes cver the task of gethering and process~
ing materiels, cerrying out the saloulstions, assexbling references,
and presenting data in a form convenient for analysis.

Being 2 unified theory of contrcl processes, cybernetics em~
breces thres different branches: the information theory, the theory of
prograrming (or methods of eontrol), and the theory of control systems.

Information theory (see Information, theory af) deals with the
study of the methods of coding (transformation), transmission, and
sensing of information, Irans:iseion of infcrmation is accomplished
with the eid of signals which are physicel processes whose given para-
meters are in unequivocal cortespondence with the information being
trovanitted, The establishment of such correspondence is called code
in, (seo Cods, Coder)., Although the tranmmission of any signal re-
quires an expernditure of energy, the amount of energy expended is
not, in the zeneral case, connected with the quantity, and psrtl-
cularly the quality of information transmitted. This constitutes one
of the main churacteristics of cantrol processes: the control of
large streams of energy can be accowplished using signals requiring
inaignificant amounts of energy for their transmission.

The most thoroughly developed aspect of the information the
orr is the statlstical approsch, which is based on the prcbability
characteristics of the nessage in transmission. The centrel concept
of the infomation theory iz the messure of ‘the informetion content
dafined as the change in the degree of uncertainty in the expecta-~
tion of some atiribute of the messsge before and after the reception
of the messege, This crilerion pemmite the measurement of the infor-
mation content in 4 messsge dn & manner similar to that in which the

l_amoxmt of energy is measured in physics, and an evaluvation of the



r:troctivenen of the various methods of coding iaformatic , as well _—‘
as the throughput capacity and resistance to interference of various
camunication channels (8, 9, 10, 13). The mathematical definitiom of |
the juantities of information is arrived at in the following menner.
In the theory of probability, a full system of occurrences is a group
of oscurrences A}, An,se.edy in which one, and only one of these
oceurrences noouuri]y appears for each trial. For instance, the
appaarunce of 1, 2, 3, 4, 5 or 6 when a die is cast, or the appear-
ance of ¢ither heads or tails upon tossing a coin. A simple alterna~
tive, i.6., a pair of opposite ocourrences, exists in the latter case.

A finite scheme is a full system of ocourrences Ay, A2,...4y,
given together with its probabilitieas: Py, P2,.¢¢Pp: ,

Ag‘fh e A‘
\.Au(Pl‘Pl"-"Pn). (1)
where W : .
,EP:.-“; /p,=0.
onm {

Each terminal scheme has ite own glven uncertainty; i.e., we
know only the probabilities of the posaible outcomes, but it is
uncestain which particular outcome will appesr in reality.

The theory of information introduces the following charace
teristic for estimating the degree of uncertainty for any given finite
aystem of occurrencess

.
(P, By, <o, P,.)--,‘E}‘P. log Py (2)

where Lbe logarithme are at an arhitrary, but alwaye the same base;
when P * O, it is assumed that P, log Pk = O. The quantity H is
called entropy of s given finite soheme of occurrences, and has the
following properties:

1. The quantity H(Py, Fp,..Pp) is continuous with respect to
Py;

2, H(Py, P2,¢+Pp) = 0 only when one of the terms Py, PaeeoPy
equals one, and the remsining ones equal zero, i.e., the entropy
equals goro when there is no uncertainty in the finite scheme;

L . |



r‘ 3 H(Pl, PoyeesPp) hes its maximum value when all Py are _—l
equal to each other, i.e., vhen the finite echeme has the zreatest
degres of uncertainty. In this case

l’(Ph P.' seny PI\)- '—hgpk log P.-IO' n, (3)

Furthermore, entropy has the property of being additive, in
that the entropy of two independent finite schemes is equal to
the sum of the entropies of these schemes. The above expression for
entropy is quite convenient, and it fully characterizes the degree
of uncertainty of this or that finite scheme of occurrences. The
information theory proves that the above form of equation for en-
tropy is the only one that satisfies the three foregoing properties,

The data concerning the results of the trial whose poesible
outcomes are determined by a given finite scheme A, represents
same information removing the uncertainty existing prior to the trial.
The greater the degree of uncertainty of the <finite scheme, the
greater is the amount of information obtained as a result of conduc-
ting the trial and removing the uncertainty. Since the degrees of
uncertainty of a 'finite . scheme is characterized by its entropy,
it is expedient to measure the amount of informstion obtainable in
the trial in terms of this quantity. This means that, in the general
case, the amount of information about any given system which has
different probabilities of the possible ocutcomes is determined by
the entropy of the finite scheme which characterizes the behavior
of that system, .

Since a statement of the result of a choice jbetween two
equally probable altematives, which constitutes the simplest form
of information, is talen as the unit of information, the base of
logarithms in the expression for entropy is uswlly 2.

Of particular importance is the study of the natural systems
of coding hereditary information which secure the storage, in a
negligible amount of matter, of an enormous amount of information.
Here a sinzle cell contsins the characteristics of a fully grown
organism. .

. Of prime importance is the connection, established by cyber-
netics, between the concept of information and thdt of the thermo=
dynamic concept of entropy. Thermodynamic entropy characterizes
the degree of "disorder" (or chaos) of a given physical system,
while information characterigzes the degree of "disorder! of the
source of information. Therefore, from the information point of view,
entropy characterises the degree of inadequacy of information about
a given physical system., If we regard a laboratory in which a pwl:l.cil.j
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rnxparbnent is bedng performed an g closed physical aystem we can !
estimate the lixely increase in the entropy of this system, and the
anount of information which cean be cbtudned as a result of the wxper
iment. For instance, lst us study an imolatsd systew iu which an
adisbatic transformation characterized ty constant entropy is take
ing placo. In order to measure the parameters of this system (pressure,
temperature, etc,), it is necessary to connect the system Lo the
neasuring iastrmuments, which leads to an increaszse in the entropy of
the systam, vhich now consists of the system under study nlus the
measuring instrumonts. The amount of information obtained as a result
of measuroment will always be smaller than the increase in entropy
due to the experdiuent.

The treatment of thewmodyramic entropy from the viewpeint of
information has a direct besrlng on the uncertainty principle in
quantum physies. If the process of otservatlon is not to influencs
itc resudts, it is imperalive that the Incresse in ths entropy of
the syatem comprising the ohject of study and the measuring instrie
ments be negligihly amall in comparison with thes full entropy of the
aystem under observation. In this case the experiment can be consid-
ered undisturbed, or reproducible. (therwise, tine experiment must be
considered to he an irreversible process. The methods of the statise
tioal theory of information can be dpplled in the general planning
and ovganisetion of physical experiments, evaluation of thelr rasulte,
and i» the enalysis of the effectiveness of verious methods of cbaerw
vation (7).

In addition to the problem of estimating the amount of infor-
mation and evaluating the reliability of ite transmission and store
age, of considerable inportance is the study of the various foims of
itg prosentation. This problen Lo virtuelly untouched in the thzory
of inloemation. & given amount of infemeaticn msy be more or loss
scregsible to practical use depending on the method of its presen~
Lation, and the transformetion of infcermation from one form into
arother 15 frequently very eomplicated. For instance, the same infor-
nation can be presented in the anaiyticsl, graphié, or tsbulsr foims,
Technically, the thres forms contein the sare information, but iiffer
in the convenlence of its utilization. Tho new sanantle trend now
being developed within the theory of information deals with the probe
len of quantitative expreasion of the Infcrmatien scontent, which redu.
cos essentially to Lho study of the foms of presentatiun and means of
campaction of informetion, 1.6,, ite tranaformation Into s nore econ=
omical form. One of the basic alms of this trend is to study the pro=
cosses of Image recognition in living organisme, and to model these
processes in artificial systems. The process of lmage formation ie
preciaseiy one of transforming information recaeived in the form of a

largs mumber of concrete instances into a totality of characterdstics
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. tical standpoint, the purposive fimctioning of control systems

r:nd their connotations, A quantitative approach to the question of —]

the velus of information to the receiver is aleo being devsloped.
Atsuning thet Informetion is gathered for the purpose of achieving

a given alm, its vslue can be measured as the difference of probabile
uiu ui l:t).totning this aim before and after the information 4s re-
calved .

W in its broadest sense represents s
scisnce dea the study end development of the methuds of
deseription and modelling of all information processing and control
activities. Hers belong primarily the theory of programming the pro-
blexir for thelr solution on electroniz cwmputera, the theory of ale
gorithmigetion of verious control processes, and the various mathe
enatical methods of finding optimum solutions. Of high thecreticsl
and practical importance is the development of asutomatic programme
ing of problems for digital camputers, aiming at entrusting the
machine with incressingly complex forms of shatement and preparation
of problems, A number of programming devisces which prepare working
prograns for computers has bheen constructed on the basis of the op
erator method propored by A. Ae Iyapunov in 1953, An intemational
lenguage of prozramming (AJGOL) hes been developed, whose funciion
ia to facilitate the exchangs of problem solution algorithma orn the
intemational scale,

The methods of zutomatic programming presently sasure the
ponssibility of desisning problems for campubtare using mathematical
formulas or verbal expressions which determine the methods of solu~
tion without the need for a detailed description of the solution
procasass in the form of elementary operating sequences. In ths long
range view, the development of sutomatic programming and the struc-
tures of computers snould permit the solution by these computers of
noputation, logleal, and physical problems posed by the conditions
alcrias The computer should avtomatically select the optimum method
of solution, determine the sequence and the required calculation
variania, enalyzs the results, and present them in a canvenient and
generalized fom. The general theory of programming inxormation
procesaing operstions nigy be dsemed to include the mathematical
methods of eelect!mz the optinum solutions in the process of con=
trolling complex assemblies., The process of finding a esolution in
the zeneral csse includes the evaluation of the information about
the assarbly, detemi‘nation ¢f procedure (strategy) suitadble to the
purpoae of centrcl, and the alaboration of control comnands which
detearmine the Individual actions of the ective elements. The apec~
trun of processes associated with the finding of solutions is eoctremely
broad, and embraces all possible means of information processing,
fron the elementery reflex reactions typical of the simplest control
systems to the creative thinking processes of ‘man. From the mathema=~

I



r(‘utunl and artificial) represents a process of minimizing, at uch-—!
step of control, ~ some function of the syatem's state. This finction
constitutes the criterion of the quality or the purpose of control of
s glven systew. Within the framework of practical oybernetics, a
conelderable degres of development has been sxperienced by the mathem=
atical msthods of secking optimum solutions such &3 linear and auto-
matie programming, as well as the theory.of rass service, theory of
games, etc. These methods are used not anly in the military and econe
omio administration fields, but also in the plamning and analysis of
physical experiments, construction of meth-matical models, and the :
study of various physical processes and systems (16, 17).

Among important achlevements of cybernetice wa find the devel-
opment of & unified approach to the study of various information pro-
ceasing systems by means of breaking down these procusses into the
slementary acts which, as a rule, repressent the alternative choices
("yea¥ or "™no"). A systematic application of this approach permits
one to formalize the more coamplex processes of the intellectual
activity of man, and to describe iIn detall and in & univocal manner
(dseq, algorithmize), the working processes of various control
systems,

Among the imvortant tesks of this branch of cybernetics is
the study of the nature of learning prosesses and creative thinking
in wen, and the reproduction of gimilar processes in alectronic
machinss. Experiments carried out in this directlon sim at study-
ing and modelling in the machine of the heuristic and intuitive
solutions of problems, a3 well as analyzing the trial~-and-error
matacds with a divisicn of the overall protlem into separste sube
problens with automatic scanning of the Intermsdiate stages, togsth-
err with the means of their attainment. Gf great interest to the solu=
tion of this problem ls the work concerned with reproduction of
varilous associstive memory systems which wouldd permit an autcmatic
finding and 'integration of infermation content.

The theory of conirol svotems deals with the general infor-
mational and physical principles of the structure of control systems
of different kirds and purposes. In the broad sense, a contr-i system
is aay physical object which psrforms the function of purpesive pro=
sosaing of information.

The following main classes of control systens can be distine
sulshed: a) blolgical systems lor the storage and transmission of
keveditery informmation; b) control systems in living orgenisms
which secure the organiom's reflex activity; c¢) the brain ae the
organ of thought; d) automatic iaformation processing systems used
in technology; a3 sconomic and other social information proceesing
systems; and f), humardty as a separate system performing the function
of information processing in the process of the development of tcion_e_e}
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r— The theory of automata, which is a specisl branch of eybernet~ !
ics, deals with ahstract discrete action systems which reflect the
informational properties of various classes of real systems. A conspice
uous part in the theoiy of automate is played by the construetion of
mathematiosl models of the brain's neuron networks as a basis for studying
the thought mechanism and the structure of the brain, which is
capable of sensing and processing a vast amount of information in an
organ charsoterized by small volume, neglizible expenditure of energy,
and extramely high reliability (2, 3, 15).

An analysis of various control systums shows that their struce
turs has two principlea in common: the feedback, and the multistage
(hierarchic) principles of control. The presence of feedback from
the active to the control elements makes it possible for the control
system to take constantly into account the actual state of the whole
system, as well as the influence of the environment. The hierarchio
principle of control assures an economy of structure and stability
of function in the system. It describes the structure of a multie
stage system in which direct sontrol of the active elament is accom=
plishad by 4 mechaniem of a lower order itself subject to control by
& mecaanisu ¢f the second order, which in tumn is controlled by a
nechanlam of the third order, stc.

The msnifestations of the above prineiples in real control
systems are extremely camplex, forming a large number of interrelated
and cross-linked levels of control in which the hierarchic nature of
oontrol becores relative, Here various elemsnts belanging to the
lower levels of control may axert & controlling irifluence on the elew
ments of a higher level of control, while commnicaticnsbetween the
olaments is not clearly defined, but rather have the character of
probability. The characteristic property of such systems is their
camplaxity which precludes the possibility of their description and
analysis on the sole basis of the knowledge of bshavior of its in-
dividual elarents. The task of cybernetics consists in creating
special methcds based on the use of integral characteristics (e.g.,
the dagree of organization) and structural characteristics (hier-
archy of ccntrol, system of feedbacks) for describing complex
systems,

The organic union of the principles of feedback and control
hierarchy cinfers upon control systeme a property of "ultrastabili-
ty" which ensbles them to find automatically the optimum conditions
of operaticn and adaptation to the varying extemal conditions.

These princiyles constitute the basie of the biological evolution
of species, and form the foundation of the development, learning,
and acquisition of experience by living organisms in the course of
their axistance. Gradusl development and accumulation of conditioned
; reflerss represents an increase in the level and complexity of control
| in prinitive living systems.

DR
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xr The atoransniioned fewheclt and hierarchic principles of !
control are alse utilized in construction of complex technological
control systems, and in organization of control in society (1,2,3),

Knowladge gained in the study of contrcl ayatams can be sye-
tematized in the form of a general scheme which describes the order
of study of these systems in a variety of fields. The process of
investization of contrual systeus is sub-divided into two maln stages: macro-
and micro= approaches to & given canirol system, The former is
characterized by tha fast that the control system is considered from
a purely functional point of view. This inclides the input and cubtput
streams of information, the weans of coding this infomation, and
the regularity of action of the control sysiem under given conditions.
Foliowing this meeroscopic or functional study, a detailed study of
the internal structure of the system becames necessary. liere we leam
aboul its camponent partis or elemants, the ways in which they are

terconnected, how the individucl elements work, stc. A full des-
eription of the system's functioning can be given on the basis of
these results. In other words, we can construct an algorithm of the
system's work, Algoriihmization of the control system itself consists
of a deacription of the order of its work, and the actions performed
by its parts are considered as elements. It frequently happens that
the microscopic approach is transformed into the macroscopie approach
in the process, since uie microacoplc approach to the study of the
system &3 a whole also embraces the macroscoplic aspsct of the func-
tioning of its component parts. Frequently the component parte iso~
lated in the coursze of study represent complex control systems in
their own right, and the micro-approach to the study of tha whole

system 1s transformed ir}to the macro-approach to the study of one
of ite parts.

Algorithmization of the control system itself, i.e., a de-
tsilad description of the order of its action should not be confused
with the disclosure of the algorithm of the systen itself. The latter
detarmines the way in which the system processes tne information fed
into it from outzide, and what its output is in any given case. Con-
sequently, we have to distingulsh two algorithms: that to which the
systen is subject, and that which tho system determines itself,

Two types of problems arise in connection witi: the study of
contrel systems: anslysls of thelir structure, and synthesis, using
given elenments, of systems capable cf carrying cut a glven algorithm,
The common requirements are: attainment of the nscessary speed,
snouracy, the smallest possible mumber of elements, and reliability
of action. In order to evaluate the degree of organization of com=
plax control mechanisms, use is made of a special quantitative cri-
terion characterized by the amount of information which 1t is nece-
ssary to introduce in order to securs the transition of a control

Lsystem frou the original disordered state into the required orgmizoij
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| ptate, }

Of particular interest are self-organizing systems which have
the property of spontanevus transition from any given initial state
into u glven stable state corresponding to the nature of extsrnal
stimyll, In the general case, the state of such systems chaenges ran-
domly under the influence of external stimuli, Thanks to the presence
of the hierarchic nature of control and of feedback, these systems
purposively select stable astates corresponding to the external stime
uile

The property of crganization can manifest itsslf only in
systems having a redundancsy of structural elements and a randam
eharactor of commnicatlon between them, changing as s result of the
interaction between the system and the environment. Ixamples of
guch systems are ssen In the neuron notworks of the brain, various
types of <¢olonies of living orgenisme, certain complex self-organi-
zing econouic or administrative systamns, and some artificial self-
c»rgar)xizing davices of the perceptron type, etc. (ses Leaming mach~
ines). -

In additlon to ths information aspects, cybeimetics is also
concerned with the study of the general physical principles underlyw
ing the construction of control systemsfran the stardpoint of thedr
capacity to sense and process information. This includes the studies
of the relationship bstween the size of control systems and their
1initing response spseds (limited by the speed of light), the limi-
ting capacitles of small control mechanisms to sense information
tniveeally in connection with the appearance on that scale of the
laws of quantum physics, etc,

In its methods, cybernetics is a mathematical science which
nekes an extensive use of a varied mathenatical apparatus in order
to describe and study control systems. It is characteristic of
cyhernastics to make use of mathenatical modelling methods for mod=
£1ling various control systems on universal programmed computers,
This method, based on a mathematical desaription of the process
under study, also nales it possible to take into account the effect
of random factors by means of representing them by rendom number
sequences subject to appropriats laws (the Monte Carlo method).

In additior to rathematical modelling, use 1s also made of
tne variocus foms of physical modelling which consists in substi=-
tuting the phencmens under study by other isamorphic (i.e., simi-
Jar) phenounena which it is easler to reproduce and observe under
laborstory conditions, The method of modelling, which ie based on
the cybernstic principle of the wniformity of the laws of control
in any given control system, is of great theoretical importunce.

L. . I
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