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ABSTRACT
This paper discusses some basic concepts about accuracy and
depot inventory accuracy goals, It also provides a survey of
several possible methods of determining depot inventory accuracy
goals and discusses the relative merits of each method., In the

procoss it also discusses briefly some new approaches to economical

inventorying.,
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I. INTRODUCTION

in Novem:er 1962 the Viee Comrander of tvhe : iz Force Logistics
Command, Lt. Gen, K. 1}. lHobson, asked the Operatlions Analysis
Office to look into the prodblem of zetiing depot inventory accuracy
goals, Such goals had been included in the recently established
Field Performance Reviews, conducted in the months when there is
no Commanders! Conference. Several Inventory Lontrol measures are
oresented to the Ha ARLC staff as part off the nerlormance meacure-
ment of our #lr Materic) arcas (AMas). Those meaiures of perform-
ance are also presented in the kExecutive Control ceting nortion
of the Commanders' Conference. Concern wis 2xpresscd as to whesher
the goals belng used were rignt zand {f not, what chould they he?
It is very important to maintain hlgh accurazcy in inventory records
because so much of our loglstics managemeni 2ystom deponds upon
them., Ideally, 100% inventory accuracy could ¢ desired, out this
is seldom, L1{ ever, cttalncd becouse of preetlesd, ceonomice consid-
erations, There must, therefore, be some "best™ value chort of
1004 which would represant & valid goal. This aemorandwa eriamines
the problem of {inding thls "best" value.

II. DEFINITIONS 2N» BASIC CONCAPTS

In the orocess of preparcing a bricling to tecsent come ldeas
on how to sct inventory accuracy goal:s, some bnziz dgflnlbions
were introduced. These may appear to b2 too Simnle znd too cbvlous
to be needed, yet it has bcen obscrved that numerous isconceptions

arisc in connection with just such simple but fundamental ideas.
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accuracy 15 defined as the degree of agreement between two
number , where one of the numbers is considered to be "true" and
the ¢ther .n ‘estimate.”

£ the Lrue and the estimated vaiues are equal, the accuracy
15 1004, If the truc and the estimatad values are uncqual, there
is an erro:s. Mo wwsunt of error is simply the difference between
the Sruc ang estimave values, The relative error is found by
dividing ‘.ls Jdifferencs by the true value, thus indicating the
amount of error In vaiatiin o true value units as a ratlo or a
pereent,  jecuracy 1s \hen Joetermised by subtracting the relative
erper, in pescent, frem 1006, For example, If the true value is
5C0 and ar  ..amate is 300 thore is an error of 200 units, The
relative croc~ is 200 divided by 500 or 40%4, The aczeuracy is
then 1008 minus 40% or 60%. Note that 1f thc estimate had been
700 the crror Jould still be 00 units, the relative error 40%
aad the accurav, HO0B. Ia the computatlion of reiative error, we
are ignoring whether the estimated value was over or under the

veue value., In formula form this is:

(1) Kelative error in & = Jtrue -_estimate| 100%.

it

(2) tceuracy in % « 100% - relative error in %.

Thus, the computation of accuracy 18 done in two steps,
computation of reiative error and converslon Lo an agcuracy siote-
ment, There 1s only one way that we can have 100% accuracy and
that, Ls whern the true value is cqual to the estimate, Imagine
that we have an accuracy scale and o corresponding relative error

scale (in reverse) as follows:




Accuracy Scale

Bl 2 0% 50% 1004

Relatlve Error

508 TO0X 50% —0% Scale (in reverse)

Here we can see that 1004 accuracy is that condition where there
1s zero error. is we depart from 100% accuracy toward 0% we move
to conditions where the differences between the true value and
the estimated value are increasing (the error is increasing).
When the difference 1s equal to the true value, we have 1004

relative error and we are at the 0% point on the accuracy scale,

If the difference is greater than the true value, then the relative

error 1s greater than 100%4, and the corresponding accuracy state-
ment could be considered negative. Thus we seec that the error
scale ranges f'rom 0% to positive infinity while the accuracy
scale ranges from negative infinity to plus 100%.

If we wish to work only with positive numbers, then we
should work with relative error figures. However, there may
be psychological reasons why we may want to stress the goodness
of the situation rather than the badness, This seems to be the
situation in the inventory area, where we rate the goodness of
the AMA inventory management, not the badness, and so we use
the accuracy rates,

There 1s one step we took in the accuracy measurement which
needs a bit more dicussion, One must be careful always to use
the "true" value as the denominator (that is, the eaquivalent of
100%) in the computation of the relative error, othéerwlse there
will be distortion. For example, we saw above that the relative

error was 40% and the accuracy was 60% when the true value was

3
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500 and the estimate 300, Now if we had mistakenly used the
"estimate" as the denominator in the computation of relative
error, we would have had a 67% relative error rate (200 divided
by 300), and 33% accuracy, Thus the correct accuracy value of
60% is distorted to 33% simply by using the wrong choice of a
yardstick for the 100% value,

In summary, the accuracy relationship between two numbers
is expressible as a relative error rate, in which the absolute
difference between the two numbers is divided by the true value,
This can be converted to an accuracy statement by subtracting the
relative error in percent from 100%. Special care must be taken
to assure that the right yardstick is used as the 100% value.

Inventury Accuracy

So fair we have looked at the idea of accuracy from an ab-
stract viewpoint, Now let us try to adapt the definition to the
measurement of inventory accuracy., Here we are concerned with
comparing quantities counted during a physical inventory with
quantities in record ba.ances. The definition of inventory could
be very broad so as to cover all USAF assets worldwide, However,
we have narrowed the definition for the purposes of this paper
to include only the depot inventories of supplies and their records,
There are two levels of aggregation we might consider when cal-
culating inventory accuracy. We will call these Case 1 when we
are measuring the accuracy of a single line item and Case 2 when
we are measuging the sccuracy of a group of several line items
(such as a lot for sampling purposes, a complete AMA's inventory,
the : ;otal AFLC inventory, etc.).

4




Case 1 - Single Line Item ‘'~ww

Here we are concerned with the degree of agreement between
the record balance and the actual stock on hand for a single
line item, The record balance should be considered as the estl-
mated value and the physical count of the stock on hand should
be considered the true value, Actually, the physical count 1s
in itself an estimate of the true unknown guantity on hand since
the count may also be inaccurate, Hewever, whencver there 1is a
difference between a verificd count and the record balance, the
balance is the figure which is usually changed, thus rcvealing
that a verified count is taken to be the truc valuc, Once these
substitutions (ecount = true, record = cstimate) have been made

in equations (1) and (2) the accuracy formulae become:

(3) Relative error in % = [gguggaﬁscord| x 100%.

(4) Accuracy in % = 1004 - relative error in %.
Example: True value = count = 200 units,
Estimated value = record = 150 units,
Relatlive error in ¢ = 90 = oG
200

Accuracy in % = 100% - 25% = 75%.

in important thing to note about the computation for a singls

1ine item is that the comparison 15 done in terms of number of
units of the line item such as 200 and 150 units. Thus, Wwe say

that the computation of accuracy for a single line item is on a

unit basis,

Another important point to notice is {hat the physilcal count




is used in the denominator when computling the relative error
since 1t 1s consldered to be the true value, Current Supply

procedures use the record balance as the denominator, which

causes some distortion in the resulting accuracy figures as
we saw in the section on accuracy above, We recommend that the
Supply procedures ve changed to use the count as the denominator
32 *ho. tie resulting measurements will have grecater validity.,
wable . furnishes some examples of how accuracy is com-
puted for each of 10 line items. Note the differcnces between
the error rates when the record is used as the denominator
instead of the count,

Case 2 ~ Group of Line ltems

We have a different situation when we consider the accu-
racy of a group of linc items since there are several possible
ways of calculating a single accuracy figure to represent the
whole group., Table IX illustrates several ways in whicl. an
average accuracy can be obtained for the whole group, The
figures in Table II arc based on Table I, Table II entrfes
will be explalned in the following paragraphs on methods of

computation.
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Line Item

W o e

v o ~N o U g

10

Count
100
200
300
400
500
500

1000

2000

2000

3000

Record

20
570
270
150
600
490
500

1900

1000

1500

Difference

8o
370
30
250
100
10
500
100
1000

1500

EXAMPLES OF LINE ITEMS

Relative Error in %

807
185%
107 III
€3%
20%
2% 11, 11X
50%
5% 11, 171
50%
507%

400%
657
117

1673
17

Relative Error in 2

Scount as_Denominator) gRecord as_Denomirator)

2% 1I, 111

100%

54 II, i1I

100%

100%




TABLE IT_

SOME wAYS OF MEASURING INVENTORY ACCURACY FOR 4 GROUP OF LINE ITENMS

Metkod Count_as Bass

Unweighted average error rate 1CC x 515 = 527
10

1007 - 52% = 4,87%

10C 2 3940 = 39%
10,50C

Unweighted average accuracy

Welghted av. error ratz

Weighted av. accuracy (Coab Cat I) 1C0Z - 39% = 61%

Unweighted accurate items 103 » 2 = 207
(Cest Ces II) 10

Unweighted accurate iiems 12¢ x3_ =307
(Cost Cab III) 10

Welighted accurate itexs 100 x 2900 | = 25%
(Cost Ca’s 1) C,000

Welghted accurate items 200 x 2800 _ = 28%
(Cost Cat IXI) 10,500

Record ac Base

100 x 967 - o
= 97%

100 - 97% = 33

100 x 3950 = 583
7060

16C% - 564 = 447

100 x 2_ = 20%
10

160 x _2 = 207
10

100 x 2390 = 344
700C

100 x 239C = 34%
7000




Unweighted Average Accuracy Method

The first method shown in Table II calculatus the average
error rate simply by adding the reiative errors in Table I for
all the line items, and dividing this sum by the number of line
items, It is called "unweighted" because all the line items
are given the same importance or weight, Following this process,
we see that the accuracy turns out to be 48% when the count is
used as the denominator and only 3% if the record balance 1is
used, Notice how little increase in relative error would be
needed before the accuracy based on the record balance would be
negative,

Wulpniled Average Accuracy Mcthod

If we decide that the line items are not of equal importance,
then the unweighted method shown above should not be used, For
instance, 1f the number of units per lius Lltem L8 important, thea
the weighted avcerage accuracy method wculd be better, Under
this‘method the error percentages for 2ach line item in Table I
are multiplied by the unit counts ac weights for the line item,
the products are added, the sum divided by the total welghts,
and the result converted to a percentage. This 13 the standard
method for obtaining a welghted avurag:, The same result can .
be obtained more casily by dividing the total of the "difference”
column by the total of the '“"count"” column and converting the
- result to a percentare,

When this procedure was followed in computing Table II, we

saw that the accuracy turned out to be 6Hl% when the count wur



used as the denominator or 44% when the record was used, Note
the substantlial increase in indicated accuracy over what was
obtained for the unwelghted case, This resulted from the fact
that the line items in Table I which have the most units also
tended to lave the least errors., These lower error rates were
glven more welght causing the average accuracy for the whole
group to increase.

This is the method that has been uced to calculate AMA and
APLC inventory accuracles for Cost Category I (Hi-Valu) items.

Unwelghted Accurate Items Method
for Cost Categories 1l and 1l1I

Cost Category II and III items are currently inventoried by
sampling methods in which an AMA's inventory 1s subdivided into
several lots. Each lot 1s then "sampled” periodically by seé-
lecting lin2 items at random from the lot. The selected line
items are then counted and the relative error is computed for
zach as in the Case 1 - Single Line Item method. The relative
errcrs for the line items in the sample ar: then reviewed to
determine which line items are "in error.” A .%ne item is
"in error" when the relative error exceeds 5% if 1 .3 a Cate~
gory II item, or when the =-%lve &rr __ Laceeds 10% for a
Cavegory IIY item. 7Tuus, a certain amount of relative error
is %tulerated in eacin line item sampled, but when the acceptable
1lmit 1s exceeded the line item has unacceptable accuracy,

Now to calculate an estimate of the accuracy for the group
of 1line items in the whole sample, the number of line items not

"in error” is divided by the total number of line items in the

10




sample, and the result converted to a percent, The "sample
accuracy” thus found is an estimate of the accuracy for the
entire lot, which we call in Table II the "unweighted accurate
items," as it tends to describe how many items are accurate
rather than how accurate or inaccurate the items are,

For example;, assume that the 10 line items in Table I
represent the sample of line items which were counted, 'The
relative errors were computed for each as listed, Now Lf the
10 1%ems were all Cat. II, the good ones, those nct "in ersos,”™
are the ones where the relative error is 5% or less, The ones
which are good are itemsié and 8 as indicated by the Roman
Numeral IIs in Table I, The "unweighited accurate items" is
then 20% since 2 line items out of the tobtal sampie of 10 line
1tems were good, If the 10 items were Cat, III, $he items
having 10% or less prelative error are ccnsidered good., In addi-

ion to items 6 and 8 we also will count item 3 (when *counstis
the denominator) as gocd, Thus, in this case, the “unweigated
accurate i1tems” will be 30%, These results are shown in Table
II under methods 3 and 4,

There nave been some discussions recently about the pcssi-
bility of using a similar approach for Cost Categcry I (Hi-valu),
except that here there will be no acceptable error rate graater
than 0%, If the linc items in Table I were all Category I
items none would be good items since all of them have relative
errors greater than zero, Thus, the accuracy for the whole group

would be zero. This compares with the 61% (or U4% with “reccrd+




as denomina%cr) shown in method 2 of Table II as Hi-Valu is
now being computed. We see that the "accurate item" method
would glive a higher measure of accuracy in relation to the
welghtad average method whenever many relative errcrs fall
w4’ ohin tae "acceptable" range, and 1t would give a lower
measure of accuracy if the relatlve errors fall outside the
Tgecepibable" range as they would do in the Cat I case men-
tioned here.{whien we view unfavorably).

If an average accuracy for an entire AMA c¢r for all of
APLC is desired, the current procedurez are similar to those
in %able 1Y, except that the total items samplied and the
tobtal number of good items are obtalned from all the samples
of all ¢he lots, and then the accuracy is computed by dividing
the tosal good ltems by the total items sampled, and convertling
the result %o a percent:(lines 3 and 4, Table IIj.

ihis approacn for compuiing thc accuracy for a group of
line igems L3 ery different from the ocnes described in the
previous sechlions, In the first place, %the concept of having
an acceptable error rate for each line 1i%tem is used, Then each
line iter is considered to be either good or bad, nct 80% gnod,
or 204 bad, or some other percentage determined from the
relative error as befors, Therefore, the computation wruvwe=ds on
an tiem baslis, rather than a unit basis as before., Thus, here
Wwe speak of the percentage of the line items which are good,
whereas before we spoke of how close the agreement was bciween
the count and the record balznces for the group as a Whole,
If one ?*s concerned with how well a manager is dolng acrosse

the-boarl, perhaps the computation on an item basis 1s useful,
12




while 4f impact of inventory error on the total loglstics process
18 the major concern perhaps the computation on a unit basis is
better,

Ansther thing to note about this method is that it glves
equal. welght to each line item in the computation, Th=, ¢
use this method with validiéy, we must be prepared to say that
any cne line item 4s no more important than any other., If we
cannoet say &thls, then peraaps the following method, which is a
modificetion of $his one, can be used,

Weldghted Accurate Items Method
Tor Cost Categeries an

The main difference between this method and the Unwelght=d
Accurate I%ems Method 1is that the line items are welghted by
the number of units contained in each, The use ¢f an acceptable
error rate permits us to decide whether any particular lins
item is good or bad as before, Le%t us asaign a value of i
1f the item is good and a "O" if the item 1s bad, Therafore,
ones will Le assigned wherever there is a II or a III ox Table I
depending upon whether we assume Category II or Category III.
We see that items 6 and 8 of Table I ara good Cat II items when
the count is the denominator. To obtain a weighted average,
we multiply the zeros or ones by the count for each line item
and add the products., This gilves a total of 2500 (500 from

item 6 and 2000 froin item 8 and zeros elsewhere), We then

divide by the total count and convert the result to a percentage,

getting 25% ( Ig?g%o x 1oo>. We obtain the other entries in
Methods 5 and 6 of Table II in a similar fashion., The figures

13




differ from those in lines 3 and 4, and we may prefer them if
we do not wish to consider all line items of equal importance,

Inventory Accuracy Summary

We seea from Table II that there are a number of possible
ways of debtermining an accuracy filgure from the data in Table £,
Undoubtedly thesre are many other ways as well, Looking over
she resulds we see that the accuracy figures range from 3% to
£1%! One nasurally wonders which is righ%, or even whether
any Ls right. The set of methods used today by APLC ars methods
2, 3, and 4 using record figures as the base, Cne can best
desermine wWhich methed to use by considering the asswmpiioas
upon which each method 1s based, as discussed in the abewve
paragraphs. We have already nated that the record balances
should not be used as bases or dencminators in accuracy com-
puiations, sSo that cubs the choices down oy on: half, leaving-
only the cholces in the "Count as Base" column, The main
differences between the methods revolve around twe ideas:
wnether to allow small errors Go count as though vhey are nct
errors a% all, and whether to treat all line items or all unlts
as having approximately equal importance, It may help to
have a table to indicate which method to use once decisions

are made as to which ideas are important (see Table III),
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TABLE IXII
INVENTORY ACCURACY METHOD TO USE

Weighted Average Unweighind Average
Units are basis 2 1
Items ave basis 5, 6 L, 4
{small errors negliglble)
KEY
Method Tigle

i Unwelghted average accuracy

2 Welghted average accuracy

3, 4 Unwelghted accurate items {Cat IX wr 17:2

5, 6 Weighted accurate items (Cat IX or III}

The decision betwesn units and items will hinge upon whether
cne 1s primarily concerned with how well an item manager s doing
his job over %he full range of his items, or what the impass is
iikely to be nr AF logisties., If supwreisicon aspects are uppers
most then "itams are basis” will be chosen; if impact! i3 upper-
most then "units are basis” will be chosen. This could be
further rvefined, of course, by distinguishing between items in
terms of their relative essentlallity or mission impact; Zurther
discussion along these lires is not being attempted in this
paper,

The decisliun about the use of weights when computing ihe
accuracy depends upon how alike the line items are, If quan~
tities of units per line ttem are elther roughly equal over
all the line items belng measured, or are noft considered of

importance, then no weights should be used, If the quaniity
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of units per line item varies considerably from line item to line
item and if this is thought to be significant; then welghting
the average by the unit count per line item 1s desirable, The
authers of this paper believe that reflrction of probable
I~gilatic inpact i3 best accomplished by use of Method 2; wits
Methods % and 6 as the next preferred.

Goals

Having examined some definitions of accuracy and inventory
ascuracy, we now proceed to discuss some 1decas about goals,

Flrst the purpose: a goal may be a target te shooi at (iIf not
necessarily %o reach), or 1t may be s planning factor or standard
which is nurmally achleved, The policy chosen will have a

great impact on the invenwvory accuracy goal chosen,

A goal may be used <o promote such things as best effi.
clency, or compatition betwaen activitles, or emphasis for
certaln items or categorles of items, Measursmenis of achieve-
ment of the designated goals may alse provide the basis for com-
paring one activity with annther or for making decisions about
changes in procedures., ¢hart 1 illustrates how the procedure

used as well as AMA effort may affect achlieved inventory accuracy.

16




Inventory Accuracy

CHART I

Procedures, AMA Effort, gnd Inventory Accuracy

1%0 Procedure 1 Procedure 2 Procedure 3
3 F/_.—-—-"——_—
}-
0 ) . ]
0 100% 0 100% 0 130%
AMA Effort AMA Efforg AMA Effort

Three procedures are l1llustrated, In the first, inventouy

accuracy might range from 30% to 70% depending upon the AMA

effort, The potentlial of the method is limited, for some reason,

80 that grzater than 70% accuracy could not be achleved evsn
with great AMA effort, FProcedure 2 ranges from 20% to nearly
100%, depending upon AMA effori, Here increased pressure on
the AMA to apply tne procedure would pay off with imcreased
inventery accuracy. If Procedure 3 were used no amount of
pressure on the AMA to apply the procedures would pay off
since inventory accuracy is nearly indenendent of AMA effort.
Procedure 3 is a desirable management procedure in the sense
that uniform results could be expected from all AMAs, Thus
we see that a Headquarters or other activity which measures
performance of a subordinate should recognize the effect that
the prescribed procedures have on the factor measured, If

Procedure 2 happens to be in use, then very high accuracy can

17




be expected, and obtained, with adequate supervisiocn, If
Procedure 1 or 3 happens to be in use, then no amount of super-
vision, assistance or pressure can increase the inventory
accuracy to levels higher than about 80%., Emphasis on motivation
shsuld be aoplied only if there s reason to belleve that the
axisting procedures will permit highly desirable consequences
Lo flow frem greater efforts. In other cases it may be neces~
sary vo make some precedural changes as well as to emphasize
Abic acticon,

In additlon to the above considerations, decisions must
be made about some other factors when establishing goals:

Basls: Should the goal be based cn ideals, or or past
performance, or should costs be considered to cbtaln an aptimal
aolution?

Term: Should a goal be for a short term or a long one,
that 1s, should it Ue revised frequently or infrequently?

Flexibllity: Should a goal be the same for all active
ities, or sheculd it be tallored to the characteristics of each

accivity?
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ITI, METHODS OF SETTING INVENTORY ACCURACY GOALS

There are several posaible ways to set inventory accuracy

goals, We will discuss 4 general methods and some related

sub-methods in this paper, They are:

1.
2.
3.
4,

This is

Here someone

Managenment Declsion Method
Average Accuracy Method
Significant Variable Method
Inventory Interval Methods
a, Preselecected Method
b, Minimum Cost Methods

(1) without Sampling

(2) Wwith Sampling
c. Low Point Method

Management Declsion Method

prebably the simplest of all possible methods,
with authority and a good background sets the

goal by subjective means. Because no particular formula or

data manipulation is involved, the decision may be hard to

defend, particularly if someone else with equal background

and experience believes some other goal is better, The

method has the advantages that ii is easy o establish and

that depending cn the skill of the decision .naker, more

variables can be conslidered than might be posaible with more

complex analytic methods, This method probably would not

provide the besv goal, however, and may produce poor goals

if the decision maker uses poor Jjudgment or has inadeaquate

background and experience,
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Average Accuracy Method

This method works something like this: Each time that
the AMAs report thelr accuracy to the Headquarters, an AFLC-
wide average accuracy is computed. This average accuracy
figure 1s then used ag the goal for the next period, Thére
are several advantages ln using a method of this type. It
is easy to understand and to apply. The AMAs which are
worse than average are readlly spotted., The goal 18 always
atrtalnable since about half the AMAs are already at it or -
nave exceeded it, Xt also has some disadvantages; such a;:
it may not give a real challenge or incentive to the AMAs
already above average; one or two AMA3 having very low c¢r very
high accuracies could greatly influence the average and thus
the accuracy goal; all AMAS have the same goal, even thcugh
certain AMAs may have 1tems whose characteristics would tend
to lower the expected accuvracv for theée AMAS .

?his method also has another feature: the goal may have
an upwafd trend over time since each report period each AMA
will strive to increase its accuracy over the last time.
Eventually a limit will be reached beyond whish very litfle
improvemenit will be found possible, and this will ve the
pract;ical goal for the procedures in effect. It may be fairly
easy to determine the trend by plotting 3 or 4 report periods
in succession and then to predict future goals based on this
trend. Although predicting trends and identifying plateaus
may be feas8ible, the method furnishes little guidance in
setting inventory or sampling periods or in deciding whether

20




alternative procedures should be used.

This technigue has an advanitage over tie Management De-
cision Method described earlier in that 1t is based on reported
data and 1s therefTore more objective., Variations of it may
also be found to be interesting, such as use of an upg:r
quartile instead of an average,

However, even grsater advantages may be achlieved by
locking a little more deeply into the "why" of the inventory
inacceuracy, Thils process leads to the neat way of sefting
acecuracy geals,

Significant Varlable Method

It seems reasonable that the error rate mighi be related
{0 some measurable characteristic of the item cof inventory
unde>r consideration, Some of these characteristics might be
the amount of issues and receipts cccusing during a speci-
fied period of time, which we will call “activity rate®, cr
the unit price, cr the number of units in the stock level af
an item, or the importance or mission essentiality of the
item, 2%6, In addition, such things as number of items
managed by the AMA and the number of storage leccations per
item may have an impact on the ecapecied accuracy rate,

Now 3f data are available it may be p6531b1e to determine
which characteristics affect inventory accuracy. One way to
see whether or not a general relationship exists between
inventory accuracy and any given characteristic is to make a
scatter diagram, as in Chart 2. Here we tnak the sample

inventory accuracies reported by the AMAs as nf September 1962

2l
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(Sample per ceat)

for Category II and III items, and plotted these against the

amount. of activity per AMA for September. Here "Activity" 1s

in terms of thousands of itine item transactions per month, and

line item transactions mcar.® off-shelf shipments plus back
o~ders shipped plus receipts for the AMA,
CHART 2

AMA Inventory Accuracy vs, Gross AMA Activity
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We see from Chart 2 that there appears to be a strong
tendency for the AMAs which have higher activisy to have core-
spondingly lower accuracy. Thus, we could say that it looks
as though activity is a significant variable in that AMA accuracy
tends t2» vary inversely with activity rate, In assessiu.r tals,
cne osan reason that each undt of activity is a chanze for an
error to be made, If no activities occur, then no change should
be made %o the records and there should be zero error, As mors
activities occur, there are more chances for error and therstors
less acci?acy is expected, Similar charits can be construcied
for any other characteristlcs thought te be important,

The example shown here, although based on actual data; is
primarily for 1llustrative purposes since it is based on a very
small amount:of experience, With more months of data, and mere
points pletted, more confidence could be placed in a graph of
aceuracy vs, activity, with trend lines drawn thrsugh the points
using statistical techniques such as least sgquares, One iine
is shown in Char® 2, However, when looking at the pcints by AMA
it also looks as though thé fﬁpe of statistical equipment used
to maintain the records may have influenced the inventery accuracy.
Note that the AMAs having electronic data processing equipment
(EDPE) tend to have lower accuracies than the AMAs having punched
card accounting machines (PCAM), except for MOAMA, If later
studies with more data indicate similar relationships, it may be
possible to construct two curveé instead of one, so as to have

& curve for the KDPE AMAs and another for the PCAM AMAs., Later
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studies should also determine why MOAMA doesn't seem to behave
like the other EDPE AMAs; for example, those familiar with the
existing conditions may offer hypotheses about the effects of
spaziiic key rersonnel at certaln AMAas,

wWien a chart; such as Chart 2, is constructed for sig-
nificant variables, and enough data have beern used to provide
confldence in Lthe re3ults, it 1s easy to set accuracy goals
wr.lch are more equitable than overall averages, For example,
if an AMA is expected to nave 200 thousand transacsions per
month, then Chart 2 will indicate 82% as the geal, £ 100
thousand is expected, then the goal would be 90%, This is the
first method we have ccnsidered so far whlch does not assume thit
a2ll dMAs will use the same goal, as each goal will reflect the
value of the significant varliavle separately for eazsh AMA,

Thls method nas several advantages. In the flirst place,
1t 1= objJective since it 18 firmly based on aztwual data. The
methed also permits the forecasting of gonals fer fubure time
pericds; provided the significant variable can be forecast.
The method is simple to apply once the chart has been constructed
and, as we mentioned earlier, the goals are tallored for each AMA,

There are also some cisadvantages. Data have to be collected
and analyzed to ldentlfy the significant variables and to de-
termine the rslaticnships between these varlables and inventory
accuracy. Cnarts which have already been made must be reviewed
and updated perlodically o reflect rnossible shifis in the curve

caused by changes in the measured relationships.
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Inventory Accuracy in Per Cent

100

50

Although this method i3 obJective and has several advan-
tages 1t has one shortcoming in common with all the methods
discussed so far, and that 18 that no direct attempt has been
made to influence inventorying policy while setting the goal.,
The following methods will show some ways to do ihais.

Inventory [nterval Methods

Tsee Anventory accuracy at any given time can be shown teo
be dependent upon how long .t has been since the .a8tv nventory
count was made, Chart 3 illustrates this,

CHART 3

Inventory Accuracy vs, Time Since Last Couns

0 o 1yr 2 yr 3y

Time Since Last Count
In this chart we see that at time zero, or immediately aftepr
an inventory count has been made and the records adjusted, the
inventory accuracy may still be only 90%, due to errors in counte
ing, records "in float" and not included in the reconciliation

process, ete, Aas time goes on and activities (or other significant
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variablz values) accumulate, the error rate grows and the
inventory accuracy decreases, Although this chart is for
illustrative purposes only, simllar charts can be made for
each AMA or subgroup within an AMA after an analysis of
ni.lcrical dava has been accomplished, It may be that such
grapns will not be linear, or that there will be more c¢r less
accuxracy av time zero than shown above,

Using this type of chart we see that a goal c¢an be de-
termined cxce a time interval between the full counts is
decided upon. There are many ways for making this type of
decision and there are, therefore, a family of Inventory
Interval Methods. The methods that will be discussed in this
repory are:

Preselected Method
Minimum Cost Methods

Low Point bicthoo,l-.

Freselccted Method

Here management makes a decislion as to how often to take

an inventory, This decision then determines thn Taventory

Interval and Chart 3 provides the inventory accuracy goal, For
example, if management decides that inventories are to be taken

annually the goal may be 80%, as read from a chart like Chart 3.

This method has the same general advantages and disadvantages

as the Management Decision Method discussed earlier,
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Minimum Cost Inventory Method, Non-Sampling Case

This method seeks optimal conditions by looking for the
inventory count interval that will have minimum total ceats,
Now total costs can be thought of as the costs assoclated with
operating with undetected inventory errers (error cusis) and
those associated with detecting and correcting ervors (counting
costs)., Thus,

Total Cost = error cests -+ counting custs,

Some examples of error costs follews If the inveatory
records are net accurate and reflect more assets than there
really are, then there are likely %o be backorders, NORS
conditlons which in furn can cause emergency actions such as
expedited procurement actions, inter-base shipments, as well
as excessive downtime, etc, In addition, disposal actlicns may
be taken to get rid of spuricus "excess” assets. All of these
actions cost mcney, which 1s the error cost, Now if the inven-
tory records are erronecus and reflect fewer assets than there
really are available, then other error costs arise, such as
making excessive purchases, thus creating long supply and
incurring extra storage costs,

Counting costs include such taings as manpower costs,
computer costs, and delays in filling requisjtions caused by

closing the warehouse during the inventory operaticn.
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Chart 4 illustrates how the error and counting coasts
vary with time since last count, If the count interval is
small, such as 3 months, then the error rate probably has not
grown mech and annual error costs are low, At the same time,
asz~ual eyuniing 2osts are high because of the frequent counvi: -,
A3 the ¢k’ Lnberval is lengthensd, the annual error cusis
rise ané “he arnual counting costs decline, The sum of these
n2o8ts, bo%kal costs, may have a minimum, as it does in Chaxt 4.
If 3% aces; %Yae counb Anberval whers She $o%al ~ust is leasi
is tne opiimal count interval, This occurs ai i} years in our
example, Tren using Crart 3 and the optimsl coualb intexval
frem Cierd 4, the oprimal .uvenbory accuracy goal is determinad,
This 18 abaul 754 for our illustration. Note that this is ¢he
first meinoed discussed that provides bo%n %he accurscy goal
and %he maragement policy to achieve 1t.

This %Lype of method has many advantages, As we have
seen; A% provides an opiimal goal and helps set policy. It 18
alsc cbjective, and is tallered to individual AMA condliiicns,
Provided gowvd factors are avallable, 1t is probably tae best
type of method for determining inventory accuracy goals since
there 1s a sound management reason for the cholces made -~
minimum tcial operating costs (or, more accurately, optimum cost-
effectiverness),

One must pay for what he gets and this method 13 not with-
out its prablems, The major one is estimating costs., The
counting cgsts are relatively easy to estimate since manpower

and machine cost factors are readily available, The & ror
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Annual Costs in Thousands of Dellars

CHART 4
Minimum Cost Inventory Interval Model
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ce8ts are moxe nebulous, I% 18 much more difficult ‘v measurs
Ghe Lmpact of iuncreases in the NORS rate, backorders, etc,,
caused by luvenbtory ewrrsr. There are many whoe say that this
cannot be done, Howevar, there are other supply systems naw
Laoowses LawS aonly wpan cost flguras that are Just as hard Go
come by, T <xamp.e, the B xomie Order Quantity meinods
LoNOLTL a3 waguire estimates of costs vo adminlsder an order
a3 of aalalng matsrial An sterags. Alse, at the polnd whers
ESQ mudnods Aavnsvs sebting of a Safeby Level hsy amre Lnvolved
in tae sams stvakanékvaluqs Wwe are facing hare, Furinermore,
L& is probably true that policies which do not cvertly raflect
these crsts are asbually implying such cosfs, and very possibly
implying whally unrealistic values., FKinally, 2t may also be
“rhat owr medel L3 nat affected %oo muich by errors in certain
¢e8% estimates, and as long as coeis are within reasonable
Limits the resulss obtained will be satisfactory, If %nis is
the case, Gas method may very well be feasible,

Mirimum Cost Inventory Method, for Sampling

Tnis metied 1s similar to the one Jjust discussed in that
the combined costs of errors and of checihing inventory accenracy
are to be minimlzed, In the method Jjust discussed every invern.
tory eperation invelved a complete counting of asseis, Uader
e sampliug method the assets are divided into cubgroaps known
as lots., A& random sample of line items is then selected from
each lot; counted and compared with the record balances, If

vhe accuracy of the sample Ls within acceptable quaiity control

limits the entire lot is considered to be sufficlently accurate,
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and no further counting is done for that lot until the next time
period, 1If the accuracy of the sample 1s not within the accepi-
able limits then the whole lot 1s deemed to be inaccurate and :t
is rejJected. 1n this case the whole lot 1s recounted. Under
conditions where the lot accuracy remains high over extended
perinas of time, such as when the activity rate 1s low;, the
sampling method saves manpowér and time while giving information
abcut how accurave the lot is,

In addition to these differences, a aifferent approach ia
taken for determining the optimal inventory accuracy goal, Be-
fore, with the non-sampling model, the varlabls was the ILnventory
interval, Tals varlable was manipulated until that interval was
found which ninimized the total rcost. Then the optimal accuracy
goal was found fronm a graph of accuracy vs., time since last
count. In the sampling model the inventory intervai 1ls fixed
beforehand, based on other consideratinrns. %hen, based on a
table of accuracy vs, time since last full count, as befcre, a
table of "sampling & counting™ costs is derived for varicus steps
of the accuracy goal. A table of error costs per inventory .
accuracy step 1s also derived. Then a tabie of Total costs per
inventory accuracy step is computcd Sy addlng the error costs and
the "sampling & counting" costs. ¥he step naving the lowest cost
determines the optimal inventory accuracy goal,

“nis procedﬁre i1s simplified for illustrative purposes ahd
can be modified t&wcover multiple sampling plans, statistical
variation, and other appropriate changes, Our purpose here 15

to outline the basic method,
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Tue following example will illustrate the baaic methoa.
Agsume %hai we Lave a single sampling plan that involves taking
a sample of wach Lot each 6 months. If the accuracy foxr the
geoup o of Aty Liems in the sample is greater (han the aceuracy
2133 dwn .0 b A3 oacs.phed sad ne furidner action 1s Yaken for 6
Moa%n e MLliy wa® oaly oSt lacurred would be tioat assoclatea
widn Gaklog sadl counting the samgple,

TEy woewszr, Lat sarple acsuracy s less tnan the meouran
g.aly e addliiszk sode of counting the whole ot L8 favarred,

Tabie IV wlli filustrate %his process, erass taoe Gop of

Y cm

sew 2R ord aeil of tar Gable we 8gow %as

14

XE20h2d Ao Wpucy
AL wad 201 2P 3L moasta gselods, This tabls would be deanived
from past sips.isnce data Cor a payticular AMA or Lot within an
AMA and weild be consilsred to be representat’ve of futare vime
serteds ader similar zonditions, Beasath this table, tas
exracted a-hlone So he taken each Sime peried are recoxdad for
gaca S%ep of fas aceurecy goal as given along whe lefd nzod
seluma,  For dastan+e, reading acroszs the 854 goal row we fiad
2 succeagion of "3, sc¢’ acilens, The “s" means that only the
sample action was nceessary since the 89% accuracy from the
vable at ius %op of the Cirat colwmn is greeter ¢han the 85%
goal, a2 "se® setioa Ln Che uexi column méans that wien the
sampling artison, 3, iz taken the cecond six months, the 93%
roeuracy WwAil cause the lot to b2 rejected and the additicmal
acticn, scinting {¢), L8 taken. Following this the ascuisacy 1is
assumed 4o return to fhe zero time accuracy of 95%. Tae next

cclamn pas only an s" because the accuracy will te 89%, etc.

The rest of the table was derived in a similar fashicn.

32




vt
JELDA 3U0 LEU4 SSOY QU 4hg 4
00T*1$ = 5407 3UNOOD 01 S9:00 = 9

GOT1$ * BuTiduwes Lq IOEINcd® }Hoays 23 38C0 = ¢

e I S — . WM —— o & Sve .. e - e e — —— e -

049 0091 0011 cos e s s s s g] 9
049 0091 001 T 00% s [os 8 £ s  s] ol
06/ 0061 cott 00N s s [os s s < GL
£€6 0oKT Q0TI 0ot >s s s [ps s s 0g
00ET 0OET 0011 002 * re s o8 s [os ¢ )
o0he oonz COLE £0e ts os o8 os [os =zg 06
cone 0042 CO=3 008 e 93 w8 o8 [os o3 6
oow2$ oon2$ 00223 002$ 3 95 o8 o8 ﬁmm S nu $00T
TE0D
ienuuy [redony ™ T[T TS 66 69 1L Il tg 6g 6 F U] Areanooy
Feasay pusan TR30] €304 ot of he 81 2T 9 O 3uUROD DOUTS sujuo

. w——

» 912K) axag .

83800 (901 1ad) suotioy uetd Augrdues

-

S350) DHIS#00 3 DNITJWV -,

s .
.

"AC F1aVL

AL 318V,




Now LI we assume that the cost of a sampling actlion alone
3 $102 and the cast of a counting ection {¢). & $1100, a
table of average annual costs of *sampling & countingy ${s com-
puted, 'This 438 showa o the pright hend side of fable ¥V, The
Jatrles i tie table are compubed from the entries on the iz %4
nand side of 4ae table whilch are within square brackets. The
bracksts ..ave been plazed around one yeart?s worth of actions
unisss soane nihes grovping is requirzd for a compleie cycle.
For Llastanse, 18-munth cycles occur for a goal. of 80%, and
30 moath cyeles wslur £a2 o geal of T0%, ehe. 'The figures
under iz "Po%al 8] " column on the cust side of the table
were derived by ccunting the number of "s?s" between itne
brackeis on wae left-hand side of the table, and multl : ying
shis roumber by $£100, she cost of each sampling action., fTae
figures under phe "Potal [e]" column were computed in a

" actions beiween

simiiar fashien by counting the number of "c

brackets =znd muliiplying by $1100, the cost of each "¢ actlion,

The "Grand [?otal] ¥ figures were caiculabed by ad4ing tha

entries from the preceding two columns. These figures are

then converted 4§ averages annuwal fignreas for the last column

by multiplying by the fraction 2 divided by the number of

columna betwaen the brackets on the left~hand side of the tsble,
Table V then lists for each inventory accuracy "trial goal®

the annual ciwor ces%s as they might have been derived from

ial studice oz estimates and the annual sampie-pian costs

as derdved Ln Table ¥¥, and the total annual costs, The ovtimal

geal Car the sampling procedure is then found by selecting the
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row having the least total annual costs, which in our example
occurs when the trial goal is 80%.
TBLE V
COMPUTATION OP OPTIMAL INVENTORY ACCURACY
GOAI, POR THE SAMPLIRKG CASE

Annual Annual Total

Trial Exror Sample~Plan Annval

Goals ~ Costs  Costs _  Costs
100% $ O $2400 $2400
95 50 2400 2450
g0 100 2400 25C0
85 200 * 1300 1500
80 400 933 1333
75 800 750 1580
70 1600 640 2240
65 3200 640 3840

This method, like the nen-sampling minimum cost method, has
many advantages. It makes full use of relationships whilech are
presumed to exlst between costs and error rates for each AMA, or
lot within an AMA, in determining an objective, optimsl inventory
acouracy goal, If the goal is adopted and incorpnrated into the
sampling procedures, and if the condition: under which the in-
ventories are managed remain substantially as they had been
otherwise, the total cocsts to the Alr Force of inventory inace-
curacy can be expected to be minimized, Thus, the me%hod furnishes

intrinsic benefits as well as an operating goal.
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The malin disadvantages have to do with data. The method
requivres cost data for several error condltlon effects as well
as for support of the inventory-counting effects, In addition,
the AMA v 1ot accurackies must be analyzed in relation ¢o the
sroor gruWwiin over the time since the last full éouab Was tadel.
Kowswer, Hzie improvemendt in Anventory managemeht and total AF
coets snd effentlvensss might far outwelgh the additlonal ¢osts
and 2ffor!, Lnvelved Lo sbtaining satisfactory data for such an
anaiysis, .

Low Folnt Method ""}ku,.

“

Tals mebari 1s pased on the ides Lhu* tne best time to Take
an lnveunzery is waen the stock level i3 2% a low point 3o hat
the counting costs are small and the chances of making an acou~
rate count are good., Thls idea has already been used in inver
tory pracsdures, parslcuiarly with respect to warehouse refusals,
Wnenevesyr 2 warenouse refusal occurs a special inventory Ls taken.
This ewvent, low polat, 1s often unpredictable., To be mest
effective, the low points should be predictable, elther by item,
or a% least statistlically for large numbers of items, In addi-
tion ¢o being predictable the inventories should be planned to
occur in advance of a requirements computation so that the best
avallable informaticn can be used, Therefore, it would be
advantagenus to ovlan inventories to be taken whenever a reorder
point (or slightly hZgaer point) is reached. Ahen we would reap

RN
the benefliss of counting fewer items, consuming fswer manhours

LR

and time in the process, obtaining a more accurate result, and

providing good suppoxrt to requireMﬂqcs computations, Fuxrthermore,
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we would aveid the heavy workloads of counting the items in |
long supply; such counts are probably the largest workloads
and also the least useful ones,

Inventory accuracy goals can be established using the low

point method by predicting the expected frequency of the sceu

rence of the low points, and then determining the accuracy firom
a graph of accuracy vs., time since last count, as in the other

inventory interval methods. Although the methcd does not siresc
cptimality in an overt way, it may nonecheless prove cpiimum by
virtue of 1ts expected eccnomies and its concentration of affost

where most beneficial,
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IV. CONCLUSIONS AND RECOMMENDATIONS

T2 conclusion; let us summarize what we have discussed
so far, We have attempted %o look at the whole aresz of
invernt»ry accaracy geals in a general way. We have examined
tne concerts eof accuracy, of goals, and of whal inventory
aceuracy goalz ars, We nave recommended that AFLC use the
acteal counl 2s 4ae basis for computing Ainventery accuracy,
rathsr tias the recerd balance noWw veing used, We have also
coserved tnat at tne prasent tLime Lnvenlery ar Uraly measure-
ments and goals are stated in two different ways: in terms of
unis accuracy for Hi-Valu Lltems and in terms of lins ltem
acouracy fur the ltems under the sampling method, and we have
indicated a preference for tne “"unit accuracy’ methed as used
for Hi-Valu, We have also examined a number of methoas of
determining depst lnventory accuracy goals and have discussed
the relative merits of each. Tne "minimum cost" methods seem
to be potentlally valuable, not so much because of tie geals
they es%tablish as for the maragement policlies they recommend
and the costs they save, The low polnt method also appeers tc
have promise for providing management improvement at low cost,

We feel after studying the alternatives that the Command
stiould move towards the use of the minimum cost method of
setting goals and of managing the inventory., Iu a way, similar
steps have already bdeen taken in this directicn in the require-
ments area in ¢he Economic Order Quantity procedurss, 'Tals is
also ir line witn current DOD thinking on cost-effectiveness

ratics, We shouid become more scientific in our aporoaches tc
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getting more effectiveness from our money spent. The minimum
cost approach 1s one way of accomplishing this in the inventory
accuracy area-through balancing mission costs and management
costs,

When we concentrate more fully cn the objective of €Lllling
othe>» Commandé'! requirements we gradually see that rsally, from
the stardpoint of ready rates, NORS rates, etc., it is the
number of units of shortage which is important abcut inventories
and ot so much the number of line items in whfbh shorages exisi.
Fer example, Lif a line item has a shortage which causes downtime
or a reduction in ready rates we know that at least one unit is
short, or in other words, that we do not have all the units we
need., If only one'unit is short, then only one weanon can ve
down because of it. If 10 are short, then 10 weapons may be
down because of this shortsge., In elther case, only one lire
item has the shortage., Of course there caﬁ”be cages where two
or more units cverlap in thelr shortage effects, causing oxly
one weapon to be NORS. On a probability basis, however, the
NORS rate and cther similar shortage measures; are more likely
to vary in close relation to units short than line 1tems short,
Thus, to really study the problem zni vo really measure the
impact of inventory inaccuracy we must work in terms of units
of inventery and not restrict ourselves to line item thinking
only.

Another very important point should be considered befors
we leave the discussion of mission support, and that is the

relative importance of inventory items for mission accomplishment,
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or "mission essentlality” for short. The cost of a stock oub
cr shortage really is the loss of mission effectiveness that
resules because of the absence of the unit. A shortage <f some
unigs; such a8 ash trays, will have no effect on a mission bF
an operati~g command, whereas the absence of a bearing cr 4
actuatar v 2 plece of electronlic equipment, cor even a washexr

.

er seal, might Lave serious effecis, It séémé.reaswnable that
Loz line itams in our inventory could; in some way, be classifled
aﬁd ceded as essentlal or non-essential, fa’s would neid only
assist in determining the cost of an lnventery shortage for use

in the minimum cost models, bui it would also nelp tne Inventory

Maragers know where to place thelr management effor$s., Perhaps

goals and invenkory procedures sheuld be established differently

for Lliems wiith high misslon essentiality than for those with
11%tle o nd mission essen%lialliy., Tnis would nelp emphaslze
the more important items, "

Alénougn we 1eel strongly that the mihiﬁum cost appreach
1s the way to go, we alsc r=alize Shat sometimes we must crawl
before we walk, We think, that as a minimum; the first steps
to be taken would be to investigate the Inventory error rate
growth An fterms of 1ts causes and to dejermine the significant
variables and thelr relationshlp to the error rate, This should
be done at least by AMA and in some cases by FSG or even FSC,
Goals could then be established by the Significant Variable
Method on a more equitable basis than current methads provide,
Later, af4{er this has been done, this information on errux Browih

can be combined with cost lmpact data and mission essentlzilty

4o




data to estahlish goals and management policies by the Minimum
Cost Methods,

n
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