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Some elementary tests for mixtures of discrete distribution

by
'J. Tiago de Oliveira

The problems dealt with in this paper arose in the
following context.

It is known, in some paleontological problems, that the
-distribution of some countable (meristic) chaxacterigtics
of neighboring biological species, isclated in well—defined
geographical areas, have some fixed (or stable) distribution.

In some cases, however, the analysis of the frequency
pelygon seemed to suggest the existence of a mixture of two
populations and the test in 3) was devised for the purpose of
deciding about the uypothesis of the mixture.

Aftexr, some of the results were extended.

1. Introduction

Let P = (pi) and Q = (qi) be discrete distributions with
the same discrete support R = (xi), which is a subset of the

real line, and let X be a random variable whose (discrevs)




distribution is the mixture (w, 1 - w) (0 ¢ w ¢ 1) of the
distributions P and Q, called the cpmponents; some cf the
values p; or q; may be zero.

Ag it is Qery difficult gp work out explicitly the best
rests {and estimafarp) for th; existence of the mixture (thﬁt
is, the'ﬁygothes;s that w # 0, 1) we will develop some (quick)
tests with a lawér effiéiency (non;evaluated). The tests we
will study are b&aedtip the first moments of some random
'variable, dependent on the random variable X as it is usual
(Rider, 1961). The technique followed is connected with some
previous results of Tiago de Oliveira (1960);

ﬁet, then, g{x) be some function whose domain of definition
containsg tﬁe support R and such that it‘has mean values and
;;ri%nces relative to P and Q,"denoted respecﬁively by Hps
hgs Op and o, . The new random variable ¥ = QkX).has, then

the following mean and variance
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As it is well known (Cramer, 1948) if y,_ is the k~th moment

of ¥ and

u (o) _

k
K ¥j

1
n 3

ie the k-th sample moment,

=MD

-

Jn (R&k(n) - ) is a random variable with an asymp-

totically normal distribution with zero mean and variance

)

Moy = p;n‘z and the random pair (:fﬁ- (Mk(n - ugﬁ_)‘, Jo (Ml(n)~ “.1)3

is asymptotically normally distributed with zero means,

2 2 ‘
variances “zk - “‘k and ﬂgl - 5}.1 and covariance p"k—i»l y‘k“l o

2. Components fully known: Let's suppose that the components

P and Q are fully known and finite. The fact that

2 2 2
«/wo’P + (l-w)o’Q + Ew(l—w)uPp_Q)

is an asymptotically normal xandom variable with zero mean




and unit variance suggests the use of

M§;n) )

of an estimator of w, because the values By uQ, @% and 68

are known as a consequence of the full knowledge of P and Q.

&

The asymptotic variance of w 4is, then,

2 2
-w on + {1-w) o
%\ E 5 & 4 20 (1~m)]

and, consequently, to obtain the maximum discrimination we
would choose the function g(x) guch that the values

¥y, = glxy)
would lead to a minimum variance whatever may be the value of

w. This suggests the use of a function of such that

2
g§ = g and (bp ~ uQ)a a maximum.

As we can make a linear transformation of the values Yy

without altering the vegult, which 1s invarliant for these




transformations, we can impose then

2 .
op = 1
2 _
gy = 1
|
by =0

as condition eguations and, then search the values Yy which
2
maximnize Mg
The technique of the Lagrange multipliers leads to the
solution

a{l-y)p, - & gq

Yi =

B, +vup

where a, B, v are determined by the condition equations

2 _

%Py yi -{Epw)" =1
p qiyi = 0
=1

eJ 2 -
2 qy¥y

It is easy to see that I Py, = a and a2= Bty. As o will he

determined from the c¢ondition equations except for the sign

(AT

o




we can always choose a sﬁch that Mp = 2 Piyi >0 .

In the greater part of the problenmsthe effective deter-
mination of the Yy by the solution of the 3 (condition)
equétians on g, P, ¥ is a difficult one. In these cases

we will only choose the Yy such that

2 _ 2
GP = GQ = 1 and

which ls always possible.
Cnce determined or chosen the valuezof Yy we can proceed

to the test. As W = 0 or ® = 1 we know that Jﬁ'(m(§>~ up)

are asymptoticaily normal with zero mean and unit variance,

the values M(?) tend to concenitrate around p. = 0 ox g s 0

9]

according to w= 0 or w = 1. Leat's fix then an asymptotic level

of gignificance ¢ and take Xe sucn that

X

€
‘ J .2
I A e TEF gx =1 - e

- o ,\,‘ré—ﬁ-"




and act as follows:

-~

')I
1) i€ M§n) g-li we will accept the hypothesis w = O

S
Y e wmin) Xe .- : N
2) i£ My"/ » pp - ~— we will accept tue hypothesis w = 1
- .\/)?A
X, (n) e
3) if —* " < pp - —= we will accept the hypothesis
-\/ﬁ‘: - \/1’?.

of .the existence of a mixture; steps L) and 2) led to wthe
sejection of this hypothesis.
. .
Let's dencte by Pin)(w}, Pén}(m) and Egn)(m) the proba-

bilities of the dscislons 1), 2) and 3) Lf the mixture iz

)
M§n - Mg

'\ ove
(w, 3 - w). We have( Ty, = /n

/i o+ Evgj(l“w)“‘g ‘

Xe ‘ Wy, VB
?in) (w) = prob { &, < < - g
v . 2 2
1+ 2o(l-wlpg 1+ 2o{l-w)i;

. (-wjp, /o X
zﬁém)(m) = prob | z > E .

Y14 am(lnw)ug J1 4 2w(l~m)u§

e

.z

.



and Pén)(w) = 1 Pgn)(w) - Pév)(w) and passing to the

iiwmit, we cbtain

Lim pg“)(a) =1 - e, lim Pin)(w) =0 ifw £0 ;s

e =>eo

i

2 1-e lim'Pén) (w) = 0 if @.# 1

e n=o

1im P(m)(l}

Lim ?gn)(o) = lim pén)(l) = e, lim Pén)(m) =14ifw £0, 1 P
= nwo no oo

The tast leading to the golution of the trilemma is then a
consiztent one with the asymptotic level ¢ for the hypoetheses

w =0 and ® = 1.,

It is evident tbat the samé technigue may be applied

even if we don‘'t have random variables but only random attributes,
giving to each attribute whose paily. off probabilities is (pi,qi)
the value y, = g(xi).

.Mgn)

£

is an estimator

. *®
Implicitly we have shown that o =
P

of w. Other egtimatoxs"may 2lgo be obtained. The maximum like-

lihood and minimum‘x? methods are unworkable. The minimum xl




methoed leads to the egtimatox

]

i M

(a,-p,)°
B G e
i i

where mi are the number of observations with the value Yy, or
the attribute with probabilities (@iy qi)o As some of the N,

may be zerc we can use ag a substitute the estimator

g (a,-py)

» 3 BgPL

,wn = = 5 ,
s HFL

B wp, + (lmw)éi‘we know {Cramexr (1946)) that

. gé(qi~91) | }

S OB 4 wp ¥{1-ofq, N
n . 2 b ? |
(a,-»,) ‘

Z Sprliea
i WPy l-wiay

¥ .
showing that w_ is an estimator {converging in probability)

of w. As the Ni/n are asymptotically normal the same happens
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* .
to‘wnl; its mean value is asymptotically w and its variance
ls a cumbersome one.

' \
3. The translation mixture case: We shall suppose, now, that

the discrete components {finite orenumerable) P and Q have

the probabilities of the form
Py =®(i - 0p) and g =~ o(i - 0,)

where the outcomes are équally gpaced and so that for simplicity
we suppose Rto be the set of the integers: m(n) is a functiop
mugh that -
Zo9(n) =1 andop(n) >0
and we w?ll suppose,‘also, that
p =32 n o{n) and
o® = 3 n? p(n) - p?

exist (and are known). 1In the sequel we will need also the

existence of the U4th moment. Then we have

1]

M(x) =p+uw 9p + (1-w) N

o® + 2w(1-w) (0, - )% -

il

v(x)
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Ag the variance increases with the mixture we will use as a

test statistic the variance of the sample‘sﬁ ; the test will

"be one-sided. As the asymptotic distribution of

2 i

s< - v(x) l

/0 n . 1v

J{52+25 V{x) ' %

: " f

is a normal one with zero mean and unit variance (52 =5 - 3 :
W2 .

denoting the kurtosis or excess coéfficient) we will reject

the hypothesis of mixture, on the asymptotic level of significance

e, if
= Sﬁ - 02‘
B e KX
JSB#2), @ )
and accept it if
82 - o°

> Xg » (B2 + 2)o denoting

J-IT In.

denoting the kurtosis coefficient of o(n).

The probability of rejection of the hypothesis of

mixture is then, for the mixture (v, 1 - w),

X. 0 5
P (w) = prob {Sﬁ‘g_ue + ;_ JTE2+2§O ‘}

n
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for w = 0 or w = 1 we have

Lim pn(o)» = lim P (1) =1 - ¢

n=H® ndYe
and if » # O we obtain

lim P (w) =0

nso

the test is then a consistent one.

_In concrete cases, such as the biological problems of
meristic characteristics, we can use the past experience to
cbtain a "scheme" of the values of % (n) and then apply this
technique.

§., Poisson mixtures: Let now kp and AQ be the parameters of

two Poisson components of a mixture; f is the set of non-nugative

o
integerg. As up = G;

AP and Mo nQ kQ we have

M(x) = w Ap + gl—w) A

vix) = w Ap + (1-w) Ay * 2w(1~w)(AP - KQ)Q .

We have then, V(x) = M(x) if w = O or w = 1 and V{x) > M(x) 1if

w # 0, 1 . This suggests, as a test statistic, the difference
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between the sample variance and mean and, also, the use of

-

a one-sided test.
Whatever may be w we have

2 p
M(s2 - M) = 2u(1-w)(n, - A2

2 bW, 2p,N,)

V(Sn~Mn) = ; for w = 0 or w = 1, the

function b(w, A,, )\Q) reduces to B(A) = 1 - 2 /A + 3.

The asymptotic distribution of

2
n =¥,

n T e e SRR 2 Y
- BlE )

8

is normal with zero m&an and unit variance.

As for the hypothesis ¢ = 0 or w = 1, b reduces to
B(7\), and an estimator of Ap (ox ‘AQ) is the sample mean M ,
E(Mn) is an estimator of B(A) cwing to the cont'fl.nuity of b

(Cramer, 1946),and the asymptotic distribution of

2 _
[;. Sn Mn‘
Yo )y
G )

is also normal with zero mean and unit variance.

v
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The one-sided test is then the following:

reject the hypothesis of mixture if

The probability of rejection of the hypothesis of mixture

is then
1.2 X
Pn(w) = prob {Sn - M g,7§ 3 (Mh) }

and by the asymptotic normality referred we see that

lim P (0) = lim P (1) = 1 - e
noo ' nso

and
lim 2 (w) = O w # 0, 1.
nee B

which shows the consistency of the test.
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