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FOREWORD

This publication was prepared under contract for the
Joint Publications Research Service as a translation

or foreign-language research service to the various
federal government departments,

The contents of this material in no way represent the
policies, views or attitudes of the U, S, Government
or of the parties to any distribution arrangement,

PROCUREMENT OF JPRS REPORTS

All JPRS reports may be ordered from the Office of Technicsl
Services, Reports published prior to 1 February 1963 can be provided,
for the most part, only in photocopy (xercx), Those published after
1 February 1963 will be provided in printed form.

Details on special subscription arrangements for JPRS social
science reports will be provided upon requast.

No cumulative subject index or catalog of all JPRS reports
has been compiled,

All JPRS reports are listed in the Monthly Catalog of U, Se
Government Publications, available on subscription at $4.50 per yeaxr
($6,00 foreign), including an annual index, from the Superintendent
of Documents, U, S, Government Printing Office, Washington 25, D. C.

ALl JPRS scientific and technical reports are cataloged and
subject-indexed in Technical Translations, published gsemimonthly by
the Office of Technical Services, and also available on subscription
(§12,00 per year domestic, $16,00 foreign) from the Superintendent
of Documents, Semiannnal iudexes to Technical Translations are
available at additiomnal cost,
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This serial publication contains selected translations from

foreign-language literature on developments in the following fields

of language data processing: machine translation studies; questions

on structural linguistics, phonological theory, investigation of

morphological models, development of syntactic structures and trans-

form analysis; theory of language communication; logical and linguistic
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A LEARMING SYSTRM WEIOH UTILIZES STATISTICAL DECISION FUNCTIONS

[Following is a translation of am artisle by
S. ¥, Xosubova'kyy, in the Ulkrainian-language

periodieal %(umua). Yol 7, ¥o 6,
Institute 1 Engineering, Academy of
. Sciences, Ukrainian SSR, Xiev, 1962, pages 60-64,

This article was submitted to the editora on
28 April 1962,)

The vigorous development of cybernetics in the las=t
decade has been accompanied by intensive use of the most
diverse mathematical tools for working out and investi-
gating automatic control systems, The theory ot statlisti-

. cal decisions as cne of the subdivisions of probabillty
theory has been utilized successfully in the solution -
cybernetic problems along with information theory, mz:he-
. matical logic, and the theory of games,

One of the papers presented at the winter session
of the American Institute of Electrical Engineers (23 Janu-
ary to 2 Pebruary 1962 in New Ybrk) was dsvoted to the
application of the theory of statistical decisions in the
analysis and synthesis of cognitive systems which can learn,
‘The paper was read by a worker of the Laboratory of Control
Systems and Information, Purdue University (Lafayette), K.
S. Fu. It had the title "A Learning System Using !
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‘TStatistical Decision Punctions”. [See Notel. ]
~ ([Rote] K. S. Pu, "A Learning System Using Statis-
tical Decision Punctions," presented at the AIEE Winter
General Meeting in New York January 28 - Pebruary 2, 1962.)
The paper contained a discussion of questions con-
nected with the analysis and synthesis of a learning sysiea
which proécsses 1npu£ data in the form of input signals
(input measurements) and so-called "learning observations”.
~The system worked as a cognitive device, The problem of
recognition was formulated in forns of the theory of st.:-
tistical decisions. It was shown in the paper that th~ u.
tem can improve its work (learn) by increasing the numbes
of learning observations.

A summary of this paper 1is given below.

Introduction

The word learning is understood to be some aystemgtie
behavior of a system which leads to certain forms of stabil~
1ty [1]. A system which systematically varies its behavior
in accordance with a set of input signals can be regarded a:
a system which learns. In case the system 1s well designed
its behavior improves in accordance with one or more cri-
toria.iiyhcac eriteria are usually linked with decreases in

frrors or with increases in the stability of the system.
|
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TK wodel of learning from enéauragomcnt was studied in ~—]
different forms. Systems which learn or realize su,ch'a
model are usually trained by an external "traiﬁer”.

This trainer.aelects and applies the encouragement factor
on the basis of investigations of the regctions of the
system. However, more autonomous learning systems are
necessary in which variation of their behavior will be
achieved by the system itself, without any external in-
terventioﬁ. |

In studying adaptive control sysems we start with
the idea that they are capable of varying their behévior
to ccrrespond with chenges in the characteristics of the
controlled process which cannot be'foreseen or guesased
{2]. 1In this connection an adaptive system is capakbls f
varying its behavior, for example, by changing its imp. .-
transfer function in such & way as automatically to recog-

'nize a signal which appears at random and 1is subject to

noise [(3].

When machines for pattern recognition are to recog-
nize new patterns, it is usually desirable to make use of
past experience. One of the possible approaches to solving
such problems 1s to design a system which learns from exper-
ience to vary its behavior in accordance with changes in ;he

) . : i
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r—input signal. ' | - : _7

The learning process was 111u§trated in the oaper
by means of a sy:tin which opirated as a cognitive orc
classifying device, It is qleai that s machine which 1a
capable of establishing similarity in input signe.s
sclve many prcblems that must now be solved by binan -
inge. Automatic classification s determinsti.r. & ik
class of aignals at the input of the device on tie Lasi
c¢f & set of measurements of the input signal and a seguer.
of learning observations. Learning obssrvat’ons 2 under
8tocd to mean measurements of a finite number of possidle
input signale of each class. After an input signal is re-
cognized, a certain acticn is performed, for example, a
change in the system psrameters in order to increase its
stability. The losses which the machine incurs as a result
of each possible decision are evaluated with the aid of an
inseperable weighting function. The purpose of the person
who receives the decision it to minimize the probability ~v
lotses in the course of recognition.

The analysis and synthesis of & learning syshe% R
also regarded as proceeding on the basis of date obtainsd
by measuring the input quantities and the learning observa-
ticns. The losses which are unavoidable in obtaining a su: -

L:iciont number of accurate measurements, the abstract J
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r;ature of the properties which define the class of the iﬁl
put signel to the system, &nd the sﬁatiatical features
which are characteristic of measurements make it essen-~
tial to utilize the so-called statistical methods “or anéw
lyzing snd synthesizing systems.

Although a system 1is designed for recogniti-n
certain class of input signals in order to perforw & co: ~
tain action such as varying the behavior of the systuva
after acceptance of the decision, in general, however,
the meaaurements which are (¢ serve as the basis for re-
cognition do not provide enough information fqr the class
of input signal to be recognized successfully at,qil
times, The statistical methods which are applied in such
situations constitute the subject of the theory of atnti=.

tical decision functions [b - 7],

The Problem of Accepting Ststisticsl Decizionm

The pfoblem of accepting a8 statigticnl decision is
formulated in a fairly general foris which includes:
1) the state of a priori knowledge; 2) the losses con-
nected with a possibly incorrect decision; 3) losses Jue
to experimentation. The problem is regarded as connectsd
with & sequence of values of some random variable, let us

88Y, Xi. Xos eees X, denoted s fx} which can be |

e -}
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'T;'onsidered the result of a series of uuuromnti of ‘che.]
input signal which is to be recognized.

Let SU be a parameter space. It 1s subdividad intc
zones W, , wz, ¢eey W, Where W, corresponds to the
class of the correct signal at the ith input. Here m
is the number of poagiblo classes of input signals which
must be recognized. BKBach point in the parameter space
corresponds to a set of valuee of the parameters {6} . Ve
shall use H, to denote the hyﬁothula according to which
some {©) 1ies in w,. EBach set of possible values of {x}
corresponds to a point in an n-dimensinnal sample spsce A,

The A space in turn is subdivided into zones 81s 855 .ess

cens ‘5m5 here the hypothesis H; must be accepted only In

case {x} is contained in &1. The problem of accepting a

atatistizal decision must now be defined as the problem of

selecting zones 61, 85 +ees 8, 1n the sample space for
given zones W,, Doy raes w, 1in the parameter space £< .

let P = (Pl’ Pos ooy Pm) be an a priori disziv: -
bution defined on the S) spece. P, 18 the a priori pro-
bability that the input signal will belong o class @, .
The decision space which 1s accepted by the system for re-~
cognition is composed of m posasible decisions
dl,- dz, sy dn where d; 1s the decision for wnich

H

|

]
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Eypotheua !'l1 is acceptad..- The weighting function _]
L(wi, d J) is that loss incurred by the system in case -
decision d 3 is accepted while the input signal actually
belongs to the Class a)i. In case there is a nonsaquin-
tial process of accepting the decision (in case some

correct d is accepted as the decision) the conditioral
risk in recognizing input signals that belong to cl:us

can be written in the form

r(o,d) = j’l. (o &) p{x/wy) dx, ()
A

where integration is over the entire & space,
p(x, wy) 1s the conditional probability of x on condi-
tion that w; 18 the corresponding true class of the

measured input signal. For a given P the mean risk 1is

equal to
»n ‘ ..
R (P, 4d) -‘gpﬂ‘ (wj &) == (2)
- 5; (%) re (P, d) dx, £33
where
' ]

; L (o5 @) Pip (x]w)) |
re(P, &)= = (1)

»(x)



r;a defined as the a priori éznditional risk of the,corr;;a
decision 4 for the given measurement x.

After thatlit i necessary to ghoose the correct n
cision so as to minimize the mean risk R(P, d) or to
minimize the n@xinnn of thelconditipnal risk r(uﬁ, d)e
The decision rule which minimizes the mean risk is called
the Bayes' rule, According to (3), it is sufficient =o
consider each x separately and tc minimize =», (P, 4).

In cane d' 48 Bayes' rule, then

ry(P, &) r (P, ), (5)

that is,

»
i L(s, d)Pplxim) = 2 L (wy O} Pipix/egl
i} foml

FPor & conatant functilon the losaes

| . 0, {==j A
L L8y, d}) - {v' l!ﬁ;’i (?}

and, without losing generality, when v = 1, it 18 gesy
to show that the risk function € 1s essentially the pro-
bability of incorrect recognition. In order to minimize

t

]th. probsbility of incorrect recognition it is neceacary |

e————t
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Ro chuose di an the condmtzcxa that | ?

Pip (xju)) 5 Pip (xjey) faroll iwj. (8}

In cane we definm

3
s d

- BLED |
N e ‘

ak the simliarity relation, then Rajyms:® rule for the de-

cislon state di’ thint 1is, Hj in acceepted In cese that

f1}
Rppom “g‘ﬂ for ati . 1.
E .

The learning Process la the Recognition Proble .

In the preceditng section we axgmined the probl...
recognition without lesrning, with the 214 of the theory
of stutistical dmcisions, In that section we eaxamined the
developnent of & nethod for recogniving a class of inpu®
aignales tased on & set of neasurements af the fnput si.onk
and a sequence of learning cobservatfioms. The process cone
slatmd of a set of weasuremsnts of the input signzl
Bow fite s Xy eaey 1, } to be recognized and a set of

mesnrament s 11 of possible fnput slgnnls of clhass iy

i

anams Py
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T?br sach L =1, 2, cee, M4 “The last measurements uhicﬁw]

are celled learning measurements are represented in the
form m = {xl,l, xl’zg seey xl’llg ssey xlhlu} « The

rule fur acceptance of decision @& 18 a function which
transforms each set of measurements (x, m) into an ac-
tion which follows recognition of the class of the measured
input signal,

Let

Mu(my, my, ..., My,

(11)

where my = {xi,l' xi,Z’ esey xi,ll} is a set which 1s

composed of J; training measurements of class w, while

l - (ll' ”'c LTS "') \ - .;

denotes a set with elements f,, £,, ..., *, . The rule
for accepting the decision on the basis of meuwsurements
(x, m) 418 denoted by da(x, m).

For any decision rule 2 the conditional risk in
recogriizing input signals which belong to clasa Wy is

equal to

£olug,d) = _E )[ L (wg, d)pix, m/m;)dx dm, (12}

e ——
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[where I* 1s the space of learning measurements m; ]
p(x, mAd ) is the conditional probability (x, m) in
case w; 1is the true class of the measured input signal,

In case P 1s an a priori distribution, the mean riosi is

equal to
3 (14)
Ry (P. 4) -‘E;Pm (), d) =
-j ;p(x. m)r (x, m) (P, d)dxdm,
‘ (15)
where

»
f_‘,‘t. (v D P () m|oy)

Pix, m) (P d) = P (x, m)

i1s def'ined as the conditional risk of the decisivn ro.e d
for the given measurements (x, m).

If P is fixed but unknown, -4 1if the learnirng
measurements of different classes is statistically unre -

liable, then
Pip(x, miw;) =p(x, m, o) =p(Lw; m;) P {w;m) P (m). (17)

Now, equation (1Y) can be represented in the form

m . JPETN
Ri(P. d) = ‘i ){p(m) VL (wi, d) p(xiy, mp) Plojm dxdm. (355
fwl -

—_ 11—



If d' is Bayesian, then we obtain o _ -1

T iy S
| it (19)

3 ' e :-.!
S\ L (o1 407 (sfou @0 P(mim)& L (% 9 (slmi m) Plolm) " (20)

il
for esach set of measurements (x, m) and each decisicn

rule 4. The expressions p(XAWi, m,) and Py /m) wlil

be defined on the basis of lea:ning measurements.

2

l ) ?
X L & L4 I Xy Xn
P f
-
= . ,
x| =i A P 0 X
Q
x ! X |~-- X
1
L ]
) RS |
d, dl (fm

A functional diagram of a learning system: 1 - learnirc,
3 - determinz<:iing

messurements m; 2 ~ measurements Xx;
of maximum amplitude; 4 =~ input signal which is reccg-
nized.

In order to show that a system can learn or chenge
itse chéracteriatics in accordance with learning observa-

\tions, it is necessary to prove that the Bayesian risw __

— 12—



T;Epresented by equation (187 is 2 nonincreasing runctiga
of the number of learning observations, In other words,

adding to the learning observations dces not increase the

risk in the system.
We have arrived at the following theorem: if

L*Z 8, 1,*2 Ly ooos Jy* 3 #y then for any o prioet
distribution of P and the Beyesian gecigion rule d' ang

gre
Ry (P, 4%\ S Ry{P, ), {21)

where d4'* 1s the Bayes rule for lesrning observations f*.

The theorem can be proved as follows., According t=

the definition

Ry (P, d'%) K Ry (P, &)

In accordance with (18)
. n .
Ry (P. &) = {I[p ('.)12 L (wy, &) p (x/w;, ) P (v/m*) dx dm®. (23)
wl

In view of the fact that d' 18 not a function of

the difference

m® - (Xu..._l..... Xy, m..oo Xnim+l' x'.l‘-)n (24)

, equation (?3) can be written in the form

!



’ -
r Ry (P, d')-{ ;EL(«.;. ') [FS.’;-(M.}P (t/ogy m,f) Plom*) dxy g ,4...] ¥ ]
[ '
X dx dm = | 5p(m)?_} Lio, d')p(xie;,m) P(eim)ydxdm = R (P, 4.
s w~} . .
Consequently,

R (P, ) K Ry (P, &) = Ri(P. ). ' (o6

Tor a constant function the losnes
0, 1 =

Lw:d)‘{
. 4 1, L4 3.

For learning ocbse¢rvations Bayes' rule hecomes o)
Plagm)p(x/ey m)> Ploym); (i), m;) Foy gt 1+ 1 (255

A functional diagram of 8 model wnich can learn if sy own

in the figure.

Conclusions
The design of a learning system and the possibility
of The gystem accapting declsions in accordance with oxter-
nal changes &nd learning observations weve exsmined. After
accepting a decision the system makes use of certaln gteps
directed at improving 1us operation as 1t accumulates ex-

perience.

! The problem of recognition or classificaticy !-

l—
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rf‘.mmulme\d in teras of tha tﬁeor'r of statintical des-cisti.é;é[.
Bayes' rule for recognition with learning is determined ps '
a fanetion of the input signal snd learning meagurenents,
Learning measursnents sre utilized in afleulating confile
tional prebabilities of all unknown informaetlion, Ih csae
the values of the unknown pa:x;meettm vhith characterizes
eanh ¢3ie3s may be obtained from learaing ohservatioms, the
Bayes! r*iélr of a learning syatem approeximates the Hayes!
visk of & systen with & prilorl loowledge of Its gereral
characisristics.,

It was shown that the system can improve {ts operan-~
tion or learn ap pore learniwg obmerrvations are provided.

Adding tc the learning observatlons &cus not incresse the

risk in the system.
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THE ADVANTAGE OF ONB=IAYER COGNITIVE
IBARNING SYSTEMB

[Following 1s the trenslatien of an article by O Gs Ivakh-
- nenko, Kiev, in the Ukreinian=language periodical Avto-

matyls (Automation), Vol 7, No 6, Publishing House oF the.
Iu% of Soiences, Ukrainian SSR, Kiev, 1962, pages 10=
19, The artiole was submitted to the editors 12 June 1962,/

Systems Perceiving Letters, Syllables, Words, and Phrases

The previously dsseribed system (Alpha) perceives (reads) individ-

ukl letters, figures, or any other symbols, When letters sre pro‘:ote-
in chronological sequence on the input of the system it is nct n-. -sai,
to reproduce them exactly as they appeaxr in print, nor is it neoc . v,
to enunciate them as they are pronounced individuslly, becsuse it il.
produce distortions of the normsl speesh due to the fasct that the occr: uc
pronunciation of each letter varies, depending on its position among ¢ >
letters in accordance with phonetic rules. Thus, it appears thet sys"
;t.\orceiving at once entire words or even phrases would be much mcre ef

ive, '

Amgg_?%on of Certein Outputs of the System by Introduction of an Elr
ment of Logical "Or® (Alternate).

¥When a certain letter is projected on the input of the "Alpha"
system, it produces a tension on the output of the corresponding group
of associated cells (already informed)s This tension is olose to its
meximum potentials 45, 60, 55, 50, 60, etoce There are certain, compara-
tively small, aberrations occurring because of the so=called "noisea"
produced by the differences in the design of a given letter. This hap-
pens because the voltege indloator does not respond to these imall vari-
ations and therefore the entire system tendz towards "generalization®
or M"extrapolation. Thus, the variocus designs of the same letter acquire
the same nomenclature, From this it does not follow, howsver, that dife
ferent designs of the same letter could be combined to form one concep=
tion. For instance, large print of the letter "E" is entirely different
from the small letter “e", and in order to identify each it would be
necessary to use diverse groups of sssociated cells, Should "Alpha!
system be adapted to a sound=reproduction device, then both variations

-~17 -



At this point

3
;
g
E
§
:
?
¥

tential possibility for eventual design of systems that would be moxe
socamplished than the human brain, = systems that would perceive infore
mation by complete sentences or even by entire pages of text, = a feat
impossible for the human brain, Now, let us analyse what constitutes
an optimum division of information from the point of view of the sys-
ten's sise, In practical application this ts in the choioce of the

punber of layers of sssociating cells.

. 8y1lables are formed with letters, words = with syllables, phrase>
= with words, Thus, it is possibis 00 design a four-layer systems first
layer, of associating cells, will perceive letters, second = syllables,
third = words, and fourth = the entire phrase. In designing the sy.ier
it would be possible to "omit" some of the layers and thus oonstrust &
systen with three layers, two layers, or even one layar,

Caloulations proved that at a given volume of input informatdon,
& one=layer system is the most eooncmiocal, =~ it requires a minimum of
associating cells, ‘ '

Exanple : |
Ist us investigate the problem of optimun number of layers 'in
practical applicetion.

uamniammodtomtalommmombh
of cognition, as well as reaction to phrases composed of words inoluded
~ in the following sixteen~word vocabulary:



éucrpo  [Fast/ ueﬁem [s1ow]

mmepx  [fup/ maax  fBaclmrds]
sma /down/ . ouem [rery]
snepen  /Forward/ oropeors  [Speed]
smpaso  /right/ CHI3XTD [Towering7
rpya [Tosd7 cron 51,027
mBUraTs @ova] _ mb [Arcresse/

lLet us also assume that a system would be optimum in sige if it
had a minimum of essociating cellse In making our comparison we shall
make the following assumptionss &) No more than 12 symbols are neces-
“sary to identify an individual letter; b) the longest word in the vocab~

ulary is yremrmrs  /Uvelichit!; increase/ and it has nine letters and
four syllables; ¢) all words are oomposed an alphabet of 24 letters
(in Russian)s d) voocabulary consists of the sixteen above mentionec
words; e) the longest phrase consists of four words, and the number of
informative phrases is 20 (only 20 informative phrases are read irbc .
input)s £) the number of syllables in the vocabulary is 30.

Let us proceed now with ocalculations of the number of cells re-
quired for different variations of the system in order to determine ¢
optinmum number of layers from the point of view of the size of the sys~
tems The nmumber of cells in each layer is determined according to the
formulas
' N = niMn

where n = is the numbexr of symbols used depending on the system!s capac-
ity for divisiony M - factor of all possible separate images; m -~ fac—
tor of all utilized seperate images (there is a number of images that
are perceived simultanecusly)e For instance, for one layer of system
{Alpha) reading consecutively 33 letters of the alphabet, we obtain the
following: = N = 12 X 33 X 1 = 396 cells,

Systems That do not Store the Psrceived Information

For the purpose of brevity we shall limit ourselves to the con=
struction of a system that reads only one word, Figure 1 is a dlagranm
of a two=layer system capable of reading first the letters and then

- - 19-



wordse An\mberotoominm.mm.qmg
1 layer 12X 24 X9 = 2592
2 layer A6X16X1lw =
- cells |
The mmber of oemihuchh'y‘u.is determined acoording to the
formulas N = nia where n - is the mumber of symbols used depending on
the system's ocapecity for division; M = factor of all possible separate
images; m = factor of all utilized separate images (there is a mmber
of images that are perceived simultansously). For instancs, for one

layer of systen (Alpha) reading consecutively 33 letters of the aliphs-
bet, we obtain the followings ~N = 12 x 33 x 1 = 396 cells.

Systems That do not Store the Perceived Information

For the purpose of brevity we shall limit ourselves to the rivw
struction of & system that reads only one word. Figure 1 iz a dlagrax
of a two=layer system ocapable of reading first the letters and then woxr. .
A number of cells in this system equale

2 omun sl B g

é

indicator of maximm tensior
e e e ATV A | uvelichdt! Sincresse 7 <

r';'::-"-'a -

Figue le¢ Two=layer system pnooiﬂ.ng first letters then woris,
[The mmbers 1-16 designate the words similarly mmbered on pege 19,7
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flaare 2 1s another varlant of a two=leyer systeu perceiving
8yllables and then words, The number of cells in this case isg

1 layer 60 X 30 X 4 » 7200
2 layer 120X 16 X 1 = 1520
Total 9120 cells

ZEhcreasg?
Increass

16H | Indicutor maximy
| tension

l_.‘”.-‘-—-“-—-—

ingrease

Figare 24 A two=layer system Shat reads firs® syllatles thnen “noris
Designations are the same 2s in Fisure 1.

finally, Figure 3 1s & one=layer svstes that reads the entire
word at once, Tnis svstem uses

108 X 16 X 1 = 1728 cells
This vroves thal the oneelayer system is in feot an optirzun systvenm from

the vpoinh cf view of size (providing the system is not regulred Lo siore
the inforration),
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u v. e 1 1 ch i t. ' [increase/
% : % : ".% ; %
AXXX; ,
rx L : |
: AL RKAREA LI R AR AR R AL 5] 14} 115] |16
|
L P | | D /
| ! -
l L—-—--—.d—-m——”—-—n.—- —..-‘3
: {EN : Indicetor maximum tension
| P |
LI“'—I..—--—“-“-
i increass

Figure 2. {me-layer system which reads the entire word at once.
Designations are the same asg in Figure 1.

Let us calculate the numbar of sells required for a ons=lovir
ten perceiving any of the twenty possidle different cormands tis> .ow
be given by using any of the above mentioned sixtewn words.

Ne (U8 X 4) X 20 X 1 = 8640 cells

A System That Gould Read Shakespeare

Let ug assume that we wish to design a system capable of perceiv-
ing 21} the words in Shakespearel!s vocabulary (eonsidering tiue longest
word to be of 10 letters, and the vocabulary to be of 30,000 words)e
Such case would require

120 x 30,000 X 1 = 3,6.10% cells

In contrast to & man this systen is capadle of reading an entire
vhrase at once which makes it superior to the hunan brain.

In order to dlscriminate between all the phrases that could be
wsed jin instructing people and adding to it all the possible variations
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of ther (such as gremmaticaly tor-W) 1t would de neesssary to proW
‘svailable in the human

;
E
i
:
§
i
;
;i

What are the methods for redusing the number of required cells?
These methods are suggeated to us by mature itselfy To begin with tie
reading systems with any number of layers of as ting cells oould rot
read the entire information at onoep they read urogressivelyy .in pa:bs,
and use the short=lived adbility of memorising the text as man drese .
is Jmown from the general theory of ocommunicationsg any slleviations ..
the process of the input of information tend to simplify the ealics .
tem,

Introducing special memoriging devices permits a sharp reduchic:.
in the number of assooiating ocells, This fact could easily be pruven
by examplese

In the "Alpha" system the 33 lettera in the alphabet could oo
read either by using 33 groups of assoclating cellay acting in paralle’ .
(as we have demonstrated previously) or by wsting K:single group which
is continuocusly learning and relearning (with the help of the first
additional and reversible link) letters that are projected on the input
of the system., Information thus obtained is transmitted to the memo-:
rizing device, Identification of the letters is carried out by means
of their ocomparative analysis in the output group and also in the memow
rizing device (1.6 with the help of the cuteoff reversible device)s .
For instanoe, if a sequenoce of symbols m already projected on the

input of the system, has been assigned number "1%, then at any repetition
of the same sequence it would be stored again undexr rumber 1", Insa -
gystem that perceives sixteen words (Mige 1, 2, 3) utilisation of memory
devices also permits use of only one asystem "Alpha", capasble of reading
letters in chronological sequance,

In Pige 1, 2, 3, dotted lines indicate that part of the systenm,
which remains under maximum exploitetion of the memorising device, Each
layer retains only one systems

It could be readily proveny that in case of memorizing. informem
tion, the one layer system also requires & minimum of associating cells.
It ia also evident that it will work freer and more often than two or

taree layer systems (because it will require more operations of reading

- 23 -



and memorizing) .

In this respect & compromise solution considering not only the
size of the aystem, but also the speed of its cperation, is suggested
to us by nature itself, It is impossible for & man to read a complete
sentence at once, thus, eviden (considering what has been seid hefoe
about reading individual letters) an optimum system would be & cysten,
that would read syllables or words with a transitory memorizing of the
texte In thls fashion we would seoure a satisfactory solution for ophi=
my2 volume of information, to be introduced into the system simuiltan-
eouslye At the same time we would be able to determine the optimum
division of this information into parts, having in mind not only ths
size, but also the speed of the system, However, leaving out the ele-
ment of speed, and considering only the size, the onewlayer system ap-
pesrs to be the most advantageous, regardless of whether memorizing de~
vices are available or not, providing that the entire input of the sve=
tem is read as a whole and not in paitse

Systems Buploying an Element of Probability

Another method of reducing the size of the system is based on ths
use of an element of probability, We are apt to guess the meaning of
the word by looking only at its begimning, or the end (sometimes the
middle)s In this fashion we also achieve & reduction in the wolume of
required information, which at the same time results in the reduction
of the number of required associating cells, Considering that nature
evidently selected an optimwn variant in the creation of the human train
(regarding the economy of required elements) we would assume that the
best system is that, which reads the text by syllsbles (memorizing it),
and takes into account the human faculty to make assumptions on the
basis of only partial information (subconsoious mind).

Develomment of the optimum sizes of systems is only beginning.
There could be no doubt that in the years ahead optimun and invariant
systems will be designed (1.e. instantaneous cognitive learning systaus®
that excell the speed and the capacity of the human brain,

Methods for Calculating "Resolving Capacity® of the Cognitive Systen

One of the least developed problems is that of the choice of mume
bers of associating cells in each group ~ nje

The larger 0y is, the bigger the number of identifying aymbols

is, and the greater the "resolving oapacity" of the sysi'.em ise At the
same time it elsoc lessens the possibility of error in redistribution of
inages. /See lote/ To be sure, besides the number of symbols it is

(/Note/ To be more exact, with the inorease in the number of symbols used
resolving capacity" either grows or remains stable,)
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necessary to csloulate also the usefulness and the stability of the sym=
bolsy Iet us sttempt to derive s mathemstiocal evaluation of the "resolwe
ing capacity" in order to utilise it in the selection of the mmber of

associating cells for the group mye« The number of group n equals the

number of .individusl imeges (for example, the mmber of letters in the
alphsbet)s Tension at the output of the group leoi equals

* where 1<, 1<k<m.

Indioator of maximm tension (voltage indicator) equalizes the:s
tensions in pairs (after a certain order) and it is able to registax che
maximun of tension only if it is suffioclently different from the tensic:
appearing at the outpute Therefore, we evidently shall be in a position
to evaluate "the resolving capscity® by the value of R, which depends on
the smallest differsnoce betwesn the two highest tensions in cutput

El: 25-.:-.' 2&. when taken in psirs, and from the threshold of the worked
- - . “

out 1ndfeator of maximum tension, sccording to formula R-%"-‘-'v'

‘ - Vay

where U, 1s a threshold of the worked out output relsyse A2, 1«

the minimum difference, selsocted from the two largest among the cutpub
tensions, When, for example, R = 3, it means that the system Las a
neqessary reserve of "resolving capacity” with the given mumber of &sS3om
slating oells n) and the after effects v, i Qk.

Nunerical examples We shall designate "resolving capecity’ of
the systen, which (in a learned ocondition) has the actusl afterweffects
(with the number of oells in the group n = 12).

ameymtlplalmlm)mlgl=l=l—141=1
vgmagm o~ =l bl ==l Ll i),
vpmom—l—ldldlplplal=ltltitl4L

Using the above formuls, we find that in projecting image A, ten~
sions ¢f the group are equaling

‘:‘-*lz um,'b’ ,z‘-—.- mt. :.-"’. mt’ Az-‘f‘" mt'
In projevting image B we obtain accordingly
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Zi=-6 unb,

Zy=+12 unib,

In projecting image C =
Iim-2 mﬂ.‘b,

I,=0 unit,

. ,z‘-d . mt.

-

sr=4it wite

Ae+it; wit,

The smallest of the differences in tensions, roghtondbyﬂu '
voltagoindioator,isoqmlto A yp = 12 unit,

Assuming the threshold of the worked out indicator to be

Upy ™ 1003t One unit of tension is equal to 5 volts and then the Pyem
solving capacity" will be )

Ro—r— =6

Yy

The system has a sixfold reserve,
caloulations with the change of the assooiating cells n) 1t is easy

to see that the 'resolving qapad.ty" of the system decreases when n
becomes smaller, The smaller Dys the smaller the "resolving capecity®
(Fige 4) When R < 1, the system ceases to disoern the hlgn (VoJ.tago

indicator does not work).

10
(4

Reputingamﬂcrofm.

"The resol ty"' R - .
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number of ocells in a group in order to secure the given reserve of
"resolving capacity® = R for the system,

snother additional link eould be achieved
constant number of oells in the growp

from the factor of n, sysbols that would provide
capacity*s ‘moprm:i "
devioce that would deberming R in socordance with the above rules.

! : -n
Ref H
3] m -
¢ v--‘--‘
[}
2 -’
2 y--u-d
" '-.-J

T 23 e56789 0nnn
Figure 4« Apmroximation of relationship
betwsen the "resolving capacity® of the
cognitive system and *ha number of assocla=
ting cells in a group.

The Principles of Designing Systems for Control of Complex Proces:

As is nown (2) the present system of comtrol in complex o o
could be divided inte the following pariss

1) Meens and methods of perceiving situstion (identification)
2) Logio~taking decision

3) Means and methods of influenaing the ocbjeot (a.ctivization)‘
4) Object of control

These four parts represent a system of oontrol, which oould be
developed by ocontemparary theory of control, including the theory of
invarientss Dispersion analysis tells us that the resolving the capao=
ity of the system provides the most effective influence on the objecte
In more simple cases any stabllisation system could be designed oomplete~
ly on the basis of the sbove given schemes, Control and regulation of
the size helps in solving the problem of identifications The loglc of
it is that the ability to compare the regulated product with its purpose
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helps in disoovering the sauss of deviation, Servomotur and booster help
1o solve ths problem of astivisation.

All these factora together with the objesot of regulation inplement
8 well known systew of stabilization of the regulated quantities, The
problem of identification ot the new contemporary level is solved by a
battery of devices, The above desaribed resolving systems also ocould
be used for solving that probleme In faot, it is not difficult to see
that the problem of discerning lettars is not essentially different from

the problem of disgerming other situations that arise, for emmple,
the industrisl productions

Let us give a very simple exsnples 4 tanker comes into port for
delivery of its cargo of oil, The ship's presence at a given berth in
the waxrf is givern a symbol + 1 unit, absence = 1 unit, ship f1lled to
8 certain Jevel + 1 unit, below that level = 1 unit, etce The number
of the output resot:ions would correapond to the number of the possible
situationsy naturally, some of them could be combined through the use
of the logical alternative "OR", and would still produce the desired
reaction of the ayutem, We wish to point out again that control systens
regarding complex processes, whethsr in their entirety or in paxds, fu-
the purpose of mansging an opsration, could be carried out as an c¢ren
system, as & closed system, or as & combination of bethe

%glamormm oonsists of an identifying part
logleal sion paat, & part and an objeot of management m'i
connscted with the identifying part. A system of that asort ecould be
only a cognitive learning system, because the logical decision in all
its particulars must be given by & mame' For each output of the identi~
fying part of the gmsitem, & certain reaction should be introduced into
the system by & nan (in crder to influence the objeot)s Therefors, re-
gardless of the fact that the identifying part of the system could have
a self=learning capacity, the entire system atill could be an open one
and lasck that magic quality,

Closed tam of ement &iffers from the previous by the fact
thet its Iﬁﬁfng pmn ga olosely tied to the object of management,
The existence of a closed circuit and a retwrn connection does not per
se indicated self-suffiocient and self=organized system, Self-organisa=-

tion (or self=lesrmning) in a closed system takes place only whens

1) it selects and puts in oparstion the algorisms that couple
the identdfying paxt tc the posaible reactions of the system, and mants
pert consists only in indicating the purpose of the actiong

2) 4t carries out this selection and improves upon 1itj

3) wnder certain conditions it also finds the raticnal purpose
of its actione .



Leb us analyse these problems of self=arganisstion one by ones - A

: mphathcccotnmshbﬁﬂformw

tanksre The controlling system camiies out the umleading of the ships -
The following situstions ate possibled &) both berths are fresy b) ths
firat berth is oooupded, o) the seeond berth is oooupiedy d) both berths

axe oocupieds The simplest identdfying.
corresponding to the mmber of the situa
and unloading costsy, pumping expensesy ¢ nmber of the possible
reaotions oould bey . ; mush greater the number of the oub~
puts of the identifying s bessuse the system oould také into s~
oount previous history, and react to the oombination of outputse How-
ever, the possible maximmn mmber of reagtions cannot exceed the total
nunber of possible outputs, and they mrovide the ultimate o Thuz -
sll the variants of loading and unlsading could be calecula on the
counting machines or on the models esbablishing sequenses of reasctiorns |
(ugmumun),moheemmmormmuu
instance, minimum of uwnloading costs) or ﬁ 5
bebwaenammberot indioes, (for lulph,apﬁm
thespeodandﬂwoostotunloading)

should have four oubputs
} Oonsidering the loading °

The purposs of the aotion in suoch & system; i.,e. demonstration
of extreme or the optimum relationship, is indicated by man and the
role of the system consists in ciiloulating and bringing about the op-

timun method of reaching this pwrpose by means of computing and ocomper=
ing sll the possible variants,

2. Systems w:!.th Sel.L=Tmrx vaunta in Algorisms for Finding
Optimum Reactions, " th eonstan 104
varlations on the oount:l.ng mhimo are a.coonp].uhing on:Lv the first
problem of self-organisation, Selfworganisation of the system oould be

improved, if we could add the capaecity for improvement to it on the dasis
of its past perfomancog

It should be remembered that besides a computation and comparison |
of all the possible variants, we oould also introduce statistical re-
search to aciieve the firet satisfastary resultes In such & case compu=

tation and ocmparison concerns only thoae variants which are closest to
the very extrene,

Self=learning systems with mﬂatioal research compute the re-
sults of the previous performances and test those decisions that appear
to be the most promisinge They rejest unsatisfastory ones and do not
seek answers in aress proven to be inappropiates Self-learning in a
system helps it make proper decisions faster and bettexe Self-learning
systems seelcing the optimum or the extreme are charssterized by auto-
natiocally improving the algorisms of search for their objectives, This
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48, achieved by adding another system, of & different order to the existe
ing one, and treating the latter as an object of the second (hierarchy
of the extreme systems). Self=lparning results in a speedier and better
work of the system that commands "the lnowledge of experience®, The
words '"faster and bettert indiocate that with reference to both we are
confronted either by the manifestation of statisticsal approach ar by the
supplementel return conneotion which is always present when we deal with
the avalanche type proceams of growth of some physical quantities, In
this case aoction of the supplemental return oconnection leads to a cone
tinuous increase in speed of the systemts aotion and its acouraoy,

Thus the second of the thres sbove mentioned problems of self=
organization is solved with the help of statistical research or supple=
mental return conneotions. .

3¢ Systems with Reao‘% Regarding the se of Self=Organiza-
tione It is possi e system more perfect by adding to it
the capacity for sesrching and finding the goal of self=organigation,
Let us pose a question here. Is it possible, in principle, to remove
man from his ultimate role, the role of establishing the systems! goals
or changing them? In principle thls, evidently, is quite possible., Bub
then again you have to consider the process of evclutionary strugele,
death and survival, Those systems that survived either by chance or I.
any other reasons, succeeded in doing so because they have found zors
appropriate aims and have transmitted them down the lines This is
evidently the process that took place in nature, as a result of which
we have the existing species of animal and plant lifee Eoth, as is well
lmown, possess well designed management systems,

It is evident that in designing mansgement systems for incdustrial
purposes, knowledge of systemst! aims does not oreate a problem because
the aims of management are very clear and could be determined by men
wi.thout any difficultys The rest of self-organization could be carried
out by the system itself,
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