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FOREWORD .

7 The research described in this report, Annual Summary Report of Investigations in
Digital Technology Research; June 1, 1961 - May 31, 1962, by the Project Staff, was

carried out under the technical direction of M. Aoki, B. Bussell, G. Estrin, and C.T. Leondes
and is part of the ¢ontinuing program in Digital Technology Research.

Tlis project is conducted under the sponsorship of the Department of the Navy,
Office of Naval Research. Submitted in partial fulfillment of Contract Number Nonr-23(52).
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CHAPTER I - COMPUTER ORGANIZATIONS

I-1 Organization and Command Structure for Content -
Addressable Memory Systems

1.1.1 Introduction

This report describes some methods for parallel processing of data
through use of a content-addressable memory (CAM). Processing is parallel
in the sense that all words in CAM or any designated subset oi‘ these may be
processed in a single operation. Allowable data processing operations and
allowable arguments for these are dependent on the logical and physical
properties of CAM. The significance of these data prbcessing methods will

be evaluated relative to both hardware requirements and execution time.
The objectives of this report are;:

1) Define the class of data processing operations which are
feasible in CAM and which may make use of the parallelism
of CAM.

2) Describe some variations in logical organization of CAM.
Describe the data processing operations which are made
more or less effective by each variation, For a selected
CAM organization, present an extendable command set and’
a cont_rol organization to permit mechanization of the set.

3) Define problem characteristics which generally guarantee

that solution time will be decreased by use of CAM.

The CAM memory system was initially proposed by Slade, et all
to allow retrieval of stored data by reference to content of a cell rather than
b& its physical location. Cell locations or contents are retrieved, if a specified
portion of their content equals a key word. The required equality search is

executed in parallel for all cells,

In conventional systems, data is stored in a random access memory
as a one-dimensional array. For data not initially in this form a single index
mark may be assigned to each memory element according to a "memory
mapping function' which is formed on reference properties and assumes

positive integral values. For example a three-dimensional array with indices
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i =0(1) (N-1), j = 0(1) (N-1), k = 0(1) (N-1) may be converted to a one-dimen-
sional array with index 1 = 0(1) (N3- 1) by the mapping function

1 =i +Nj+ N%k

Data having given reference properties are assigned a storage location deter-

mined from the mapping function evaluated for these properties. Data may be

retrieved by location addressing with knowledge of the reference properties,

the mapping function and the correspondence of mapping function values to

storage locations.

Location addressing becomes cumbersome and content-addressing

efficient under conditions described below:

1)

2)

3)

Data is to be addressed by'several sets of reference properties.
If location addressing is used, several mapping functions must
be defined and the data item or reference to it must be stored
with a multiplicity equal to the number of possible sets of
reference properties. If this number is unknown, location
addressing is unusable without observation of every piece of
stored data with possible reordering and relocation. An example
would be a table of function values which is referénced by one or
more function values as well as by one or more arguments.

Data elements are sparse relative to values of the reference
property. Location addressing is often forced to assign cells
for which no data are stored. An example would be a sparse
matrix, where each element is stored according to a mapping
function on its matrix indices with the resulting assignment of

a separate cell to each null element.

Data become dynamically disordered in memory during processing.
If it becomes necessary during processing to refer to data by
some property, reordering and relocation will be necessary

using location addressing.

Other uses for CAM will become evident as its properties are detailed.

It is evident that the memory mapping function need not be single valued for CAM;

2
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hence that multiple-membered sets of CAM cells may be defined and addressed.

In the next section some possible set operations for CAM are considered.

1.1.2 Set Operations in CAM

Each word cell in CAM may be defined by content of the "extended cell"
as a member of arbitrary sets, S. The extended cell includes bit positions in
the memory matrix and in any external but associated storage elements. Any
data processing operation in CAM may be considered as a set operation
executed over sets, S. A useful list of set operations executable in CAM is
presented below. The particular command structure presented for the CAM

system described later in this chapter synthesizes many of these operations.

It is assumed that CAM exists as a subsystém for a controlling com~
puter. The computer can present some "key'' or reference. word to CAM,
generate arbitrary functions of this key, present some 'tag' word consisting
of "1'g", "0's", and “don't care's' to define set marks, call for data stored
in CAM, present data to CAM for storage and execute va;‘ioua tests defined

below.

1) Mark a set S. Mark the set of CAM qells having some element
of éheir Boolean character in common. A mark exists as
unique states for specifiad bit positions of the extended cell.
Boolean character of a cell is defined as some Boolean func-
tion of cell contents and of contents of a reference or 'key"
word. Cells of a given Boolean character may be identified
and marked if a set of primitive Boolean operators is mechan-

ized at each word cell in CAM.

The following operations may be executed over marked sets.

2) Mark the sum or union of sets Si and Sp in CAM. Mark the set
of CAM cells which belong to at least one of the sets S; and S,.

3) Mark the intersection of sets S; and S3 in CAM. Mark the set
of CAM cells belonging to both S; and Sj.

4) Mark the difference of gets, S, minus S3. Mark the set of CAM

cells contained in S; but not contained in S3.

3
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5)

6)

7)

Replace specified bits for cells in some set, S. For example}

a) Store data into a sin.-le cell having a given mark.
The mark may be changed in this process.
b) Store separate data items into each cell having a
given mark.
c) Replace specified data or mark bits with defined bits
for each cell having a given mark. Fo;‘ example, void
. a set by erasing a set mark.

d) Store data at some externally specified location;

Retrieve set members stored in CAM. For example:

a) Read contents of a single cell having a given mark.

b) Read contents of all cells having a given mark.

c) Read contents of a cell at some externally specified
locétion. |

Test for the number of members in a_given set.

a) Test if a set is void. Does any CAM cell have a given
mark?
b) Test if a set has more than a single member. Does

more than one CAM cell have a given mark?

c) Test if a set equals the set of all CAM cells. Do all
CAM cells have a given mark?

d) Test if a set lacks more than a single member to
equal the set of all CAM cells. Does more than one CAiVI '

cell lack a single mark?

If contents of CAM cells are interpreted as numeric quantities, the

following set operations may be defined and executed:;

8)

Locate the member or members of some input set having the
largest (smallest) signed or absolute value in some specified
field of bit positions. Members of the input set having this

property are marked as an output set.
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9) Locate the member or members of some input set having a
vavlue for some specified bit field which is >,>,<,<, =, # a key.
Members of the input set having this property are marked as
an output set. |

10) Execute arithmetic operations for sets of number paira where

each pair included in the set may be defined in the following '

ways:
a) One member of a pair is an externally derived key
common to all pairs; the second meinber is stored
in a bit field for each CAM cell.
b) Pairs are stored in two bit fields within a single
CAM cell.
c) . A bit field is specified for each cell in each of two sets.

To each field in one set there corresponds a field in the
other set and conversely. Pairs are stored in corre-

sponding fields.
Examples of arithmetic operations are:

a) © Form the sum of a pair.

b) Form the product of a pair.

The CAM system requirements for mechanizing these set opefations’ are

discussed in the following section.

1.1.3 Organization of CAM Systems

A word cell in CAM may be referenced by some address operation (a
Boolean function of cell contents and of bits in some key word) rather than (or
in addition to) reference by cell location. One or more operators are mechan-
ized at each CAM cell and may be evaluated simultaneously for all cells,
Contents of cells are not destroyed in evaluation of an address operator..‘ Results
of evaluation are stored in a detector. )

Typical address operators are the compare operators (>, >,<,<, =, #)

operating on signed numbers or magnitudes. One or more compare operators




rould be mechanized at each cell and would compare content of that cell to an
externally presented key in a sense defined by the operator. The operaior has

the value 1 if the defined comparison is satiéfied, and 0 if it is not.

Functional blocks for a possible CAM system are illustrated in Figure 1.1.

The mask register, if present, is 1 in those bit positions for which con-

tents of the key rggistei' and memory matrix serve as arguments for an address
oper'a\to‘r and is 0 elsewhere. Bit positions for which the mask register is 0 are
said to be "masgked'. Contents of the mask register and of the key register may

be arbitrarily specified under program control.

The exchange register required to write data into memory and read data

from memory may be a unique register or this function may be served by the

key register.

The detector may contain a single storage element which is set true
when an address operator is satisfied for some word within memory. The
equality operator would generally be mechanized for this simple type of detector.
Addresses for words satisfying the address operator are not available, Match

“type indication (i.e., indication of a multiplicity of words satisfying the address
operator) may or may not be available. Alternatively the detector may be a
plane containing a mark storage element for each word cell in memory. Any
address operator may then be mechanized. However, in this instance, equality
comparison with summation of successive marked sets in the detector plane is

a primitive which, repeatedly applied, allows synthesis of any address operator.
An equality comparison is defined to leave detector elements true for word

cells which match a masked key.

Address operators and detector elements may be desired with high
multiplicity; hence it is desirable that their logical properties be formulated
80 as to Imply inexpeneive mechanization-. The logical network which mechanizes
each address operator is assumed to be quiescently in its false state. The true |
state is entered transiently if the address operatbr is satisfied during an evalua-
tion. The state of a detector element may be altered by a true address operator:
~ and is not altered by a false operator.
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An equality comparison may be mechanized through use of either the
equality or the inequality address operator. If the equality operator is used, .
detector elemeﬁts are initially reset and are then set by a true operator. If
the inequality operator is used, detector eleménts are initially set and are
then reset by a true operator. Successive evaluations of the equality operator,
with no intervening reset of the detector, leave a detector element true if
contents of its word cell match at least one masked key. The resulting set is
the sum of sets matching individual keys. Successive evaluations of the
inequality operator, with no intervening set of the detector, leave a detector
element true if contents of its word cell match all masked keys. The resulting
set is the intersection of sets matching individual keys. For logical properties
described above, the equality operator must be evaluated parallel-by-bit
(i.e. for all the bits in a masked key). The inequality operator may be evaluated

either serial- or parallel-by-bit.

To read from or write into a cell marked by a detector plane, some
link (Figure 1. 1) is required between the detector and the réad-write address
selector. If many cells are marked by the detector, a word commutator is
required in this link to select a éingle cell, or to sequentially select all cells,

for reaciing or wri.ting‘.‘

If linear rather than coincident address selection is employed, it is
further possible to replace, in parallel, specified bits in detector-marked cells
by defined bits. In particular, control bits may be stored within the memory
matrix. Control bits mark sets as do elements of the detector plane but do not
link the address selector. They may be cleared to "0" throughout CAM and

may be set to ''1" or "0" in detector-marked cells.

Having at least one cor;trol bit in addition to a detector element for each
CAM cell, (the bit may be stored internal or external to the memory matrix)
and using either the equality or inequality address operator, it is possible to
mark the complement set of the detector-marked set., The control bit is
written to "1" in detector-marked cells and subsequently interrogated for "0". It

~ is possible to mark the sum of arbitrary detector-marked sets by resetting the
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control bit for all cells and subsequently writing it to ""1" for each detector-
marked set in turn. It is possible to mark the intersection of detector-marked
sets by writing the control bit to ''1" for all cells, subsequently resetting it for
each detector marked set and finally complementing it. It is possible to mark
the difference of sets, S; minus Sy, by complementing Sy and marking the

intersection of this set with S; by methods illustrated above.

If a CAM system contains a detector plane, a word commutator, and
is linearly selected such that parallel replacement may occur in detector
marked cells, set members may be altered and retrieved in all senses defined
in Section 1.1.2. If this CAM system is further mechanized 1_:0 test for the
presence of the void or of multiple membered sets in the‘ detector plane, all
algorithms listed in Tables I, II and III and described in Section 1. 1.6 are

executable.

Cryogenic CAM systémé having many of these capabilities have been
described by Seeber, Davies and others.%:6,7,8,10,11 The proposed system
differs from previously described systems in that parallel replacement is
generalizéd to all bit positions in memory. .Control bits are stored in the
memory matrix and may be evaluated by the address operator. For previously
described CAMs, parallel replacement was possible only in certain sbeciélly
wired bit positions designated as mark or control bits which were stored
external to the memory matrix. When these capabilities are provided, the

ability to identify and transform sets is significantly extended.

For CAM systems which are coincidence selected (rather than linearly
selected) it is not possible to replace bits in parallel over many cell.s. The
arithmetic algorithms (additions, multiplications and formaf conversions)
discussed in Section 1.1.6 are not executable, Control bits"n‘mst be atoredr

external to the memory matrix.

For CAM systems having a detector plane linked to a read-write address
selector but no word commutator, the detector-marked set must be reduced to

a single member in order t6 access this member for reading or writing. Con-

‘ventional coordinate addressing may also be possible. It is probable that




tests for void and multiple-membered detector-marked sets would be incor-
porated into this system. A coincidence-selected CAM system having
essentially this capability and using the inequality address operator has been

described by Petersen and co-workers.4

A CAM system having a single detector element (rather than a plane)
and the equality address operator has been proposed by Slade and co-workers.1s 2
Data are read from this memory by executing a serial-by-bit match test. Cells

are location-addressed for writing.

1.1. 4 Proposed CAM System

It is now desired to particularize the description of CAM to the exterit
necessary for discussion of execution sequences and timing for specific
algorithms. A block diagram for the proposed CAM system is shown in .
Figure 1.2, The system has the following properties:

1) The equality comparison (using either the equality or the

inequality addregs operator) is mechanized.

2) Memory elements are nondestructively interrogated and

outputs are logically combined for each word to form the
address operator. Detector elements (P) are initially .
cleared to the matched state and are then set to the mis-
matched state by a true addre®s operator. Masked bits
(M=0) are not interrogated.

3) A single data register (D) serves the function of exchange

and key registers.

4) The match type indicator (MTI) generates one of three

signals indicating the multiplicity of matching words, .
These are:
a) No matching word.
b) Single matching word.
c) Multiple matching words.
5) A single uniquely matched word may be selected for reading

- or writing. Reading is nondestructive. Selection may be on

.10
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the basis of an externally supplied address as well as -on the
basis of detector-plane contents. . |

6) ’.l‘he‘ address selector is linked to the detector through a word
commutator which allows multiple words to be sequentially
selected for reading or writing without repeating the search
for each word processed.

7) A single bit position for a set of nonuniquely matched words ,
may be altered to either the "1'" or "0" state. This bit may be
any selected bit of the word and is altered in parallel for all
words,

8) " A group of control bits is.defined for each word in CAM.

Each bit designates the word as a member of some set.

Control bits are stored within the memory matrix. They
are searched and written in configurations specified by a
tag contained within commands which use them. The tag

specifies each control bit to be "1", "0" or masked.

The inequality comparison is chosen because it allows simple summa-
tion of outputs from memory elements to generate the required Exclusive Or
function. Read-oﬁt may be dynamic and pulses need not be in time coincidence.
Interrogation of successive‘ bits can be delayed sufficiently to reduce objec-
tional noise buildup. Masking is simply acéomplished by inhibited interroga-

tion of masked bit pdsitions.‘

The ability to sequentially select members of a matching set allows
simple loading of the memory in instances where locations of vacant cells are
unknown to the program. The vacant set is selected by searching on appro-
priate control bits and words are sequentially written into this set. Circuitry
required to accomplish this task is directly usable in the task of sequential

reading members of some selected set.’

There are instances in which it is desired to address data or vacant

cells by location rather than content. It is possible to assign some unique

"serial number' to some field of each cell and to perform 'location addressing"

by searching for this serial number. Alternatively memory addressing

12
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circuitry can accept an externally supplied address as well as addresses
determined from detector plane contents. The latter technique is employed
{without precluding use of the former) when it is more conservative of time

and of bit positions in memory.

The proposed memory allows parallel replacement of a single bit in
each detector marked word. Control bits may thus be stored in the memory

matrix. The algorithms to be presented demonstrate that the extension of

this property to all bits is a useful adjunct to the simultaneous search property.

In the usual case it is only desired to alter a single bit of each selected set
and circuit considerations may limit simultaneous alteration to a single bit.

This property requires the memory to be linearly selected.

It may be desirable to store some externally presented pattern of "1's"
and "ot s".into the detector plane and thus select a multi-membered set of CAM
cells. As an example, this pattern may be derived from some character
recognition device and it may be desired to correlate it in some sense with
CAM contents. Having the paré.llel replacement property, direct parallel
entry to the.detector plane also allows CAM to be loaded parallel-by-word,
serial-by-bit. i

It is desirable to distinguish control bits conceptually from data even
though both are stored in the memory matrix. Some of the reasons for making
this distinction are:

1) " Control bits may be cleared to ''0" throughout memory,

thus erasing set inclusion statements prior to estab-
lishing new statements. This operation is not neces-
sarily performed on data bits. Initial reset of the entire
memory may be accomplished by sequential writing of null
words. ' .

2) The requirement for altering the tag which specifies

control bit configurations is often distinct from that for
altering the data mask and data key. ‘

13




1.1.5 Control for Proposed CAM

The proposed CAM is for generality assumed to be a ‘component of a
larger computer system. A CAM command is initiated by first loading the
data and mask registers and inserting an operation code into a command
register. A "START'" pulse is then issued to the CAM system. The command
is executed asynchronously and a "COMPLETION'" pulse is sent to the control-
ling computer. Execution times for CAM commands are measured from START
pulse to COMPLETION pulse.

The CAM control congists of a command sequencer, a search driver
selector, a word selector and a set of index registers. The command sequencer
controls the microsteps required for execution of a CAM command. The search
cirive selector provides sequential delay for each bit interrogated during a

search command, by passing all masked bits with some lesser delay. The

word selector sequentially sélec@s multiple matching words for reading or writing.

The scan register serves as a bit index in certain commands which are executed
gserial-by-bit., Each of these dévices is more fully described in the following

paragraphs.

The command sequencer (Figure 1.3) contains a command register,
state counter, command decoder and an aperiodic pulse generator, The command
register stores an operation code and, together with "branch' and "end" signais
from the CAM system, controls the sequence of states for the state counter.
The command decoder translates contents of the state counter and command
register into elementary control signals used throughout the CAM system and in

particular to select time delays between successive clock pulses.

The clock generator is triggered by the START pulse and at each

following interval by one of a set of delay generators (Ti through Tn in Figure 1. 3).

Each delay generator has logical inputs (t) and (i). When triggered at the logical
input (t), a delay generator transmits a trigger pulse to the clock generator after
some preset delay. When triggered at the logical input (i), the delay generator
transmits a trigger pulse to the clock generator with no delay. The (t}) input is

. normally triggered by a clock pulse ANDed with a state and an instruction code.

14
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1.1.5 Control for Proposed CAM ‘

The proposed CAM is for generality assumed to be a ‘component of a
larger computer system. A CAM command is initiated by first loading the -
data and mask registers and inserting an operation code into a command
register. A "START' pulse is then issued to the CAM system. The command
is executed asynchronously and a "COMPLETION' pulse is sent to the control-
ling computer. Execution times for CAM commands are measured from START
pulse to COMPLETION pulse.

The CAM control consists of a command sequencer, a search driver
selector, a word selector and a set of index registers. The command sequencer
controls the microsteps required for execution of a CAM command. The search
arive selector provides sequential delay for each bit interrogated during a
search command, by passing all masked bits with some lesser delay. The
word selector sequentially selects multiple matching words for reading or writing.

The scan register serves as a bit index in certain commands which are executed

serial-by-bit. Each of these dévices is8 more fully described in the following

paragraphs. - 5

The command sequencer (Figure 1.3) contains a command register,
state counter, command decoder and an aperiodic pulse generator. The command

register stores an operation code and, together with "branch" and "end" signals

from the CAM system, controls the sequence of states for the state counter.
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The command decoder translates contents of the state counter and command
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register into elementary control signals used throughout the CAM system and in

particular to select time delays between successive clock pulses.

The clock generator is triggered by the START pulse and at each
following interval by one of a set of delay "generators (Ti through Tn in Figure 1, 3), ‘

Each delay generator has logical inputs (t)" and (i). When triggered at the logical

input (t), a delay generator transmits a trigger pulse to the clock generator after
some preset delay. When triggered at the logical input (i), the delay generator
transmits a trigger pulse to the clock generator with no delay. The (t) input is

.. normally triggered by a clock pulse ANDed with a state and an instruction code,
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In this mode the delay generator controls the duration of the state which is
entered on the clock pulse triggering the delay generator. The (i) input is
normally triggefed by some completion signal developed within CAM for
operations of variable time duration. Both inputs of a delay generator may
Be wired, allowing normal duration for a state for normal circumstancés and

premature termination if special conditions are met.

The search drive control provides sequential delay, Tsbdl for each

bit interrogated (M; = '"1") during a search operation, by-passing masked bits

(M; = "0") with some lesser delay, Tsbd2. In many memory mechanizations this

delay is of substantial use in reducing noise buildup at matched cells. This
circuit is repeated for each bit of the word including control bits. A comple-

tion signal is developed at the final stage of the drive control.

The word commutator sequentially selects one of a set of matéhing
words for reading or writing.' Interconnection of detector plane storage
element, word driver and word commutator element for some 'jth" CAM
word is shown in Figure 1.4. This circuit is repeated for each word cell in .
CAM. The signal "Cj'" is propagated through a single element in the commu-
tator chain in a time, Tswd. A "select complete'' signal is generated to

indicate the time at which unique address selection is achieved.

Pj— jTH WORD — >8]
: C UTAT!
C)_| OMMUTATOR ELEMENT )
FIGURE 1.4
P 5" 1 denotes that the "jth'' detector element is matched. .
Cj = 1 denotes that none of words j through h are selected,

Sj = 1 denotes that the "jth" word is selected

5

C

P, .

-

i C-
) 5 © G

The set of index registers is used to form auxiliary masks and keys

for compound commands and to count steps in these commands. Each index
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register consists of an index counter which addresses some bit position in the
data. or mask registers and of two limit registers. Limit registers are loaded
from an index v)ord presented by the controliing computer. A pair of limit
registers define a contiguous field of bit positions in CAM. Bit positions are
considered consecutively numbered starting at the least significant bit (LSB)
of the cell, The address of the LSB of the field is stored in the lower limit
registers; the address of the most significant bit (MSB) of the field is stored
in the upper limit register. All bit positions having numbers greater than or
equal to the LSB but less than or equal to the MSB are considered in the field.
The CAM control and the controlling computer can load each index counter
from one of its limit registers, compare each cOunterA to its upper or lower

limit register and increment or decrement counters and limit registers. Bits

in D and M addressed by an index counter may be altered or tested by the CAM

control or the controlling computer.
1.1.8 CAM Commands

The controlling computer can issue some number of data processing
and control commands to CAM. These commands may be embedded into the '
conventional command structure of this machine, hence read from memory
during an instruction cycle and then executed. Alternatively, the CAM syétem
may be part of a "variable structure' computer as proposed by G. Estrin.14
Commands would then be sequenced for any given problem by a supervisory
control interacting with the variable structure system. Some CAM commands
are executed over the entire contents of CAM. Other commands are executed
over some "input' set of detector-marked CAM words where the detector is-
assumed to have been set by some previous search. The detector-marked

set at completion of a command is designated as the "output' set.

Commands are designated as "basic commands' or as '"compound
commands". Each basic command is a useful program step and the set of

basic commands serves as building blocks for compound commands. Both

basic and compound commands are executed in response to a single instruction ]
from the controlling computer. The CAM control sequences basic commands

to execute a compound command,

17




A set of basic CAM memory commands and basic logical commands
are listed in Tables I and II, respectively. A set of compound commands is
listed in Table III. Both command sets are, of course, extendable. The
search command (SCH) and the maximization command (MAXA) are then
discussed in greater detail in the following pages. The notation C(R), defined
as ''contents of register R'" is used in description of commands. The search
command (SCH) together with marking commands (CLP, WSB, CLC) allows
gelection of a set having any given character. The basic write commands
(WFW and WSB) allow arbitrary transformation of the selected set. By
repeated use of these commands, it is possible to perform arithmetic and
logical operations on sets of CAM cells. Operations are usually executed
serial-by-bit and parallel-by-word hence execution time is not strongly

dependent on the number of words processed.

The controlling computer is assumed to contain an arithmetic unit in
which it is possible to execute the usual arithmetic and logical operations on
single words at far greater speeds than they can be executed in CAM. A set
of compound commands was selected to have some expectation of being
executed over large sets of words with a view to determining the feasibility
of parallelism sufficient to outperform the conventional arithmetic organ. ‘In
a later report consideration will be given to any further properties necessary
to permit CAM to perform in a manner equivalept to networks of computers

under a common control,

The list of compound commands is fnerely indicative of some possible |
choices. It is obvious that any compound command, treated here as a wired
command, can be synthesized by repeating basic or lower level compound
commands under program control. The choice of wiring a compound command

is the common choice of execution time vs. hardware complexity.

In the remainder of this section timing equations for basic and com-
gound commands are described. One basic command (SCH) and one compound
command (MAXA) are discussed. For these commands a flow chart is presented

which defines elementary events and their sequence of occurrence. Elementary
Al
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TABLE 1I
BASIC LOGICAL COMMANDS

Mnemonic Code Command

1) LDM (Y) Some fraction of the M register is loaded with
(Load M) "C(Y) from memory of the controlling computer.

2) LDD(Y) Some fraction of the D register is loaded with
(Load D) . C(Y).

3) STOD(Y) Some fraction of C(D) is stored at address Y.
(Store D) _

4) TDMZ - : The C(D) or the C(M) are tested for zero.
(Test D or M for Zero) :

5) LXLR(Y) Index limit registers are loaded with C(Y).
(Load Index Limits)

6) LIX° Index counters are loaded from specified limit
(Load Index) registers.

.7) LIXSL Index counters are loaded from specified limit

{Load Index, Step Limit) registers. Limit registers are incremented
(decremented) by one.

'8) TIX Contents of a gpecified index counter are tested
(Test Index) relative to some limit register.

9) SDMI - ‘ Data and mask registers are set in positions
(Set D and M) addressed by index counters.

10) TDMI Data or mask register is tested in position
(Test D and M) addressed by some index counter.

11) MTIT Match type indicator is tested for zero, one, or

(Test MTI) greater than one.
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events are defined assuming that CAM is structured as in the block diagram
of Figure 1.2. On each flow chart the state sequence for CAM is indicated

and the set of elementary events occurring within a single CAM state is shown.

The controlling computer presents data and-mask register contents;
an index word and a command code to CAM then-issues a START pulse. The
CAM system executes the command then issues a COMPLETION pulse. Each
command sequence is described for the interval between' 'START and .
COMPLETION pulse. Some arbitrary command (CMD) is executed in a time,
Temd, starting and ending in ST 0 with an intermediate state sequence, ST 1
through ST n. Each intermediate state is assigned a time, Temdl through

Tcmdn.

Each state time, 7, is a sum of elementary times. Elementary times

are defined on the flow chart for each command and may be common to several

commands. Subscripts for elementary times are chosen to be of mnemonic
significance. State times may consist of a fixed number of elementary times,
hence be of a fixed duration, determined by a delay generator. State times |
may also consisf of a variable number of elementary times, hence be of

variable duration, determined by a completion pulse.

Any loéical operation on contents of the masgk, data or scan register
ig executed in a single state time, 7y, and an elementary time, tL‘ for all
operations and all commands. Any branch condition for control states,
implied by a test on contents of the mask, data or index regis’tef or on con-
tents of the match type indicator, is evaluated in a state time, T, » and an
elementary time, t;, which may overlap other logic states. Each state
(including the initial state) is assigned an elementary ''advance time", tg,, to
allow for transition of the state counter into ‘the‘ following state and for settling

of control lines in this state. The state time for any logic state is

T +1
8

Lottt

Each command has a transition time, To = tgg. from its initial state. A basic

command (CMDB) is executed in a time

i st

[ [ G S




s

T, +

Tembps ™ "o TcMDi

i=1

. where n is the number of intermediate states. Under some conditions a basic

command may be skipped; hence be executed in time, 75. A compound command
(CMDC) exists as a series of basic commands (CMDB1 through CMDBN) with
intervening logic states. A compound command is executed in a time

ny N
Xy

Tempe ™ 7o Ty 121 "empBii Tt 0 T El Tempni Y TL

where n; through ny and a; through o, are respectively the number of inter-
mediate states in and the number of iterations of basic commands CMDB1 '

through CMDBN and £ is the number of logic states in the compound command.

Search Command -- SCH(Tag)

The SCH command searches the memory matrix for words which match
C(D) in bit positions where C(M) are 1. No match test is made in bit positions
where C(M) are 0. The tag consgists of control bits which may be specified to
be either 1 or 0 or may be unspecified. A match test is made on all specified
control bits. Contents of the memory matrix and of mask and data registers
are unaltered. Match tests are sequenced by the search drive control discussed
in Section 1. 1.4,

The match detector (P) is initially set to 1 and then is set to 0 in word

locations where one or more match tests are not satisfied.

The match type indicator (MTI) indicates the multiplicity of matching

words.

The event and state sequences for a SCH command are shown in Flow
Chart 1. The total time to search a set of words, each containing 'n" bits,
where the search is performed on k bits (k S n) is: '

=y 4
T 'ro-r

sch schl + Tschz

where
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EVENT SEQUENCE

[ CLEAR P & ADVANCE | (Teip + Tsq)

C

TRIGGER
"ITH"
SEARCH DRIVER

[

(Tsbd)

BYPASS
“ITH“
SEARCH DRIVER

]

I'N

2 (TSS|p)

| PROPAGATE “NTH® INTERROGATE PULSE INTO MM |

(Tsst)

[ INTERROGATE "NTH" MEMORY ELEMENT |

¢ (Ts snp)

[ PROPAGATE READOUTS TO P

l (Tssn)

SET ELEMENTS OF P

i (Tl i + Tgq)

{ SET MTI AND ADVANCE ]

FLOW CHART -1
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e

Tschl tclp +tsa
Tachz = X tebar TR tonan *togip * teat ¥ tasmp
o+
* tesn tmti +t‘sa
tBb a1 - interrogation delay per‘ bit
t sbd2 - bypaés delay per bit

Absolute Maximum Command -- MAXA

The MAXA command locates members of some selected input set

~ which store the maximum absolute numeric value for some specified field

and determines the maximum value in this field.

The command is executed over cells having a true detector element.
The field over which maximization occurs is defined b& the contents of the .
upper and lower limit registers for some index resistor as described in Sec-
tion 1.1.4. Bit positions not in the maximization field are not examined. The
specified field in each CAM cell is interpreted as an unsigned positionally -

h

weighted number having the weight "a, ' associated with the 1P bit position.

k
The index counter stores the index k which runs over bit positions of
the specified field starting at the most significant bit. Allowable number sys-
tems are subject to the restriction that the weight a, has a unique value larger
than the value of any number generated using only lesser weights. Some number

representations which satisfy requirements are:

1) Fixed point binary representation., If numbers are 2's
complement, magnitude must be minimized for the set oi
negative numbers,

2) Fixed point BCD representation.

3) Normalized floating point with leading characteristic.

Following execution of a MAXA command, detector elements, P, are
"1'" for CAM cells in the selected input set which contain the maximum value for
the specified field and are "0" elsewhere. The MTI indicates the multiplicity of

25
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words having this maximum value for the specified field,

The MAXA command is a compound command, executed as a series
of masked equality searches. The unmasked searc}} key (maximum value of
the specified field) is generated serial -by -bit starting at the most significant
bit. Some "kth" search is executed over the set of selected CAM words which
match the key in bit positions 1 throu-gh k-1 of the specified field. This set is
searched for words having a '""1" in the et g position. If the set satisfyihé

B0 gearch has several members, the value of the specified field is taken as

"1" in the et g position and the set satisfying the metP gearch is taken as the :

input set for the '"(k+1)st" search. If the set satisfying the mB gearch is
vacant, the maximum value for the specified field is taken as "0" in the "kth"
bit positions; this bit position is deleted from subsequént searches, and the
input set for the metP gearch is taken as the input set for the "(k+1)st'" search.
If the set satisfying the "kth" search contains a single member, the algorithm

is terminated.

The upper and lower limit registers for the chosen index register are
loaded as the MAXA command is issued. The index counter is initially loaded
with contents of the upper limit register and is decremented by one for each
search of the maximization field. The algorithm is terminated when a uni'que
maximum is located or when contents of the index counter equal the contents of

the lower limit register.

The event and state sequence for the MAXA command are illustrated in
Flow Chart II. Where a basic command is indicated as an event, the event and

state sequence for that command are implied.

Since the MAXA command is terminated at the first step for which a

unique maximum is determined, execution time for the command is in gencral

rdepende'nt on the distribution of numerical values for words in the selected set

as well as on the length of the specified field. The maximum execution time

for a MAXA c.ommand, executed over a field of length P, occurs when the maxi -

mization field is zero for all cells in the selected input. set.
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NOTE |. INDEX K RUNS OVER BIT POSITIONS
IN THE MAXIMIZATION FIELD STARTING AT
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NOTE 2. WHERE PARALLEL PATHS EXIST,
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MAXA COMMAND, THE DOTTED LINE BY
THE. MINA COMMAND.
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2 3
Tmaxa T Tt et Z: T eppi + (P+1) E Tachi * (3P+1) T
max 1_1 i’l

(4P + 8 states)

The minimum execution time for a MAXA command, executed over a field of

length P, occurs when a unique maximum is located at the first search and is:

2 3
T =T 4T AT YT 42T
maxamin o cle &1 cppi =1 schi 1
(9 states)
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1-2 Assignment Probl*enis

The concept of a fixed plus variablé structure computer system, (F+V)
was proposed in 1959 by G. Estrin, L2 at UCLA. The primary goal of the -
F+V system organization, as stated by Estrin, is: 'to permit computations
which are beyond the capabilities of pfesent systems by providing an inven-
tory of high speed substructures and rules for interconnecting them, such
that the entire system may be temporarily distorted into a problem -oriented
special purpose computer', Equivalently, one could state that the goal of the
F+V system organization is to extend the class of practicably computable prob-
lems, where "practicable computability'' of a problem, is primarily a function

of programming time, computation time, and cost of computing.

The F+V gystem aims to achieve the above goals by reducing the com-
putation time of a problem as a result of a combination of the computational
power and flexibility of a general purpose computer (F) with the speed of simul-
taneously operating special purpose structures (V). The general purpose (GP)
computer is referred to as 'fixed" in the sense that its hardware has been con-
nected into a structure which is expected to vary very little during the life-time
of the computer, and thus does not require specification of the interconnections
of its elements along with the statement of the problem. This property pérmits
development of progfamming languages for the GP comput;r resulting'in easier
communication between the user and the machine at some expense in pure com-

putational speed.

The role éf F in the F+V system is, in addition to being a powerful com-
puting unit, to contain the complex, though not in general most time consuming
parts of the program for the problem, perform most of the input -output opera-
tions, and to permit the use of already developed higher programming languages
as well as the use of large program and subroutine libraries associated with a

reliable modern GP computer.

The variable structure computer, V, is used to gain speed in computation
by employing special purpose computation techniques or generally less complex

iterative procedures. The variable nature of the interconnections of its hardware
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permits utilization of the same hardware for different structures, a neces-
sary condition to make the F+V system economically feasible. The more
common of the special purpose techniques to be used in V structures are
wired programs, and problem -oriented organizations of the hardware which
may utilize, wherever effective, unconventional interconnection of computing

circuits and unconventional number representation.

In order to combine the high speed of special purpose computers with
flexibility required in efficient computation, real time structure changes in V

must be permitted,

These structure chang‘esi may be effected by electronic or electro-
mechanical switchin'g.‘ of the hardware into preconstructed stxjuctures., or by
actual physical change in the interconnections of V hardware. The latter changes
are usually 'quite time-consuming, even though most of these may only involve
substitution of units previously constructed off -machine. Nevertheless, such
a mechanical change in V structure may result in considerable reduction of
overall computation time and may be the deciding factor in rendering a problem

practicably computable.

Equivalent to a sub-routine library in a GP computer, V will have a
library of substructures of more common functions. Some of the more fre-
quently used structures will usually be electronically switchable in the structure

for a given problem.

Whenever it is not distorted into a form for apiolication to a particular
problem, V is in a "standard state" configuration. In the standard state a num -
ber of electronically switchable configurations are available for efficient per-
formance of more common elementary opérations or for computation of ele-
menfary functions. In this state V may be considered as an extension of F for
computing these functions as macro-commands, or it may be used to execute

independent programs.

In a non-trivial application of the F+V system, F and one or more con-

figurations of V (éonstrained by the size of its inventory) will compute in parallel,
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Their interaction is controlled by a separate supervisory control unit, SC,
which enforces cooperation or synchronization of processes going on in F
and V. The SC monitors operations in F and V and arranges for interlocks
and data transfers between these. It is in direct communication with V via
an appropriate set of control signals, and uses interrupt features and a set
of special commands of F to communicate with the latter. At this stage,

the control functions of the SC will be kept as simple as possible; in concept,

however, it could conceptually involve a complex computer in its own right.

The characteristics of F, V and SC are discussed in detail below, A

block diagram of the F+V systerh is given in Figure 1. 5.
1.2.1 The Fixed Structure Computer, F.

Some of the reasons for including a fixed structure GP computer in
the F+V system were discussed in the previous section. Briefly, all parts
of the problem where no significant gain in speed can be expected through
special purposge techniques will be left for computation in F. V will be used
to mechanize only these parts of the problem which require the major (generally

iterative) portions of its overall computing time.

Similarly, all operations which F is better equipped to handle, such

asg most of the input -output operations, will be delegated to it.

Examples of analysis of complex problems and assignment of tasks to

F and V are to be found in References 3,4,5,6,7,8 and 9.

The first choice for F was the IBM 7090 solid state computer. This
choice was based on the fact that the IBM 7090 is a modern fast computer with
a large and versatile list of ’instructions, independent input -output processing,
a large number of auxiliary storage and input -output units, and readily available ‘
(i.e., already on UCLA campus). The FORTRAN programming language is
convenient to use, and a large number of programs and subroutines are avail -
able from many 7090 users through the SHARE organization. Further detailed

information about the characteristics of IBM 7090 can be obtained from Ref, 10.

In the following discussion any reference to F implicitly refers to the

IBM. 7080.
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1.2,2 The Variable Structure Computer, V.

It was already stated that V is a collection of hardware, usually in
the so-called "standard state', which can be restructured into problem~
oriented special purpose structures. The principal special purpose tech-
niques to be used are wired program control, specialized computing circuits,
and unusual number representation, all of which usually cannot i)e incorporated
directly in a GP computer structure, and which are feadible in V only due to

sharing of hardware between different structures.

During a computatioh V may be in the étandard state or in one or
several problem -oriented structures, and it may change structure several '
times before the computation is completed. The structure changes may be
effected by electronic or electro-mechanical switching, or by actual physical
rearrangement of interconnections. Each structure contains its own control

units which communicate with a higher order control unit. S
1.2.3  The Standard State ‘

In the standard state the current inventory of V is used to increase
the instruction list of F with more commoniy used operations. These opera-
tions can be performed in V using any unconventional methods which permit
faster execution of the operation.

Among the commonly used operations which may be included in the
standard state of V are such elementary functions as trigénorﬁetric functions,
inverse trigonométric functions, logarithmic and exponential functions, n-th
root or power, hyperbolic functions, Beasel functions, differentiation and inte-
gration, random number generation, and statistical operations; complex arith-
metic, vector arithmetic; matrix operations; and non-arithmetic operations.
Some of the listed operations may be available in single, multiple, or partial
precision. Simultaneous computation of certain subsets of the above operations
may be incorporated in the standard state. For a given operation a choice be-
tween high-speed or low-speed structures which require large or small amounts
of hardware, respectively, may be hvailable. . '
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If included in the standard state, such operations can be performed
by electronic switching of the standard state control unit(s), and thus very
rapidly available. The number of such operations actually included in the
standard state is a function of available inventory and may be small in the
initial standard state. However, as V inventory is increased, the power of

the standard state is increased accordingly.

Based on an extrapolation of the hardware requirements established
during problem studies (see reference above) the V hardware inventory is
eventually expected to permit construction of the following simultaneously
operating units: a 144 bit parallel arithmetic unit, 360 bits of shifting reg-
isters, 144 bits of comparators, 27 bits of counters, and control units con-
taining 1000 logical elements. In addition, approximately 8 simultaneously
accessible very high speed memory units (0. 5 usec. access time) of 1000 72-bit
words each, 2 simultaneously accessible 16,000 72-bit high speed (1 usec.
access ti’r-ne) memory units, a 1000 word content addressable memory, and.

a large slower back-up memory (e.g., a disc memory unit) are expected to

be contained in V.,

1.2.4 The Control Hierarchy

The execution of computations in V is controlled by a number of control

units. Since some of the control units can exercise control over others, a con-

‘trol hierarchy (or control tree) is formed. Each of the control units in the

hierarchy, in general, contains circuitry for electronic switching of its wired
pro‘gram such that it may be used to control several different programs. Use

of stored program control units, however, is not entirely ruled out.

A typicai configuration of the control tree is depicted in Figure 1.6,

On the lowest control level are control units which control such common

‘ harithmetic and logical operations as addition, subtraction, multiplication,

' division, square root, floating point to fixed point and vice versa conversion,

and possibly others. Each of the arithmetic operations may be performed in

fixed or floating point, single, double or partial precision. The exact nature

of such a control unit depends on the arithmetic schemes used but, in general,
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it corresponds in complexity to the arithmetic control unit of a large scale
general purpose computer. Control units on the lowest control level can gen-
erate only elementary commands, i.e., commands which cause only a single
action 'to take place (e. g.’, a transfer from one register to another, a shift,
counti:’;g by 1). The particular operation executed by such a control unit is
specified by a compound command generated by a control unit on a higher con-

trol level.

On the next control level are so-called "subroutine'' control units.
These control units may execute elementary functions, complex arithmetic,
vector algebré, etc. Each control unit on this control level may use the
operations contrsued by lower level control units as compound commands (e. g.,
may generate control signals which specify ""add, single precision, floating
point", etc.), and also generate all elementary commands. The wired pro-
~ grams of a subroutine control unit usually correspond to a stored program _

subroutine in a general purpose computer,

A number of consecutively higher control levels may exist, each of
which may specify operations performed by lower level control units as com-
pound commands. Some of these control units may use stored programs. On

the highest control level, however, is the supervisory control unit.

The purpose of the supervisory control is to supervise the execution of
the computations in F and in V, to coordinate information exchanges between
F and V; between F or V and peripheral equipment, and between the latter them-
selves; and to perform interlocking functions. For efficient performance of
this task, the supervisory control unit may contain a wired program along with

stored programs in both F and V.

Each of the control units, regardless of the coﬁtrol level, has to per-
form three basic functions: (1) generate a sequence of states which correspond
to sequential operations specified by the program being mechanized, (2) during

"each sequence state, generate a subset of available elementary and compound
commands, where the commands in the subset correspond to those operations

in the program which may be performed simultaneously, (3) in each sequence
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state provide for generation of the next sequence state as specified by the
program. The next sequence state may be different from the natural sequence

due to unconditional or conditional branching specified by the program.

Of the enumerated functions, only the first can be problem -independent
if a large enough number of sequence states is available. The other two,
necessarily, depend on the algorithms being mechanized and thus represent

what is equivalent to a stored program in a general purpose computer.

Consequently, for a fixed hardware structure (as is the case for com-
puting many types of elementary functions where the hardware is in the usual
arithmetic unit configuration) a ;:hange in the computational algorithm (program)
implies a change in the command generating structure as, in general, different
commands are generated in the same sequence state for different algorithms,
and a change in the branching structure as different algorithms require different
branching. These changes in the control unit will, most likely, be effected by
mechanical means if the control structure is on a sufficiently high level of the
control hierarchy, and by electronic means on the subroutine and arithmetic

operation levels.

There are several courses of action open for changing of the branching
logic and command matrix structures. A very general approach would involve
establishing branching and command matrices which permit transition from a

given Sequence state to any other sequence state for any one of the completion

~ signals and control register states, and generation of any command for a given

sequence state and state of the control register, respectively. Given such
matrices, a wired program could be established by enabling. proper subsets of
intersections of the branching and command matrices under the control of a

plug-board, punched card, or a photo-electric switching device.

The major advantage of such a general switching scheme is the speed

of restructuring of the control unit for different uses of the F+V system and

‘the low cost of 'doing so. A disadvantage is that the initial cost of such a con-

trol unit, in terms of hardware, may be very large. Studies of control require-

ments of a number of elementary functions have also indicated that only a small
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percentage of‘the total intersections of such a matrix are enabled for a given j
problem. Hence a large portion of the V hardware may sténd idle. Further,
the speed of switching from one program to another during a given problem,: -
even if it is high in terms of mechanical change, may be considerably slower
than could be done electronically. Finally, the required large matrices of

switching circuits may slow down the operations of the control unit during

Another course of action involves building M branching logic units and

M command matrices to correspond with the M electronically switchable wired

|
I
i
j
|
|
executing a particular wired program. i
|
A |
programs which are to be associated with the given control unit. Each of the ;
matrices would contain only the intersections required by the program mech- :
anized and switching from one wired program to another can be accomplished
at electronic speeds. A mechanical structure change of the control, however,

will be time consuming as new branching logic units and command matrices

need to be wired. ‘ *

On the basis of the large hardware requirements and low inventory
utilization, the proposed control unit will use the gsecond abproach, i.e., a -
separate branching logic unit and command matrix for each of the electronically '
switchable wired programs. Use of general matrices in some of the control units i

in the future is, however, by no means ruled out.

|
i
Since the control functions qf control units on all levels of control are .
the same, each such control unit may be mechanized by using the same basic Y
model of the control unit. The structure and logical properties of such a '

model are discussed in the following section,

1.2.5 A Model of the Control Unit ’ ' ;

In this section a model of a control unit with electronically switchable g
wired programs will be described. This control unit may be used in all levels ' 4
of the control hierarchy. Let V(i) be the i‘th special purpose structure of V,
then CU({, j) designates the jth control unit of V(i). When explicit reference ‘
to V(i) has been made, however, it is sufficient to designﬁte. CUu(i, j) by CU(j). g

40




e m———————— 43 o § oy o PR .. L d s e e e You

This simplified notation is used in the sequel, i.e., the index i is not used.

The logical design of the proposed control unit is based on asynchro-
nous design philisophy. There are several versions of the latter. Totally -
agynchronous design, as formalized by Muller and Baa.rtky,11 requires that
the correct completion of a control operation is verified before the next con-
trol operation is permitted to start. For example, completion signals are
generated at every memory element of a register to indicate that the outputs

of a particular memory element correspond to its inputs.

A less rigorous asynchronous design method requires positive verifi -
cation of combletion of the control operation only at a few points of the circuitry.
Finally, completion signals may be generated without actual verification of the
correct completion of the control operation. Such completion signals are based
on elapsing of a time interval which is known to be sufficient for correct com-
pletion of the control operation. A relatively complete bibiliograpy on asyn-

chronous design is given in Reference 12.

Totally asynchronous circuits permit very fast operation (e.g., as
soon as all the circuits involved have responded to a control signal and the
proper completion signals have been formed, the state of the control may be
changed to generate a new control signal) and their operation is reliable, but
hardware requirements of the completion signal circuits are rather large and
thus a major portion of the V hardware would not be available for actual com -

puting operations.

The next level of asynchronism (not all of the circuit points are tested
for actual response to the control signal) permits fast operation, but the cor-
rect response of all the circuitry to the control signal is no longer guaranteed.
Hardware requirements have been reduced but may still be considerable. The
last discussed level of asynchronism (simulation of the operation times of cir-
cuits without actual test for any response to the control signal) offers no indica-
tion of correct operation of the circuits and the time elapsed before the comple-
tion signal is generated must allow for the worst case variations of the response.
times of the circuits involved in the control operation. Hardware requirements,

however, are small,
41




The proposed control unit will utilize the last two types of asynchronous
design. The totally asynchronous was rejected on the basis of large hardware
requirements. The elementary commands will be partitioned into classes such
that the operation times of the elementary commands in a given class are al -
most equal. For each such class, a singie completion signal is generated after

* a time interval sufficient for completion of commands in the class has elapsed.
Completion signals for compound commands are generated by the corresponding
lower level control units as soon as the execution of the command has been com-
pleted. Elementary commands which perform comparison or test operations
will have at least two completion signals, that is, the completion signals are

used to indicate the result of the compare or test operation.

Figure 1.7 depicts the block diagram of the proposed control unit, CU(j).
The major units of CU(j) are: a control register, CR(j); a sequence generator,
SG(j); a subsequence generator, SSG(j); commana matrices, CM(j, m); a com~
pletion signal generator, CG(j); and a timing chain, TC(i). Figure 1.8 depicts
these units in more detail. The purpose and structure of each unit, as well as

their interaction, will be discussed in detail below.

The control register, CR(j), is a collection of k memory elements,

CR(j, k), which are used to store information concerning the particular compu-
tation in progress, results of tests and comparisons which may be utilized later
in the computations, etc. The outputs 6f‘ CR(j, k) are designated as cr(j, k;1) and
cr(j, k;0), to represent the '"1" and the "0" states of CR(j, k), respectively. The
outputs of CR(j) may be used in the branching logic of the sequence generator

or in the control matrices.

The sequence generator, SG(j), contains a sequence counter, SC(j); a

sequence register, SR(j); and M branching logic units, BL(j, m), corresponding
to the M different wired programs associated with CU'(j)‘. The purpose of the
sequence generator is similar to the program counter in a general purpose
computer, i.e,, to permit execution of the different computational steps in a
predetermined sequence. The sequence counter, SC(j), generates as many as

n
2" sequence steps, corresponding to its n memory elements. The current state
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of SC(j) is stored in the sequence register, SR(j), and the sequence counter
advanced to its next state as prescribed by the branching logic of the particu-
lar program being executed. In the case where the next state depends on

the result of a compare or test operation, the next state is based on the as-

sumption tha;the test or comparison failed (was "false'). If the test is
actually "::";e | SC(j) is set into the required state as soon as the result ié
known. Thig type of operation is successful if the results of comparing and
test operations which have the higher probability of occurring are labelled

as "false"’.

The memory elements of the sequence counter, SC(j), are denoted as
SC(j, 1) through SC(j, n), corresponding to n memory elements; their outputs
are denoted by SC(j, k;1) and SC(j, k;0), for the kth memory element. The
elements of the sequence register, SR(j), are denoted by SR(j, 1) through
SR(j, n). The outputs of the kth memory element are denoted by sr\(j,k;‘l)
and sc(j, k;0).

The outputs of SR(j) are combined in a decoder, SD(j), into 2" sequence
states, s(j, 1) through s(j, 2"). Only those sequence statés which are required

for a particular wired program are generated,

'I"he M branching logic units, SL(j,m), use information from the sequence
decoder, control register, and completion signals to advance the sequence
counter into its next state. The outputs of the ith branching logic unit are the
ith set, reset, and trigger signals for the R-S-T type memory elements of
the sequence counter, i.e,, s(i)-SC(j, k), r(i) -SC(j k), and t(i) -SC(j, k), for

the kP memory element of SC(j).

The subsequence generator, SSG(j), contains a subsequence counter,

SSC(j); a subsequence register, SSR(j); and logical circuits, SSL(j), for ad-
vancing SSC(j) into its next state, For each state of the sequence generator,
the subsequence generator may be advanced through p successive states,‘ cor-
responding to the p memory elements in the ring counter type structure of

SSC(j). The reason for inclusion of SSG(j) is to reduce the number of states

"required in SSG(j) and, correspondingly, to reduce the complexity of the M
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branching logic units. The states of SSC(j) occur always in a fixed order
{no branching) and thus are used to sequence parts of the wired program
which involve no branching. The SSC(j) may be reset at any time to its origin

state, This is done every time the state of the se.quence generator is changed.

The memory elements of SSC(j) and SSR(j), as well as their outputs,
are denoted SSC(j, k) and SSR(j, k), and ssc(j, k, 1), ssc(j, k, 0), ssr(j, k, 1), and

ssr(j, k, o), respectively.

The selection of the mth command matrix, CM(j, m), for a wired pro-
gram, E(j, m)_, is accomplished by generating M complete sets of subsequence
states, ss(j, 1;m) through ss(j, k;M), corresponding to the wired programs.

The outputs of this structure switching unit go to all of the M command matrices.

The outputs s(j, i), of the sequence generator, and the outputs ss(j, k;m),
of the subsequence generator, may further be combined (for circuit economy

reasons) by logical AND function into signals denoted as u(j, i, k;m).

The M command matrices, CM(j, m), generate the elementary and

compound commands which are specified for a given subsequence state of a
given sequence state. As was mentioned before, the set of elementary com-
mands may be partitioned into classes consisting of elementary commands whose
operation timeg are approximétely 'equal. A particular partition proposed here
is: parallel data transfer commands, mx(j, k); test and compare commands,
mt(j, k); memory read command for each memory, me(j, k); miscellaneous com-
mands, mz(j, k) which include setting and resetting of registers or memory ele-
ments, and counting by one; compound elementary commands, (arithmetic com-
mands) maf(j, k); and modifiers of the compound commands, h(j, k), which specify
whether the compound command to be executed is single precision, double pre-
cision, fixed point, floating point, etc. As the number of different elementary

commands increases, .other partition schemes may be required.

The commands generated for a wired program are specified by com-
bining, using logical AND functions, -the required sequence state, s(j, k), and

the subsequence state of the given wired program, E(j, m), s8s(j, 1;m).
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The completion signals for the elementary commands are generated

in the completion signal generator, CG(j), where proper time delay units are
used. Completion signals for compound commands are generated in the pro-
per lower level control units. Completion signals are designated by cx(j) for
the class of transfer commands, cz(j), and ce(j, k) for the miscellaneous ele-
mentary commands and for the‘kth memory read command; ca(j, k) for the kth
compound command; and ct(j, k;r) for the rth result of ct(j, k). All completion
signals are combined with the wired program selection signals, E(j, m), to
generate a complete set of completion signals for each wired program such
that selection of the proper branching logic unit is done by the appropriate

set of completion signals.

. Finally, the control of the control unit itself is executed by a timing
chain, TC(j), which generates signals for transferring the contents of the
sequence and subsequence counters into respective registers, advancing the
states of the former, and correcting the states in the case where the assump-

tion of ''false' test result was assumed.

A detailed procedure for designing control units for mechanizing com-
putation of elementary functions, as well as a number of examples of such

control units are given in Reference 13.

A convenient description of the operation of the control unit for mech-
anizing a given computation can be obtained by constructing a table which shows
the "present' and the "next" states of the control unit. A particular "present
state'' entry specifies the states of the sequence generator, S(j, k), subsequence
generator, SS(j, k;m), and the control register, CR(j,i); lists the commands
generated, and shows the states of the sequence generator, and the control.
register as functions of the completion signal, i.e., the '"next state'". An

example of such a description is given in Figure 1.9.
1.2.6 Description of V Structures

In order to develop systematic procedures for designing V structures,

it is necessary to establish a framework for systematic description of such
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structures. As a part of this framework, the concepts of macro-desézriptlon

and micro-description of V structures are formulated.
1.2.7 Macro-description

A macro-~-description of a V structure will specify the following im -

portant large-scale features of the structure:

1. Computational characteristics in terms of the compound commands
available to the supervisory control. For each such command, the
upper and lower bounds and the averages of their computation times,

% hardware used exclusively, and % hardware time shared are given.

2. The inventory involved in terms of functional units, such as
control units, arithmetic units, memory units (including any input -
output units), registers, combinatorial logic units, non-digital devices,

ete.
3. The logical interconnections between the functional units.
4, The change from standard state in terms of functional units,

5. The cost associated with the change from standard state, in

terms of time, hardware, and other significant parameters (if any).

6. Computational history of the structure in terms of problems in

which used, how many times, how long, errors, etc.
1.2.8 . Micro-description

A micro-description specifies the detailed design of the V structure

as follows:

1. The elementary commands and the elementary compound commands

are listed.

2. Computational algorithms for each of the compound commands
available to the supervigsory control are expressed in mathematical

terms.

3. Designs of control unit structures for executing compound commands

are given,
49
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4. Computation times of the compound commands are given in terms
of lower order execution times, until all times are in terms of a set

of elementary operation times.

5. Functional units are described in terms of basiq amplifier modules
and logic (combinatorial) modules. The extent of fan-in and fan-out of
each basic module is given. Other types of modules may be defined

as need arises,
6. Logical interconnections of the basic modules are given.

7. Locations of basic modules are given referred to an adequate co-
ordinate system (co-ordinates may refer to frames, motherboards,

locations on motherboards, etc.).

8. Physical interconnections of basic modules are given in an adequate
co-ordinate system (coordinates may refer to connectors, ping; types

of connecting wires, lengths of connecting wires may be specified).

9. A change from the standard state is given in terms of change in
the requirement for different types of basic modules, change in the
type of the basic module at a given location, and in terms of change

of physical interconnections between basic modules.

10. The cost of a change from the standard state is given in terms of
costs of change of lower order units of the V structure, until the costs

are expressed in terms of a set of elementary cost units,
1.2.9 Notation for Macro -description

Let V(i,k; p.; P.; Pa; P, P; P,) represent the ith configuration of the
1' 72 78 Y4 V57 6

V inventory, referred to standard state k. The pj refer to different properties
of V(i, k).

1.2,9.1 Computational characteristics of V(i); property pl

The computational characteristics in a macrd -description of

V(i, k) are expressed as a list of the compound commands available to the super-

visory control. For each of the compound commands its computing times:
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{maximum, average, and minimum) and V hardware utilization (exclusive

and shared) are given.

Vii; pl)‘ {(f(k, ciq), T-f(k.-C:qi) H-f(k, c;qi). P-f(k.‘c:qi) )} '

where
k=1, ... K, i=1, ..., L
fk, c;qi) = kth compound command of class ¢ avaiﬂabltt; to the
supervisory control. The property q refers to thei  com-
putational algorithm of f(k, ¢) and to the design of the corre-

sponding control unit. ‘

T -f(k, c;qi) = (I‘ma-f (k, c;q_‘._), Tav -f(k, c;q‘i), Tmi -f(k, c;qi))
specifies the maximum, average, and minimum computation

times of f(k, C;qi) respectively.

I-f(k, c;qi) = (Ie‘-f(k, c;qi), Is-f(k, c;qi) ) specifies the amount
of inventory utilized by f(k, c;qi) exclusively and shared, re-

spectively.

C -f(k, c;qi) = {cj}, specifies the classes of compound commands

which may be executed simultaneously with f(k, c;qi).

1.2.9.2 Description of inventory: property p,

The inventory of V(i, k) is described in terms of functional
units; control units, arithmetic units, registers, combinatorial logic units,
memories, and non-digital devices. In the following notation the indices,

i, k are omitted for simplicity.

vikap = ({coun}. {avam}. {ruai}. {LoGn)}. {muain)}.
{ NU(j:pk)}) |
CU(j;pk) : jth control unit with property Py Property Py specifies
the compound commands mechanized by CU(j), the logical design

of the control unit, the amount of hardware utilized, and the fan-in
and fan-out distributions.




AU(j;pk) : jth arithmetic unit with property’ Py - Property P, *
specifies the arithmetic operations performed by AU(j), its

logical design, hardware requirements, and fan-in, fan-out

distributions.

RU(j;’pk) : jth register unit with property Py Property Py

|
specifies the size of the register in bits, its shifting or f
counting capabilities, hardware required, and fan-in and ‘;

fan-out distributions.

LU(j:pk) : jth combinatoric logic unit with property Py g
where pk specifies the number of parallel inputs, nature 1
of the logical operations performed, hardware required,

and fan-in and fan-out distributions.

MU(j;pk) : ‘j‘th memory unit with property Py where Py

specifies the type of memory (or input-output unit), its
size, access and cycle times, priority structure, special

properties (such as content addressable memory, disc file).

NU(, j; pk) : jth non -digital unit with property P where

Py describes the nature of the non-digital unit.

1.2.9.3 Logical interconnections between functional
units: property Py

Logical connections between functional units specify the re-

quired data paths and control lines. Interconnections are specified at the "bit" i

level of the data handling functional units (registers, etc.) along with the control
~signal if the particular data path is gated.

Let FU(j;pk) represent a general functional unit. Inter- !

connections between functional units can be specified as: ‘
V(i;ps)‘ = {FU(j;r-s)» FU(k;t-v) : mx(u)} -

where a particular element of the set states that the bits r through s of FU(j) 1
are connected or transferred to the bits t through v of FU(k) under the control a

of the elementary transfer command mx(u). ;
i
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1.2.9. 4 Functional unit level change from the standard
state; property p 4

The standard state, V(k), will be considered as a reference
frame for changes in V structure. The macro-description of a change of
V(i, k) from V(k) is given in terms of functional units and parts of functional

units of V(-).
V(i;p4) = { ( FU(i, j) = FU(, m;r-s) + FU(k, m+1,u-v) +. .. )}

which state that FU(i, j) ié composed of bits r through s of FU(k, m), bits u
through v of FU(k, m+1), and so on. '

1.2.9.5 Cost of change from standard gtate: property Pg

The total cost of change from V(k) to V(i) is a weighted func-

tion of costs in time, hardware, and other pertinent parameters,

Similarly the cost of changing V(i) to V(k) i8 expressed in

terms of the costs of time, hardware, etc.
Vii;p;) = CS(k—i) + CS(i-~k)
CS(k—i) is the total cost of change from V(k) to V(i)

CS(i—k) is total cost from V(i) to V(k) and both are expressed
in terms of more detailed costs:

CS(k -i)
CS(i -k)

u; CST(k-i) + u, CSH(k-i) +...
. v, CST(i-k) + v, CSH(i-k) + ...

where CST(k-i) is the total cost of time, CSH(k-i) is the total cost

in hardware, ui' s and vj' 8 are weighting factors,

1.2,.9.6 Computational history of V(i): p.

The computational history of a structure V(i) includes:
1) the total time V has been used in this structure. Various breakdowns of
the time into computation time, restructuring time, and troubleshooting time;
2) comments as to the efficiency of the structure; 3) recommendations for

change; and 4) list of users.
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1,2,10 Notation for Micro-Description

A micro-description of V(i) exbresses the properties defined in the

macro-description in terms of more elementary units,

"1.2.10.1 Computational characteristics, property Py

f(k, c‘;qi‘) = ({f(j, c;qm)}, {ma(j, k)} , {mi(j, k)} ) .

where mafj, c;qk) is an elementary compound'c_:ommand, and .

mi(j, c;qm) represents elementary commands of the type

mx(j, k), mz(j, k), mt(j, k), and me(j, k).

Tma-f(k, c;ql.) =g (Tma-f(j, c;qk), Tma-ma(j, k), Tma-mi(j, k) )
where Tma-ma(j, k) and Tma-mi(j, k) are maximum execution
times of the compound elementary and elementary commands,

respectively, and

Tma-ma(j,k) = g(Tma-mi(, k))
Tma-mi (j, k) = g( Tma-FU(j, pk))

“  where Tma-FU(j;pk) is the maximum operation time of the

functional unit FU(j ;pk) .

Tma -FU(j;pk) =g {Tma-AM(j, k;pm)} , {Tma-LM(1, j;pm)} )
where Tma-AM(j, k;pk) and Tma-LM(j, k;pm) stand for maximum

operation times of amplifier, and logic basic modules, respectively.

Tav-f(k, c;qi) and Tmi -f(k, c;qi) are expressed in the same manner

as given for Tma-f(k, c;qi).‘

le-f(k, c;q,) = (Ne-AM, Ne-LM)
where Ne-AM and Ne-LM are the numbers of different basic
modules used exclusively by the compound command f(k, c;qi).

A listing of these may also be presented.

Is -f(k, c;qi) = (Ns-AM, Ns-LM)

where Ns terms are defined as numbers of different basic modules
shared with other compound commands. A listing of the modules
and compound commands which they share may be included in this

description.
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1.2.10.2 Description of inventory: property P,

A general functional unit, FU(j;pi)‘, is described in terms

“ of circuit modules:

FU(ip,) = ( {AM(F. ¥ k;rm)}, {LM(F, i k;rm)}) :

AM(F, j, k;rm) designates the kth basic amplifier module belonging

to the FU(j). Property ro specifies the type of the amplifier module,
its fan-in and fan-out capabilities, power requirements, and speed.
LM(F, j, k;rm) is the m'" basic logical module of FU(j). The

property T'm specifies the logical functions.

1.2,10.3 Logical and Physical Interconnections:
property p3‘

.Logical and physical interconnections of basic modules are

given in list form. The inputs and outputs of basic modules are designated
by letters and numbers. The inputs are designated by letter "a', outputs by
letter "z'". Thus, for general basic module BM(F, j, k)

. ' (zz-BM(F,j,,k) ) -~ (a5-BM<F'J"m’) |

denotes a logical interconnection between the output z2 of BM(F, j, k) and input
a5 of the BM(F, j, m). '

‘In order to introduce physical wiring, notation for connectors,
wire types, and wire length has to be introduced. Connectors can be specified
as CO(i, i kis ), where three coordinates are allowed for specifying the con-
nector, and property 8 specifies the type of the connector. Wiring can be
denoted as WI(ui, vj). where property u specifies the kind of wiring (e.g.,

printed wire, twisted pair, coax, etc., and property \ the length of the wire).

A complete notation for combined logical and physical inter-

- connection is then as follows;
(zz-BM(F, j ) - (aS-BM(F. ) Wiu;,v,) = COlt, J,k, 8 ) =

. WI(ui.vj) - ...~ W'I(“i' vj) - CO(‘i,j.k;sm)‘ - W,I'(“t"vj)
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where the physical connection is given by a chain of wires and connectors.

The coordinate systém used to specify the locations of
basic modules depends on the physical construction scheme to be used. A
preliminary assumption of the system, however, is used to indicate the
nature of location coordinates. Assuming that the system consists of
frames, motherboards and modules, the location of a module is given by
frame nixmber, two coordinates for the board in a frame, and two coordi -

nates for the module location on the board, then
L'BM(F: j: k) = (f;g: h; P, q)

where f is the frame number, g, h the board coordinates, and p, g the module

position coordinates.

Assignment of locations to basic modules is not a trivial
matter. At high circuit speeds, distanées between modules become significant
both in contributing to propagation delay and in capacitive loading of the out-
puts. Thus policies such as minimizing the total wire length of interconnec-
tions, or minimizing wire lengths of the interconnections with most activity
may be used. Since, most likely, more sophisticated wiring (such as coax
cables) is required for interconnections exceeding a certain length, the first

policy may also reduce the wiring costs,

1.2.10.4 Change from standard state: property p,

. The change from standard state may be described by listing
all locations where basic modules are to be replaced by different basic modules,
and by listing all interconnections to be removed and all new interconnections
to be established.

1.2.10.5 Cost of change; property Ps

The cost terms given in the macro-description are expressed

. as functions of more elementary cost terms: cost of design of the new structure,

cost of wiring, cost of debugging, costs of different basic modules and con-
nectors, costs of preparing printed circuit boards (if required), and so on.
Exact nature of the cost function can be determined only after a physical con-

struction scheme and a mechanical restructuring procedure have been adopted.
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1.2.11 Change in V Structures

As stated previously, changes in V structure may be effected on

_several levels: electronically, electro-mechanically, and mechanically.

Electronic structure change implies enabling sets of gates, mainly
in the control hierarchy, which permit a different computation to be car-
ried out. Thus electronic switching from one structure to another is under
the control of a signal, generated at some level of the control hierarchy,
which can be clasgsified as a compound command. Electronic structure
change is thus a structure change in a trivial sense which, in principle,
is not different from selecting one command or another in a conventional

machine.

Electromechanical structure change may take the form of closing
relay contacts (in which case, except for the switching time, in concept it
is really equivalent to electronic switching, since construction of the struc-
tures which are switched had been done beforehand and the control signal

which performs the switching, is an equiw)‘alent compound command).

It is the capability for mechanical restructuring such as physical
altering of the logical properties of basic modules, altering their inter-con-
nections, and changing their physical locations, which permits two V config-
urations to be completely unrelated and yet share, to a large extent, the same
elementary hardware. In order to be significant, such structure changes
must be effected with a minimum of V downtime (it is important to note, that
during restructuring of V, F still may do useful work), both in actual re-
structuring and in debugging. This requirement implies maximum possible
restructuring and debugging off-machine, easy changes in the logical proberties
of the circuit modules, and systematic procedure for changing of their inter-
connections. (In the extreme one can visualize completely built and debugged
wiring frames for the new structure into which the circuit modules, with pro-
per changes in pluggable cap connections, are inserted and then the new frames

replace the old ones in the F+V system.)
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It is clear that the physical construction scheme of V largely deter-
mines the cost of mechanical restructuring both in time and in hardware. A
clear definition of such a construction scheme has to be given before realistic
cost figures (which are qf great importance in allocating computations to V),

can be obtained.

Further, in reference to allocation of computations in the F+V system,
the extent of mechanical structure change associated with a problem brings
in the problem of scheduling computations in F+V, such that the total cost of

mechanical structure changes for a batch of problems is minimized.
1.2.12 The Supervisory Control Unit, SC

The principal function of the supervisory control unit is to coordinate
the computational activity of the F' and the V parts of the F+V system. In par-
ticular, the SC must enforce the precedence requirements of computations
according to the computational structure of the computational tagk on hand. In
order to execute its functions, SC can halt and rélease the computations in F
and in V, order information transfers between F, V, and other units of the sys-

tem, and order structure changes in V,

The control sequence in SC may be a wired program, a stored program
in SC proper, or a stored program in F. Communication with F and with the
stored master program may be in the form of responses to interrogation com -
mands in the stored program, e.g., at certain points the stored program will
~ enter into interrogation loops from which it will be released only after a certain
condition in SC is satisfied. Completion of operations in F are reported to the

SC by special commands,

Communication with V may be on more direct basis as the SC may be
viewed as the control unit on the highest control level. As such, SC can be
built in the same manner as the rest of the control units in V, and all éompu-
. tations in V are available to it as compound commands. Completion signals

are then received in the manner outlined for the control model in Section 1. 2. 4.

Information transfers between F and V are ordered by SC for large
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blocks of data under the control of its program (wired or stored) or auto-
matically. The latter case is common for executing a computation on an
argument supplied by F and transferring the result back to F. In data trans-
fer operations, SC will perform similarly to the control unit of an F data
channel, except that it will have the highest priority. In this manner, it
may be possible, under certain conditions in F, to effect data transfers be-

tween F and V without actually interrupting the computations in the former.

b
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1-3 Two-Dimensional Heat Conduction Problem

A, Problem Statement

A mathematical statement of the linear two-dimensional diffusion

equation on a rectangular plate with Dirichlet conditions.
B. The Alternating-Direction Algorithm

A statement of the A-D algorithm with a derivation of the procedure

for its use in computation.
C. Numerical Stability and Convergence

Development of the truncation errors involved in the A-D algorithm
and an analysis leading to conditions under which the linearity requirements

of a problem may be removed.
D. Compﬁtational Experiments

Comparison is made betweén the results of the nonlinear extension '
of the A-D algorithm and results of another computational procedure for the

solution of a nonlinear diffusion equation.
E. Conclusions

An extension to the AD algbrithm was developed. This development
allows an alteration in At at each time step. More than this, it prescribes a
computational procedure for automatically selecting the largest possible time
step consistent with numerical stability. This procedure was extended to allow
the inclusion of a nonlinear diffusion coefficient in the two -diménéional diffusion
equation. Without a statement of this stability bound and the consequent ability
to adjust At at each time step, the AD algorithm would lose much of its effect“ive-

ness as a method for solving the nonlinear diffusion equation.

The method was appliéd to a nonlinear two-dimensional diffusion equation
satisfied on a square cross-section. An iterative procedure using this method
yielded a transient solution which was within 3 percent of the "true" solution.

In arriving at this solution, the time steps were automatically increased consis-

tent with numerical stability.
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1.4.1

Pattern Recognitions

INTRODUCTION

Pattern Recognition by Machine

We have entered an era of transitian in which electronic computing
machines are taking over many tasks formerly done qxcluslvely by humans,
When it i8 known beforehand that data is to be machine processed it is usually
simplest and most economical to record the data originally in machine form.
For all past history and for vinformation whose processing cannot be well pre-
dicted it 18 not reasonsble to emét‘ such preparation. As a result one often
finds situations in which data prqsenfed‘ in a form suitable for humans must
be procgssed by a machine instead., At present, with few exceptions, this
data must be "coded", 1.e., converted to a form acceptable by the machine
in questl.on before it oan be processed. Usually this coding process involves

operations such as hunchlng holes in cards or tape and must be accomplished

| byimmans.‘

In many oases, the amount of labor necessary for coding data is very
small comﬁared to the labor saved i>y using a machine to process the data,
Sometimes, however, the time and expénse of coding may negate the advan-
tages of using a machine in the first place. Language translation, processing
of bank checks, and sorting of mail are but a few of the many tasks in whioh
the necessity of manual coding would cbviously render the use of machines

unfeasible, It is evident that an automatic coder, capable of rapidly and
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accurately redﬁcing prihted. written, or spoken data to a form amenable to

machine procesaing would greatly extend the range of tasks to which compu-

ters can be profitably applied.

Hence it is not at all surprising that the problem of automatic recog-
nition of ﬂsud patterns by machine is receiving a great deai ot.attent,ion by
research workers at present. since numerical data ahd most languages are
expressed by means of 5, small number of discrete symbols or ;'characterl".
itis cleq that -automatic c@u can be achieved only by a machine capable of
recognizing such gh;racters. "Recognizing" in this context ﬁeans the abmﬁ
to 'respond tb ea_.ch character with a unique signal, In other words, a machine
designed to recogxﬁze K distinct characters P, , P, , P, , ..., P, must satis~- |
'ty the following requirements:

() ' The machine must have K distinct output signals 0,, 0,, ..., 0,corres-
ponding to the characters P, , P,, ..., P, respectively, and & "reject"
‘oul.:put 04, - suchthat

()  Whenever the input to the machine is P, (14)4k), the output 1s 0;

(c) Whenevei' the input cannot be uniquely associated with one of the
characters P,,P,, ..., Py, the output is 01.., "

In a character recog‘nltion problem. one may begin by conllderlng .‘

le't of ideal forms or "prototype" patterns correspondlng to the cl;aneteu to

| be recognized. Unfortunately, in actual situations the characters to be recog-

nized may varj considerably from the p.rototype patterns. These v:rhtio”

" arise in general from two sources: First, one may encounter systematio
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1.4.2

variations such as the use of type fonts which vary from the prototype font

as misalignment of the characters and the reading element, -_Second. there
are unavoidable random variations or noise which arise from such sources

a8 Wer-m of type, over-used typewriter ritbons, ink smears, ete.

Noige may also be introduced by imperfections in the recognition apparaml:
itself. A character-recognition system must be designed to recognize not
only the prototype patterns, but also an‘di-stbrttons .and variations of them
likely to be encountered., Obviously the optimal character recognition
scheme for a given application wﬂl depend upon the nature of the prototype
patterns, the actual characters to be recognized, and the level of accuracy
which must be maintained., In Section 1,5,2, a number of character
reoognlti‘on sohemes suitable for mechanization are opflined. These range
from conceptually trivial schemes which suffice when the unlmuwn characters
afe sufﬂoientljr aimﬂ& to their prototypgs, to more sophisticated and general
methods which must be eﬁployed‘ when dealing wlth; for example, sloppy
hagdwritten characters,

The Concept of "Significant Features"

Cﬁuagter recognition soh.emea all make use (implicitly, at least) of
certain significant features ‘whicl; serve to distinguish the various characters |
from one another, In general, these significant features occur in association
with irrelevant and redundant features which do not aid the recognition process,

and in faot, may hinder it. As a result many of the recognition schemes which
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have i)een proposed are grossly inefficient because this gseless information
is processed together with the significant information instead of being elim-
inated or ignored. A systematic procedure for finding the most signiﬂ‘cant
differentiating features of a set of characters would therefore be a very
useful aid in increasing the efficiency of pattern recognition schemes, Aa
will be shown later, such a procedure might also be useful in a self-adaptive
character recognition system (1. e , & recognition system which automaﬂcaily
designs or organizes itself), A successful system of this type would be an
interesting advance in the field of "artificial intelligence'. In this report, a
qxantltative.measure of the "signiﬂoance" of a feature is proposed and tested
by a series of experiments on the IBM 7090 digital computer ax Western Data
Processing Center. The methods introduced in this report are based upon
fundamental concepts of statistics and information theory and introduce no
resirictive assumptions of an environment in which there is no noise and
distortion,

In order to clarify the notion of "sigaificance" of a feature, a simple
éxaﬁple will now be discussed. Consider the idealized set of pm shown
in Figure 1,10, These patterns are each composea of 9 elementary areas or
cells, numbered as in Fig.1.10a. Let us restrict our attention to th‘e 9 features
F’- =1, 2, 7.s, 9) defined as foliown: a pattern will be said to possess
feature Fj. if and only if cell C j 1s black for that pattern. Thus P, and N

possess F, , whereas P, and P, do not.
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FIGURE 1,10
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We of)serve that certain cells (2,4) are always white no matter which pattern
i8 considered. Similarly some cells are always black (5,8)., Therefore,
these cells cannot serve to differexllti‘ate between any of the patterns. In
other words, the features F,, F,, F;, and F; are completely insignificant
with respecig to recognition of the patterns presented here,

On the other hand, observation of other cells may &ield a great deal
of information concerning the identity of the pattern, For example, if a
pattern possesses the feature F, , then we can conclude that it is either P,

or Py, 'and that it cannot be P, or P, . If a pattern has feature 1",'. it must

be P, ; ifit has F,, it mustbe P;, eto,
Assuming that the patterns ocour with equal frequencies, we oan -

attempt to rank the properties ¥,, F,’, ..., Fy acoording to significance as

follows: The *don't oare" features F,, F,, F,, F, must obvioully'bo placed

at the bottom of the list. The properties F,, F., F,, and F, sre of equal .

significance since they are each possessed by three patterns, and n_og_ pos~
sessed by one pattern. 8o, on the average, ﬁo cdl. (3, 6.9.7) all oontdn
equal amounts of information ooncerning the pattern to be recognized, by
virtue of their identical distribution of black and white, ' Finally, we are left

with F, . Cell 1 is black for two patterns aud white for the other two, It is




not clear intuitively whether to rank F, above or below F,, F,, F,, and F, ;
however, it will be demonstrated later that it i8 proper to rank F, above the

others, Thus, our final ranking must be as follows:

In this example we have con.sidered a set of particularly simple proper-
ties, namely the presence of black in specified areas of the pattern field, For
the purposes of this report, viz,, the development of a criterion for the signifi-
cance of properties, it will be édvantageous to restrict our attentionA to these
particular properties. Moreover, as & more convenient 'alternate viewpoint,
we may regard the ranking of the features f, v Fopeeey Fy u 2 ranking of
the cells C, .‘4c,_. «sey Cy according to significance. Thus we om the u;g-‘

nificance ranking c
: 1

¢, ¢ ¢ C

?

¢, ¢ G & .
for the cells of the pattern matrix. Instead of the significance of general

properties, in other words, we will study the significance of cells or elemental
areas of the pattern field. In this manner, the experimental work will be con-
siderably simplified, since there will be no need to use complex property-
testing procedures. It is clear, moreover, that no generality will be lost, for
any techniques developed to;- determining the significance of pattern matrix

cells would also be suitable for déterminlng the significance of properties in
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general,

A few salient points concerning the significance ranking demonstrated
sbove are worth noting, First of 'all.‘ the significance of a feature is a relative
quantity which depends ﬁpon the observer's previous knowledge concerning the

' identity or br,opertles of the unknown character. The slgnlficanée ranking
given above was based upon a tacit assumption 6! complete ignorance concerning

the identity of the unknown character except that they were members of a2 set of

tdur basic patterns., Buppose, however, that it is alreadyk'nown that the unknown

pgttern is either P, or P, (this situation would result if, for example, cell 1
| were examined and found to be black). A glance at Fig. 1.10 reveals that under
these circumstances, the_re would be no point in examining cells 3 and 9, since |
'one could predict with certainty that thgse cells would'beA white. In other words,
the previously significant features F; and F, have become insignificant as a
result of the information which has been acq\ureci*. On the other hand, we
~observe that F, is now of greater importance than before. | Indeed, observation
of cell 6 is now sufficlient to determine th; identity of the unknown pattern,
Another important point is that the significance of a feature is a function
of -tho treqdency distribution of the pattérns. Suppose, for example, that Py
is assumed to occur with a probability of say 1/100 instead of 1/4. Th.en s
correspondingly smaller significance must be initially sttributed to the feature

F, , which serves to distinguish P, from the other patterns.

. Note that this statement is completely analagous to the one which led
. to placement of F, , F,, F¢, F; at the bottom of the significance list,
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A final consideration concerns the effects of noise and distortion on
the significance of features. Clearly, if a particular feature is subject to a
great deal of noise which ocours independently of the identity of the unknown
character, its qlgnlﬂomoe is much lower than it would be if the feature were :
noise-free and constant for any given pattern. As an extreme example, one
| may oonsider a teamre: 8o overwhelmed by noise that _m presence or absence
is almost independent of the identity of the unknown pattern. Obviously, such
a:tentnre is rendered insignifioant by the noise,
On the other hand, if the noi;e in a particular cell is not mdew
of the character being examined, the noise may actually convey information
oancerning the identity of the unknown character, and the signifioance of the
oell might therefore be inoreased. For oxnﬁple. consider again the ideal
pattern set for Fig.1.10, and assume that the patterns are affected by noise in
oell 2 as follows: (a) When the unknown pattern is P, , oeuzyppqm‘b_l_agl;
instead of white with a probability of 1/3. (b) If the unknown pattern is not
P,, oall 2 always appears white as in the ideal ouie. Suppose now that an
unknown pattern is examined, and it happens that cell 2 is black, One could
immediately conclude that the unknown pattern is P, . This indiocates that
oell 8 has a certsin amount of significance. In the ideal case, on the other
hand, oell 2 is always white and henoe has no significance whatsoever. . There-
fore we oonclude that noise of the typs considered increases the significance
ofoell 8,
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Any generaily useful quantitative measure of the significance of
features must deal with all of the above considerations., The effects of noise,
variation of the probabjlities of occurrence of the patterns, and partial knowl-
edge concerning the identity of the uniknown pittem. must all be properly
taken into account. A number of schemes for determining significant proper-
ties (or significant cells, to be more:'preclse) have been proposed. The
‘writer will attempt to esteblish that the significance criterion to be prelentoq ‘
in this report is quite generally valid when all the above factors are operative,
Previously described methods are of relatively restricted validity and may be
utilized successfully to the extent that the pattern set is constrained by the
same restrictions. Several such methods will be discussed in Section 1,5.5,
where a review of recent literature pertaining to tﬁe significance

of pattern features (or areas) is given.
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[-5 General Discussion and Review of Automatic Pattern Recognition

The purpose of this section is to acquaint the reader with the basic prin-
ciples of automatic character recognition devices and to review recent articles
and theses dealing with problems related to those considered in this work,

1.5.1 The Fundamental Components of Pattern Recognition Systems

We will begin by discussing the fundamental components of pattern
recognition machines, These are indicated in the block diagram of Figure 1. 11.
It should be pointed out that the block diagram is an idealization, and that in
actual systems it is not usually possible to separate the machine into independent
units performing erarate functions as indicated. Nevertheless, the breakdown
accofding to functions as shown is useful conceptually and will enable us to

discuss pattern recognition in general terms. The pattern input block shown

represents the pattérn itself, the document on which it appears, the feeding and ‘

alignment mechanisms, -eto.

FIGURE 1,11

PATTERN]| ensory] |quantizing] [recognition] output
INPUT unit unit  unit
‘ : (if digital)

In visual character recognition, the function of the sensory unit is to
convert the character, which is a pattern of light and dark areas, into electrical

or other signals which can be conveniently processed by the machine, In pattern
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recognition machines, the sensory unit generally involves an arrangement of
lenses, light sources, and photocells. In special systems employing charao-
ters written in magnetic ink, the sensory device is a magnetic read head.

In many practical systems, the sensory unit incorporates some type of
scanning mechanism, The scanning mechanism consists of a amall sensory
element which sequentially inspects varioxis areas of the pattern. The scanning
path employed may either be predetermined, or it may be made to depend upon
the pattern being scanned .(e. g., the scanner might be designed to follow the

"boundary of the patterfx presented for identification). Most commonly, the
scanner follows a continuous, predetermined path covering the entire. pattern
area, |

The quantizing unit is an essential part of diéltal pattern recognizing
machines. In this unit, the output of the sensory devices, which is generally
a continuous function of space and/or time coordinates, is quantized for digital
processing. The most common type of quantization is shown in Figure 1,12, *
The pattern is superimposed orn: & Cartesian grid or matrix, and each cell is
considered to be either all black or all white, according as the amount of
black area within the cell exceeds or fails to exceed a given threshold.

Coding is a process wheréby the quantized character signal is converted
into a series of numbers or code. An extremely simple coding method for the
.quantlz‘ed chargcfer shown in Fig. 1.12 consists of forming a matrix of
binary digits by placing a 1" in all black cells, and a "0" in all of the white

* B8ee page 80,
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cells. (Fig. 1.13 ). Thus each pattern is represented as a matrix whose
elements are ones or zeros. |

It is useful to distinguish between "relative" and "absolute" codes.*
A relative code for a group of patterns is a code w'hlch contains just enough
information so that the representation for each pattern is distinct. An
"gbhgolute' code, on the other hand, is one which contains essentially all the

information in the pattern, Given an absolute code representation for a

' pattern, it is possible to reconstruct the original pattern with an accuragy

limited only by the “coarseness" of the quantization process. The binary
digit matrix of Fig. 1.13 is an example of absolute coding. Obviously, for

the purposes of character recognition, a relative code is sufficient. Indeed,

‘since a relative code usually yields shorter representations for each pattern

than an absolute code, use of a relative éode_ may result in considerable
simplification of the suoceeding recognition unit.

The recognition unit operates upon tﬁe outpuf of the coding unit (in
dlgita.l systems), and determines the identity of the unknown pattern. In
analog systems, the recognition unit generally processes the on@t of the
sensory block directly,

Another operation which is often nevessary in pattern recognition sys-
tems will be térmed. "pattern processing". The pur.pose of pittern processing

18 to aid recognition by altering the unknown pattern, (or its coded representa-

. This terminology s due to Kharkevich (15)
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1.5.2

tion), so that it will more closely resemble the corresponalng prototype or
ideal pattern. Patte;rn processing involves operatjions such as pattern center-
ing, removal of spurious ink spots, smoothing of jegged boundaries, etc,
Operations of this type are usually necessary when the patterns dezalt with are
subject to significant amounts of distortion and noise.” A "pattern processing'
unit was not irncluded in the block diagram of Fig, 1,11 because this operation
cannot be localized at all. Pattern processing may occur in any (or all) of the
blocks indicated, including the recognition unit,

Bometimes it is possible to eliminate the need for pattern-processing
by embloying a code which yields representations which are invarfant with
respect to thé types of distortion present. It is clear th.at if fhe output of the
coding unit can be made independent of the distortion and noise, so..that‘ it
depends only upon the idéntity of the input pattern, there is no need to remove
the hotse through separate pattern processing. A great saving in hardware may

be achieved in this manner,

Automatic Pattern Recognition Techniques
In order to illustrate some of the ideas introduced above, the main
types of automatic pattern recognition schemes will now be discussed. We

will begin with a discusaion of the template-matching (or "masking") technlgg' e,

‘which {8 one of the simplest (but least powerful in noise and distortion tolerance)

of the methods which have been proposed.
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As the name implies, this technique involves producing a "template"
or "mask" for each character. Each template is identical to the assumed
ideal form of the corresponding character. Recognition of an unknown charas-
ter is accomplished as follows: the unknown is compared with each template
by simple superposition, and is subsequently. identifiéd as the character
whose template gives the 'best fit'". More precisely, let us assume that a
digital computer is being employed to carry out the template-matching process.

The templates are stored in memory in the form of binary digit matrices of

the type illustrated in Fig., 1,13, The unknown character is also converted

to binary matrix form and cdmparad with each template in turn by (1) counting
the number of times 1's occur in oorrespondiné cells of the unknown and the
template, and (2) subtracting from this number the number of times a cell of
the unknown contains a zero whﬁe the corresponding cell of the template
contains a one (or vice versa), In this manner, a measure. of similarity
between the unknown character and each protofype character is determined.

In order for this procedure to work satisfactorily, it is clear that the
unknown characters must nof deviate to any significant extent from their tem-
plates. More precisely, for proper recognition an unknown charaocter must
not deviate from its corresponding template by more than half of the'similarity
distance" between the template and lu\closest neighbor in the templ‘to space.

Therefore, the unknowns must be very acourately centered, corrected for.til,

and optically (or otherwise) corrected for variations in size., Even when pro-
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vision has been made for accomplishing fhese difficult adjustments, the
method remains weak in the sense that new templates t_uually must be defined : .«
for differentfonts. For example, if an "H" appeared in the variant form "a",

it would undoubtedly be misrecognized as an "A", It is obviovs that this sys-

tem cannot be deperded upon except f’of the simplest applications. More

elaborate and powérful template-matching systems employ "statistical tem-

p{ut'u"' which are based upon actual samples of the characters rather thanon

assumed ideal forms.
7 | % ‘ v
n ’ !:‘
Pattern Quantization F
FIGURE 1,12 )
|
ojojojolo 00 0 0 &
of1]1]1]0 01110 ;
Tolo[1]0 or 00010 {
10]0]2]j1]0] 0 0110
olilolo]0 01000
olal1l1]o 01.210
Binary digit oode matrix

FIGURE 1,13
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Waveform
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motion of slit

- |

IX

: j<«—— character (par-
|

tially hidden)
———gd D
i slit
FIGURE. 1.14a _ » FIGURE 1,14b

An important class qf pattern recognizers employs the single-slit
scanning procedure (5). The character is scanned by a thin slit which
moves across it as shown in F:ig. 1.14a, The zfelatlve motion of the slit
is perpendicular to its length. Thé result of such scanning is an analog
voltage waveform characteristic of the figure being scanned. This waveform

is then compared with a!g‘nﬁln representing each of the possible chaiaptero.

_ The compare-character signal with the best match to the scanned signal is

.selected as the machine-read character. With the slit-scan technique, infor-

mation sbout the location of ink alonk the length of the slit is lost. For this
reason, the discriminating power o_t recognition systems using this type of
soanning is somewhat restricted. In general, the number of characters must
be kept small, and the font x;mst be specially designed to insure that the sig-
nals produced by each character are sufficiently different from one another
(S). These drawbacks are to some extent compennted' for by the greater
speed and positioning tolerance achievable in comparison mﬁ systems

employing two-dimensional scanning.
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There are two common methods of generating the analog waveform.
In the first method, optical transducers are employed, and the waveform
voltage at each instant is proportional to the amount of ink within the area of
the slit, "l'he result of scanning the character 0" by this method is indicated
in Fig. 1.14b,

In the second method, the characters are printed in magnetic ink and
the slit is replaced by a magnetic read head. The waveform voltage at each

instant is then proportional to the derivativg of the black area under the

reading head. A system using this type of scanning has been perfected

jointly by Stanford Resea;ch Institute and General Electric (5) and is now
widely used by banks in check-processing. A specially designed type font is
employed, and the printing must be held to very close tolerances. The most
practical method for comparing the scanned waveform with the prototype
signals is based on the concept of "matched filteﬁ". A matched filter is
"“matched' with respect to a given signal in such a way that the impulse

response of the filter is the time-inverse of the signal. That is, h(t)=As(b-t),

where h(t) is the filter impulse response, s(t) is the signal being ﬁxaﬁched, and

A and b are constants. If the input to this ﬂlﬁef is the matched signal s(t),
then the output oft)= fm 7)mydT = fA s(4-t+7T) s(x)dT .

At the pa.rticular instant t=b, we find: ¢(4)= ! A o(7)dT. 1t 18 an immediate
consequence of Schwartz's Inequality that | !t )" ¢ [u(f-.’l for all t. Suppose

now that a signal q(t)#s(t) is applied as the input and that g(t) has been nor-
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malized so that [ ;’H it = ‘[}S‘ff’ 4t . Denoting the output under these
conditionsby g(t), S8chwartz's Inequality yields the relation f-;:""),’ $ ]o(f/)\.
Assume now that matched filters have been constructed for each of the com-
pare-character waveforms. When an unknown character is scanned, the
waveform anerated li applied to each matched filter f; . The output o; (t)
of each filter is normalized and inox}itpred during an interval of time oon;-
taining the "in-phase" point t=b, and the maximum value m of each output
beld. It is clear from the preceding remarks that the largest of the m; will
be produced by the matched filter corresponding to the chgracter ‘beln(
scanned. In this manner, recognition is accomplished.

Matched filters can be approximated using conventional ﬂltgr theory,
or more simply by use of tapped delay lines as shown in Fig. 1.15. When
an impulse is applied to the input terminal, a voltagepulse is initiated which

travels along the line at the line's characteristic veloocity.
Input Delay line

B TRETT M
{ 2%

={ Amplifier .

.FIGURE 1,15

 The resistors are adjusted so that the output of the system assumes the

proper matched-filter values at the instants when the disturbance in the
delay line reaches each tap. The difference amplifier makes it possible to

simulate matched filters having both positive and negative outputs, The
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accuracy of the representation is dependent upon the number and closeness
of the taps, |

The character-recognition schemes discussed so far are obviously
of reat.ri?:ted usefulness. A few more.powerful methods will now be considered.
Foremost among these in importance is the "property list" method (19).
Basically, this method consists of making a list of properties characteristic
of each pattern to be recognized. The unknown pattern-is then tested for the
preserice or absence of each of the properties on each list, If the property
lists are properly constructed, it will always be possible to identl!y the
unknown pattern on the basis of the outcomes of the tests.
| For any given character, it is usually possible to find some properties
which will persist even when the characters are severely distorted. For
example, the patterns "C", "¢", "c", and "C", which are all common repre=-
sentations for the third English letter, all have the property of being “open
toward the right". It is very uncommon to encounter a "C" which does not
have this particular propei"ty. even in the case .of very sloppy handwriting,
Because of this "persistence of properties", the property-list method is
applicable to the recognition of hiihly distorted characters.

Many vﬁriaﬁons .and refinements of the method are possible. For

eﬁumple. for each pattern a list of properties not characteristic of the pattern

may be assembled. If the unknown pattern possesses properties nbt possessed -

by a given prototype, then it can be concluded that the unknown differs from
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that prototype. In this system, the unknown is identified by a process of
elimination.

In general, it is advantageous to combine the use of characteristic and
non-characteristic features in one recognition scheme, To illustrate the general
procedure, assume that 10 characters N yoNzseeee, Ny, are to be recognized,
on the basis of the properties F,,F, .AF, »F, . One possible reoognitién scheme"
is illustrated in the "character tree' diagram of Fig, | 1,16, In this situation, '
we observe that characters N yoN2seeos N",}, possess property F, , while
characters N .....‘,N‘,o do not; N,,N,,N;, and N, possess F,, whﬁo'N, ’

N,,N;,N, and N,, do not, eto.

P

START

N, NN, Ny Ns [N N N Ny
I E F‘ '
' N‘: N‘v& N‘) N’ N‘ ) N') ”3 N!I NID
F A R R
N,, N[ N’ "q'N'; ‘., . N‘b, ~7 ‘N. N ”‘o
ANANI AN ;
3 we || :: L 5] K _NsﬂJ
‘ ) Y 9 . S . 1 ‘ y
N,. Ny Ny Ny Ne* Ng - N, Ny N, N.s
Direct Logic Recognition Scheme

FIGURE 1,16
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A logical representation for the characters can be written as follows:

Nl -FIonuF .Fﬁ; N&'F‘.F;,F).F4

(%]

N,*F, .F,.F,; ...N_«F.F.FF,

if desired, these formulas may be expressed in the form of 4-digit binary
number codes by placing a 1 in the ith significant digit of the code, if the
propgrty F, 1is possessed by the corresponding character, and a zero other-
wise. In this manner we obtain the following code representation:

N, ---- 0000

N, ----0001

lN g =" 0011 or 0010

N, ----11

In the above recognition logic, it will be observed that at the 1th
stage in the recognition process, the uhm character is always tested for
the presence of a specific property F, , regardless of the outcome of previous
tests. In more complicated systems, the property which is tested for at each

stage is a function of previous test results, as in the following scheme involv-

m‘s chuwter‘ N'.Nz.o.o.Ns ﬂndﬁpropel'ucl r, 'Fl.qoo|r;o
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Ny,Ns, Ny Nyl Ne N, Ny Ng

. 7
- N') N‘)N)i N4 | N'f; N(, N'I) Ng
h ; A Z
NH Nl N’ ,N4 Ng"J‘, Ny' N'
F 2 A I R R A
1 4 y
FIGURE 1,17

Three-digit binary number codes for the characters can be estnbliphed‘ as
follows: the ith significant digit is set equal to 1 if the property tested for at
the §tb stage is present; otherwise, the lﬂ.‘ significant digit is made zero.

In direct logic recognition schgmel such as those illustrated above,
the binary code representation for each character must be distinot in order
to insure correct recognition. Therefore, if the number of patterns to be
recognized is P, and [ is the integer such that 2P (4 2’". the binary codes
must be at least Zdlg-lts in length, This means that the recognition process
must consist of a-sequence of at least / tests. It is convenient to write
L= { log, P}. where {«} denotes the smallest integer greater than or equal to
X. I the properties to be tested for are not maximally significant, a much

larger number of tests may be necessary. In order to speed up and simplify
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the recognition process, it is usually desirable to minimize the number of

tests necessary by employing very significant ones only, On the other hand,
the most significant tests may be very inconvenient and complicated, There-
fore, in practice, a compromise must be made between simplicity and signi-
ﬁomoe in choosing the properties to be tested for.

If the patterns are all in binary matrix form, the simplest and most
convenient property to testfor is the presence (or absence) of a "1 in a par-.
ticular céll of the matrix. If the resolution of the pattern matrices is suffi-
clent (i. e., if the character field has been subdivided into a sufficient number
of cells), it is always possible to recognize a set of distinct patterns by test-
ing the series of cells in this manner, The problem of reducing the number

of tests to a minimum is replaced, in such a recognition system, by the
problem of minimizing the number of cells which must be tested 1n order to
insure identification of the unknown pattern,

A serious shortcoming of direct logic recognition schemes is that
they are limited by the weakness of their worst testa. In other words, if an
unknown character failed (because of noise or distortion) to have one of the
properueq'oharacterilﬁc of its prototype, an error might result, even if all
the other significant properties of the prototype were present. The spuriously
sbsent property would cause the recognition procéss tofollow the wrong branch
of the character tree, unless complicated error-deteéting and error-correcting
loops are included ln‘ the system. For this reason, property-1ist recognition

schemes employing direot logic can only be used when a suificient number of




simple, reliable tests can be found.

One way to get around this difficulty is to perform the tests in parallel,
rather than sequentially, as in the direct logic systeﬁ. No decision concerning
the identity of the unkﬂown character is made until the results of all the tests
have been obtained. In the simplest system, the number 6f properties pos-
sessed jointly by the unknown character and each prototype are tabulated from
the test results, and recognition is based upon the resul-ﬁng orude similarity
index. This is the simple "majority rule" technique., In more sophisticated
methods, such as that used by Worthie Doyle (6) to recognize sloppy hand-
written capital letters, statistical weighting factors are employed in the compu-
tation of the similarity index. The weighting factors are oﬁtainqd by combining
assumed a priori probabilities for the characters with the results of-a "census",
in which each of the tests is applied to a large representative sample of each
character and the outcomes recorded.

If a sufficiently large number of independent tests are used, the m&a—
bility of misrecognizing a character due to spurious test outcomes can be made
small,’ This holds true even if tﬁe tests are not very reliable and significant,
For example, Doyle selected a series of tests on the basis of their being
easily proénmmed and fast running on the general purpose digital computer
he uged to test his system. He gave little thought to their reliability or their
power to differentiate between the characters. Nevertheless, he achieved

correct recognition rates of approximately 87% for handwritten capital letters.
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One great'd!sadvantage of most property-list recognition schemes

is their relative inflexibility, Once such a system has been built to recognize

a particular set of characters, it usually cannot be used to recognize a differ-

ent set of characters without radical alterations, This is bafticularly true of
direct-lbglc recognithn systems. For applications in which it is de.slrabl_e to
have a single maﬁhine which can l?e used (with only minor adjustments, if ani)
to recognize arbitrary séts of ch'a.racters‘, a machine capable of "learning" to
recognize characters would be very valuable. A few such "self-adapting"
systems have been built for e@erimentd purposes. In general, the system
is trained as fo'llows: A large number of representative charatter samples
are presentéd to the system. The machine is told the identity of each charao~
ter as it is presented, and on the basis of this information "learns" to recog-
nize the various characters. If the machine is to employ & property-list
recognition scheme, this learning phase must involve a leax;ch~ for -igniﬁoant
properties. As yet no useful machi_qe has been developed which can do this
satisfactorily, although a number of worléera have studied the problem#.
" The property sigm.f_icance criterion introduced in tlﬁ‘l report might be used to
advantage in a system of this type. . .

vA.t present, the most successful selt-adaptlve systems simply subject
‘tAhe sample character's to an arbitrary sequence of simple, predetermined
teats. Recognition of unknown characters is based on a statistical analysis

of the test outcomes obtained during the learning phase. Doyle's system,

. See page 93 of O. G, Selfridge, ""Pattern Reoognition and Modern

Computers", (22)
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described above, is of this type, as are those of Baran and Breuer, which
will bé discussed in Section 1.5,4,

Another class of self-adapting systems, typified by the Perceptron of
Rosenblatt (21), are based upon assumed models of the brain, with electronic
elements simulating r;curons, synapses, etc. The Pergeptron model in sim-

plified form is shown in Fig, 1,18,

SENSORY INPUTS A-UNITS R-UNITS
A
W,,“
RANDOM Ay ‘ ~
INTERCONNEC— T Waj R | OuTPUT
TIONS, FIXED F
WEIGHTS. An, -
%\
‘ ] VARIABLE WEIGHTS
Av\ ‘ ‘Wq)

FIGURE 1,18. Perceptron Model
Sensory inputs are mapped by means of random connections onto &

series of simulatéd neurt;ns called A-units, Like their biological counter-
parts, each of the A-units is quiescent, unless the sum of the "stimuli"
reaching it from the sensory elements exceeds a certain threshold. The
output x, of each A, , weighted by a variable ia’étor w, ;e is applied to each
of another set of neurons called R-units (to simplify the diagram, only ohe
R-unit is shown In Fig. 1;18) « The output 0* of Ri is determined as fol~

lows:

91




0, =1if LYW, 2 8,

0, =0if .Fxm,- '< 6,' ¢=1,2,,..,m)
where ©; = threshold of R;, m -"total number of R-units,

During the learning phase, the values of the W i are changed when-
ever the output of Ré does not correspond to some arbitrary desired response
'D,' for the given input pattern. If the patterns to be recognized are sutﬂc!gnt—
ly distinct and sufficiently undistorted, if a sufficient number of sensory and
neural elements are employed, and if a suitable method for a&justing the
values of the Wi} ' is used, the system will converge to a at;lte in whioh it

will yield the desired responses to 1npui patterns.

As yet, the optimal method for adjusting the W‘j;- 18 not known How-

; .
ever, a number of rules have been tried, mostly with some success.

Verification of network learning has been achieved both by means of dig!tal
computer simulations and by experiments on a hardware model (4). The
latter has successfully learned to recognize the letters of the Englfaﬁ alpha-

bet.v in fixed position and font.
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1.5.3 Automatic Character Recognition in Review

The purpose of this section is to review a few rece-,nt deveiopmentl
in the field of automatic character recognition. Comprehensive reviews of
the lltefrznture through approximately August 1960 have been given by Breuer
and by Baran (3,1). Therefore, only very recent.articles are dealt with
here. It is hoped that the systems discussgd here; in addition to those
referred to in other sections of this chapter, will provide ﬁe reader wlth
Mcient ba?kground to facilitate his understanding of subsequent ohaptefl
of this report, |
| In the last ;ecﬂon it was pointed out that it is highly advantageous to
employ encoding schemes which are invariant with rep;;eét to the most com~
mon dlstortions.or var.iatlons in the characters to be reéogmz;ad‘. An encod-

ing scheme which hasthe property of registration invariance (i.e. invariance

with respect to vertical and horizontal translations.of the character) is des-
oribed by L. P. Horwitz and G, L. Sbeltbn of IBM (14). 'Suppose the charu;-
ter is quantized_!nto an NxN moialc of black and white squares as described.
‘pr.eviously.v We establish a Cartesian coordinate system on a (2N-1)x(2N-1)
field so that each elemental ar.ea of the field 1s associated with & vector

R ={x,y), 88 in Fig. 1,19, Assuming that the NxN pattern matrix is located
somewhere on tiw (2N-1)x(2N-1) field, we define a function f (R)as
follows: f(A )+i(x,y)=1 if the elemental 'n.rea whose coordinates are. (xy)is

black; otherwise f(7)=0. Consider the function DiR)= ;f(ﬁ)ffﬁ’ﬁ)'wl\ou
A
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domain is the (2N-1)x(2N-1) field. Evidently, D(K) equals the number of
pairs of ones on the pattern matrix with relative separation i"(-ﬁ",‘ﬁ;‘; this
number is obviously invariant with respect to shifts of the NxN pattern matrix
on the (2N-1)x(2N-1) field, since the relative separation of a pair of ones is
registration invariant. D(R) is known as the discrete autocorrelation function
of the pattern from which it was derived. It is necessary to extend {(F) from
the NxN domain to the (2N-1)x(2N-1) matrix since the vector (?,-ﬁ) does not
necessarily lie on the original NxN ﬁatr}x.

The discrete autoco'rrelation function is not in general a 1-to~1 func-

tion of the set of patterns to be recognized; indeed, for any particular pattern

P DPH-?:)': D',lF‘%) ,where P' is a new pattefn formed by rotating P through 180 .

Hence, D(ﬁ.) does not always form an adequate description of a set of patterns

for recognition purposes -~ for example, one could not distinguish a "'6" from.

a "9" given only the discrefe‘ autocorrelation function, Hoylever, given a let‘
of prototype patterns whose discrete autocorrelation functions are distinct,

it is quite practical to base a recognition scheme upon the autocorrelation
function, evee in the presence of coneiderable noise and distortion, Horwitz
and Shelton took as a measure of the "similarity" between two patterns A and
B the quantity & = ; L(ﬁ)f')/ ‘ frD,“‘)) - . It canbe seenthat 8,
representa the cosine of the angle between two multidimensional vectors.

By Schwarz's Inequality, _,M_’ i» with 8, =1 onl‘y if A and B are ldentlcal

except for rotation through 180° or shifting. If the autocorrelation functions
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D, (), D, (®),...,D,(R) of the prototype patterns P, , P, ..., B, are known,
then an unknown pattern, U, can be identified by computing its "similarity"
8, +8uy ves »Sum to each of the possible prototypes and associating it with
the prototype to whic‘h it is most ""similar”, To prove the feasibility of the
recognition scheme, a small number. of alphabetic characters were digitally
procéssed by Hoz;wltz and Shelton with encouraging r;asults.

Work is now being done on the problem of constructing a practical
regi‘stratlon-invaﬂant reading machine based on the autocorrelation function,
It can be shown that in the limit, as the resolution of the pattern matrix is
increased, the quantity 8,5 defined shove .‘can be found by means of specially
design;ci‘.'op.tical filters. The character Atobe i'ecognlzed must be in the .
form of a negative photographic tr-ansbarency. The Fraunhofer diffraction
pattern produced by this negative is projected by a collimating lens through a
normalized optical filter made by photographing the Fraunhofer Qlifraction
pattern of the prototype character B. The total light energy passing through"
the system is then proportional to 8,, . In practice the character could be
rec@lgd by the arrangement shown in Fig, 1,20, in which the unknown -
character is compared in parallel with each of the prototypes.

At present the optical method is not practical, since the document
must be in the form of a transparency. Also, the light levels inherent to the
lyitem are very low. An elecfronlc system for. generating autocorrelation

functions has therefore been developed by Shelton, McDermid and Peferun.
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The unknown character, in MX(2N-1) binary matrix form, is entered, bit by

bit, into a shift register as shown in Fig., 1.21,

enter the register is shown by the numbering in Fig, 1.22. The first posi-

tion in the register is ANDED independently to all the other register positions,

and the outputs of the ANDS each fed into a counter. After the matrix has

completely entered the shift register, the numbers in the counters will be

(reading from left to right):

Q)
(2)
(3)
(N)

(N+1)

shift.

The total number of bits in the pattern;
Number of 1's separated by 1 shift in +Y direction.

Number of 1's separated by 2 shifts in +Y direoﬂt\m.
Number of 1's separated by 1-unit shift in X-direction and N-1 lhift
in -Y direction.

Number of 1's separated by 1-unit shift in X-direction and N-2 shift
in -Y direction.

and 80 for‘th‘,‘ every 2Nth position corresponding to an individual X-

The similarity function 8,5 defined above can be computed by m\.xlti-

. plying the numbers in the counters by the appropriate factors for each com-

parison channel, summing, and normalizing as shown in the block diagram

of Fig. 1.21,

which differ only by a rotation through 180 by looking at the partial autooor=-

relation functions which exist in the counters as the input enters the register.

In this system, it is possible to distinguish between two characters

In general, at corresponding times, these will be distinoct, even for this

ambiguous case.
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FIGURE 1,21
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A line-drawing pattern recognizer developed by L. D. Harmon of
Bell Telephone Laboratories ( 13) makes use of a scanning system yielm.ng
character descriptions which are essentially invariant with respect to rota-
tion and changes in siie. At present the system is capable of recognizing
line drawiﬁgs of circles, triangles, squares, pentagons, and hexagbns. It
can also count up to six del opaque objects. With more sophisticated cir-
cuitry, it appears possible to extend. the system to recognize hand-written |
or print.ed alphanumeric characters as weli.

The scanning field is an arrangement of ¢ concentric rings of r ele-
ments each (Fig. 1,23), Scanning consists of sequentially observing the
elemen‘ts in each ring, starting from the innermost rihg and proceeding
outward. Thus any pattern in the scanning field is transformed into a
ééﬁuence (in time) of ¢ binary numbers, each r digits in length, If these.
numbers are arranged in the form of a matrix as shown in Fig, 1.24, itis
evident that char;ges' in size of the scanned figure will result inerely in verti-
cal shifts of the pattern of ones cn the matrix, as long as the figure remains
on the scanning field., Similarly, rotations of the figure being scanned will
result in horizontal shifts of the pattern of ones. In case a portion of the
pattern is shifted off the matrix, due to a rotation of the figure on the scan-
ning field, it will re-appear on the opposite side. Hence this type of scanning
yields descriptions which are indeed quite invariant with respect to rotation

and size changes,
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The results of scanning a few centered numerals ;re shown in Fig.
1.25. It will be ohserved that there exist certain properties which distinguish
the patterns corresponding to various forms of the ﬁ@re 2" from those due
to scanning of a "5". The. two valued function for J<r<3and €0¢ri{% establishes
the Presence of the top bar and top of tixe curved portion of a 5, for example,
Thls feature would be absent from a 2, which instead would probably have an
ascending function for O¢r¢ § as shown, ete. If tilting is present.:.rela.tiw.re‘

rather than absolute values of r must be considered, of course, but this would

not be a difficult task for a reading machine to perform (in fact, the registra- .

tion-invariant autocorrelation function of Horwitz and Shelf;on might be
employed at this point). In principle, at least, it would seem that the scanning
system considered here c.ould form the basis of a useful direct or msjority-
logic recognizer for characters subject to tilting and variations in size.

The simple polygon;reéogrnzer gnd‘ object counter aémally built by
Harmon and his associates, eﬁploys a mgchanically pucl;ered ring of 32 '
phdtocells as a scanning 'mechani'sm. Whenever a partiéular photocell
encc.mnters a black area, this fact is recorded in associated circuitry. i g
we. associ‘ate the value 0 Mﬁ all photocells which have not encountered a
black area, and the value 1 with those which ha\}e, it is evident that counting
a number of objects having sufficient angular separation is equivalent to |
counting a series of strings of 0's and 1's (Fig. 1,26). Recognition of poiy-

gons is based on the observation that as the scanning ring intersects a vertex,
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twc; strings of 1's must flow together (Fig.' 1,27). By counting the -numbef
of times this occurs during the scanning cycle, a ;:onvex polygon or circlg_
can be identified. All counting operations mentioned here are performed by
an a;'rangement of thyr_atrons, neon bulbs, and photocells,

A pattern-recognition sysfem bearing certain similarities to Harmon's
has been desi‘g‘qed by J. R. Singer of the University of California at Berkeley
(23), Singer's scheme employs an interesting image~sensing unit which is
based upon a model of the human retina and optic nerve. This sensory unit
is composed of a group of basic contour-sensing unité,’ one of which is shown
in Fig. 1,28 . It will be observed that an output will be broduced unless all
four of the photocells a,b,c, and d are equally illuminated. In ofhér words,
there will be an output from the logidal unit if there is any variation in light
intensity on the field scanned by the unit. By similarly differentiating the
putputs of four of these basic logic units, higher-ordgr outputs are obtained;
by repeatlngthis process, extremely oomplei and discriminating sensory
systoms can be produced.. The output.lines of the differentiating circuits at
various levels are termed ""signal conductors' or "'optic fibers". SSnéer has
adopted a sensory system consisting of 72 photosensitive elements and 3¢
opﬁo fibers arranged in a circular configuration (Fig, 1,29).

The optic fibers are vconnected to a device called a "delay transformer"
which transforms the image from "optic fiber space" into a "'delay space'.

'Euentlally. "delay space" 18 a space in which the imége retains its form,
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‘FIGURE 1,26
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_ FIGURE 1,27
Recognition of triangle through vertex detection
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but expands in size at 2 rate which is a function of the time. A simple delay
transformer might be constructed by connecting each optic fiber through a
delay line or through a series of delay elements to an obtio fiber on the same
azimuth, but located at a larger distance from the center (Fig., 1.30). As
the vgrioua optic fiber pulses pass through the periphery, the former purely
spatial r;latlonah_ips oi the figure contour aré converted into tgmporo»npathl
relationships. As in Harmon's expanding circular scanning system, the
figure is transformed into a space in which size varl'atioAnsv appéar as time
delays, and the effects of rotation are trivial. In fact, by properly storing
the delay-space outputs, a binary matrix representation of the input pattern
éan be obtained which 1s identical with the binary matrices obtained by Har-
mon, -

Singer has suggested a self-organizing recognition scheme for use
with the abovg input system, mring a learning phase, a large number of
image code matrices are stored in a‘férrite memory plane. Before each new
'lmage code is stored, it is tested to make sure that it is sufficiently different
from thé image codes already stored. -In this way, excessive redundsncy in
the memory is avoided. It should be observed that two forms of the same
character (such as "A" and "AR") would be stored as separate images in this
qluﬁ. A control unit later re-examines the memory for such redundancies
~ in order to-reduce them by logical analysis.

I Reopgnmon proceeds as follows: The 'complemen't of the code matrix
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FIGURE 1.29

Solid black cirecles represent optic fibers,
Srall white circles represent photosensitive elements,
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FIGURE 1.30

Delay Space

Optic Fiber
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" § = delay time
Solid tlack circles represent optic fibers.
Open circles represent delay space output fiders,

108

—
008 -




of fhe image to be recognized is taken. Thi; complement is then added in .
turn to each of the stored image matrices having the same ordér as the
complement matrix, If the total sum of all the digits in the sum matrix is
not wifhin the range mn £ e, where m is the number of rows, n'is tﬁe num-
ber of columns, and e i8 a "noise nurﬁber" which 18 optimized by the machine,
then the symbol is no.t "récognized". In case the input matrix is not recog-
nized as any of the stored matrices, it is stored as a new‘ prototype matrix.
The optimal value of e depends both on the stored itﬂages a'nd on the
nature of the images to be recognized, If e is too large, misrecognition or
multiple recognition will be common; 1if e i8 too small, recognition will not "
be achieved, and the meinory will be loaded d@n with redundant images. A .
program for optimizing the value 61 e on the basis of experience gained by

~ processing a large number of samples is incorporated in the machine,

109




T et LM

1. 5.' 4 IWOrk Done by Paul Baran, Mel Breuer, and Richard Manelis

This report is a continuation of research work done by Bai'an. Breuef.
and Manelis at the University of California at Los Angeles Digital Technology
Laboratory (1,3,18).

Since computer routines and techniques déveloped' by these workers
have been used in this report, abrief review and explanation of their work
is essential and is provided in this section.

Baran's Work:
The purpose of Baran's thesis was the devélopmént and demonstration

of a pattern recognizing technique which would be suitable for use with lan~

guage translation machines, Baran's technique was developed with the -
following observations in mind:
Q1) To be useful, the technique would have to be capable of recognizing >

punctuation, as well as alphabetic and numerical characters of vary-
ing styles and fonts,
(2) A reasonable amount of noise in the form of dcformed characters,

_misalignments. smears, etc., must be allowable without undue

deterioration of reading ability.
(3_) The technique would have to involve a learning process in which the
| reading maclﬁne "adapts" itself to the range of type fonts and printing
distortions characteristic of the material to be transl,nte&. Otherwl‘iq

the reading machine could only be used to read one particular type
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font, whereas often one encounters aeverni different type fonts (e.g.
roman, italic, bold-face) on one page ﬁf a journal or dogmment. .

(4) Accuracy need not be maintained at the level necessary in, for. exam=-
ple, a check-reading machine where a single misread digit might be
disastrous. The high redundanéy of written limguages would mak;
error deteption _sirﬁple. particularly if some indication of the likeli-
hood of a reading errox; were provided by the reading lr;achine.

The theoretical basis of Baran's recogmti.on scheme is as follows:

Let us assume that we are dealing with characters which have bee_n expfessﬁ

in the form of binary matrices. by superimposing them on a rectangular grid

containiné IxJ celis C;; (Fig. 1.13), Let us further assume that we desire
to re;cognize a set of K characters (N,,N,, T Nk}. whose a priori probabili-

ties of occurrenoe {1V, RN N‘)} are known. The recognition scheme consista

of two phases, In the preliminary or "learning" phase, we feed t represen~

tative samples of each of the K éharacters into the reading machine (a digital

computer). The machine computes the conditlonal probhbilities

(Pl N Kt
) = t it4 (16115 144¢7;

by INQ) = 1 Plt5 I ( L) 1ekek).

W“ = the event "'cell C,:3 is white"
Where
£ j = the event "cell ¢ is black"
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+1 if cell C;; of the /! sample of N, 1s black.
&‘il i { 0 if cell C;; of the £th sample of N; is white.
The learning phase is completed by inputting the known a priori probabili-
ties BN}, PN, ), . . P(N}).

In the recognition phase, an unknown characier N is fed into the
machine. Recognition is Accomplished by computing the a posteriori pro!;a-
bilities, (based upon the information contained in the cells of N' ) of the K
hypotheses: H: N, =N,

H, Ny, =N,
“Hyi * Ny '- Ny

The process is completed by assuming that the hypothesis H, with
the highesta posteriori probability is the correct one. The mathematical
basis of the digital computation is now given.

Suppose that the first cell ¢c,, of N, is black. On the basis of this

cell only, we can use fundamental rules of probability theory to compute the

a posteriori probabilities of the hypotheses H , H,_.. esesHeo We have:
P (He) = PN, = "(;&;,Im): PEAINOPIND_ PLINGDPIG) (e .. LK)
T 5 ey ) 2 PGP )
K =

Similarly, if cell ¢ " of N, is white, we have ,
PlHg) = PN, W) = P N Y P (M) (=12,

K

.f; P(NP(W, INg)
-}

..‘.,K)
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To simplify matters, let '
i

.o - . - ‘
.Xt,q = Pl&y) me‘)pu,,tw‘
| .

]
Xaij = Py °
wid (H‘t) i P(NA)P A;IN*)
The quantitiel X4 is and x,,‘} are called respectively the "white cell welght

factor" and the "black cell weight factor" of Cij , since they are related to
the "weight' or "importance" of tl‘xe‘ cell Cij. More will be said about the
significance of the cell weiéht factor later.
It is also convenient to introduce a variable Vij such that
{bﬂ if cell c;; of M, 1s black
v w,; if cell c;;” of N. is white
We can then write the single formula

R(H4)'= P(N_';,l'vu)g Xun P(U“':N-Q)P(Nﬁ)

If we make the simplifying approximation that the cells are statistically

independent, then we can compute the second-order a posteriori probability .

P, (Ng) which is based upon the information contained in the first two cells,
by a similar analysis. However, we now use.the ﬁrst-order a posteriori
probability P, (N) instead of the a priori probability P (Ng). Hence,

R (N&) = P(N, v, V) = Ky, P, [MA)P,{ Ng) =X, P LIPS, INDPIN),
Continuing in this x_nume;-.f it ls'e‘vident that the final a posteriori probability

of H based upon the-entlre N, matrix is given by

Pe () =PlNg) nrrxv,,. Plu;Ing) . (z1)

(A1) }‘3
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As stated previously, the prime choice for the identity of N, is the chnraétgr
N, having the maximum value of P It will be observed that in addition to
an .educated guess N, as to the identity of N, , the recognition scheme yields
an estimate of the conﬁc}ence of the guess in the form of P',_ (N,& ). Further-
more, by examining the values of P, (N, ) for KrFe, we can find the most
likely alte;natives to N, in case there is reason to suspect this estimate of
being incorrect. These properties are very useful in language tranﬁation
reading schemes.. as was noted earlier.

As indicated in the derivation, the'Baran scheme is based upon the
obviously inaccurat;a assumption of statistical independence of the celh.‘
However, for reasonably undistorted unknowns, this is not likely to cause
‘errors in recognition. To demonstrate this, Baran programmed the IBM 700
computer to perform the computations indicated above. As input char.aoterl.
he utilized 96 samples of each of the ten numerals. These samples were in -
the form of bir;ary digit matrices which‘ had been punched on cards by IBM
for computing purposes. Varying degrees of dishrtion were repreunted.’
ranging from near-perfect samples to severely under-inked ones. A few
sampies of thesé numerals are shown in Fig. 1.3i « Using half of the sam-

ples in the learning phase, and the other half as unknowns, Baran was able

to achieve a correct recognition rate of 91%. This is certainly sufficient for

the purposes of a language translation reader.

Baran considered the possibilities of producing special purpose read-
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A few sazples :{ characters used by Baran and Breuer
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ing machines using optical filters based upon his recognition scheme. Readers
interested in this, or in the details of the computer program, the character
samples, etc., are referred to his thesis,
Breuer's Work:

Breuer's thesis covered a broad range of top_lés, including an alter-
nate (fnasking) recognition scheme, compufer routines to aid recognition b‘y
filtering and}centering input characters, and a 'binary division" routine for
finding the most signiflcan‘t areas of the character field from the standpoint
of differentiating the characters. This binary division routine, in addition
to other work qone by Breuer on the significant area problem, is Aiacuued"
elsewhere in this chapter, |

Breuer's recognition scheme is actually a simplified form of Baran's
scheme. As in Baran's scheme, there is a preliminary learning phase in
which representative samples of each of thcle‘ chnracter; to be recognized,
exp’res_sed in the form ;af Sinary r;xat'r«ices‘, and properly identified, are fed
into the machine. The condfti,onal probabilities P (&, HN‘, ),P (k;’.-;' ,NQ) are
estimated by the machlné as discussed previously. Recoknltion of an unknown

charaéter N, is based upon the simple formu

1 .
P(H,) = P(Ng=N,)= T‘T' ]J:['?('v,‘,' {N,ﬁ)

_ J‘,{_j, if cell /f of N, isblack .
Where V.= / as defined previously,
‘ M}, if cell C}}", of N, is white "

The unknown character N, is identified as Ne such that
Pae) > Pl for b e,
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1t is evidgnt that the above formula is actually an expression for
p( VM). where ‘7= (M ,Q'!);é“’\f&. VY73 is a vector representing
the observed state of the cells of N, . (Again the approximation of indepen-
dence .ot the cells is made). In general, one would not expect Breuer's
scheme to be as accu.rate as Baran's scheme, which yields values for the
more pertinent quantities =t f\;‘l\7) . In.asmuch as Breuer's scheme makes no
provision for variations in the a priori probabilities of the individual patterns,
l¥ may break do;vn if the patterns are not equi~probable. How;ever.‘ as Breuer
showed experimentally, his recognition scheme is about as accuifate as Baran's
fox; equi-probable patterns in which the distortion rates are not excessive.

Breuer programmed his recognition scheme in the form of a m‘aaldng
technique by taking the logarithms of the quantities P‘(I,’! l\,‘) and Pl lf\'&) .
Recognition 18 based on the formula Log, P(HL) 2 : ’Z,, P('L,a ,N&)

Since the logarithm is a monotonically increasing function, recogni-
tion can be based on the value of log P(H ) Just as well as on that of P(H, ).
‘Provision must be made for the cases P(N,QIN‘¥O and P( i M@ o0, since the
logarithm of 0 is not defined. fl'his‘ was done by adding a small positive
amount of "noise" 1 to all of the a‘gsteriorl probabilities P(l—‘,l No) and

Plv, ,ler) before taking logu'lthml.
Breuer simulated several ﬂltering ‘schemes designed to improve

recognition by removing random ink blotches, filling in missing portions of

the character, and smoothing the edges. He also programmed a oentroidal
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translation routine which shifts an ihput character so that its centroid coin-
cides with the center of the scanning field. The usefulness of these routines
was established by Breuer in an experiment in which a reduction in error

. rate of about 30% was achieved through their use,

Manelis' Work:

| The object of Manelis' thesis was to develop computer routines for
the generation of character samples having controlled or random amounts of
distortion, starting ;vith'a set of ideal characters. The characters so gener-
ated are useful inputs for festing character recognition schemes. In fact,
the impetus for development of the charactex; generation routines arose !rt;m
the inadequacy of the sample numerals used by Baran and Breuer for conclu~
sive testing of their character recognition techniques,

Specifically, the sample; ised by Baran and Breuer had the following
shortcomings: First, the number.qt samples used was necessarily limited
to the‘number available on punched cards (96 samples of each numeral). As
ihese samples alone required 28,800 cards, it is obvious that the number of
samples was not readily extendable, For sta.tistlcal teasoni, however, it
may be desirable to have a much larger number of samples available for both
the lé'aming and recognition phaséa when testing recognition rates. Secondly,

the available samples represented only one of many possible types of devia-

tion from the ideal, viz, that dueto a more or less worn out typewriter rib-
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bon. Hence, if one desired to test a recdgnltlon s_ystem designed, say, to
operate in a milieu of over-inked rather than under-inked charac'ters,‘ the
numeral samples of Baran and Breuer would obviously not be ideal guinea
pigs. Finally, the only means Baran and Breuer had of .controlling the
amount of distqr‘tion prevalent in their samples was ihrough increasing or
decr.easing the number of samples used. Increasing the number of samples
increased the average amount of distortion, and vice versa, since the sam-
ples became progressively more deteriorated as the sample numbers

Inéreased. However, this provided only a rough, qualitative control over

-the amount of distortion present. Some sort of quantitative measure of the

distortion rate, on the other hand,would be very useful as it would permit the

‘experimenter t6 make objective statements about the ability of his recogni-
tion scheme to read distorted characters successfully. By measuring the
amount of distoftion present in a typical document, the experimenfer would
.bq_a able to predict whether or not his reading machine ;vu u;c\u‘ate enough
for the intended purpose. *
| All of the above shortcomings can be obviated By use of character
generation techniq;les of the type developed by Mhella. Manelis started

with a set of 33 ideal Cyrillic (Russian) characters which he quantized and

. In case the reading machine incorporates a filter and/or smoother,
the experimenter would, of course, measure the distortion rate of
the output of the filter and/or smoother when the input characters
are taken from the document in question.

119




punched on IBM cards in the same manner as the numeral samples use'd.by
Baran and Breuer. A set of (10 of) the quantized ideal characters are shown
in Fig. 1.32, Manelis developed several types of character distortion rou-
tines.‘ Two of these are controlled displacement routines whose purpose is
to shift the ideally centered character matrix a specified number of columns
to the right or to the left; two others shift the matrix Qertiﬁally by a fixed
amount at the discretion éf the experimenter. . The results of applying these
programs to ideal characters are shown in Fig, 1.33, Manelis also devel-
opéd a random shifting rox;'tine whose purpose is to shift the input charagter
by a random amount horizontally and vertically in succession, The amount
of shifting in this routine is. determined by a sul';-program which generates
ran_dom numbers. These shifting routines simulate the effects of Systemaﬂo
and ra.m‘io'm errors which might occur in the character-centering mechanism
of a reading machine. . . |

Another routine by Manelis generates '"'random unbiased distgrtlon". '
This involves changing the color of a specified percentage of the cell»s in the
chafncter matrix. A random number generating program determines which
cells are to be affected. The results of this routine a;'e demonstrated in
Fig. 1.34 for eighteen percent distortion. In practice, this type of distor- |
tion might arise as a result of such causes as paper roughnéu. electri~ -

cal noise in a photocell scanning mosaic, or typing through carbon paper.
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1. 5.5

A final type of distortion simulated by Manelis .ll known as random
biased distortion (Fig, 1.35). A specified number of entire rows and/or
columns are deleted (i.e., set equa.l to zero). A random number first détgr;
rr;ines whether a row or a column is to be deleted. A second random number
detérmlnes which row (or column_) is to be deleted. Presumably, distozftioixn‘
of this type arise in typewriting when the ribbon has been heavil.y used.

By conibinlng the above types of distortion ind by varying the degrees

of the individual distortions, many of the noise situations apt to be encountered

in practice can be adequately simulated,
Review of Recent Literature Pertaining to Proggx Significance

In this section, work dong by previous authors re.lating to tﬁe prob-
lem of finding signlficant pattern-discriminating properties will be reviewed.
In ti:e literaﬁxre. thél px;oblem has so far been approached from the stand-
point of finding minimal relative Me representations fpx; tt‘ne‘ unknown
oha;'acte;!l. In other words, given a set of prototype characters, the
qleatibn ty asked: ;'Taldng :into account possible variations due to noﬁe.
by what means can the characters be coded so that (1) the codes for different
characters will almost always be distinct, and (2) the codes will be as short
as possible?" Al mentioned previously, hardware and rdomltlo;n timcv oan
often be reduced substantldly by solving this problem.

The minimal representation problén u" clon;ly related to the prt;b-

lem of dotcrqnl_nlq‘k the significance of properties or areas of the pattern,
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This can be seen as follows: ea_ch digit in the code representation of a char- f
acter indicates the breseﬁce of a specific property in the character, It
follows, therefore, that the less significant the propex;ttes corresponding to
the code digits are, the less information each code digit will contalﬁ con-

cerning the identity of the character represented, and the greater the code

length will have to be in order for the charﬁcters to be uniquely represented. !
Moreover, given a non-minimal coding scheme for a group of patterns, the

problem of minimizing the code by eliminating redundant or irrelevant digits

e e ot s Tl T i I

is equivalent to the problem of reducing a set of properties by finding and
elimihating t'he‘ redundant and irrelevent (i.e., "non-significant") ones.

It has been poinfed out previously that no generality is lost by
restricting the discuss;on to the determination of significant areas of the
patterns, rather than significant properties. For simplicity, we shall mnice
‘this restriction in the remainder of this report,

Arthur Glovazky'( 11) attacked the problem of determining minimal
code representations for noise-free patterns satisfying the oonditions: J
(1) The number of patte;-ns P is finite. i _

(2) All of the patierns are 6( the "two-tone'* (black-and-white) variety, and ;
(3) miy of .thg given patterns can be divided into a finite number oi’ cells C, )
each of which is either wholly black or wholly white. Glovazky re-
stricted his discussion to C-digit binary codes formed by numbering

"the cells in an arbitrary sequence called (for cbvious reasonsj the
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“scanning path”, and then setting the i digit of the oode equal to

j :‘;0} -',u the 1% cell is { m‘gﬂ.. Glovasky gave two methods,
c;c,h of which enables one to minimize & given ccanning puth by
eliminating superfluous cells. The reduced Jnuuber of cells obtained
is the minimum permissible number fc;r the m scanning path, It
is quite po.ulble ;.txax a different scanning path wiil yield a smaller
number of ;:elln, and therefore a more economical identification

process.

Glovazky's first procedure involves the construction of a ccde mgbile,

a figure quite similar to the "character trees" discussed previously.

FIGURE 1,36
The ""Code Mobile"

l Cell Number

© BT RN M

A tyﬁloal oode mobile, for the case P=6, C#9, is shown in Fig, 1,36, Each
of the nine "levels" of the mobile oorréspond‘s to inspection of a specific

osll of the pattern. Each "chain" of the mobile represents the results of
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scanning one of the six patterns according to the assumed scanning path. At

each level, the chain is diverted to the { rllggt} if the pattern is ;’m‘;‘ot“;} in

the corresponding cell. The code mobile shown therefore corresponds to

patterns with binary ccdes as follows:

3 010111010 Table 1-1

The points of interconnection of the chains are called "nodes'. The
presence of a node at a given level of the mobile indicates that the corre-

sponding cell in the scanning path is relevant and cannot be eliminated, If,

on the other hand, there are no nodes at a given level, then the corresponding

cell can be eliminated from the scanning path without impeding the recog-

nition process in any way. '.I'nspecti‘on of Fig. 1,36 reveals thsat cells 2, 3,

5, 6, 7 and 9 can be eliminated. The resulting reduced code mobllo is shown

in Fig, 1.;37! and the reduced binary codes for. the patterns are:
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111101 Table 1-2

" The validity of the above reduction can be confirmed by observing that no .

ﬁo rows of Table 1-2 are identical, and that no column oan be deleted
without destroying the distinctness of the rows. |

A necessary and sufficient condition for recognition of the patterns .
in the minimum possible number of cells {logzp} . li clearly the following:
at each level of the céde mobile, each chain must branch. It follows immed-
iateli that at the nﬂ‘ level, there must be 2™ nodes. It is also evident. tiut'
if p-z" » Where e is an integer, each cell in the absolute minimal nannhi(
patb“must be black fox; precisely one half of the characters and white for the
remaining half. This statement is approxlmatelj true wfwn wz"".

FIGURE 1.37

7 h

Reduced Code Mobile

- B
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In practical problems, construction of the code mobile may prove
very cumbersome dueAto large va'lues of P and C. Glovazky's second
method, which is actually equivalent to the. code mobile procedure, is more
useful under such circt;mstances. The binary codes are first arranged in a

sequence of descending numerical value, known as a "code schedule" (Table

1-3).

1 /111010010 ° Tible 1-3

38 010111010

2010010111

Code Schedule for Table 1-1 and associated separation lines.

The procedure consists in finding the points on the code schedule correspon-
ding to the nodes of the code mobile. Proceeding fron; left to right, the
first column is found in which 1 neighbors 0 (column 1 in ;l?ab}e 1-3). A .
aégaration line is then drawn between the two digits extending from the

'A column in question to the right as shown. ‘ The arrays on each side of this
line c;an now be regarded as new.schedules. The process is rep'eated (Table ‘ .

1-3) until all the columns are exhausted or each of the resulting "'subsche~

mlei". contains only one row,
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The points at which the separation lines begin correspond to the
nodes of the code mobile. Hence, all columns which do not contain such
polnfs can be eliminated, yielding again the reduced code schedule of Table
1-2,

It so happens that the patterns represented by Table 1-2 can be
identified by scanning only three cells. It can Be readily ve;rified that
eitherA cells 3, 4 and 9 or 3, 5 and 9 (in each case one cell less than the
minimum of 4 cells necessary for the scanning path considered above) are
sufficient to. identify the pattern. The problem of finding a scanning path
which can be reduced to an absolute minimal scanning path is very difﬁqﬂt,
at least for practical magnitudes of P and C. Using Glovazky's méthod.
one would have to examine all possible cell sequences, a process far too
lengthy to be feasible. However, it éan be shown that the reduced scanning
sequences obtained by Glovazky's method are at- most P-1 cells in length,
Therefore, for cases in which C«!(P-1), and P-1 is a sufficiently samall
number, Glovazky's method always yields satisfactorlly reduced cell
sequences. Moreover, one can greatly increase the chances of finding an
absolute minimal scanning path by placing at the beglnning' of the code
schedule thore columns in which the ratio between "ones" and "zem'f is
closest to unity (i. e., those columns with the highest t.legree‘ of uncertainty, )
(10) . This method breaks down, ho'wever. whenever this ratio il‘ close to

1 for all columns. Under these circumstances, unless the scanning path is
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already minimal, one finds that there is a great deal of duplication of infor-
mation by the varioys cells. In other words, there is a large amount of
redundancy in the system.. Additional rules for improving the effectiveness
of the code schedule technique have been developed by O. Lowenschuss (17)
and by M. Paull (20),

Arthur Gill (1‘95 gives a rather lengthy method requiring computer
processing, which always yields the absolute minimal sca;nnlng path. Brief-
ly, the process is as follows: one begins by considerir'xg an. arbltrai'y ﬁwp :
of P patterns composed ;af C cells and the associated PxC "‘code .schedule"
bf the type shM in Table 1-1. Assjuming first that only the pattern iepre;
sented by the first row éf the code schedule is to be recognized, it is evident
that any of the cells 1 to C may be selected as a legitimate path. Suppose
now that pattern 2 is addéd to the set. Then each of the paths selected
previously may or may .not be still adequate, depending on whetlier or not
the part of pattern_ 1 in that path coincides with the part of ‘pattern 2 in that
path. If sucha coincidenlce occurs, the path in question has to be mﬁnented‘
by adding to it another cell in which patterns 1 and 2 differ, Carrying out
all ‘possible augmentations in this manner, ; revised list of path; is obtained,
including all paths adequat; for reco.;agn!tion‘ of patterns 1 and 2. N‘ext.' pat-
tern 3 is added to the set, and the augmentgtic'm process lp repeated, ylel-
ding a list of paths adequate for recognition of the. first three patterlil. The

_process is continued until the last row of the code schedule has been added
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to the set, at which point a list of all poss’ible paths (consisting of at most P
cells) which are adequate for recognition of the P patterns is obtained. The
scanning path(s) containing the least number of cells can be easily found by
inspection of the list. | |

Gill has formulated the above process in a ma.nner‘ suitable for com-
puter programming. In addition, he has developed a more generai procedure
to deal with the "noisy" case‘ln which either the patterns' or the scanner is
hr;perfeét. In the noisy case, it is desirable to maintain a mi’nimum. "dis-
tance" d > 1 between the codes representing the various patterns. In other
word"s,< a scanning path must be found such that any two patterns will differ
in at least d of the cells in the path. If this condition is satisfied, it s
always possible to detect d-1 errors or correct {"/Q‘-l errors in a given
pattern, (12)

Thq procedure for tmdgng a minimal scanning path consistent with'a
prescribed d--if such a path exists--is rather involved and will not be given
here, |

It will be recalled tinat a necessary (but not sufficient) condition for
the recognition of 2" patterns with the absolute minimal number + of cell'l' ‘
is that the cells employed have thtv: "binary divisian" property, l; e., the
cells must be black for half of the characters and white for the remainder,
This fact was used by Breuer (3) as the basis of his search for significant

cells, Inasmuch as Breuer dealt with a set of highly distorted characters
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(Fig. 1.31), it was necessary to employ an integer threshold to determine
whether a cell should be regarded as black for a given character; white for
the character, or neither black nor white, More precisely, Breuer .deﬁned
acell o ,} to be "almost always' black for the character N; it cell o;; was
black more than (t-7) times out _of a set of t representative Eamplea of Ng.
Ifc, i is black in l‘egs than T of the samples, it is declared "almost alx‘irays‘
white". If neitiie;‘ of these conditions holds, the cell is said to be "neutral®
.or "grey" in N, . Of course, the inequality T< t/;l - must hold,

Assume that K, the total number c;f'prbtotype. char#ctefs. 18 even.
Then in Breuer's formulation, a ceil is said to have the "binary division" |
property if it is almost always wlﬁte for K/z characters and almost always
black for ihg remaining K/ characters. Breuer proéra.mméd the IBM 709 .
cémputer to determine, for various thresholds, which cells have the binary
division property.. Breuer's routln.e also produces a table in wlﬁoh the num-~
ber of times each celi was black for éach character is indicated.

Breuer considered the possibility of congtructlng .a direct-logic
recognition system based upon "almost always white" and "almost always
black" cells. In such a system, the "character tree" is cqnstruéted in the
same manner as previously, w&h /the "almost alw#yl.‘ white' and "almost
always black" conditions replacing the "always white" and "always black" |
conditions used then, At each testing point, therefore, a worst-case

-

probability of error (7/t) must be reckoned with. The worst-case ﬁrobl-‘ '
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bility of correct recognition after n such tests is obviously I;“. where [,= (1 = %),

It can be seen that the worst-case correct recognition rate ia such a system

drops rapidly with increasing ‘T , especially for large values of n.

In ordér to increase the reliability of the recognition process, Breuer‘

proposed using redundant cells in various ways. For example, if there
exist two logical representations t'_pr a character N, namely N, =f | (C,.C,,
C,.C,) and N; -fi_(c,.q‘ +C,,C, ), where f, and f. are arbitrary Boolean
functions, then the recognition reliability for this characte.r can be increased
by testing all of the cells C.C.,... ’Ci and identifying N according to the
formula N‘_\ =f .(C,. ,C ,_.ca GV (C..C, .é1 'CG ). Breuer showed that this
scheme results in a worst-case recognition rate of r:(Z*f:) instead of

r: as in ti:e simple 4-cell schemes. Since Q( I', this always represents
an increase in reliability.

Of course, it is not n'ecesaar_;r for a cell to have the binary division

property in order-to employ it in a recognition scheme. All that is really

necessary is that the cell fxave some discriminating power. That is, the

cell must be almost always white for at least one character, almost always

black for at least one character, and (-posglbly) neutral fOI; one or more

characters. Such célls were termed "pseudo-significant' by Breuer, and

provision was made in the binary division routine for detecting them.
Because éf the fact that his character samples were highly distorted,

Breuer's bir.ary division routine yielded rather disappointing results. Sub-
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stantial numbel;'s of bina;ry-divisionbells could only be found when very large
thresholdeswere used. In Fig. 1,38 the.binary division cells for T< 5
found by Breuer for 18 samples (1, 3, ..., 35) of the IBM numerals are shown.
The number in ea.ch binary division cell indicates the minimum value‘ of T
for which the cell satisfies the binary division criterion, The samplés had
been filtered to remove noise and aligned with Breuer's centroidal translation
program,

Figure 1.39 s};ows; fhe "pseudo-;significant" cells found by Breu‘er.'
based upon the same set of samples as Fig, 1.38, The "binary dlvis'bn"
cells are, of course, automati(;ally included in this sét. The maximum
threshold value used was U =3, ’I"he significant areas are ldcated. as one
might ekpect. away fron} the border areas of the field, which are white for
all characters. The right-hand border, however, is excepted from this rule
due to the large amounts of non-random noise occurring in this region (Fig.
1,31). |

Breuer s_uggested that a recog_nitiona scheme (e.g. .. his masking rou-

tine) could recognize the characters by considering only the highly significant

binary-division or (if necessary), the "pseudo-significaﬁt""cells‘. Presumably,

ignoring the other cells would not result in sufficient information loss to
impair recognition. Due to time limitations, however, Breuer did not
actually test this hypothesis experimentally.

Because of the high threshold values necessary, Breuer did not con-
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2
3
g
&
8 .
7 x xx
8 XX x XXX
9 " 20000000OKKK x
10 2XOCOCOOOOK xx
11 XOOCOOO0K XX
12 X30000K 0000 b
13 XXX X 00 X
14 X0000000000K 000
15 30000000O0CO000 00X -
16 2000000000 xxx
17 0K JOOKXKX xx
18 2000000000000 XX :
19 200000000 xxx
20 AXXKKOTK. X XXX’
21 00X XX XX o
-22 00X, . X000 x
23 X00KX X000KX. X
24 XXXX © XX ,
25, 2000000000
‘26 300000000
27 xxx .
28 . o .
29 T
30
31
123456789111111111122222222223
012345678901234567890
1 '

Pseudo-Signifioant Cells’
Maximum threshold factoi' =3

FIGURE 1,39
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sider it worthwhile to attempt recognition by means of a direct logic sysl.:em
based upon the binary division or "pseudo-siguificant" cells.

| Breuer also investigated the use of Baran's cell weight factors X, i
and XA,-“- (see Sec.1,5,4, "Baran's Work") as a measure of cell signifi-
cance. Unfortunately, Breuer's analysis is very unclear and no conclusions
concerning the validity of the'cell weight factor were explicity stated. As a
mattér of fact, the cell weight factors are an extrem;aly poor measure of
cell significance. For.example. consider the followiﬁg two distributions of -
black cells founti in t samples of each of 10 characters: ;

Cell | xwu xbu N1 Ng N3 Ny Ng Ng Ne Ng Ng Njo

1 2 2 t t t t ¢t o o o o o

2|2 2 th th thth th th Uy th thoth
Clearly, cell 2 has absolutely no significance; cell 1, on the other hand, has
the binary division property with zero t.hréshold. and henoe is of great signi-
ﬁcénce.‘ Neverthéiess, the black and white cell weight: factor- for these
cells are identlcﬂ. This is ample proof of the uselessness of the cell weight
factors as a measure of cell significance, |

A quite different approach toward ghe minimal representation prob- |

lem has been taken by E. L. Blokh (2). Blokh based his work on the follow~
ing assumptions: |
(1) ‘The numbgr of éatterns K is finite,

(2) The patterns are undistorted and free of noise,
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(3) The patterns consist of C cells, each of which may exist in oneofm

distinct states. or "“colors''.

(4) Each pattern N, is assumed to have an a priori probabillt.y of ocour- 7
rence P; (i=l1,2,...,K). ' &
In the minimal representation techniques Qiiscussed-above. the code |

length for each pattern was the same. Blokh's method, on the,.other hand,

pez;mits non-uniform code lengths for the various patterns. A scaimhg

method is devised, if possible, such that the expected value of the cdde

lengths is minimum, This amounts to finding a scanning path which permits
. the most frequent patterns to b; identified on the basis of a small ht;mber of
_cells. Larger numbers of cells would have to be scanned in order to identify
the less frequent patterns. Of course', to avoid confusion, the code for one
.pattern must never be identical with the legdlng digits of the longer code
representing a less comuion pattern,
Blokh's procedure is as follows: The uncertainty in bits associated i
with each cell ¢; is computed according to the formuln
H(c) = - 2:1’(3()!’711"74») )
where p (J; ) denotes the probabuity that o has thoj 'color, As the first .
cell k , of the scanning sequence, one chooses that cell having the @utut
uncertainty value. In case of a tie, an arbitrary choice is made. The
second cell k, is chosen such that its conﬁiﬁonal uncertainty H(k,| k, ) given

that the color of k, is known, is greater than that of all the other cells.
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Again, an arbitrary choice i"s made in case of a tie, The conditional uncer-

tainties are found accordlng to the formula

H{ l‘&)— 'g Z' Pl )/J-: 7’(7“ "ZLI
where p(J; g 21) denotes’the joint probability that ¢, has the §* color and L '
has the % color, und p(j, 2 () denotes the conditional probsbility that ¢,
has the j 7 color given that k' has the I:& color. The prc;cess is continued,
until some number r of celil‘s have been chosen such that H(k',t K oK aeee '
ic,_, )#o0 and H(km! k, 4Ky ye0,K,)=0 for all choices of k,.,,. This con-

dition insures that the r cells are always sufficient to ldeptify the unknown

pattern uniquely. The resulting codes for the patterns can be shortened by

" eliminating trailing digits, wherever possible,

The above procedure doesn't always generate the optimum statistical
scanning path becau‘se cases may arise, for example, in ‘_which H(& )+ Hé, }&,)
JH(&!)+H(£)4]) while H(RDH). Blokh olatms, however, that in almost
all cases a minimum or near-minimum description is obtainable by thil
method.,

It will be recognized that Blokh's formulatien of the nﬂnlm@ repre-
sentation prcblem is similar to the optimﬁm statistical coding problem of
information theory. A ba#lc theorem of Shannon (23) ylelds the following
relationship when applled to the problem athand: R 2Mm, % H, /!b; n
where fi is the average word length of the optimum statistical code, T is the

P
average word length of an arbitrary code, and H'O--.:F‘?fcgﬁ is the uncertain-
iz}
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ty* (el;tropy. information) of the system of patterns, expre,sséd in bits, It
is worth observing that a necessary condition for the achievement of the
optimum statistical code by Blokh's scheme is that each cell choae;\ have
~ the maximum possible con&ﬁonﬂ uncertainty, i.e., each cell must divide
the patterns into m equally probable groups, d‘epend.tng upc;n its color. For
the case where m = 2, and the patterns .are equiprobable, this condition
reduces to the familiar *binary division" property discussed previously, and
Shannon's formula reduces to the famliar condition n, 2 {l‘a;tp} . Hence
Blokh's technique may be regarded as an extension of the previous techniques
t'o the case of unequally probable patterns.

A second serious sho.rtcoming of the method is its lack of provision
for dealing with distortion and noise. It is still possible to compute Blokh's

cell significance criterion, H{c), whén noise is present, However, it will

be shown in Section 1,6 that this criterion is no longer valid in the noisy case,

This limits the applicability of the Blokh technique in practice'to those rela-

tivély rare situations in which the noise level is insignificant.

In Section 1,6 of this report and Chapter III of UCLA Report 62-68,

an alternate procedure for finding significant cells when noise is present

will be given.

» The various names given for the function H, are all in common use.

For uniformity, the term uncertainty will be used throughout this
report, '
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1.6

1,6.1

The Conditional Uncertainty Criterion for Cell Significance

In this section, a measure of cell significance will be introduced and
justified on the basis of intuitive ideas concerning:the notion of *'significance".
A few such ideas have been discussed in the introduction, where qualitative
obsgwations were made concerning the effects of noise, variations of a priort

probabilities, etc. upon the significance of cells, In Section 1,6,2 of

‘this chapter, these qualitative observations will be made more precise.

Where possible, it will be shown analytically that the significance measure
introduced here conforms to the intuitive requirements. The final justifica-

tlbn for the significance measure is experimental and is described in Chap-
ters Il and IV of UCLA Report 62-68.

The Conditional Uncertainty

Let us suppose, as in Sectionl.5.4, that we are dealing with a set of
characters N ,,N,,..., Ny having a priori probsbilities of occurrence
P(N, ), P(N,),...,P(N,) respectively, and that the characters are in the form
of b;nax-y digit matrices containing IxJ cells ci‘i(Fig‘. 1.19). Let H(N) =
- ﬁ.ﬂ/\{;),&?,ﬂ'ﬁ denote the uncertainty (measured in bits) in the .ylfem N
consisting of the events N [ N,,...,N, (the "event N£ " gigntfies, of course,
the occurrence of character N; ) On the basis of a large number of repre-

sentative samp'es of each character, it is pouible‘ to compute (e.g., by
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nnlng Baran's Recognition technique®) the a posteriori probabilities

p(N* /W ; i )** and p(N{/b‘ )** for each cell c,, and each charlcter N,
It 18 therefore also possible to compute the conditlo‘nal uncertainty in the
system N, giver that C ; } has been cbserved:

HON e )= -5 P Mo splhshe ém Ay plglty) Tt
The smaller the value of H(N/C; 3 ), the smaller the average uncertainty
;soncernlng the identity of fhe unknown chatracter is after C 4 has been
observed. It is, therefore, natural to make the following claim: the smaller
H(N/C ig Vs, the greater the significance of C; i is

Using similar statistical téchniques, the process can be continued to
determine the signiﬁcance of a group of q cells, We have:

HINJG Gy g = - ;I[Eﬂw.,w., o e B g
where the varisbles 1), take on the values £, and wi + 8nd the sum in

" brackets is tak'eﬁ over all possible resulting values of the vector V=("&.,-",\4‘}

Again, it is asserted that the smaller H(N/C,, Y S .c.;")‘ is, the
greater the llgniﬂ'cance‘ of the group of cells Coi +Cmz seee .C,% is. The
probabilities P(N; , V) and P(N, /) can be satistactorily approximated by
fomﬁu such as (I-1), provided that the cells C,, ,Cj; .00, 0,.? are luf-

ficlently independent. The condmbnal uncertainty, given the information con~
tained in a Mp of q cells, will be referred to as a gth-order conditional .
uncertainty,

. Section1.5.4,
*» The notution introduced in Section 1,5.4 is adhered to in this section,
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It is clear that the computational difficulties increase very rapidly
with increasing q. In fact, there are Kﬂ? terms in the expression for the
qth order conditional uncertainty. Moreover, the individual terms beqome
increasingly more difficult to compute as q increases. For this reason, it
is not practical to compute conditional uncertainties for orders highér than
the first few. An alternate approximate procedure for finding significant
groups of cells, without incurring the computational difficulties of higher
order conditional uncertainties, will i)e presented in Section 1.6.3, |

It is evident that Blokh's criterion H(c) for finding significant cells

is similar in some respects to the conditional uncertainty criterion H(N/oc)

introduced here, It will now be shown that the two criteria are equivalent

in the absence of noise, but that in the noisy case only the criterion given -
here is reliable. Consider the following basic relationship between Jbﬁt
and conditional uncertainties:*

H(¢,N)= H(Nlc)+ H(c) = HIN) + H(cIN) .

In the noiseless case, H(c/N)=0 since the color of any cell ¢ is uniq-'

uely determined -once the i&entity of the.. character is given. Hence, for ideal
charaoters, H(c, N)=H(N/c)+H(c)=H(N)= constant, Clearly, the larger.H{o) is,

_the smaller H(N/c) must be, and vice versa. Blokh associated cell signifi-

cance with large values of H(c), whereas smalil values of H(N/c) are used in

this study as a oriterion of cell significance. Hence, the two criteria are.

indeed. equivalent when noise is absent.
L See Felnstein (7), pp. 21
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When noise is present, on the other hand, large values of H(¢c) may
ba due to the noise rather than to actual sig’niﬂc:mée of the cell ¢. Under

these conditions the conditional uncertainty criterion H(N/c) is a far more

reliable mcasure of éell significance, for it measures directly the pértinent
guantity, i. e. the uncertainty in the identity of the unknown pattern. To
illustrate this poipt, suppose that cell ¢ is ideally white in each of the pos-
-sible ch;racters. Let us now assume the following noise dlstribption: for i
each character, there is a probability of 1/2 that cell ¢ will appear black

rather than white, Since ,tbis type of noise is independent of the cl;araci;er

to be reco@ized, cell c still ylelds no information concerning the identity

‘of the unknown character, and hence should be given the lowest possible sig- | ’
nificance rating. However, H(c) = 1 bit since fhere is an equal probability
of ¢ being white or black. But this i8 the maximum possible value for H(c)
in a. two-tone pattern, and hence, according. to Blokﬁ's oriterion,  cell o.

would be falsely considered maximally significant. On the other hand, it is

readily computed that with the notse present PIN; )= p(N; W)= plv;) and
GV e PIND), whence H(MC)=-( gf (o4 1o, pm»:;‘.f(n;,u)bmm,))
=-( };W ﬁ,w, /,(*)+4>12'\£J[7‘7,(/\,ﬂ)= H(N) . But H(N) is the ma:dmum" .
possible value which H(N/c) can assume (see next section). Therefore, |
according to the H(N/c) criterion, cell ¢ would be given the lowest possible
significance ranking, as it shouldbe. This rather extreme example tends -

to support the conjecture that H(N/c),but not H(c),is a relisble measure of
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¥.6.2

cell significance in the presence of noise. More will be said sbout this in
the next .aection.

Justification of the Condit_ional Uncertainty Criterion

In this section it will be shown that the conditional uncertainty funo-

tion has certain properties which tend to justify its use as a measure of cell

significance. First, however, it his convenient to introduce the following
notation: |

1) s@) -v_H(N) - "H(N/¢) ,

(@ - Blei /o) = B(N/o; ) - HOV/o; ) o;)

@) Blen; sCuareesOg) = HN) - H(N/c,,l veessOmy)

where H(N), H(N/c), etc. are as defined in the preceding section, The funo-
tion 8(c) wiil be regarded as a numerical measure of the s_igniﬂc‘moe of the
cell ¢, Similar remarks hold for the functions 8(o, /o1~ Yo BlOm) »8ns oo os |

°"t ), ete. Clearly, the above definitions are in accordance with the previ-

ous assertion that cell significance is a decreasing function of the appropri-

ate conditional uncertainty, Moreover, the function 8(c) possesses the fol-
lowing property which one would naturally reqnlr'Q of a velid measure of
significance: |

Property A, 8{c)2 o, with equality if and only 1f p{N, /w ) = P(; /b ) =
P(N; ) for all k. * ‘

® ° - This condition for S(c) = 0 is of course precisely the circumstance
under which one would say "cell ¢ yields no information concerning
the identity of the unknown character”. In other words, 8(c) = 0 cor-
responds to the case of zero ocll significance, as it should,
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Lrggg This pr§perty is an immediate consequence ofv.srmmon'a Fundamen-
tal Inequality which states that H(N/c) € H(N) v?hen particularized to the case
considered here. Furthermore, it is8 shown in Feinstein (7), pages (15-186),
that the condition for equ'ality is as stated above,

The following property ¢;f the significance function is a special case
of the effects of new information concerning the unknown character upon .
previt;usly estimated cell signlﬁcam;e ratings, |
| Property B. The duantity §(o; /c;) denctes the significance to be attributed
Ito ¢, , on the assumption that p 4 bas been observed. If the ce}la c; andog '
are highly coxfrel‘ated, 1. e, if the state of cell é‘; oan be predicted with great
certalnty if that of o,‘ is known, and vice varéa, we should have S(c; /o" )€ :
o-and 8(c; /o;) & 0. In particular, 8(c/c) = o for any cell c.
Proof It 18 sufficient to show that H(N/o ) = H(N/o; 103 ) Anuma for
definiteness that c¢; is almost always white when o is white, and vice versa.

Then, p (Ng,w)= fl&h:wl)*fm‘&”h 1) E o*f’m&,"‘t,%) *}’Wq”; . Also,
(N, w;) = g("’i‘qk’t! = ('J W;, Wy ) ﬂN‘ W, 1!
P (Nl P Plwi, Ve /ﬂ-slwd P, Wy 'L&"il

% r(Nglw..w,) & p(Na ).
Similar relations hold if "w" is replaced by "b" in the sbove formulas,

Henoe H(wc,)-—[gf(&,wq % M’*frl"a,z-,)lowmm,)]
,-[f p(Ng,N, ,u4)1q¢(»,tu,,u,)+ i:-p(uh ,1,, y7 )lq:rf'ﬁh' b= HNk; ,c,).
' oompleﬂngthe proot,
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The dependence of the cell s!gniﬁcancé function upon the a priori
probabilities has also been discussed in the introduction. The !oliawlng
property is staﬁed as an example of the dependence,

Property C. Suppose that cell ¢ is always black in N,and always white in the

remaining charapters. In other words, the significance of ¢ depends upon

) the fact that this cell differentiates between N, and the remaining characters.

Bix;lllarlj, suppose that cell ¢, is always black in N, , always white in the
remaining characters, and that 1/2 3 p(N,)> p(N;). Then S(c.' )7 8{o,. ).
Proof: It is necessary to show that H(N/e, )< H(N/¢, ) uncier‘ the stated con-
ditions, We begin with the relations* 4

H(N,c, ) = H(N) + H(c, /N) = H(N/¢, ) + H(o,)

H(N,o,) = H(N) + H(c, /N) = H(N/c, ) + H(c,)
Under the conditions of the hypothesis, it is clear that H(c ' /N) = H(o,_/N) u(,
Therefore, we have H(N) = H(N/c, ) + H(c, ) = H(N/c, ) + H(c, ). - The proof
now reduces to showing that H(c, )< H(c,). This is quite simple: H(o,) is
the uncertainty of the 2-event system whose outcomes are "¢ black" or "o
white", The probabilities of these evenis are p, ) = p(N, ) and p(w, ) =
P(N, ) + p(N3) + ... +p(Ng) = 1-p(N, ) respectively. Similar ltgtemam
spply to H(c, ). Referring to the 2-event uncertainty curve shown in Figure
1.40, it is seen that the uncertainty function is monotonically increasing’

for 0< p< 1/2, Since 1/2 (N, )> PN, ) by hypothests, it can, indeed, be

*  Khinchin (16), p. 6.
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eoncluded that H(c, ) <€ H(e, ), completing the proof.

Property C, as stated above, can be generalized considerably. Flut'
of all, the condition that ¢, be black in N, (rather than white) aid white (rath-
er than black) in N, ,N, , ..., N is clearly arhitrafy. The same statement
applies to the color of ¢, . Moreover, the hypothesis that p(N, )< p(N, )< 1/2

‘can be replaced by the more general hypothesis that max { P(N, ), 1-p(N, )_}(

max { b(Nz‘), 1-p(N, )} ,» since this 1s a sufficient condition for H( d‘ Y> H(e, ). '

FIGURE 1,40

H }
i I ——————
)
|
|
|
I
H e
$,=0 % #=!  pl-po
T‘z’ . f;?'o

The following property is.far stronger than those qc" ‘ta.r oonlidered.
;Any significance function satisfying it must be ﬁnmedlately accepted as valid,
U:;Iortum.‘itély, it is not possible to prove that the a:lgnlﬂcanoe function consid-
ered here has this property except in a rather restricted aenl'e.
Property D; If S(c' }> 8(c, ) then the average error rate in the identification
' of the unknown character will be lower if identification is bas»ed on the set of
proﬁnbilitles P(N; /c,) then if it is based c;n the set of probabilities p(Ng /'q" )

A similar statement ‘applies if 8’(0“. .c,,'1 1eee)) (G, 1003 se0s)s
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Remarks: In the Baran Recognition scheme, the unknown character is always
identified as the character havlné the greatest a posteriori probability. This
maximum a posteriori probability is, therefore, appré:dmately equal to the
probability that the unknown charaster is, indeed, the charaoter' that it is
identified as, ln other words, the average correct identiﬁcaﬁon rate is ap-
broximately equal to the average value of the maximum a poster.iorl. probabili-
ty. In view of this, and recalling the definition of S{c), Property D.canbe"
restated as follows:

Let C(H) denote the class of complete K-event systetps { Py sPyorceny
px} having the uncertainty H. Suppose that the probab&litles { p.l Pyreess
px} obey a K-variate prob@illw density function \k(p, +PyseessPy )e Then,
according to. property E, if H,> H,, then E(Ppm)) > E(Pp;)e where l’B(p,v,.l)‘
denotes the expected value of the maximum probability of thé K-gvent systems
C(H,), and E(pw, ) denotes the expected value of the maximum probability of

the systems C(H,). The expected values are, of course, given by the formu-
tan: €)=~ fre (i g EPUELTBY dp s A

Topr1Pe& C(H) :
E (ﬁg)=‘£(;‘;j~.’( (?')?” . )%}'Y(?"IP)(P:’-:"“ITK) dfl#" . Jr‘

It is easy to see that Property D holds for certain trivial cases, e.g.

when K = 2. For, once H is specified for a two-event system, the two proba-

bilities are uniquely determined. From .Figure 1,40, however, it is evident

that the maximum of the two probnbulties is a decreasing function of H,

Therefore Property D is satisfied. Property D must also hold {f H assumes
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its maximum possible value, log, K, for thenp '=1/K =p S P B Py

(Where p*_} denotes the maximum probability possible in a systexh having - . w "
) !‘

qnoertainty H,; , and the superscripts j indicate that the probabilities are

from a system having the uncertainty Hf Y. H, < log , K, then at least one

of the p‘f 's must be larger than 1/K = P,n; » Which proves the assertion. Simi- k

) @ ,.
larly, Property D holds in case H, = 0, for thenp,, =12, (1=42, - K).

For K>2, H,> 0, and H, < log, K, the situation is quite complics- i

ted since the probabilities p:;) and p:.” are by no means uniquely deter-

. 1)
mined. For some configurations of the probabilities é and p".*) o it may

PRI SR S SIS

indeed occur that the maximum Pha of the 1“ ) exceeds the maximum Py

of the é." even though H, <{H,. If property D holds, however, this will »

not occur "'on the average".

weac

In order to gain some insight into the relationships between the uncer- -
tainty in a system and the maximum probability, it is worthwhile to consider

first the relatively simple case where K = 3, Consider a three-dimensjonal

Cartesian coordinate system with axes labeled Ppo Py and py (Fig, 1.41),

The various possible probability configurations for a system consisting of

e B " T

three events can be represented by polnté in three-dimensional space. (ﬂeirly.

'for complete systems these pbinta lie on the plane P, -t—pl +p$ =1, More-

EA e~~~ AR i

over, since eabh probability must be positive, the points are restricted to
the triangle ABC of Figure 1.41. The lines OD, OF, and OE are segments

of the perpendicular bisectors of the sides of triangle ABC. 1t is evident that
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FIGURE 1.41 in Region I, p. is the dominant
probability (f.e. p,5> p, and
P, > Py ); similarly, in Regions
II and I, P, andp, dominate
respectively, On the line OE,
. OnOD, p =p, »
< and on OF, B =P . At the
point O, of course, P, "Pp "
Py -~1/3.

For each point on triangle ABC there is an associated unoertainty
value H= -{; Z; P; log L, P J . A sketch of the co.rresponding aurta.oo‘ is

shown in Figure 1,42, The point of maximum uncertainty lies at the cen-

ter O of the triangle (i.e. the point (1/3,1/3, 1/3)). The edges AB, BC, and

AC of the triangle correspond to points for whichp, =0, p, =0, or p,*0,

respectively, Accordingly, the conditional uncertainty surface follows the

FIGURE 1.42 farniliar two-dimensional uncertainty

i -~ curve (Fig, 1.40) above these lines,

The loous of points on triangle
ABC having a given uncertainty value
is known as a "level curve" of the

uncertainty function. Evidently, the

level curve corresponding to a speci-
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fied value of H, say H,, is simply the intersection of the uncertainty surface
with a plane parallel to ABC, and at a distance d = H, from ABC. In Figure
1,43, level curves corresponding to various values of H {and d) have been

FIGURE )
FIGURE 1.43 sketched. When d > log, 3, the

A

plane does not intersect the uncer-
tainty surface, and no curve is
formed, This corresponds to the

fact that H cannot exceed log , 38

bits in a system consisting of three

events, '
When d = log‘z 3, the level curve consists of the single point Q. As

d decreases, closed curves such as 1 and 2 are formed, Whend=1 (H - 1
bit), curve 3 18 formed. This curve touches the edges of trfangle ABC at
their midpoints, This is in agreement with the fact that 1 bit is the maxi -
mum pos'sibl.e'uncertalnty in a two-event system.’ Level curves correlpondf
ing to values of H less than 1 bit consist of three segments (e, g.. curve 4),
Finally, when d = H = 0, the level curve consists of the three points A, B,
and C only. This is in accordance with the fact that at these three points,
the probability configurations (p, , P, +Py ) are (0,1, 0), (0,0,1), and (1,0, 0y
respectively, so. that there is indeed no uncertainty,

~ Level curves of the probabilities p, ,p ,» ond Py can also be con-

structed on triangle ABC, In Figure 1,44, level curves of ¥, have been
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FIGURE 1,44

drawn. These are simply a series
of straight lines parallel to AB, The
value of P, corresponding to a given
level c;urve is proportional to the
distance between the level curve and
Aﬁ. Entirely analogous statements
apply to the level curves of p, and
P; which are stlraight lines paral-

lel to BC.and AC respectively.

Property D can now be discussed geometrically, Given the two com=-

plete 3-event 'siystems P and Q, with H(P) < H(Q), we begin by constructing

the levei curves corresponding to H, = H(P) and H, = H(Q), as in Figure

1,45, According to Property D, if one examines.a large sample of proba-

bility configurations which are elements of C(H, ), and averages the maxi~

FIGURE 1.45

SMALL CIRCLES INDICATE LOCATIONS.
oF M my, m,,and m,

187

mum probabilities, the result will
be greater than the corresponding
average taken over a large represen-
tative sample of elements of C(H, ).
Alternately, if Property D holds,
'- W, V'8

the line integral I, ’fﬂww' '

‘ ' i, P )
must exceed the corresponding

integral 1, taken over [,. There-




fore, in prd‘er .to determine if Property D holds, it is necessary to evaluate
line integrals such as I, for various values of H, . Before these computa-
tions can be carried out, however, \}' (p ,»P, +P, ) must be known, It can
be seen that in general this density function will depend upon the a prloﬂ
probabilities of the char‘acters, the' amount of noise in the characters, the
way the noise is dtatrﬁmte&, and other variables as well. For this reason,
it does not seem possible to make any general statements about the validity
of Property D. Instead, the following weaker propex;ty of the llgnlﬁomc;‘
function will be proved, |
Property D/ . Let C(H) again denote the class of complete K-event systems
d= {‘p;‘. - ...,.p:} having uncertainty H, and let p,,, denote the
maximum of the probabilities ( p;".p:' veves p:} . X(H) will denote the
maximum of the probabilities { p..}. where o runs through C(H). Assume

that H, < H, . Then X(H,) > X(H, ).

?xfellmina.ry Remarks: It is readily verified from Figure 1.45 that Proper-
ty D holds in the 3-dimensional case., The reader will-recall that the
curves L , and 'Cz‘ represenf level functions of H oorrespondlnk to
‘the lva.lu‘es H= H‘. and He H, respectively, where H, > H,.
Restricting attention to Region. I of the figure, we observe that the
pt;int m,corresponds to the probability conﬂgtllraﬂon in which P,
assumes its maximum possible value’ consistent with the rectrlétlon
that the uncertginty of the system be H, . This must be so, since
the level curve 2, (of‘_p, ) which passes through m ; i further from

188 °

o it i




[N

et g e

AB than any other lével curve of p ; which meets Ll . By symmetry,
the value of p, atm, fis identical with the maximum values attainable
by p, and p, subject to the restriction that the uncertainty of the
system be H‘, . Therefore, this value of P, is equal to X(ﬂ, ).
Analogous statements apply to the point m, on L,_ . Since mis .cloaer
to AB than m, s, it follows that X(H, ) < X(H, ), as it should be.
The same argument can be applied to any two distinct _19vel. curves;
thus, Pz;operty D’i‘s‘ satisfied in the 3-dimensional case.

As an adjunct to Property D, the following stat;ament concerning
the m_m N(H) of the p_, , subjeét to tﬁe constraint that 4€ C(H),
can be made, |

Property D' IfH, < H, , then N(H, ) >N(H, ).

Unforhmgtel‘y; the aptho: has not succeeded in proving this in |
general. Referring to Figure 1.45, we observe that n, andn,
are the points corrésponding to the probability configurations in which
P, * NH, ) and«'p, =NH, ) respectiyely. Obviously,.n; cor-
resﬁonds to a larger value of p, thann, does, as -req\nred by Pro-
perty p! Applying the same argunient to any two distinct level curves,
we conclude that Property D'is t.1"ue in the 3-dimensional case, Incl-‘ ‘
dentally, it can be seen that Property Disa consequence of Property
D’m the 3-dimensional case, as foll&w-. From Figure 1.45, i_ﬂl

evident that if Property I is satisfied by two distinct level curves,
but Propert& D' were not, the two level curves would have to inter-
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sect somewhere, But that is impossible since the uncertainty value
of any point on triangle ABC is unique., Hence Property Dlimpliel
Property D'in the 3-dimensional case. Perhaps this argument can
be extended to: higher dimensions as .weil. Then, in .view of the gene-
ral proof of Property D’given below, we would have a general proof

for Property D,

. I2
Proof of Property D! There exists some o ¢ C (H) such that X(H) ="
/ / '

( : 14
M{p:‘ .p:‘ poos .p:} . Suppose for definiteness that X(H) = p ,"' . 'I"he
/] / !
o o I~
first step of the proof consists in showing that p 2 Py =Pt T
.Holding H constant, we now wish to find the vnlues of p: P ;‘ .'». v .p:
for which pf is maximum. For this purpose, Lagrange's Method of Multi-
pliers will be employed We have the two equations
(1) P 0 ; ﬁ .. (to be maximized)
@ (- é?’d)l’h :- )4- Zk,zg,‘f»&= tenstn L  (constraint equation).
Multiplying (2) by X differentiating the result, and adding this to the

differential of (1) yields: \[ Z(fg,h—lz;,_(l Zn’d&] ZJ&-

E“N‘A —(’I}J'—}:n) for K22, K. But this

implies that 'P = P,'s. ‘f’x = 2 v which is what'we started out to prove.
-1

Hence A\ =

Now' we can prove Property D, as follows: We can regard a K-event system

{ P;‘ .P»: .o--.P:}, € C(H) as a two-event system. f having
the possible outcomes "outcome #1' (with probability p°’° ), or "not outcoxne
#1' {with probability(l-m ), followed by the (K-1)-event system Y= (

.es ,‘h'_P'i It is easy to show that H = -[p, log; P‘, +(1'P, Mog;, (1-p* )
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+(1-p} JH, =Hg +(1-p [ JHy ,* where H, andH, denote the uncer-
tainties of the systems £ and V' respectively, Therefore, for the system
o, we can write:
T < -(' o <
H--[p. log, B +(1-p, )loz ap,) +
(- )(P(;— 714 , [7, log, p H-p )loz,, a-p"
1-p* ) tog, {1

! '
Now, considering Hasa function of p?‘ and differentiatlng,‘ we find:

I

-a-F;, - [logp +| log g, )- ! -log( 7)) logLn . Clearly,
"g =0 when {(ﬂ%'] =1, hence (k- l)p = I-p ,or pl"" - 'A .

’
pr« S '4 it is readily verified that (r-'t);y < | . Since pu 2 !

always, it follows that ;[?' <0 always, i.e. H is astrictly decreasing

!
function of p % .- X(H) for Z'-g P:'\(l . This completes the proof of Property

v,

Correlations Between Cells

‘In th;a first section of this chapter the difficulty of computing higher-
order conditional ﬁncertainties was pointed out, Therefore, in order to.
test th.e conditional uncertainty criterion experimentally, it {s necessary to
make use of an alternate procedure for finding significant sequences of cells
which is based upon Property B of the significance funétion.“By means of
this procedure, it is possible to find highly significant sequences of cells

without having to compute higher-order conditional uncertainties. The pro-

* See Feinstein (7), p. 5, Lemma 3.
hdd Refer to the preceding section,
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cedure is as follows:;

)

()

The first-order copdjtional uncertainty H(N/C L )18 computed for
each cell C, In the character. The cell C; having the amallest
conditional uncertainty value is noted (this cell, it will be recalled,
is the most significant one). * A certain number of cells having very
high conditional uncertainties can be eliminated from con;ideration
immediately.
The correlation coefficient @, = Ej-!%; between C, and each
cell C ; notyet eliminated is computed according to the formulas
G;s= E[G-EQN(s-E(S)), o= E[(:-EUl V1, o=€E((s-E6)],
where E(x) denotes the average value of the variable x based upon a
large number of representatl.ve samples of all the characters (pro-
perly weighted according to the assumed a priori probabilities);i is
a variable whose value i8 +1 when C; is black, -i otherwug; =
+1 or -1 according as C; 1is black or white. The Cell C; with res-
pect to which the correlations are taken will be called the "pivot'

cell,

It is a well known fact that ~I < p;s¢+k " If ﬁ-f £ 1, thatis, if

C, and C; are "highly correlated"”, then i = + 5 almost always. Hence,

C; and C; yield essentially the same information. According to Property

B, therefore, 8(C; /Cs ) =0 for any cell C; which is highly correlated

" In case of a tie, an arBltrary choice should be made.
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with C ,‘ . Hence, if |P,s| %1, it can be concluded immediately that
cell C; 1is rendered fnsignificant by observation of C; . Any sequence of
significant cells beginning with C¢ would therefore not contain cell C; .
All such cells C; can therefore be eliminated from further consideration,
All cells survivlng' the second steving must also have survived the first

sieving process, which was on the basis of conditional uncertainty, There-

fore, these cells. can be regarded as both significant and independent of Cg .

If the first two sievings have been sufficiently severe, that is, if enough
cells have been eliminated each time, t}\e number of remain.l,ng cells will
be small 4and an acceptable reduced scanning path wlﬁ have been achieved.
lfx‘vi‘t is desire& to eliminate more cells, a second sieving process can be
carried out by selecting a second "pivot' cell c; from among those not

yet eliminated, computing correlation coefficlents ﬂ's’ between it and all

remaining cells, and eliminating all cells for which |P,.% /. The pivot oell

C s’ can be selected by one of the following simple methods, each of which

require no further computation:

(a) Choose as cg that cell, distinct trom‘c s » havlné the smallest
conditionél uncertainty value;*
(®) Choose as Cg that cell, distinct from C; , having the smallest

value of |p;|.*

. In case of ties, an arbitrary choice can be made,
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The brocess can be repeated as many times as necessary. The final
result is a. minimal or near-minimal scanning path. In Ch;pterS‘ II1 and IV of
Report 62-68, computer programs for carrying out the above process are dee
scribed, and the results of actual trials are discussed.

In applying the technique described above, the following difficult ques-
tion must be answered: How many cgll§ should be eliminated at each stage?
0bviousij., the answer to this question depends upon the nature of the charac~
ter samples dealt with., As a general rule, however, it is ad.v!sable to retain
a fairly large number of cells a.fter the first (cdndltional uncertainty) sieving,
since most of the cells obtained will be redundant. Subsequent correlation
| sieving will, therefore, result in elimination of a large numl;er of ceni.

" leaving only a few independent, slgniﬂcant ones. If too :‘nany cells are elimi-
nated in the ﬁrat sieving, there is a possibility that an insufficient number

of independent ones will remain and satisfactory recognition will hence not

be achieved.,

It is worthwhile to consider the cqmmtaﬂmd simplioity of the cor-
relation-sieving process in comparison to the higher-order conditional uncer-
tainty sieve, Whereas the conditional uncer'tain_ty ﬂeving becomes more dif-
ficult by an order of magnitude at each stage, the correlation process actually

becomes simpler since there are fewer cells to be dealt with at each stage.
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CHAPTER Il - THIN FILM STUDIES

The reéearch outlined in this chapter is described in detail in

Technical Report No.62-37 dated August 1962,

A.

STATIC MAGNETIC BEHAVIOR OF MAGNETOSTRICTIVE
THIN FILMS

-Experimental Studies -

a. Stress effects on hysteresis loops

b. Stress effects on critical curve

c. Stress effects on domain wall configurations
(Bitter patterns)

d. Film magnetostriction measurements

DYNAMIC BEHAVIOR OF MAGNETOSTRICTIVE THIN FILMS
Theoretical Model - Equation of Landau and Lifshitz

a. Preliminary considerations, assumptions -

b. Solution by analog computer, stress effects on switching
c, Solution by digital computer, stress effects on switching
d. Comparison between analog and digital computer results

e. Computational flow charts for integration and plotting of
film dynamic response
f. Effects of parameters a, B,G,q)o,l, on ﬁlm switching response

1, Film Switching Response

non -destructive pulsing
destructive pulsing

2. Inverse Peaking Time vs. Switching Field
3. Ferromagnetic Resonant Frequency vs, Switching Field
4. Dynamic Switching Threshold vs. Perpendicular Field

Instrumentation for the Study of Stress Effecis on Thin Film Switching -

a. Description of instrumentation
b. Operation and design considerations

1. Strip Line Design

2. Estimation of Strip Line Available Magnetic Field
3. Estimation of Film Pickup Voltage

4. Mercury Relays, Coaxial Cables, Connectors

PIEZOELECTRIC CRYSTALS AND PIEZOELECTRIC MAGNETO-
STRICTIVE COUPLING

Characteristics of Piezoelectric and Electrostrictive Crystals. Table
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2. Theoretical Models of Piezpelectric Behavior

General methods of analysis, piezoelectric equations of state,
equation of motion, magnitude of piezoelectric constant d.
Electrostrictive bar, longitudinal mode (DC strains). See
technical report No.60-82 dated Nov. 1960, pp.IV-9, 10.
Electrostrictive bar, thickness mode (DC and transient
strains). See technical report No.60-82 dated Nov. 1860,
pp.1V-9, 10 and IV -33, 50 (Appendix B).

Electrostrictive bar, bending mode, bimorph (DC strains).
Electrostrictive disc, radial mode, (DC strains).
Electrostrictive thin wall closed cylinder, radial mode
(DC strains).

Electrostrictive thin walled split cylinder, flexural mode,
(DC strains),

Piezoelectric ADP plate X-cut, quartz plate Y -cut (DC strains).

3. Experimental Studies on Electrostrictive Ceramics (DC strains)

poop

Electrostrictive disc

Electrostrictive cylinder

Electrostrictive split cylinder

Experimental determination of coupling coefficient.

4. Piezoelectric (electrostrictive) - Magnetostrictive Coupling.

a, Theoretical model of static behavior. Piezoelectric uniaxial
and isotropic stress.
b. Experimental studies.  Isotropic stress.
APPENDICES - o

Computer Prograrﬁs and Experiments

1.
2,

3.

10,

Program for computation of hysteresis loops.

Program for computation and plotting of static critical

switching curves,

Description of substrate bending jig for bitter pattern studies.

Description of device for bending thin substrates in B-H ‘

loop tester.

Program for solution of Landau-Lifshitz equation and

computer curve plotting.

Program for computation and plotting of "inverse peaking

time" vs switching field amplitude.

Program for computation and plotting of ferromagnetic

oscillation frequency vs. switching field amplitude.

Program for computation and plotting of dynamic critical

switching curve,

Design and construction of probe to determine the direction

of the earth' s magnetic field.

Construction of system for production of thin films by vacuum

evaporation, Construction of auxiliary instrumentation for

magnetic thin film preparation. '
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CHAPTER III - OPTIMIZATION STUDIES

During the period of June 1961 to May 1962, the emphasis was placed
“on individual optimization problems which can be studied analytically either

exactly or by a sequence of approximations which can be studied analytically.

Admittedly, classes of optimization problems that can be discussed
this way is limited, however, it is felt that any additional light one could shed
by analytical means is of help.

) Technivcal‘ reports and papers written bduring this period reflect this
attitude.

For details, readers are referred to:

Tech. Repo_rt 61-62, also to appear in Automatica.
Tech. Report 61-668, also AIEE Transactions,
Applications and Industry
pp. 125-127, July, 1862,
Tech. Report 61-82, also to appear in J. of Math. Analysis and
' Applications,

The above reports take problems from the area of control systems
optimization,

An optimization study involving a probabilistic study of relaiive ef-
ficiency of various Variable Structure Computers in carrying out Aitken-

Neville interpolation procedure, was undertaken during this period and con-
tinued to next year, ‘
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