J -
JPRS: 18,127 0TS: 63.21323

14 March 1963

pod
{ S g SKISFACTIL G COPIES.
' &
: €5
’ Lad
ceed
r, " '
c‘ -~ I'4
-
oo : ) CYBERNETICS AND CONTROL THEORY *
T S « USSR o

ASTIA . .
salaalicie)
[ APR 18 1963 .52

Llug.n.‘;:‘; o é.:h-“d
TISIA . a

-

-t

U, S. DEPARTMENT OF COMMERCE
OFFICE OF TECHNICAL SERVICES _
JOINT PUBLICATICNS RESEARCH SERVICE
Building T-30
Ohio Dr, and Independence Ave,, SeW,
. Washington 25, D, C, "

Price: $.50



FOREHORD

This publication was prepsred under contract for the
Joint Publications Resesrch Service as a translation
or foreign-language research service to the various
federal government departments,

The contents of this material in fo way represent the
policies, views or attitudes of the U, S, Government
or of the parties to any distribution arrangement,

PROCUREMENT OF JPRS REPORTS

All JPRS reports may be ordered from the Office of Technicel
Services, Reports published prior to 1 February 1963 can be prov: 'ed,
for the most part, only in photocopy (xerox), Those published after
1 February 1963 will be provided in printed form,

Details on 'special subscription arrangements for JPRS social
science reports will be provided upon request,

No cumulative subject index or catalog of all JPRS reports
has been compiled,

All JPRS reports are listed in the MLC_C_@_?_Q;QLL&
Government Publicatjons, available on subscription at $4.50 per year
(56,00 foreign), including an annual index, from the Superintendent
of Documents, U, S, Government Printing Office, Washington 25, D, C,

All JPRS scientific and technicsl reports are cataloged and
subject.indexed in Technical Translations, published semimonthly by
the Office of Technical Services, and also available on subscription
($12.00 per year domestic, $16.00 foreign) from the Superintendent
of Documents, Semiannual indexes to Technical Translations are
available at additional cost,



'~ r_ JPRS: 18,127 -—]

CYBERNETICS AND CONIROL THEORY

«USSR=-
Following is the translation of two articles
n the Russian-~language periodical dy Aka=-

SSSR (Reports of the Academy ¢f Sciences
» VO s, No 6, 1962, Additional bibdbliographic
information uoeompanies each article,] ,

Ogptenis 4 ' Page
On the Inversion of Pinite Automatleciceceossoccece 1
Synthesis of & Clase 0f COMPULETBecccsscsssssscesses 8



ON THE INVERSION OF FINITE AUTOMATA

[Following 1s the translation ¢f au article by
V.I. Yevenshteyn in the Russlan~language perlo-
dical Doklaidy Aka {4 Nauk 8SSR (Reports of the
Academy of Sclsncee i), Jol 147, No 6, 1962,
pages 1300-1303,]

(Fresented by Acadsmician M.V, Keldaysh 4 July 1962)

Recently, certain studies (refe €-8) have taken note -
of the common ground betwsen certain provlems in coding theory
and the theery of automata, Thus, problems of one-to-one coding
corresypondence and the possibility of constructing a deconding
device with a finite memory have been essentially reduced to
the probvlems of the mutual equivaleunce of finite automata and
the possibility of their inversion, It is true, however, that
this has necessitated some extension of the corncept of tha
automatlc device, with the elimination of the reguirement of
synchronism, i.,e., the egquality of the length of the input
ard corresponding output words. In his study, Yu.V. Glebskly
(ref 6) found ar effective criterion for the recognition of .
the mutual equivalence of a fully defined finite automaton
over a finite-countable set. The present paper desle wWith
effectively checkable necessary and sufficlent conditions for
the 4inversion of (asynchronous) partial finite sutomata, Py
as well as methode of constructing inverse sutomata. In addie
ticn, We comstruct recognition algorithms for certain other
properties of partial finlte automsta.

1. Let il ={A,8,S<.fgbe a partial finite asutomaton,
whereap:={a.. > mi1s the input alphabet; B- fh.--,bedis the output

alphabet;s‘iarvosni is the set of states; s, is the irnitial

state; f ana (¥ are respectively the transition function and
output function of the automaton, defined over a certaln sub-

setJl S SXA, moreover, FCS:,aé)asg_, ¢ (5:,&;)‘15; Wheres €S , and Vﬁ

is a certain (perhaps empty) word in alphavet B_. The auto=
maton 3 1is called g;gg%;gn%gg, if each word v 1s a letter
alphabvet & ., The automaton "\ 4induces a ténction A



efined on each word ofao=ua;a’ .. Q, for which(s., ,0;)
p=i2,...L , Where s;':t(s;,,‘,&z:s , there assuming’the "hfuﬁo’.’]

P &) xV;:V;‘b..,V;::" In addition, the automaton LA induces a
& fuzsotion g® °, defined over each infinite sequence X=G;&;,..,
for which (s, ,0j) &L _p:12 ,where 6:p2tG;  p5y)and there

asgumes the velue ¢w =V9“’;-\.‘~-. The defined regions of
Fo @)=Y

functlons £, and g% we shall denote bty [, and f{‘f

spectively. The state into which the autometon passes from
state <: under the action of the word of from the alphabet
will be denoted by f{s.,4), The two automata W and b&ll
be considered equivalent if for any word ol in alphabet

we have [see note] F“@)s F-{‘(o(') » Inasmuch as we are conoerned

with automata with an accuracy up to tue limit of equivalence,
we can assert without any loss of generality that all states of
the automaton i, =are distinguisbabdle and for any state s ¢S

‘there exiats a.word X € Lysugh that..Se =), ([Foverd ... ..

Eere, as usual, [, (w): Fpr{d) means that either both functions
are undefined fof ‘the vor o or are defined for this word N
and take oa the smae values),

Tha automaton A will de called - -

1f for anny cistinnt words «, snd o, from ny WO DAYS Fy0)) w9

The automaton 24 will be oalled putuslly=-sinzle-valued iz the

%}_mg Or an eautomaton ¥ 1t in on 108
or any distinot vords o and o, Irom

F,&(dyﬁg&;). the states £(s; u,) and F(s;",aa;,)are distinot. The

eutomaton ¥y will be called mut «girgie -

if for any distinoct sequences &‘snd W, from Iu‘ we have

{ VIS . .
Fq,(o(,) 7" u.GD. (Eﬁote:] The latter name was suggested by Ruffman
(ref 3) who studled such automata in detail for the synchronmous
case. This name reflects the faot that a fully-defined auto=
zmeton is mutually-single-valued in the weak sense if and only

1f there exists an experiment (ref 2) of finite lergth with ¢
automaton ?g iroceasing a random word o (unknown to the ex-
perimenter) which makes possible the determination of the word

o from the output F“&(d) and the results of the experiment). .

' To sixplify further formulatlions, le¢t us impose the
following limitatlion _on the region of definition for automaton
W : esch word from Ly, is the start of at:least two distinot
sequences from 13 . With this limitation, the following —,

iemma will ‘hold:



f—- lemma 1, If the automaton 4,  is mutually-single-'—w
valued over infinity, 1t is mutually-single=valued in the
weak sense,

Tt is obvious that a mutualliyesingle-valued sutomaton
is mutualily=-single~valued in the weak sense. Figure 1 shows
a dlagram of an automaton mutually-single-valued in the weak
serse which is neither mutually-single=valued not mutuallye
single-valued over infinity.

<:>~ -= initial state

Flgure 1

if for the automaton W\thega exiats an automaton
such that Eg';gﬁf)”, the automaton { will be called jnvere
tible, and automaton ¥ will be called *he inverse of N

It is easy to gee that for a synchrorous sutomaton
there exists a synchronous automaton inverse to b, 1f ard only if
automaton b is mutually~-single-valued (refs 3, 4). The diagram
cf the inverse automaton 18 obtalined for:a the dlagrem ol automaton
B through the juxtaposition of the input and ocutput lettere
assigned to ths connective ribs. Let us note that the rutual
single<valuedness of the automaton 1s not recessary even for the
inversion of a synchronous automaton (Figs 2 ard 3?.

The difficulties =arising in the genersl cass are due mostly
to the following factore : 1) the class of functions Eg‘ induced

by the automata is considerably wider than the class of functions

F;’ induced by the synchronous automata; 2) for any eutomaton
W, there exists a countable number of paired nonequivalent auto=

mata inducing ot (ag distinet from the unitary automaton with
an accuracy up to the equivalernce ¢f the automaton in the synohron-
cus case).

2, To construct effective criteria permitting us to
recognize the indicated properties of sutomator W , let u!_J



!;.ntroduce the sets R,,k'?&), (n: 14, Janalopous to the Sardinas—-'
and Patterson classes (ref 1). The sets R,(%)are determined

by induc thelr elements are ordered triplets of kthe

form (f,v,h) , where @ 1s the ending of some word V , and

{ and h are state numbers. The set R (U) 1s defined as the
(4

combinastion of all elements (R, L,\n) for which there exist
(e Re®)end a word v' such that s:5,,8, 2 F(s;, ¢ )and
B8 =\ or sz Flsipg) s> and B =i B,

Lemma 2, The element (B,\,») belongs to Ka (U;)if and only
1f there exist numbers K=\, k>l Wb =aely{ . i tu ™Y,
B ye) b, g heye h,d,,--:/&{, such that s, <f(s;,, a5, E2
2\ k) Sng 2 FBn 00 PR LY ane

;‘ t "\ h' h), L] . R -
VIR VB e v W vit where i, =hi; 317 | ang .
the Word (& is the ending of word Vge. .
' (2
Iet us establish the following notation: an empty word
18 A, the length of word in alphabet B 18 /\(g) , and the’
' it

maximum lensth of words v; 15 A paxe From lemma follows

that there exist not more than Ni(yA ...+ elements which can

make up the sets £ (W) . Consequently, tnese sets begin to
recur perlodically at some point,

Theorem t, Automaten W will be mutually-single-valued
if and only if all words v; ere nonempty end no set %) con=.

tains vwords of the form (4\.,;,\r\) for N4 Nm (NN aax ")»NCN-V»J.,

Theorer 2. In order for the automaton W to be mutually=-
single-valued in the weak asense, it 1s necessary and sufficient
that no set R"%&) c&ntain elements of the form (A,;,;)for N <

1)

< N (NNpan - N-) /e -

Theorem . In order for the automaton to be mutually~-
single~valued over infinity, it is neocessary and suffiocient that .

all sets ,(}{)be empty starting with some n¢ Nm(btlmc‘;")+“(N‘()2+i

Theorems 1=3 lead to algorithms for the determination of
the the investigated properties of automaton ¢l consisting in
the ordered construction and study of a finite number of sets
R, (U% These algorithms are generalisstions of the corresponding
algorithms in refs 1 and 5.,

Theorem 4, Automaton I«S will be invertible if and only if
it is mutuaﬁy-shgle-valued over infinity,
i.la The necessity of the above conditlon is evident, No

t automaton ’?.g be mutuslly=-single-valued over infinity.



E;en by Theorem 3 there exista e minimum nuwber alk) such
‘that all sets @ (i) are empty forrn2n(il) . We now proceed

to describe methods of constructing automo.te, % and 1‘,"‘ inverse
to A
Method for 1: c ut (F.’Lg 38). Let us
denote by 7¢° the sge palrs such that g, \.s.‘,n.
“}’;';”", s whers K’D X"‘:“ 1s the bagizming of wora) ¢*
and the numbers i <, ¢, ... , ,»nm}‘ -ére such that s F(S‘r a“;
Pl ,*. The combination of numbters (\ s f‘--m\ will be called
SRCINIE o
the c-decoding of the werd g . Lg+(u ole), L;\c, ., ¢ K“.,,L )))‘: (Wri b
3 (i ,1(’! . /Js(_t‘ e /
he all \L~decodings of the word AR andy (f {)the greatest

nanker such that ki) sk L, p bt )-& , er') é.,_ft'& S Pl k’I.

[l

By Theoren 3 and Lemms & there exlsts s minimum nunber chn(‘lnllﬁ

(the sare for &ll palrs (g }LSL.) Buch that if for some t(ts),..., M)
. »m,b) v U

we have e..(t_,,,_.» i and \(‘:’ ‘u\ PR S lw‘&lﬂf”tthen k{(t)> | tor
esch (U =y,. M) and the number L’/ >+ For the paira( e’
let us dcfine thu fellowing functions: V. (p. N ER H,\(’,_(g,;.) =
- "Krt . CEb 14 O ’
Yo rier T Vd:re:v.u ey, o o In perticular, if /= .
then \p, (B i} <, V. (8,0 ?’P‘(f‘/t) <A . We denote by W1 ;. the set
of words ﬁ suca thet ((2. ()N and Y !(@,x) ~f\.. A8 the states of
the automaton W we take the syrboly a(& where B e%, Calan, b
ipeluding the symbel Y ;; (even 1f A ¢’m )} which we shall

congider the inltlal state. It is obvious that the number of
states does not exceed )\ T“’R“""“_l The funetions F’ and Le)

of the tranaslitions and outputs of auvtomaton ‘Y / Will be defined
on the pairs (1"‘ ke ) , for which (g,\, l‘} ¢ T , in the follow-

o L TON _
ing way: f (‘3' ﬂ,\j ) Q"{’t((&h 3);({ (“yg b ) qs(gt’“") ¢
The construction ends with the’ imification of the undistinguishe
able states of the autometon and the rejectlion of those stataes
which caunot be reached from the initial stiate % [Note:]
From Lemma ! 2and the fact that an sutomatorn mut oﬁly-ainsla-
valued in the wesk meuse cannot produce more thapy N=i empty words

in sequence, i1t follows that the number of { =~ decondings
the word £ 1is finite), J

;
¢



[ Lﬁ@mg.suszl._mige_xw,i.&szt ting automaton A~ (se g
Vi

his metnod differs from the one precelding nerely in a
different definition of the functions W, Yo and Wi :

if K‘:D or k’r“}f and }\(Vd'\:"“ ‘/::Y‘,;::;)‘_T , fchen V'(p,c). tl
1‘{:3(&1 é):éiwj(,?,;): A')if s\, 2,‘ and~ ;‘\(V":: e vdt:_ 'Y . [ ’-r; then

et

- > f . 4 LN NN N . . .
\P'(Fi‘)“'&"ru Yalp.i) = V;:’:‘ see V“,: Y;:.Z) ‘\{’3'\‘54‘)“\5.':'6 .*uWhOFO c
ie the greatest number such that \«x’¢%’'and )kaygu".‘.xqfk\{“ﬂ),
. o K ey YR

Pigure 2, Automaton W Figure 3. Aetomatops inverse to
automaton MW (Fig 2). a -- auto-
- maton J4' ; b -- automaton W" ,

14 [}

The selection of automata M endW’ from the countable
set of other automats inverse to b is explained by their spe-
cial significsnce ir coding theory. If we agsume that automaton
ﬂt 1s used for message encoding, automata W/ and A" can be
ocneidered as deconding automata, the first of which degodes
each message with a minimal lag not greater than U , while the
second (irn the case of non-empty words V.* |} decodes each message
with 2 minimal constant lag T . The auiomaton M’ , as well aa
automaton N4’ in the cited instence are determined by these con-
gitions urambiguously with ar accuracy up to the limit of equiva-

ence,

Yote 1, There exist invertidle partial asutouata (see
Pig 3, for exanmple) for which any automata obtained by their
further definition without an exransion of the output alphabet,
are isvertibdle,

Yote 2, From Theorem & it follows that if M is a finite
automaton and the function(p@?"l 18 inrduced by the automaton

ving an infinite se’ of sta¥es, it is induced by some rfijte
tomaton
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SYNTHESIS OF A CLASS OF COMPUTERS

[Following is the tramslation of an article by
M.V, Rybashov in the Russian=language periodical
ady A Na SSR (Reports of the Aca~
eny of Sclences , VOl 147, Yo 6, 1962,
pages 1304-1305.]"

{Eresented by Academlci&g g.A. Trapeznikov 4 June
1962

In autormatic control systems there often arises the
need for devices to carry on automatic tracking of one of the
Yoots x*(t) = (xf,...,x¥} of a system of finite equations

fi(x‘,...,xn, u1,ooo’ur) =0 (13‘,00'9n) (1)

. with time~-variahle parameters Uy seeeylpe
Iz moat casen the variabdbles X{,ees,X, 8re not expressed

analytically in terms of indliependenit variadbles, so that the

problem is uuualli handled by analog computer metheds (ref i)
which make possitle functional transformations with functions
X, = % (Uy,000,u,) given implicitly by system (1).

Usually (ref t) a computer for the construction of im-
plicis functions 1s dseigned according to the principle of ocon-
tirmous formetion of the shifts £y = r1 in the course of changes

in variables u,,...,u,. Root tracking with the aid ¢f-such a device

is unavoidably accompanied dy an error in the established regime.
With conslderable speeds of variation of variables Uyssea,Up the

error may turn out to be considerabdble, which under certain con=-
ditions lesds to root hifurcation.

In the present article we dsscribe a method of synthe=-
atzing systems for tracking roote in the stable reglme with an
arror egual to zero,

L_ 1°, Let us suppose that the functions fi are oontthoully



EI}terentiable with respect %o ail tuelr ar¥ugenta in -]
irzgion D covared in the oolution of systexs (1), and the
functlions uk(t) are finite and dllfersntiable witu respect

to t, In sddition, the system of functions ti(i = 1,s00,8)
has 2 nou-degenarate Jacoblan A :gfbfifilxkg everywhere in D,
ILat us consider the syster of equations

dri/dt'.: éi{r.zyuac.!n), L:: 1"!0’n, (2)

where the furctioms &, as functions of the arguments f£.,...,I)

everywhare satisfy the Lipschitz conditions arnd are chosen such
that system (Z) hae & singular sasymptotically stable rest point

£ =0 (f! = f, Teau2 fn = ) in the phase space P with coordin-

ate axes f,,.ae,fy 0 A8 aunt o srystem we can have, for example,
the following:

dfi/dt = - ’A,iri, Ny > 0, 1= 1,.00,00 (3)
System [2) impliclily gives the system of equations M
with reapect te varliatles Tyssers¥y
ey/at = L (D - Bdu/at) (4)

where dy/dt, du/dt, ¢ are column matrices of the derivatives
and functiona ¢, respectively; -A! ig the izverse of the Jacoblans

B 13 the matrix (um ¥ r) of derivatives o f,/Qu,. System (2} has
the following prorsrties. Any solution xi(t) (where kX is the
number of the aclution) of system (1) 1s a special solution of

aystem (4) becaume the peint f = O is the rest point of systenm
(2). With initial comditions y(t,) = x (¢t ) satlsfylng equations

{1), the solution y(t,y(to)} of the system of equations (4) for
all t > te will satisfy the system (1), since for t >»t° as a i
regult of (2) we have

£ (y(t,x{t}), u{t)) 20, 21=1,...,m )

€ (1) = £y lyie )u (8)),

nrw vy



' E;;n because of the asymptotic stabllity at t t,, all tQZ]

g 4 will tend to zero, and as a result of the differentiadblility

of the functions f, and the finiteness of the functdon uj(t),
the following eveluation will hold:

(§ (Xt(t) - yi(t))a)‘/"é cuxi g{nntcl En} ’
1=

¢ = oconet,

Trom the evaluation it follows that the phase trajeotoriet
y(t) E xk(t) (where k 18 the number of the root of system (1))

are asyuptotically stabdle,

The ¢ynamic error will fall off with time, In practice
this means th2t upon the completion of the trsnsient process the
arror of the stable regime will be zero. At the same time, there
18 a fixation of the root, .

Equaetion (4) 1s realized by means of analog techniques
such as computing elements in electronic models,

¥ith the ald of system (4) it is likewise possidle to
£ind the roots of finite equations (ref 2), In thix case u, =
= conet, u1 20, J=1,¢s0,n. The rest poluts of the equationn

dy/at = '@  , dy/dt = (det )¢ ,

where C is8 a matrix sdjoint to matrix A, are asymptotically
stable and coincide with the roots of system (1), With the
specification of initial conditiorns in the raglon of attraction
of a given root, the representing point will henceforth tend
toward that root, .

2°, Let us consider the matrix equation:

ar/at = 0,
The rest point £ = 0 in this equation is Lyspunov-stable,
as are the trajectories y(t) = xg(t) of the equation
ay/at = - 1'B(du/dt). (5)

The computer with equation of motion (5) makes it pos~
sible to perform trscking of the root with an error not exceedi
& o Indeed, with the trajectory Lyapunov-stable for a giveng> 0,
there exists a (€ )> O suoch that if the error in the initial

li:nditions ‘ __j



f”“ (ﬁw (x¥(t.) (t, \‘\Vl doee not exceed o t;:1
S NN : ot emosed

5220
with t 2%, tne error will not exceed the specified figure € .
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