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1. SUMMARY
Many computational visual models use the contrast sensitivity function (CSF) to represent certain visual characteristics of the observer. In addition, these models are often implemented using a multi-scale, band-limited representation of image contrast. The purpose of the present study was to evaluate a previously described visual model (Peli, JOSA A, 7, 2030, 1990) by comparing the appearance of an image viewed at various distances with simulations of that image corresponding to the same distances generated with the model. Among the unique characteristics of this model are that it applies a threshold (i.e. nonlinear) CSF and a locally normalized, band-limited contrast. Since CSFs can vary substantially depending both on the stimuli and the testing method used to measure them, the model was evaluated using several CSFs. The model was also evaluated for both central images, extending to 2° eccentricity, and peripheral images, extending from 8° to 32° eccentricity. Changes in the images with eccentricity were modeled by a single parameter. For the central (2°) stimuli, the CSF obtained with 1-octave Gabor stimuli and a contrast detection task provided better simulations than the other CSFs tested. In addition, data obtained using both lower and higher contrast versions of the same images verified the CSF over a wide range of frequencies and indicated that the model was sensitive to small variations in the chosen CSF. For the peripheral (6.4°-32°) stimuli, the same 1-octave, detection CSF was found to provide the best simulation. In general, the model suggested by Peli (1990) performed well for both the central and peripheral visual targets, suggesting that the use of a nonlinear CSF and locally normalized contrast are valid. Further, the performance of the model for the peripheral stimuli suggests that, at least for the simple discrimination task used here, differences in image detail across wide-field images can be modeled using a single eccentricity-dependent parameter in addition to the foveal CSF.
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2. INTRODUCTION
Simulations of the appearance of visual images and scenes have been studied in many areas of visual science [1-4], and engineering [5-7]. The simulations are usually generated using a computational vision model. One such multi-scale model of spatial vision was used to calculate local band-limited contrast in complex images [8]. This contrast measure, together with observers' contrast sensitivity functions (CSFs), expressed as thresholds, was used to simulate the appearance of images to observers with normal vision [8] and low vision [7]. Others have applied the same concept of local band-limited contrast with small variations [6, 9, 10]. The local band limited contrast model was also used to simulate the appearance of images presented to the peripheral retina [11] using the CSF measured at various retinal eccentricities. Validation of the simulations and the underlying vision models is crucial for such applications.

We summarize here the results of tests of both central (2°) and peripheral (6.4°-32°) visual models performed using simulations of complex images. The peripheral model is identical to the foveal model except for the addition of a single parameter representing the change in the contrast detection threshold across the retina. In the foveal study, observers were asked to discriminate an original image from a simulation of the original as viewed from various distances. The distance at which discrimination performance was at threshold was compared with the simulated observation distance, and was found to be the same. In the peripheral study, we modeled the change in contrast sensitivity with eccentricity, and compared the data to those obtained using simpler stimuli as reported in the literature.

While it appears that methodological differences may account for the variability of the CSF data in the literature, we do not know yet which method should be used to obtain the CSF that is most appropriate for simulating the appearance of complex images in the context of pyramidal, multi-scale vision models. Therefore, we have compared the appearance of complex images simulated from CSFs obtained using test gratings whose spatial extent was determined by either a constant-width (square) or a variable-width (1-octave gaussian) window. Further, we compared the appearance of complex images simulated from CSFs obtained using either pattern detection or an orientation detection task.

In applying the vision model to simulations or other applications one needs to consider both the object's contrast spectrum, computed in terms of cycles/object or
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cycles/image, and the observer's CSF expressed in terms of cycles/degree (c/deg.). To derive the object's spectrum at the retina (see Fig. 1, solid black curve), the distance of the object from the observer needs to be known. Any information in the image that falls below the observer's threshold (i.e., below the point at which the contrast threshold is detected) will be masked by CSF (second thick black). At the new distance, lower object frequencies are removed by the observer's CSF but essentially the same retinal frequencies are involved. The gray pairs of curves represent the spectra of images with increased (upper pair) and decreased contrast, which allow testing of other parts of the CSF since they intersect it at higher and lower retinal frequencies, respectively.

Fig. 1. The interaction, from two different observation distances, of image spatial frequency content at different image contrasts (amplitudes) with two example CSFs. The thick black line represents a typical (1/f) image spectrum (IS) for a 4" image. The part of the IS below the upper CSF (pattern detection threshold obtained with Gabor stimuli) will not be detectable (shown as thin black line). A change in observation distance that decreases the image to 2", shifts the IS along the 1/f line (second thick black). At the new distance, lower object frequencies are removed by the observer's CSF but essentially the same retinal frequencies are involved. The gray pairs of curves represent the spectra of images with increased (upper pair) and decreased contrast, which allow testing of other parts of the CSF since they intersect it at higher and lower retinal frequencies, respectively.

When the distance between an object and an observer increases, the retinal size of the object decreases and its retinal spatial frequencies increase. It was previously thought by us [12] and others [13] that this change results in a shift of the object's spectrum curve to the right along the spatial frequency axis (see Fig.1). However, as Brady and Field [14] pointed out, the spectrum actually shifts both to the right (higher frequencies) and down (lower contrast) sliding along a line with slope = -1.0. Most natural images have a spatial frequency spectra that behaves as 1/f (i.e., have slope = -1.0). Thus, a change in object size causes the spectrum to "slide along itself" (Fig. 1, pair of thick black lines). As a result, the spectrum of the farther image intersects the CSF curve at essentially the same retinal frequency. Only the mapping of the relevant object frequencies to the retinal frequencies changes. Therefore, the experiments reported by Peli [15] have probed only a very limited range of spatial frequencies in the CSF. To further examine the CSF, one needs to use images whose spectra intersect the CSF at other frequencies. This was achieved here by using higher and lower contrast versions of the same images, as illustrated schematically in Fig. 1. As a practical matter, we actually increased or decreased the amplitude of the images, not their contrast. This operation in which the image dc value is subtracted and the remaining values are scaled up or down is frequently referred to as a contrast increase or decrease. As pointed by Peli [8], however, the changes in contrast are equivalent to changes in amplitude only when the local luminance is equal to the mean luminance. We use the term contrast change here for consistency with previous work. The higher- and lower-contrast image spectra intersect the threshold CSF curve at higher and lower spatial frequencies, respectively, and thus can be used to test the CSF at those additional frequencies.

The issues discussed above suggest that, despite the fact that complex images were used, one limitation of our previous work [12, 15, 16] is that the validity of the chosen CSF was tested at one spatial frequency only. In the work described here, we sought to expand this investigation to a wider range of retinal spatial frequencies by using as stimuli images scaled in contrast over a correspondingly wider range. As was described above, the lower contrast images effectively were used to test the lower retinal spatial frequencies, while the higher contrast images were used to test higher spatial frequencies.

3 FOVEAL VISION MODEL

3.1 Methods

We tested our vision model by comparing an original image with a model simulation of how the original would appear from various distances. If the model is valid, the original and simulated images should be indistinguishable at distances equal to or greater than the distance used for the simulation. Likewise, the two images should be progressively easier to distinguish at distances shorter than the simulated distance.

Observers viewed image pairs from various distances presented in a forced-choice procedure. Simulated test images were obtained using each observer's individual CSF. Four different images at each of five different contrasts were tested. For each image, simulations were generated corresponding to views from three observation distances. For the three distances (106, 212, and 424 cm), the images spanned visual angles of 4" 2", and 1", (i.e., maximum eccentricities of 0.5", 1", and 2", respectively). The simulated distance and the corresponding size in degrees served to establish the proper relationship between the observer's CSF, expressed in c/deg., and the image spatial frequencies, expressed in c/image. The observers viewed the image pairs from nine distances, which included distances both shorter (53 cm) than the shortest simulated distance and longer (848 cm) than the longest simulated distance. Each image at each simulation distance
was presented 10 times at each viewing distance. The position of the simulated image relative to the original (right or left) was randomly selected for each presentation. From each observation distance, the Percent Correct identification of the processed/simulated image was calculated for each of the four test images at each of the simulated distances. The data for each simulated distance (Percent Correct out of 40 responses for each observation distance) was fitted with a Weibull psychometric function to determine threshold at a 75% correct level. The distance at which the observers performed at the 75% level was compared to the simulated distance. If the simulations and the CSF used in the simulation accurately reflect the observers' perception, the measured and simulated distance should be equal.

The CSF data used in the simulations were obtained for each observer individually using 1-octave Gabor test stimuli. The CSFs were obtained using a VisionWorks™ system (Durham, NH) with an M21LV-65MAX monitor (DP104 phosphor) operating at 117 Hz, non-interlaced. Method-of-Adjustment (MOA) and Staircase procedures were used, as indicated. Seven interwoven frequencies, separated by one octave between 0.5 and 32 c/deg., were presented in each block. For the MOA, a threshold was estimated by averaging six responses at each frequency. For the Staircase procedure, six response reversals were obtained and a threshold was estimated from the mean of the final four reversals. The stimuli were the same 1-octave, Gabor patches of bandwidth in all cases (vertical orientation only). In a previous study [15] CSF data were obtained using both an orientation detection task and a pattern detection task. In the orientation detection task, a Gabor patch was presented in a single testing interval and the observer was asked to make a forced-choice response as to whether the grating was horizontal or vertical. The pattern detection task was performed in a temporal, two-alternative forced choice and the observer indicated which interval contained the stimulus. In both cases, a staircase procedure was used. The results reported by Peli [15] clearly rejected the simulation based on the orientation-detection CSF, and so here we report only results obtained using simulations based on the pattern-detection CSF.

The image pairs were presented on a 19 in (48 cm), non-interlaced monochrome video monitor of a Sparc 10 Workstation (Sun Microsystems, Mountain View, CA). The display luminance was linearized over a two log-unit range using an 8-bit lookup table. The images were 256 x 256 pixels each, and were presented at the middle of the screen, separated by 128 pixels. The background luminance around the images was set to the mean luminance level of the display (40 cd/m²). The test images were also produced at varying contrasts by subtracting the mean luminance level from the image, multiplying each pixel by the corresponding contrast (10%, 30%, 50%, and 300%), and then adding the mean luminance back. The 300% contrast image was saturated wherever the dark or bright values exceeded the dynamic range of the display. The simulations for each of the four images, five contrast levels, and three simulated observation distances were generated as described in Peli [8].

Observers were seated in a dimly lit room and allowed to adapt for five minutes to the mean luminance of the display. A sequence of image pairs was then presented, and the observer responded as to the spatial location of the simulated image (right or left) by depressing the right or left button on a mouse. A new pair of images was presented 0.1 sec. after each response and remained on until the observer responded. The order in which the observation distances were tested was randomized.

3.2 Results

The first set of experiments was conducted with simulated test images produced using CSF data measured from a fixed, 2 m, observation distance. The CSF values needed for the simulations at frequencies outside the measured range (0.5 - 16 c/deg) were extrapolated by linearly extending the low and high frequencies limbs of the CSF. The CSF was measured using the MOA. For the well-trained psychophysical observers the results with the MOA and Staircase procedures differed only slightly. Both the form of the CSF and the standard error of the measurement, were similar to those of CSFs obtained using similar stimuli, similar forced choice procedures, but different display systems. This was not the case for one novice observer (JML) whose staircase data were similar to those of the other observers, but whose MOA data showed substantially reduced sensitivity (as much as 0.5 log units at middle and low frequencies), even when measured repeatedly.

Four observers participated in this experiment and their results were similar. Shown in Fig. 2 are data obtained from observer AL. If the simulations were veridical, the fitted curves would cross the 75% correct level at the simulated distance, and thus all points in Fig. 2 would lie on the diagonal line. However, as can be seen from the figure, the results the simulation was veridical only for the images in the 30 - 100% contrast range, even for the most practiced observer (AL), who participated in a previous study using the same task). For these moderate contrast images, the distance at which the original was distinguished from the simulation was very close to the simulated distance. The 10% image was discriminated at distances larger than the simulated distances, indicating that the CSF values used in the simulations at low frequencies were too low. Stated otherwise, the thresholds implemented in the simulations were too high, in that they removed more of the image than was appropriate, thus making the discrimination task easier. The 300% image was discriminated at a shorter distance, indicating that the CSF values used at the high frequencies were too high. The results for a second experienced observer (KB), who was however a novice at this task, are generally similar except that performance was somewhat poorer in that shorter observation distances were required to distinguish the simulated image from the originals. In addition, the data for this observer differ even more at the moderate contrast levels than do those of observer AL. The results for the remaining two observers were similar to those of observer AL, in that they were centered on the diagonal prediction line. However, the variability of the data of the latter two observers was greater than that of observer AL, and was more similar to that of, observer KB.

By varying image contrast in the present study, we were able to test the CSF over a wider range of frequencies than was tested by Peli [15]. Although we do not present all of the data here, we note that the individually measured CSFs used in the present simulation under-estimated the observers' sensitivity at low spatial frequencies and
Fig. 2. The measured distances (y-axis) at which the simulated images were just distinguishable from the corresponding original images, plotted as a function of the simulated observation distances. For this observer, the data deviate from the veridical (diagonal line) only for the extreme contrast conditions—one (10% contrast) corresponding to detection of low spatial frequencies and the other (300% contrast) to high spatial frequencies. The data from the other observers were similar in form, although their variability was somewhat greater.

over-estimated it at high spatial frequencies. Since extrapolated CSF values at both ends of the frequency range were used in the simulation, further experiments were conducted to determine if the observed deviations from the expected distance estimates (i.e., the diagonal line in Fig. 2) at low and high contrasts was a result of an error in the CSF measurements, or simply an error in our extrapolation of those measurements.

The contrast sensitivity was re-measured for two of the four observers using the same stimuli, procedure, and display system, but varying the observation distance to extend the spatial frequency range. The smallest observation distance tested was 0.5 m, which reduced the lowest spatial frequency tested from 0.5 c/deg. to 0.125 c/deg. The three lowest frequencies were obtained using the 0.5 m viewing distance. The greatest observation distance tested was 8 m, which permitted testing at frequencies as high as 24 c/deg. (our observers could not detect the 32 c/deg. stimuli at any contrast). As can be seen in Fig. 3, contrast sensitivity to the lower frequencies, measured at the smallest observation distances (square symbols), were higher than the previous measurements. This result is consistent with the simulation results of Experiment 1. Also, the contrast sensitivity to the higher frequencies measured at the greater observation distances of 4 and 8 m were almost overlapping. These high-frequency data, showed substantially lower sensitivity than the data obtained or extrapolated from the 2 m measurements. These differences insensitivity are also consistent with the results obtained in the simulations, suggesting that the contrast sensitivity of the observers in this task is better represented by the directly measured

CSFs than by data extrapolated from the CSF obtained at 2 m. Similar conclusions could be drawn from the data obtained for the second observer (KB). It should be noted that except for the 24 c/deg. data, the new measurements were obtained using the same physical stimuli as were used at the 2 m distance.

To further verify the simulations and to better determine the most appropriate CSF for use in simulations of this kind, we repeated the first experiment for two observers. In the second experiment we used the CSF shown in Fig. 3, which was obtained by combining the data from various observation distances. Specifically, the 0.5 m measurements were used for the low spatial frequencies, the 2 m measurements were used for the intermediate frequencies, and the 4 m measurements were used for the high frequencies. The contrast sensitivity at 32 c/deg. required by the simulation was extrapolated from values at 8, 16, and 24 c/deg., since we could not obtain contrast sensitivity measurements from our observers at that frequency. The results (Fig. 4) clearly show a convergence of the data towards the diagonal line for observer AL. Observer KB showed a substantial convergence of the data from various contrast versions and in addition a combined improvement in overall performance. This improvement may be accounted for by the increased familiarity with the task. For both observers, the deviations of the estimated distance from the predicted distance are smaller than those evident in the data of Fig. 2. In particular, the values for the 10% and 300% contrast images converge towards the other values. The results for the 300% contrast image remain separated from the rest of the samples. Since the 300% images test the CSF at high spatial frequencies, this suggests that the observers' visual performance in the task was mediated by even lower
Fig. 4. The measured distances (y-axis) at which the simulated images were just distinguished from the corresponding original images compared with the simulated observation distance, for the same observers as in Fig. 2. Here the simulations were computed using the combined CSFs obtained from different observation distances (Fig. 3). For the well-practiced observer the data with the combined CSF is now very close to the prediction represented with the diagonal solid line.

sensitivities than those measured from the 4 m observation distance.

4. PERIPHERAL VISION MODEL
Non-uniform processing is a salient and well-documented feature of the visual system [17]. Peli et al. [18] showed that the changes in contrast sensitivity across the retina might play a role in maintaining size (distance) invariance i.e. they may account for the fact that “form perception is largely independent of distance” [19]. Such distance invariance has been reported for various stimuli [20-22]. The property of the visual system that allows the detection of image contrast to be nearly invariant with the changes in size associated with changes in distance must be included in any complete visual simulation.

The model we propose for describing changes in contrast sensitivity as a function of eccentricity consists of the foveal CSF and one additional parameter, the fundamental eccentricity constant (FEC). The FEC represents the decrease in contrast sensitivity as a function of retinal eccentricity [18]. Specifically, the FEC is the slope of the function relating the contrast threshold for a 1 c/deg stimulus to retinal eccentricity, on a log-log graph. This simple relationship allows us to model the effects of visual system non-uniformity on the appearance of wide-field images using only limited data on the sensitivity of the retina at various eccentricities. We have also made use of a pyramidal, local band-limited contrast model [8], which

has previously been used to model the appearance of images processed by a non-uniform visual system [18]. Here we used the discrimination of wide-field imagery to test the validity of these previously-described simulations and to determine whether a single eccentricity-dependent parameter (i.e., the FEC) is sufficient to model the well-known spatial non-uniformity of the visual system. We further attempted to determine which of several CSFs was the best estimator of the discrimination of complex, wide-field imagery.

4.1 Methods
Six observers were tested, although not all under all experimental conditions. The observers ranged in age from 18 to 48 years, and had uncorrected 20/20 vision as determined by a Snellen chart. The observers were paid for their participation.

Four stimulus images were obtained from the left and right halves of two digitized aerial photographs, one of airport buildings and the other of planes on the ground (Fig. 5). One half of each stimulus image was an unprocessed version of the original half-image, and the other was a mirror image of the original half-image (Fig. 5), processed as described below. The full stimulus images were 1024 x 1024 x 8-bits and subtended 64° at a viewing distance of 1.2 m. Stimuli were rear-projected onto a large screen (Lumiglas 130, Stewart Film Screen Corp.) using the green channel of a Barco Graphics 808s CRT. Stimulus presentation and data collection were controlled by an SGI Crimson workstation.
The three CSF data sets used in the various simulations. The gp (orientation detection/variable window) set was obtained with Gabor stimuli in an orientation discrimination task. The th (pattern detection/variable window) set was obtained using the same stimuli in a contrast detection task. The bc (pattern detection/constant window) set was obtained with a fixed aperture grating stimuli in a detection task. Note that the bc and th CSF are identical at mid-frequencies of about 3 c/deg. Extrapolated values were used in the simulations when needed outside the available data range.

To simulate their appearance across 64° of visual angle, the images were processed assuming fixation at their center. The details of the simulation method are given in Peli [8], and the modifications used for peripheral simulations are given in Peli et al. [18].

The appropriate threshold at each location was determined using the foveal CSF data set and the FEC applied for a given simulation. The threshold was calculated for each eccentricity, θ, and for each FEC as:

\[ T(θ, f) = T(0, f) \cdot \exp(FEC \cdot θ \cdot f), \]

where \( T(0, f) \) is the foveal threshold and \( f \) is the spatial frequency in c/deg.

The images were processed using one of three CSF data sets (pattern detection/constant window, orientation detection/variable window, or pattern detection/variable window) and one of seven FEC levels (0.02, 0.035, 0.055, 0.075, 0.10, 0.15, and 0.20). The FEC levels of 0.035 and 0.055 were found by Peli et al. [18] to fit various peripheral CSF data sets from the literature. The remaining FEC levels were selected to cover a suitable range around these values. The orientation detection/variable window CSF data were based on the discrimination of horizontal and vertical 1-octave Gabor patches (i.e., a sinusoid within a gaussian aperture) and were low-pass in character. The pattern detection/variable window CSF data were obtained using a contrast detection task and similar stimuli [15]. These were also low-pass in character. The pattern detection/constant window CSF data were based on contrast detection of sinusoid gratings within a 2° square aperture [23]. These data were band-pass in character and the absolute values for the mid-spatial frequency range were similar to that of the pattern detection/variable window data (see Fig. 6). Whenever values outside the measurement range were needed for the simulations they were extrapolated as shown.

A total of 560 trials were run in each 1-hr. session. The 560 trials corresponded to 10 random presentations of each of 56 stimulus images (i.e., 4 original images × 2 sides for the standard × 7 FEC levels). The data presented here are means of five Percent-Correct estimates, each in turn obtained from the forty responses within an individual session.

4.2 Results

Preliminary results of this study, shown in Fig. 7, have been reported in part by Peli and Geri [16] and Peli [24]. The data fall on the active portion of the psychometric function, and the threshold FEC is close to the prediction. However, the percent correct is high even for very low levels of FEC (upper graph), and there is a significant image dependence (lower graph). Both effects are inconsistent with the present vision model.
A surprising result was that even for very low FEC values, the discrimination of the simulation from the original was at a level much higher than the 50% chance. Such a result is possible since the images are processed by the foveal CSF even for an FEC of zero, and therefore they differ from the originals. However, it is important to note that for the low values used, the simulations were processed so little that they were difficult to distinguish when examined carefully side-by-side on the screen for unlimited time. Initially we suspected that the high level of discrimination in the periphery was a result of the abrupt short presentation [25]. However, changing the presentation waveform to a 500 msec gaussian did not change the results.

Shown in Fig. 7 (lower) are means obtained from four observers for the two images used. The data indicate that the "planes" image simulation was easier to discriminate from the original than was the "city" image. Since the vision model is observer-based and includes no image-dependent parameters, it cannot account for this aspect of the data. We have seen similar effects in testing simulations of central vision [15], and in that case the effects were attributed to an artifact, the so-called high frequency residual (HFR), which was removed from the simulations but which remained in the original image. The HFR is the set of spatial frequencies at the corners of the square spatial-frequency support, which are excluded when only a circularly symmetrical filter is used. Peli [15] found that removal of the HFR resulted in the elimination of the image dependency as well as an improved performance of his simulations at various viewing distances. The data shown in Fig. 8, again are means obtained from four observers, but were obtained using stimulus images from which the HFR had been removed. Although there is a small difference between the curves at one or two FEC levels, the image dependence has been significantly reduced.

Shown in the upper graph of Fig. 9 are the functions relating the percent correct obtained in the discrimination task to FEC level for images simulated using either the pattern detection/constant window (open symbols) or orientation detection/variable window (closed symbols). The results in Fig. 9 show a clear difference between the simulations based on the orientation detection and pattern detection CSFs, but cannot differentiate between the two data sets based on the constant window and variable window CSFs obtained using the pattern detection task. As shown in Fig. 6, the CSFs associated with these latter two data sets converge at middle frequencies. Since the constant window CSF show higher threshold than the variable window at low frequency, which are tested by low contrast images, we can expect the variable window simulations results to require higher FEC values to match. Thus, we can predict that the simulations would diverge and in a predictable manner if images of lower or higher
contrast were used to test lower and higher frequencies, respectively. The one that would remain stable (if any) is the one representing the subjects' perception. The experiments therefore were repeated using test images whose contrasts (actually amplitudes) were scaled by factors of 0.1, 0.3, and 3.0 compared to the original image set. The results shown in Fig. 10 were indeed as expected. The results for the original image (contrast = 1.0) essentially replicate, using a different set of observers, the previous data shown in Fig. 9. As the contrast was reduced, the FEC found for the constant-window condition remained largely unchanged (even though the slope of the psychometric function changed, especially for contrast = 0.1). For the variable-window condition, however, the FEC gradually increased as contrast was reduced. These results suggest that peripheral sensitivity decreases at lower spatial frequencies. This conclusion is consistent with the data of Fig. 10 obtained using images simulated with the constant-window CSF (open circles), and is not consistent with the data obtained using images simulated with the variable-window CSF (filled circles). In all cases, the FEC found in our experiments was higher than the 0.035 - 0.055 value we computed from a number of data sets published in the literature, where grating targets on a uniform background were used [18].

5. DISCUSSION

The results of the foveal experiments verified that the model proposed by Peli [8] and used to simulate the appearance of an image from different observation distances is valid. The simulated images were found to be distinguishable from the original images at distances close to the simulated distances. Thus, these results demonstrate that the present simulation procedures can be used to determine whether the discrimination of complex images can be predicted from the form of empirically derived CSFs.

Also of interest are the possible reasons for the differences between the CSF's obtained here for different observation distances. Differences at the low frequency end are relatively easy to account for. The low frequency Gabor stimuli viewed from a distance of 2 m are quite large, and often extended to near the edge of the display area. The edge of the screen (outside the display areas) is dark and thus creates a high contrast feature which when close to the stimuli may reduce their visibility. Moving the observer closer to the screen reduces the size of the stimuli providing the same spatial frequencies, thus increasing their distance from the display edge and reduces its masking effect. Indeed for both observers the detection threshold for the three lowest spatial frequencies was almost equal at 2 m and 0.5 m (which were the same physical stimuli) suggesting that the low-frequency
reduction in sensitivity to these stimuli is, in fact, a masking effect. This argues for an even higher sensitivity at low frequencies than that represented by the "combined CSF" in Fig. 3. The reduction in high-frequency sensitivity that we found when observation distance was increased cannot be as easily explained.

The larger stimuli viewed at 4 or 8 m were closer to the edge, and hence may have been masked as the stimuli used to test the lower frequencies were assumed to be. These images were also of higher contrast, which might be hypothesized to result in more masking. However, such masking should reduce the sensitivity to these frequencies - not improve it. Thus, at the moment we have no hypothesis that adequately explains this effect.

We found that by varying a single parameter (the FEC) in our simulation, we could vary discrimination gradually from chance level to 100%. This confirms the validity of the simulation technique and suggests that the FEC adequately represented the position-dependent changes in the appearance of our stimuli. The fact that wide-field images simulated using various foveal CSFs were discriminated at different FEC levels, extends to peripheral vision the findings of Peli [15], regarding the sensitivity of both the simulation and the psychophysical method to small differences in the CSF.

The CSFs obtained with pattern detection tasks resulted in lower thresholds, thus it is not surprising that the simulations using the pattern detection/constant window and pattern detection/variable window CSFs led to higher FEC levels. The combination of lower foveal thresholds and higher FECs compensate for each other in computing peripheral thresholds. The foveal CSFs used in the simulations were complete functions of contrast sensitivity in that they differed in shape as well as absolute sensitivity. One may wonder how is it possible that such large differences in the form of the CSF can be compensated by changes in a single variable, the FEC, such that the threshold of discrimination remains the same. This is the case because, as pointed out by Peli [15] and confirmed by Peli [26], while the whole CSF is used in the generation of the simulation, only a very narrow range of frequencies (probably near the contrast sensitivity peak) is tested in the image discrimination task. The finding that the pattern detection/variable window CSF, which is very similar to the pattern detection/constant window CSF for mid-frequencies (Fig. 6), resulted in similar threshold FECs, also further supports this conclusion.

All FECs found here are larger than those computed from CSF measurements obtained across the retina (see Table 1 in Peli et al. [11]). This difference may be due to masking by superimposed or adjacent image detail, which may result in a more rapid decline of detection performance as retinal eccentricity is increased (i.e., crowding or lateral masking effects). While such effects were demonstrated in a number of letter acuity tests, we are not aware of direct measurements of such lateral masking for gratings or gratings patches.

The vision model employed here produced images that were discriminable in a way predictable from well-established visual and perceptual data. It might, therefore, be expected that analogous models could be employed to assess more general image properties such as perceived image quality. In particular, the peripheral vision model suggested by the present analysis might be useful in evaluating wide field simulator images as well as area of interest, or other foveating systems.
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