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Abstract

This paper presents three different methods to develop multilingual phone models for flexible speech recognition tasks. The main goal of our investigations is to find multilingual speech units which work equally well in many languages. With this universal set it is possible to build speech recognition systems for a variety of languages. One advantage of this approach is to share acoustic-phonetic parameters in a HMM based speech recognition system. The multilingual approach starts with the phone set of six languages ending up with 232 language-dependent and context-independent phone models. Then, we developed three different methods to map the language-dependent models to a multilingual phone set. The first method is a direct mapping to the phone set of the International Phonetic Association (IPA). The second approach we apply an automatic clustering algorithm for the phone models. The third method exploits the similarities of single mixture components of the language-dependent models. Like the first method the language specific models are mapped to the IPA inventory. In the second step an agglomerative clustering is performed on density level to find regions of similarities between the phone models of different languages. The experiments carried out with the SpeechDat(M) database show that the third method yields in almost the same recognition rate as with language-dependent models. However, using this method we observe a huge reduction of the number of densities in the multilingual system.

1. Introduction

Over the last years automatic speech recognition systems have reached a level of quality which allows the introduction of commercial products. However, a new problem has occurred: the language-dependency of current recognition technology. The phonetic models used in state-of-the-art systems are extremely language-dependent. The overall goal of our research activities is to create a multilingual and almost language independent recognition system which works in the most important languages of the world. We started our multilingual approach with OGI MLTS database [15] based on the work of [1]. Nowadays, even larger multilingual databases are available like SpeechDat(M)1, Call-Home etc. These databases allow a robust modeling of phonetic units for different languages. Instead of using language-dependent acoustic models our approach tries to exploit the acoustic-phonetic similarities of sounds across languages. This approach has two main advantages. First, the number of HMM parameters can be reduced significantly if it is possible to share phone models in different languages. Second, these multilingual models speed up the process of cross-language transfer. With the multilingual phone models the huge data collection process can be avoided or at least it can be reduced. This paper shows different approaches to achieve the goal to exploit the acoustic-phonetic similarities.

The paper is organized as follows: First, we present three different methods to create multilingual phone models using HMM technology. Then we perform our experiments with a language-dependent system covering six languages. These multilingual experiments are then given in the following chapter. At the end we give a summary of the current research status and a perspective for future research activities.

2. Multilingual Phone Modeling

This section shows different approaches to find multilingual phone models for automatic speech recognition tasks. One central problem is to detect and to exploit the acoustic-phonetic similarities across languages. Which sound in one language is similar enough to a sound of another language to provide only one common model? This question leads to the definition of a similarity measurement of speech sounds. The other question is, if the phone is the optimal entity to exploit the similarities. Or is another speech unit like a sub phone unit or a single density of a continuous density HMM (CDMM) more appropriate to create multilingual models. The overall goal of the different approaches to find multilingual speech units is to generate models which perform as well as language-dependent models for different recognition tasks. Thus, we can formulate the task to create accurate acoustic models which also exploit the similarities across languages.

2.1. Mapping to the IPA based phone set (IPA-MAP)

The most obvious approach is to map the language-dependent models to the appropriate phone of the inventory of the International Phonetic Association (IPA). Here, the phonetic mapping is performed with phonetic knowledge rather than with some statistical based similarity measurement. Most of the phonetic inventories which are in use are based on IPA, like Sampa, WorldBet, TimitBet or Spicos. The rule of the mapping of the language-dependent phones $P_{\text{HD}}^{\text{DP}}$ to the multilingual phone units is:

$$P_{\text{HD}}^{\text{DP}} \rightarrow P_{\text{IPA}}^{\text{IPA}}$$ (1)

The mapping is performed for each language. All phonetic segmentation and transcription files (label files) are transformed to
the IPA based inventory. After this mapping a Viterbi based
HMM Maximum Likelihood training is performed. Figure 1
shows the different steps of the approach IPA-MAP.

At each cluster step the most similar pair of clusters are
merged to a new cluster. This means that the two clusters \( \hat{C}_i \)
and \( \hat{C}_j \) of all cluster pairs \( C_i \) and \( C_j \) with the smallest
distance are merged:

\[
(\hat{C}_i, \hat{C}_j) = \arg \min_{C_l, C_j} D(i, j)
\]  

Because the estimation of the new phone models of the
merged cluster is difficult to achieve the distance is always
computed with the original language-dependent models which are
the basic elements of one cluster. Hence, the distance between
two clusters are determined with the furthest neighbor criterion.
Therefore, we calculate the maximum distance of the initial
clusters \( C_k \) and \( C_l \) which are in this case the language-dependent
phone units.

\[
(\hat{C}_i, \hat{C}_j) = \arg \max_{k \in C_i, l \in C_j} D(k, l)
\]  

The usage of the furthest neighbor criterion has also the advan-
tage to avoid huge log-likelihood calculations. The calculation
of equation 6 requires also the data of the phone models. The
data corresponds to the phone tokens which are extracted from
the phonetic label files. Each phone has a pool of tokens which
are used for the distance calculation. The number of tokens of
each language-dependent phone unit is set to 500.

The complete algorithm to create multilingual phone models
using clustering methods is given in figure 2.

<table>
<thead>
<tr>
<th>loop over all languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM-training over all languages:</td>
</tr>
<tr>
<td>- HMM-init</td>
</tr>
<tr>
<td>- HMM-Viterbi training, 6 iterations</td>
</tr>
</tbody>
</table>

Figure 1: Algorithm IPA-MAP

The main advantage of this approach is the simple way of getting
multilingual models. Further, the final IPA-based models have
a clear representation in the multilingual context and the cross-
language transfer is also very simple. The sounds of the new
language can be extracted very easily from the multilingual phone
library. On the other hand, the direct use of IPA does not con-
sider the spectral properties and the statistical similarities of the
phone models. Further, the IPA-based units do not model some
language-dependent properties of the sounds. This can yield in
a decrease of the accuracy of the acoustic models. This problem
will be more severe as more languages will be included in this
approach. Another disadvantage is that some inconsistencies of
different phone systems of different languages and inventories
can hurt this method.

2.2. Multilingual Phone Clustering (MUL-CLUS)

In this approach the language-dependent phone models are
mapped to a multilingual set using a bottom-up cluster algo-
rithm. Therefore, a similarity between two phone models has
to be defined. In this work we apply a log-likelihood \( LL \) based
distance measure. The distance between two phone models \( \lambda_i \)
and \( \lambda_j \) is:

\[
D_{LL}(\lambda_i, \lambda_j) = LL_1^i - LL_1^j \\
D_{LL}(\lambda_i, \lambda_j) = \log p(X_i[i|\lambda_i]) - \log p(X_i[i|\lambda_j])
\]  

where \( \lambda_i \) is the model of phone \( i \). The data is given by the token
\( X_i \). Respectively, the distance \( D_{LL}(\lambda_j, \lambda_i) \) is given by:

\[
D_{LL}(\lambda_j, \lambda_i) = LL_1^j - LL_1^i \\
D_{LL}(\lambda_j, \lambda_i) = \log p(X_j[i|\lambda_j]) - \log p(X_j[i|\lambda_i])
\]  

Because the distances are not symmetric we calculate the average
distance:

\[
D_{LL}(\lambda_i; \lambda_j) = \frac{1}{2}(D_{LL}(\lambda_i, \lambda_j) + D_{LL}(\lambda_j, \lambda_i))
\]  

The complete algorithm to create multilingual phone models using
phone distance measurement and clustering (MUL-CLUS)
The cluster process continues until all calculated cluster distances are higher than a predefined distance threshold. Alternatively, the clustering stops if a specified number of final clusters is achieved. After the clustering is finished we can use the cluster information to map the language-dependent models to the multilingual inventory. All label files are processed with this mapping information. Then the HMM models are trained with the maximum likelihood based Viterbi training.

The automatic clustering has the advantage to use statistic measurement based on HMM technology which is also used during recognition. The disadvantage is that the final multilingual units lose some clear representation and it is more difficult to transfer this models to a new language.

2.3. IPA-based Density Clustering (IPA-OVL)

The previous two approaches try to create complete multilingual phone models. This means that all parameters (i.e. sub phone units, densities of a CDHMM) of one model are shared across the different languages. On the other hand there are several language specific properties of the sounds. They exist due to different phonetic context, speaking style and rate, prosodic features and allophonic variations. To cover these effects we have presented a novel approach to create multilingual phone models [15]. Instead of complete overlapping phone models we assume that there are language-independent realizations. This approach is achieved by using mixture densities. Figure 3 shows the idea of this method. There are regions of one IPA sound which are used in one, two or three languages. In this example the nasal

\[ D(\lambda_j; \lambda_i) = \frac{N_i N_j}{N_i + N_j} \sum_{d=1}^{D} |\mu_{i,d} - \mu_{j,d}| \]  

(10)

In previous investigations we found that it is important to normalize the distance by the number of occurrences \( N_i \) and \( N_j \) which give information how often the densities are seen during training. This normalization avoids the generation of very big clusters which dominate the small clusters. One important aspect is that all clusters should have a similar number of elements. Otherwise the resulting clusters lose their power to discriminate between different sounds.

Figure 3: principles of the method IPA-OVL (two dimensional case).

...m occurring in the languages German, Spanish and English mixture components which are used in one, two or all three languages.

The creation of the multilingual models is shown in figure 4. First, the language-dependent models are trained as before. Each language-dependent phone consists of 3 segments (sub phone units) each modeled by a mixture density. This is expressed by:

\[ \lambda_{i,p}^{mono} = \{ \lambda_{i,p,1}^{mono}, \lambda_{i,p,2}^{mono}, \lambda_{i,p,3}^{mono} \} \]  

(9)

where \( l \) is the language index and \( p \) in the phone index.

In the second step the mixtures of the language-dependent segments which belong to the same IPA-based phone are collected in one common pool of densities. Then we apply an hierarchical agglomerative cluster algorithm to find and merge similar densities. The clustering is performed for each segment separately.

Because we work in our system with global variance values we use only the mean vectors for clustering. As distance measure giving the similarity between \( \mu_i \) and \( \mu_j \) the weighted L1-norm is applied:

\[ b_s(\bar{z}) = \sum_{m=1}^{M_s} \sum_{j=1}^{D_P} \mathcal{N}(\bar{z}, \mu_{s,m}) \]  

(11)

For each pool of densities a distance matrix is calculated using equation 10. After each clustering step the overall number of densities is reduced by one element. The new cluster is given by the averaged mean vector of the two merged clusters. The clustering is finished if the complete system has a predefined number of densities. After finishing the clustering algorithm we have for each IPA-based phone a multilingual mixture density. Whereas the mixture density has multilingual regions the mixture weights are still language-dependent. For the calculation of the emission probabilities we use:
Hence, this approach has some similarities to the semi-continuous HMMs. However, here the densities are shared only for one segment of one IPA-based phone across different languages. As final step the parameters of the multilingual mixture densities are reestimated during a Viterbi training. With this kind of multilingual modeling we also achieve a huge reduction of parameters in multilingual system. The combination of language-specific properties and automatically detection of multilingual realizations we exploit the acoustic-phonetic similarities in an optimal way.

3. EXPERIMENTS

In this section we perform several tests to compare the multilingual approaches. First, we describe briefly the speech engine. Second, we present the multilingual system using the language-dependent models. This system serves as comparison to the three previously described methods.

3.1. Description of the HMM-Based ASR system

For our investigations we use the SIEMENS HMM-based speech engine. The feature extraction generates every 10 ms a frame consisting of 24 mel-scaled cepstral, 12 Δ cepstral, 12 ΔΔ cepstral, 1 energy, 1 Δ energy and 1 ΔΔ energy components. Each frame is processed by a LDA transformation reducing the 51 components to 24 values. To work in a multilingual environment one single LDA is calculated for all different languages. The acoustic models are based on Continuous Density HMMs (CDHMM) with Gaussian density functions. In our investigations we work only with context-independent models which consist of 3 sub-phone units (phone segments). Each segment is modeled by two states with tied emission probability.

3.2. Multilingual System with language-dependent models

The multilingual system covers the six languages American English, French, German, Italian, Portuguese and Spanish. The speech material is taken from the SpeechDat(M) and the Macrophone databases. Because all databases have only an orthographic transcription, all systems must be bootstrapped to generate an initial segmentation and label files. The bootstrapping was carried out with multilingual phone models based on the IPA-MAP method. The evaluation and tests were carried out on word and phone level. The word recognition rates are important for a final application and the phone recognition rates give some detail information about the acoustic modeling accuracy.

The training of the models is performed with the phonetic rich sentences of the databases. This should guarantee the vocabulary independence of the acoustic models. These models are also called Type-In models. The amount and structure of the training and test material is given in table 1. The training is performed with more than 4000 speakers and more than 35K sentences. The duration of the training material is almost 32 hours of pure speech without silence. The overall number of language-dependent phone units is 232. Italian has the greatest number of phones (49) because the SAMPA inventory distinguish between short and long consonants. Spanish has the smallest number using only 31 phones. The complete system has 31999 densities which means that in average each of the 232 language-dependent phone models have 45 densities.

After the training the models are tested on an isolated word and a phone recognition task. The recognition results for isolated words are summarized in table 2. The vocabulary size of this task varies between 47 and 70 words for the languages taken from SpeechDat(M). For American English the vocabulary size is 685 because there is no core test set for application words. The best results are achieved for German (96.6%). Also for the other 4 European languages we get results better than 90%. The result for American English is only 64.9% due to the high perplexity of the recognition task.

In the second test phone recognition rates are measured. The results given in table 3 including insertions, deletions and substitutions. For the continuous phone recognition task language-dependent bigram models are used to achieve a higher phone accuracy. It is very obvious that for Spanish and Italian the best phone recognition rates are achieved (56.9% and 53.2%). Both languages have a clear vowel structure. Also for German, French and Portuguese the recognition rates varies between 47.0% and 48.5%. Only for American English the recognition result ends

<table>
<thead>
<tr>
<th>Language</th>
<th>#Rec. Tokens</th>
<th>Voc. Size</th>
<th>Rec. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>12964</td>
<td>37</td>
<td>48.3%</td>
</tr>
<tr>
<td>German</td>
<td>12839</td>
<td>38</td>
<td>48.5%</td>
</tr>
<tr>
<td>Italian</td>
<td>10804</td>
<td>49</td>
<td>53.2%</td>
</tr>
<tr>
<td>Portuguese</td>
<td>21751</td>
<td>38</td>
<td>47.0%</td>
</tr>
<tr>
<td>Spanish</td>
<td>17512</td>
<td>31</td>
<td>56.9%</td>
</tr>
<tr>
<td>Am.-English</td>
<td>10813</td>
<td>39</td>
<td>37.7%</td>
</tr>
</tbody>
</table>

Table 3: Continuous phone recognition rate for SpeechDat(M) and Macrophone including deletions, insertions and substitutions.
Table 5: Multilingual inventory using IPA-MAP

<table>
<thead>
<tr>
<th></th>
<th>LDP</th>
<th>IPA-MAP</th>
<th>MUL-CLUS</th>
<th>IPA-OVL</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>92.2%</td>
<td>90.9%</td>
<td>90.8%</td>
<td>92.5%</td>
</tr>
<tr>
<td>German</td>
<td>96.6%</td>
<td>91.6%</td>
<td>94.8%</td>
<td>96.5%</td>
</tr>
<tr>
<td>Italian</td>
<td>94.4%</td>
<td>93.6%</td>
<td>94.0%</td>
<td>93.7%</td>
</tr>
<tr>
<td>Portuguese</td>
<td>93.0%</td>
<td>89.6%</td>
<td>91.9%</td>
<td>91.9%</td>
</tr>
<tr>
<td>Spanish</td>
<td>93.3%</td>
<td>92.5%</td>
<td>93.5%</td>
<td>93.1%</td>
</tr>
<tr>
<td>Am.-English</td>
<td>64.9%</td>
<td>56.5%</td>
<td>57.0%</td>
<td>63.2%</td>
</tr>
<tr>
<td>Average</td>
<td>89.0%</td>
<td>85.5%</td>
<td>86.9%</td>
<td>88.5%</td>
</tr>
</tbody>
</table>

Table 4: isolated word recognition rates using the different multilingual approaches

with a disappointing 37.7% rate. One reason for this result could be the quality of the orthographic and phonetic transcription of the Macrophone database. In other investigation the results for American English are very similar to results in French or German [18].

Altogether the results on word and phone level show that it is possible to create task independent models with phonetic rich training material. These models are compared in the following section with the multilingual approaches.

3.3. Results using the Multilingual Approaches

Table 4 summarizes the isolated word recognition rates of the three different approaches in comparison to the language-dependent modeling. For these tests the number of densities was almost the same to achieve a fair comparison. The method IPA-OVL outperforms the other two methods (IPA-MAP and MULS-CLUS) and it was nearly as good as with the language-dependent models. The decrease in recognition rate was only 0.5% with only 13K densities instead of 31K densities in the language-dependent case. Hence, the method IPA-OVL is able to detect and exploit the acoustic-phonetic similarities across the phones of different languages. The data-driven phone clustering approach (MUL-CLUS) performs also better than the direct and simple mapping to the IPA inventory. For this two methods which model complete multilingual phones the decrease of recognition rate was 3.5% (IPA-MAP) and 2.1% (MUL-CLUS). Before we give a final conclusion the detailed results of the three methods are discussed.

IPA-MAP

The method IPA-MAP maps the 232 language-dependent models to 95 multilingual models. There are 13 phones (plosives, fricatives and nasals) which occur in all six languages. Table 5 gives an overview how many phones are used in different languages. This table also shows that 48 phones are still monolingual because they occur only in one language. However, the number of system parameters is drastically reduced. The number of densities decreases from 31999 to 13555 which reduces memory and computational resources of the multilingual recognition system significantly. However, the isolated word recognition rate decreases from 89% to 85.5%. 4.9%

Whereas the decrease for the four Romance languages is small the reduction for German and American English is 5.0% and 8.4% respectively. Possible explanations for this effect are:

- differences in the quality and recording conditions of Macrophone and SpeechDat(M) databases: Although a channel compensation algorithm is used not all differences in the databases can be removed. This would at least explain the reduction of the American system.

Table 5: Multilingual inventory using IPA-MAP

- sensitivity of the models for big vocabulary size: If the recognition task has a very high perplexity (in this case it is 685) very exact acoustic models are required. A small degradation of the models yields in a severe reduction of recognition rate.
- dominance of the Romance language in comparison to Germanic languages: For all the six languages belong to the Romance language family. Hence, the multilingual models are dominated by the Romanian languages. This would explain the decrease of the German system.
- Inconsistency of the different phone inventories: Whereas for the Romance languages SAMPA is used, the German lexic is based on SPICOS and the American lexicon uses TIMTBET. Although all inventories tries to realize the IPA-inventory there are some inconsistencies and problems during the mapping. For example in SPICOS the affricates [ts], [dz], [pf] and [ts] are divided in two single phones. Also in the CMU-lexicon we observed some differences to the other inventories which could not be resolved easily. The central phone [n] and the back vowel [a] have the same phoneme symbol /al/. Hence, the same symbol /ah/ is used to transcribe the words "bottom" /b a t ah m/ and "cut" /k a h/.

MUL-CLUS

The data-driven method MUL-CLUS yields in a higher recognition rate than the method IPA-MAP. Especially for German the results are much better. Instead of a reduction of 5.0% we observe only a decrease of 1.8%. However, the reduction for American English is still very obvious (7.9%). For this experiment the final number of multilingual phone units was chosen to 95 to have the same number of phones as before. The remaining clusters differs from the IPA-based mapping. The biggest cluster contains the fricatives [f], [s], [z] of all six languages. Table 6 shows a selection of generated phone clusters. There are also some clusters which have same elements as with the IPA-MAP method. These clusters contain the nasals [m] and [n]. Phones which differ only in the phonetic length are very often mapped to the same cluster, especially for consonants. However, we also have 50 clusters with only one element. This means that we have still a huge number of monophones. Further, experiments were carried out with a varying size of final multilingual phone clusters. An observable decrease in recognition rate was observed when the 232 language-dependent models were clustered to less than 130 multilingual phones.

IPA-OVL

Here the clustering was performed on detailed level. The final
number of densities was set to 13K. After the clustering process there were 7720 density clusters with more than one element (multilingual clusters) and 5280 monolingual clusters. This means that 25K of the 31K language-dependent densities are mapped to a multilingual cluster. The method IPA-OVL shows a significant improvement for the American system. The decrease was now only 1.7% in comparison to the language-dependent case.

**4. SUMMARY AND CONCLUSION**

In this paper we demonstrated the usefulness and feasibility of the multilingual approach. First, a telephone-based multilingual speech recognition system was built for 6 languages. The language-dependent phonetic models can be used for a vocabulary independent recognition tasks. Second, we developed and compared three different methods to create multilingual phone models. The best result was achieved with the method IPA-OVL which exploits the acoustic-phonetic similarities in an optimal way. However, this method works on the density level rather than on a complete phone level. Hence, it is important to consider the language-dependent properties of the phones even if they belong to the same IPA-based phone. The main advantage of the data-driven methods is the higher recognition rate and the fact that the final number of parameters can be adjusted during clustering. In all our investigations we used only context-independent models. Now it would be interesting to know how these methods would work with context-dependent models. Further, more languages of other language families should be integrated in this multilingual approach.
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<table>
<thead>
<tr>
<th>#CL</th>
<th>Cluster elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>p^AE p^PT p^GE p^IT p^FR e^IT s^AE s^GE s^PT s^FR s^IT g^P</td>
</tr>
<tr>
<td>12</td>
<td>p^AE p^SP p^FR p^IT p^GE e^SP e^IT e^PT p^FR p^GE e^IT</td>
</tr>
<tr>
<td>10</td>
<td>s^AE s^SP s^PT s^IT p^IT p^FR s^GE s^SP s^IT</td>
</tr>
<tr>
<td>7</td>
<td>m^AE m^SP m^IT m^FR m^PT m^GE m^IT</td>
</tr>
<tr>
<td>7</td>
<td>n^AE n^SP n^IT n^GE n^PT n^IT</td>
</tr>
</tbody>
</table>