Abstract—We propose a parametric class of myopic scheduling and routing policies for open and closed multiclass queueing networks. In open networks, they steer the state of the system toward a predetermined and fixed target, while, in closed networks they steer instantaneous throughputs toward a fixed target. In both cases, the proposed policies measure distance from the target using a weighted norm. In open networks, we establish that for an L2 norm the corresponding policies are stable. In closed networks, we establish that with proper target selection the corresponding policy is efficient, that is, attains bottleneck throughput in the infinite population limit. In both open and closed networks, the proposed policies are amenable to distributed implementation using local state information. We exploit the work in a previous paper to select appropriate parameter values and outline how optimal parameter values can be computed. We report numerical results indicating that we obtain near-optimal policies (when the optimal can be computed) and significantly outperform heuristic alternatives. This work has applications in a number of areas including optimizing the processing of information in sensor networks.
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I. INTRODUCTION

WE CONSIDER the problems of scheduling and routing in open and closed Markovian multiclass queueing networks (MQNETs). Such networks process jobs that belong to multiple types, differing in their arrival processes, routes through the network, processing times, and cost per unit of waiting time. Scheduling or sequencing decisions determine which job is being processed at each point in time in the various network nodes. Routing decisions determine the sequence of nodes at which a job undergoes processing as it traverses the network. In open networks, the objective is to minimize a weighted sum of mean waiting times, while, in closed networks, we seek to maximize a weighted sum of mean throughputs over the various job types.

Such problems have applications in a number of domains, including, manufacturing systems, multiprocessor computer systems, communication networks, and clusters of computing servers. One particular application area of interest concerns sensor networks. These networks consist of “sensing nodes” and “processing nodes.” The term “processing nodes” is meant to describe all nodes that collect and process information gathered by the sensors. Such processing can range from simple storage to full processing of data in order to make decisions (e.g., as a controller in a networked control system). Often times information collected by sensors needs to undergo several stages of processing at several processing nodes. Sensor networks typically operate in adverse environments using battery-powered sensors with limited local processing capabilities. It follows that the “response time” of processing nodes needs to be highly optimized to avoid loosing information from sensor nodes that are nearing the end of their lifetime, or even avoid delayed action based on critical and time-sensitive information. We can model the collection of processing nodes as an MQNET. Control actions that affect performance include routing and scheduling. Routing includes both routing of messages from sensor nodes to processing nodes, as well as, routing of messages between processing nodes. Scheduling, also, can be done at both the processing node level, among jobs that wait to be processed, and within a processing node among jobs that wait to access the various node resources (e.g., CPU, disk, network interface card, etc.).

Performance analysis in MQNETs is notoriously hard. Naturally, optimizing an MQNET is even harder. A version of the scheduling problem we consider was shown to be EXP-complete [2]. Under Markovian assumptions the problem can be formulated as a stochastic dynamic programming (DP) problem. This is not very useful in practice for two reasons: 1) Bellman’s “curse of dimensionality” prohibits us from computing the optimal policy in large instances, and 2) implementing the optimal policy is rather challenging, since typically, nodes need to have global state information.

There is, by now, a fair amount of work in optimizing MQNETs. A part of the literature has focused on heavy-traffic, Brownian, approximations to derive policies in special cases [3], [4], [1] and [5] provide a polyhedral relaxation of the region of achievable performance and obtain bounds on optimal performance. This relaxation is shown to be exact in Klimov’s model [6]. Stability is an important and more basic question than optimization. It should be noted that in open MQNETs the usual condition of node utilizations being less than one is not sufficient for the stability of all policies. [7] proves a seminal result establishing that the stability of a fluid model is a sufficient condition for the stability of the stochastic open
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MQNET. Several scheduling policies have been proposed for open MQNETs, including, fluctuation smoothing policies [8], affine shifts of policies for the fluid model [9], tracking of heavy-traffic-based policies [10], and tracking optimal trajectories of the fluid model [11]. The latter policies perform well far from equilibrium but not necessarily equally well in steady state. Other approaches using diffusion models have been proposed in [12], [13].

The work in [7] has been extended in closed networks with a single job type [14]. Closed networks are always stable since the total number of jobs in the network is constant. The notion of efficiency of a scheduling policy has been introduced in [14] and can be seen as analogous to stability in open networks. Specifically, a scheduling policy is called efficient if it attains the maximum throughput of the bottleneck node as the population of the network grows large.

Our work is also related to problems in manufacturing systems (see [15]–[19]). In this literature, optimal stochastic scheduling policies have been shown to yield controlled dynamics that follow piecewise linear trajectories characterized by attractors of monotonically decreasing dimension leading to a point attractor (termed hedging point).

In this section, we present the model of our open MQNET. Initially, we consider only sequencing decisions. Consider a network consisting of $N$ single-server nodes. Jobs entering the network are being processed at a series of nodes before, eventually, leaving the system. Externally arriving jobs can be of multiple types differing in their arrival processes, routes through the network, processing requirements, and costs per unit of waiting time. To account for jobs processed at different nodes we define the class of a job as the pair of job type and node at which it is receiving service. For example, for a network with $K$ job types there can be up to $K \times N$ classes. Let $K$ be the total number of classes.

We let $\sigma(r)$ denote the node at which class $r$ is served and $C_t \triangleq \{r|\sigma(r) = i\}$ the constituency list of node $i$, that is, the set of classes served at node $i$. Routing is probabilistic, namely, when a class $r$ job finishes processing at node $\sigma(r)$ it is routed to node $\sigma(r')$ and becomes a class $r'$ with probability $p_{rr'}$, or leaves the network with probability $p_{r0} = 1 - \sum_{r'=1}^{N} p_{rr'}$.

Notice that we adopt the notational convention of identifying the external (to the network) world as class zero. We denote by $P = \{p_{rr'}\}_{i=1}^{N}$ the routing matrix, which, since the network is open, is assumed to be substochastic, or equivalently the matrix $\left(I - P\right)^{\prime}$ is invertible. External arrivals come according to $R$ independent Poisson arrival processes, one for each class, with rate $\lambda_r$ for class $r$. Finally, service time are independent of anything else in the network and exponentially distributed with parameter $\mu_r$ for class $r$.

We let $n(t) = \{n_1(t), \ldots, n_R(t)\}$ denote the vector of the number of jobs present in the network from each class at time $t$. Under the Markovian assumptions we have imposed, and under a Markovian policy (i.e., a policy whose actions at time $t$ depend on $n(t)$ only), the network evolves according to a continuous-time Markov chain with state $n(t)$. Letting $\lambda_r$ denote the total (external and internal) mean arrival rate of class $r$ jobs, the following traffic equations are satisfied:

$$\lambda_r = \lambda_0 + \sum_{r'=1}^{R} p_{rr'} \lambda_r, \quad r = 1, \ldots, R.$$  

(2)

In matrix notation this system of equations can be written as $\lambda = \lambda_0 + P \lambda$, where $\lambda = (\lambda_1, \ldots, \lambda_R)$ and $\lambda_0 = (\lambda_0, \ldots, \lambda_0)$. Notational Conventions: Throughout this paper all vectors are assumed to be column vectors. We use lower case boldface letters to denote vectors and for economy of space we write $x = (x_1, \ldots, x_R)$ for the column vector $x$. Matrices are denoted by boldface upper case letters and prime denotes transpose. We use $c$ to denote the vector of all ones, $0$ for the vector of all zeroes, $e$, for the $i$th unit vector, and $I$ for the identity matrix. For any event $A$, $\mathcal{A}$ denotes its complement and $1 \{ A \}$ its indicator function. For any $x \in \mathbb{R}^R$, we denote $|x| = \sum_{i=1}^{R} x_i$. We also use the weighted L2 norm

$$||x||_2^2 = \sum_{i=1}^{R} \beta_i(x_i)^2.$$  

(1)

When we write $||x||^2$ it is assumed that $\beta = 0$.

II. MODEL AND KEY QUANTITIES

In this section, we present the model of our open MQNET. In general, we consider only sequencing decisions.

Consider a network consisting of $N$ single-server nodes. Jobs entering the network are being processed at a series of nodes before, eventually, leaving the system. Externally arriving jobs can be of multiple types differing in their arrival processes, routes through the network, processing requirements, and costs per unit of waiting time. To account for jobs processed at different nodes we define the class of a job as the pair of job type and node at which it is receiving service. For example, for a network with $K$ job types there can be up to $K \times N$ classes. Let $K$ be the total number of classes.

We let $\sigma(r)$ denote the node at which class $r$ is served and $C_t \triangleq \{r|\sigma(r) = i\}$ the constituency list of node $i$, that is, the set of classes served at node $i$. Routing is probabilistic, namely, when a class $r$ job finishes processing at node $\sigma(r)$ it is routed to node $\sigma(r')$ and becomes a class $r'$ with probability $p_{rr'}$, or leaves the network with probability $p_{r0} = 1 - \sum_{r'=1}^{N} p_{rr'}$.

Notice that we adopt the notational convention of identifying the external (to the network) world as class zero. We denote by $P = \{p_{rr'}\}_{i=1}^{N}$ the routing matrix, which, since the network is open, is assumed to be substochastic, or equivalently the matrix $\left(I - P\right)^{\prime}$ is invertible. External arrivals come according to $R$ independent Poisson arrival processes, one for each class, with rate $\lambda_r$ for class $r$. Finally, service times are independent of anything else in the network and exponentially distributed with parameter $\mu_r$ for class $r$.

We let $n(t) = \{n_1(t), \ldots, n_R(t)\}$ denote the vector of the number of jobs present in the network from each class at time $t$. Under the Markovian assumptions we have imposed, and under a Markovian policy (i.e., a policy whose actions at time $t$ depend on $n(t)$ only), the network evolves according to a continuous-time Markov chain with state $n(t)$. Letting $\lambda_r$ denote the total (external and internal) mean arrival rate of class $r$ jobs, the following traffic equations are satisfied:

$$\lambda_r = \lambda_0 + \sum_{r'=1}^{R} p_{rr'} \lambda_r, \quad r = 1, \ldots, R.$$  

(2)

In matrix notation this system of equations can be written as $\lambda = \lambda_0 + P \lambda$, where $\lambda = (\lambda_1, \ldots, \lambda_R)$ and $\lambda_0 = (\lambda_0, \ldots, \lambda_0)$.
Since the network is open, (2) has a unique solution given by 
\[ \lambda = (I - P)^{-1}\lambda_0. \]
Let \( \rho_r = \lambda_r/\mu_r \), the fraction of time server \( \sigma(r) \) works on class \( r \). The utilization of server \( i \) is \( \rho_i = \sum_{r \in C_i} \rho_r. \) We assume \( \rho_i < 1 \) for all nodes \( i \); otherwise, the network is unstable in the sense that \( |n(t)| \to \infty \) w.p. 1 (with probability one) as \( t \to \infty \).

We are interested in a scheduling policy minimizing
\[
\lim_{t \to \infty} \sum_{r=1}^{R} h_r E[n_r(t)]
\]
where \( h = (h_1, \ldots, h_R) \) are given weights. Equivalently, we seek to minimize a weighted sum of the mean queue lengths where the expectation is taken with respect to the steady-state distribution. Using Little’s law this cost function can be easily transformed into a weighted sum of the mean waiting times.

### III. TARGET-PURSUING POLICIES

Next, we introduce the family of policies of interest. As mentioned earlier, [1] and [5] provided a characterization of the achievable region for the performance vector \( \lim_{t \to \infty} E[n(t)] \) under all Markovian, preemptive, and stable policies. By allowing randomized (non-Markovian) policies, the resulting achievable region can be seen to be convex. We denote by \( A \) this convex achievable region; every point in \( A \) is achievable by randomizing among Markovian policies.\(^1\) (We note that relaxing achievable state variables, but in a fluid model setting, has also been exploited in [13].)

More specifically, [1] derives a polyhedron, say \( P \), that contains the achievable region for \( \lim_{t \to \infty} E[n(t)] \) (see Fig. 1). Optimizing \( \lim_{t \to \infty} h' E[n(t)] \) over \( P \) yields an optimal solution, say \( w^* \), whose cost is a lower bound on the optimal performance. Although the polyhedron \( P \) has an exponential number of constraints in \( R \), optimizing \( \lim_{t \to \infty} h' E[n(t)] \) can be done in polynomial time by solving a linear programming (LP) problem in an associated higher dimensional polyhedron with a polynomial in \( R \) number of variables and constraints [1]. The bound is often quite tight, but in general \( w^* \notin A \) and cannot be achieved by any policy. An interesting question is whether \( w^* \) “contains information” leading to a “good” policy.

Motivated by the fact that \( w^* \) can be computed efficiently (in polynomial time) and that it is often “close” to the optimal \( z^* = \arg \min_{z \in A} h'z \), we consider a myopic state feedback policy that aims at “steering” the state of the system toward \( w^* \). Such a policy belongs to the following class of policies.

**Definition 1:** We define as TP the class of scheduling policies which at each time \( t \), and for a finite time interval \( \Delta t \), minimize
\[
E[|n(t+\Delta t) - \theta||n(t)|],
\]
for some norm \( \| \cdot \| \).

The review interval \( \Delta t \) can be selected to be smaller than the timescale of arrivals and services. The expectation in the previous definition is with respect to the probability distribution of \( n(t+\Delta t) \) conditional on the state being \( n(t) \) at time \( t \). Furthermore, the minimization is over all scheduling decisions made

\(^1\)Here randomization among two policies \( A \) and \( B \) means “time-sharing,” i.e., take a large time interval and follow \( A \) for a fraction of that interval and \( B \) for the remaining fraction. The resulting policy is non-Markovian.

Fig. 1. Achievable region \( A \) included in a polyhedron \( P \).

at time \( t \), i.e., we seek to select which job class is processed at every node at time \( t \). Note that the selection of the norm and of \( \theta \) are left open. As defined, TP policies are not necessarily work-conserving (i.e., servers can idle even if there is work to be done). Henceforth, we refer to their work-conserving versions as work-conserving TP policies.

In the sequel, we will consider the norm of (1) and explore several ways of selecting an appropriate “target” \( \theta \). As we have indicated above, one potential target is \( w^* \). We will see that setting \( \theta = w^* \) often leads to a good policy. We note that TP policies are myopic and greedy, thus, we do not claim any optimality properties. We only establish stability results and provide some analytical and numerical evidence that they perform quite well.

### IV. IMPLEMENTATION ISSUES

In this section, we discuss how to best implement TP policies. We will see that the implementation complexity amounts to solving an LP problem at each decision epoch. However, the computations can be decomposed across nodes and nodes require only (limited) local state information to perform them.

Consider the network of Section II and let us uniformize the corresponding continuous-time Markov chain. In particular, set
\[ \nu = \sum_{r=1}^{R} \lambda_{0r} + \sum_{r=1}^{R} \mu_r \]
and consider the uniformized chain with uniform transition rate \( \nu \). Let \( \{\tau_k\} \) be the sequence of epochs at which the uniformized chain makes transitions; this is also the sequence of ticks from a “Poisson clock” with rate \( \nu \). As \( n(t) \) is right-continuous, \( n(\tau_k) \) refers to the state right after the \( k \)th transition. Select \( \Delta t = \min_n \min_{i,j} \{1/\lambda_{0r}, 1/\mu_r\} \), i.e., \( \Delta t \) is small enough and in a much faster timescale than arrivals and services. In \( (\tau_k, \tau_k+\Delta t) \) we have: an external class \( r \) arrival with probability \( \lambda_{0r}, \Delta t \), a class \( r \) service completion with probability \( \mu_r, \Delta t \) if node \( \sigma(r) \) is working on class \( r \) at \( \tau_k \), a self-transition with probability \( \mu_r, \Delta t \) if node \( \sigma(r) \) is not working on class \( r \) at \( \tau_k \), no transition with probability \( 1-\nu, \Delta t \), and more than one transitions with probability \( (\Delta t) \).

In the uniformized Markov chain, scheduling decisions need only to be made at the epochs \( \tau_k \). Let \( B_r(\tau_k) \) the event that node \( \sigma(r) \) is working on class \( r \) right after \( \tau_k \), and \( \bar{B}(\tau_k) \) its complement. For any \( \theta \in \mathbb{B}, \Delta t \) as defined before, and using norm (1), the TP policy minimizes
\[
\frac{1}{\Delta t} E[|n(\tau_k+\Delta t)-\theta|_\beta^2-|n(\tau_k)-\theta|_\beta^2 | n(\tau_k)]
\]
\[=-\nu|n(\tau_k)-\theta|_\beta^2 + \sum_{r=1}^{R} \lambda_{0r} |n(\tau_k)+e_r-\theta|_\beta^2 \]
information for classes \( r \in C_i \), and all classes within one hop, i.e., \( r' \) with \( B_{r,r'} > 0 \) for all \( r \in C_i \). The number of such \( r' \) would also be much less than \( R \) in most cases. Thus, \((\text{Node} - \text{LP1})\) can be solved by each node using local information much faster than solving \((\text{LP1})\).

V. STABILITY ANALYSIS

In this section, we show that TP policies are stable. To that end, and following [7] and [20], we consider a fluid model, establish stability of the fluid model, and then infer the stability of the stochastic system.

A. Fluid Model

To avoid overburdening our notation we use \( \mathbf{n}(t) \) to denote the queue length vector in the fluid model as well; it will be evident from the context whether we refer to the fluid model or the stochastic system. Let \( T_r(t) \) the cumulative amount of time server \( \sigma(r) \) has spent working on class \( r \) in \([0,t]\). Let \( M = \text{diag}(\mu_1, \mu_2, \ldots, \mu_R) \), \( \mathbf{u}(t) = (u_1(t), \ldots, u_R(t)) \), and \( \text{diag}(x_1, \ldots, x_R) \) denotes the diagonal matrix with main diagonal \( x_1, \ldots, x_R \) and zeroes elsewhere. Let also \( C = (c_{ir}) \) be the constituency matrix of the network with \( c_{ir} = 1 \) if \( \sigma(r) = i \), for all \( r = 1, \ldots, R \) and \( i = 1, \ldots, N \). In the fluid model, for all \( t \geq 0 \) we have

\[
\dot{\mathbf{n}}(t) = \lambda_0 - (I - \mathbf{P}^*)M \mathbf{u}(t), \quad C \mathbf{u}(t) \leq \mathbf{e}, \quad \mathbf{n}(t), \mathbf{u}(t) \geq \mathbf{0}.
\]

Here, \( \lambda_r(t) = \dot{T}_r(t) \) which can be interpreted as the fraction of the capacity of server \( \sigma(r) \) allocated to class \( r \) at time \( t \). The functions \( u_r(t) \) and \( T_r(t) \) are absolutely continuous, and thus, differentiable almost everywhere. The equations in (6) hold for all times \( t \) at which \( u_r(t) \) and \( T_r(t) \) are differentiable; these points in time will be referred to as regular. We next derive the fluid version of the TP policy under the norm in (1).

Note that at every decision epoch TP policies minimize the expression given in Definition 1 subject to the constraints of \((\text{LP1})\) [cf. (5)]. Let us first consider the objective function in this minimization. Let \( \mathbf{n}(0) = k > 0 \) and consider the fluid scaling of the stochastic system

\[
\mathbf{n}^k(t) \rightarrow \frac{1}{k} \mathbf{n}^k(kt)
\]

where \( \mathbf{n}^k(\cdot) \) denotes the queue length vector in the stochastic system initialized with \( \mathbf{n}(0) = k \). Since we will deal with the limit \( k \rightarrow \infty \) in the space of sample paths of \( \mathbf{n}^k(t) \), let us explicitly write \( \mathbf{n}^k(t, \omega) \) for a particular sample path \( \omega \) of \( \mathbf{n}^k(t) \). We restrict ourselves only to \( \omega \) satisfying the strong law of large numbers (SLLN) for the arrival, service, and routing processes. [20] proves that if \( \mathbf{n}^k(0, \omega)/k \) is bounded as \( k \rightarrow \infty \), then \( \mathbf{n}^k(\cdot, \omega) \) is precompact as \( k \rightarrow \infty \) in the Skorohod path space \( \mathbb{D}([0,\infty], \mathbb{R}^N) \) endowed with the u.o.c. (uniformly on compact sets) topology. This implies that \( \mathbf{n}^k(\cdot, \omega) \) is tight as \( k \rightarrow \infty \) ([21]–[23]). Thus, for each sequence \( k \rightarrow \infty \) there exists a subsequence \( k_* \rightarrow \infty \) along which

\[
\mathbf{n}^k(\cdot, \omega) \rightarrow \tilde{\mathbf{n}}(\cdot), \quad \text{u.o.c.}
\]
for some process \( \mathbf{n} \in \mathbb{D}^R[0, \infty) \) which is called fluid limit and satisfies (6). At time \( kt \) the TP policy minimizes

\[
E \left[ \| n(kt + \Delta t) - \mathbf{\theta} \| - \| n(kt) - \mathbf{\theta} \| \right] .
\]

Scaling by \( 1/k \), this is equivalent to minimizing

\[
E \left[ \left\| \frac{n(kt + \Delta t) - \mathbf{\theta}}{k} \right\| - \left\| \frac{n(kt) - \mathbf{\theta}}{k} \right\| \right] .
\]

Taking \( k \to \infty \), and since the stochastic system converges to the fluid limit for all \( \omega \) considered before, we conclude that for all \( \mathbf{\theta} \) the fluid version of the TP policy seeks to minimize

\[
\frac{d}{dt} \| \mathbf{n}(t) \| = \left( \frac{\partial}{\partial \mathbf{n}(t)} \right) \mu (\mathbf{n}(t)) \cdot \mathbf{n}(t) .
\]

at regular \( t \). Using the norm in (1) and taking the fluid limit of the policy prescribed by (LP1) the corresponding fluid version minimizes \( d\| \mathbf{n}(t) \| /dt \).

Consider next the constraints of (LP1) under which the minimization of (7) is done. The constraints of (LP1) under the fluid scaling translate to the constraints in (6) with the additional constraint that for all classes \( r \) it holds \( u_r(t) = 0 \) whenever \( n_r(t) = 0 \). Therefore, the fluid version of the TP policy minimizes the expression in (7) subject to the fluid feasibility constraints of (6) and the additional “idle when empty” constraint indicated above. This policy is well defined for regular \( t \) and we will refer to it as the fluid target-pursuing (FTP) policy. FTP aims at maximizing the negative drift and driving the fluid level toward zero. It can be shown that the amounts of time allocated to various classes in the stochastic system under the TP policy converge to corresponding quantities in the fluid model under the FTP.

### B. Stability of the Fluid Model

We next establish the stability of the fluid model operating under the FTP policy, that is, the nonwork-conserving policy minimizing \( d\| \mathbf{n}(t) \| /dt \) for each \( t \).

**Proposition VI.1:** Consider the fluid model operating under the nonwork-conserving FTP policy which uses the weighted L2 norm \( \| \mathbf{n}(t) \|_B^2 \), where \( B > 0 \). For every solution of the fluid equations (6) satisfying \( \| \mathbf{n}(0) \| \leq 1 \) and \( u_r(t) = 0 \) whenever \( n_r(t) = 0 \) for all \( r \), there exists some \( \delta(\eta) > 0 \) such that for all \( 0 < \eta < 1 \) and all \( t \geq \delta(\eta) \) it follows \( \| \mathbf{n}(t) \| \leq \eta \).

**Proof:** Fix \( \eta \in (0, 1) \). Let \( B = \text{diag}(\beta_1, \ldots, \beta_R) \) and

\[
G(t) \triangleq \| \mathbf{n}(t) \|_B^2 = \mathbf{n}'(t)B\mathbf{n}(t).
\]

Clearly, \( G(t) = 0 \) if and only if \( \mathbf{n}(t) = 0 \), and \( G(\mathbf{n}(t)) \) can be shown to be locally Lipschitz continuous in \( \mathbf{n}(t) \), i.e., for any compact set \( \mathcal{O} \), there exists a constant \( K(\mathcal{O}) \) such that for any \( \mathbf{n}_1(t), \mathbf{n}_2(t) \in \mathcal{O} \) it holds that \( |G(\mathbf{n}_1(t)) - G(\mathbf{n}_2(t))| \leq K(\mathcal{O})|\mathbf{n}_1(t) - \mathbf{n}_2(t)| \). We show next that \( G(t) \) is nonincreasing in \( t \). Using the fluid model dynamics of (6) we obtain

\[
\dot{G}(t) = 2\mathbf{n}'(t)B[ \mathbf{\lambda}_0 + \mathbf{P}'\mathbf{M}\mathbf{u}(t) - \mathbf{M}\mathbf{u}(t) ] .
\]

Let us now employ the nonwork-conserving policy that assigns a fraction \( u_r(t) = \rho_r \) of node’s \( \sigma_r \) capacity to all nonempty classes \( r \) and zero capacity to all empty classes. Let \( \mathbf{u}(t) \) be the vector induced by this policy. Let also \( \tilde{\mathbf{u}} = (\rho_1, \ldots, \rho_R) \).

Note that for all \( t \) \( \mathbf{P}'\mathbf{M}\mathbf{u}(t) \leq \mathbf{P}'\tilde{\mathbf{M}}\mathbf{u} \), and \( \mathbf{n}'(t)B\mathbf{u}(t) = \mathbf{n}'(t)B\mathbf{\tilde{M}} \). As a result, (8) implies

\[
\dot{G}(t) \leq 2\mathbf{n}'(t)B[ \lambda_0 - (\mathbf{I} - \mathbf{P}')\tilde{\mathbf{M}}] = 0
\]

where in the last equation we used the traffic equations (cf. (2)). Since the FTP policy described in the statement of the Proposition minimizes \( G(t) \) for all \( t \), we will have \( G(t) \leq 0 \) for this latter policy. Thus, \( G(t) \) is nonincreasing in time and \( G(t) \leq G(0) \) for all \( t \geq 0 \).

Let \( \xi_r(t) = \beta_r n\rho_r(t) - \sum_{r'} p_{rr'} \mathbf{\beta}{r'} n_r(t), \xi(t) = (\xi_1(t), \ldots, \xi_R(t)) \), and note that \( \xi(t) = (\mathbf{I} - \mathbf{P})B\mathbf{n}(t) \). Due to the monotonicity of \( G(t) \), for all \( t \geq 0 \) and \( r \) we have

\[
\beta_{\min} n_r(t)^2 \leq G(t) \leq \sum_{r=1}^R \beta_r n_r(t)^2 \leq \sum_{r=1}^R \beta_r n_r(t)^2 \leq G(0)
\]

where \( \beta_{\min} = \min_i \beta_i \). Thus, \( n_r(t) \leq \sqrt{G(0)/\beta_{\min}} \), for all \( t \geq 0 \) and \( r \). This implies that for all \( t \geq 0 \) and \( r \)

\[
|\xi_r(t)| \leq \beta_r n_r(t) + \sum_{r'=1}^R p_{rr'} \beta_r n_r(t) \\
\leq \beta_{\max} \left[ \sqrt{G(0)/\beta_{\min}} \right]^2 (2 - p_{\text{ro}})
\]

where \( \beta_{\max} = \max_i \beta_i \). Consider the nonwork-conserving policy which allocates to class \( r \)

\[
u_r(t) = \begin{cases} \lambda_r + \epsilon \xi_r(t) \rho_r, & \text{if } n_r(t) > 0 \\ 0, & \text{otherwise.} \end{cases}
\]

Let \( \epsilon > 0 \) be such that at all \( t \geq 0 \) we have \( \rho_j < 1 \) for all nodes \( j \) and \( \lambda_r + \epsilon \xi_r(t) \geq 0 \) for all \( r \). Such an \( \epsilon > 0 \) exists due to (10).

Using this policy, from (8), we obtain

\[
\dot{G}(t) \leq 2 \sum_{r : n_r(t) > 0} \beta_r n_r(t) \\
\times \left[ \lambda_r - \rho_r + \epsilon \xi_r(t) + \sum_{r'} p_{rr'} (\lambda_r + \epsilon \xi_r(t)) \right] \\
= 2 \epsilon R \sum_{r=1}^R \beta_r n_r(t) \sum_{r'} p_{rr'} \xi_r(t) - \xi_r(t) \\
= - 2 \epsilon \mathbf{n}'(t)B(\mathbf{I} - \mathbf{P}')(\mathbf{I} - \mathbf{P})B\mathbf{n}(t).
\]

In the first inequality shown above, we used the fact \( \lambda_r + \epsilon \xi_r(t) \geq 0 \) for all \( r \) and \( t \geq 0 \). In the first equality above we used the traffic equations in (2). Let \( D = B(\mathbf{I} - \mathbf{P}')(\mathbf{I} - \mathbf{P})B \) and note that \( D \) is symmetric. Since we are dealing with an open queueing network, \( (\mathbf{I} - \mathbf{P}) \) is invertible, thus, \( B(\mathbf{I} - \mathbf{P}) \) is also invertible. Hence, \( D \) is positive definite and has real and strictly positive eigenvalues. Letting \( s_{\min} \) be the smallest eigenvalue of \( D \) we obtain

\[
\dot{G}(t) \leq - 2 \epsilon \mathbf{n}'(t)D\mathbf{n}(t) \leq - 2 \epsilon s_{\min} \mathbf{n}'(t)\mathbf{n}(t).
\]

Whenever \( \| \mathbf{n}(t) \| \geq \eta \), we have

\[
G(t) \geq \beta_{\min} \sum_i (n_i(t))^2 \geq \beta_{\min} \frac{(\sum_i n_i(t))^2}{R} \geq \beta_{\min} \frac{\eta^2}{R}.
\]
This implies
\[
\beta_{\text{max}} \| \mathbf{n}(t) \|^2 \geq \mathbf{n}'(t) \mathbf{Bn}(t) \geq \beta_{\text{min}} \frac{\eta^2}{R}
\]
which implies in turn
\[
\| \mathbf{n}(t) \|^2 \geq \frac{\beta_{\text{min}} \eta^2}{\beta_{\text{max}} R} \geq \tilde{\phi}^*.
\]
(13)

Consequently, in the fluid model under policy (11), whenever \( G(t) \geq \beta_{\text{min}} \eta^2 / R \), (12) and (13) yield
\[
\dot{G}(t) \leq -2s_{\text{min}} \omega \tilde{\phi}^*.
\]
(14)

Since the FTP policy described in the statement of the Proposition minimizes \( \dot{G}(t) \) for all \( t \), \( \dot{G}(t) \) will be upper-bounded by \(-2s_{\text{min}} \omega \tilde{\phi}^* \) under the latter policy as well.

Suppose now \( G(0) \geq \beta_{\text{min}} \eta^2 / R \). Equation (14) implies that \( G(t) \) will reach the region \( G(t) \leq \beta_{\text{min}} \eta^2 / R \) within time \( t_\eta \) where
\[
t_\eta \leq \frac{G(0) - \beta_{\text{min}} \eta^2 / R}{2s_{\text{min}} \omega \tilde{\phi}^*}.
\]

Furthermore, \( G(t) \) will remain in this region for all \( t \geq t_\eta \) since it is a nonincreasing function of time. We conclude that for all \( t \geq t_\eta \), it holds that \( |\mathbf{n}(t)| \leq \eta \), since otherwise \( G(t) \geq \beta_{\text{min}} \eta^2 / R \). Finally, in the case \( G(0) \leq \beta_{\text{min}} \eta^2 / R \), the same argument applies and \( |\mathbf{n}(t)| \leq \eta \) for all \( t \geq 0 \).

C. Stability of the Stochastic Network

We conclude this section by establishing that the MQNET is stable under the TP policy using the norm in (1). Note that for any target \( \theta \in \mathbb{R}^d \), the TP policy is Markovian and under this policy the state of the network is the queue length vector \( \mathbf{n}(t) \) which evolves as a continuous-time Markov chain. The next theorem establishes that this Markov chain is positive Harris recurrent (see [7], [20], [21]).

**Theorem V.2:** Consider the MQNET of Section II operated under the TP policy that uses the norm \( \| \mathbf{n}(t) \|_\theta \), where \( \beta > 0 \). The Markov chain \( \mathbf{n}(t) \) is positive Harris recurrent.

**Proof:** We will slightly modify the proof in [7], Proposition V.1, that establishes that there exists some \( \tilde{\theta} \geq 1 \) such that for any solution \( \mathbf{n}(t) \) of the fluid model equations and any \( 0 < \eta < 1 \) we have \( \| \mathbf{n}(t) \| \leq \eta \) for all \( t \geq \delta \). Let \( \{ \mathbf{n}_j(0) \} \) be any sequence of initial states \( \mathbf{n}(0) \) with \( |\mathbf{n}_j| \rightarrow \infty \) as \( k \rightarrow \infty \). From the existence of the fluid limit (see [7]) there exists a subsequence \( \{ \mathbf{n}_{k_j} \} \) such that
\[
\lim_{j \rightarrow \infty} \frac{1}{|\mathbf{n}_{k_j}|} \mathbf{n}_{k_j} \mathbf{\mathbf{k}_j} \delta = \mathbf{n}(\delta)
\]
where, as in Section V-A, \( \mathbf{n}(\cdot) \) denotes the fluid limit. The fluid limit satisfies the fluid model equations, thus,
\[
\lim_{j \rightarrow \infty} \frac{1}{|\mathbf{n}_{k_j}|} | \mathbf{n}_{k_j} \mathbf{k_j} \delta | \leq \eta.
\]
Using the uniform integrability (see [7, Lemma 4.5]) of the sequence on the left-hand side, we obtain
\[
\lim_{j \rightarrow \infty} \frac{1}{|\mathbf{n}_{k_j}|} \mathbf{E} \left[ | \mathbf{n}_{k_j} \mathbf{k_j} \mathbf{\delta} | \right] \leq \eta.
\]

Since \( \{ \mathbf{n}_j \} \) is an arbitrary sequence we have
\[
\lim_{|z| \rightarrow \infty} \frac{1}{|z|} \mathbf{E} \left[ |\mathbf{n}(z)\delta| \right] \leq \eta.
\]
Let \( 0 < \varepsilon < 1 - \eta \). There exists some \( \kappa \geq 1 \) such that
\[
\frac{1}{|z|} \mathbf{E} \left[ |\mathbf{n}(z)\delta| \right] \leq 1 - \varepsilon
\]
for all \( z \) with \( |z| > \kappa \). The remainder of the proof follows exactly the proof of [7, Th. 3.1].

VI. OPTIMIZING OVER POLICY PARAMETERS

(LP1) suggests that if class \( i \) and \( j \) jobs are processed at the same node, \( q_i(\tau_k, \theta, \beta) = q_i(\tau_k, \theta, \beta) \) constitutes a policy switching hyperplane. Namely, TP policies are characterized by switching hyperplanes determined by policy parameters. In this section, we discuss how we can optimize over these parameters, that is, the target \( \theta \) and the weight vector \( \beta \), in order to obtain the best policy within the class [i.e., minimizing (3)]. As mentioned in Section III, the achievable region LP provides a tentative value of \( \theta \) equal to \( \omega \), which, as we will see, performs quite well. Here, we are interested in further improving the selection of \( \theta \) and optimizing over \( \beta \) as well. To that end, we use a simulation-based method developed in [24]. The underlying idea is rather simple: During the course of a simulation of the system we obtain “gradient information” which we then use to optimize over the parameters.

1) Smooth Target-Pursuing Policies: To fix notation, consider the uniformized Markov chain of Section IV and the TP policy outlined there with weight vector \( \beta > 0 \). At each transition epoch \( \tau_k \), scheduling decisions are made according to the optimal solution, say \( \mathbf{x}^*(n(\tau_k), \theta, \beta) \) of (LP1). Note that \( \mathbf{x}^*(n(\tau_k), \theta, \beta) \) is piecewise constant in \( \theta \) with the jumps occurring at the points that the optimal solution switches from one extreme point of the feasible set to another. Consequently, using a simulation-based gradient optimization method to optimize over the parameters would not be very successful since the gradients would be zero most of the time.

To bypass this difficulty we use randomization to introduce a smoother version of our TP policies. For simplicity of the exposition, we concentrate on work-conserving TP policies; the nonwork-conserving case can be handled similarly. Let \( y(\cdot)(n(\tau_k), \theta, \beta) \) be a feasible solution of (LP1) such that at time \( \tau_k \) class \( r \) is served at node \( \sigma(r) \) and the remaining decisions at all other nodes coincide with \( \mathbf{x}^*(n(\tau_k), \theta, \beta) \).

Let \( \gamma > 0 \) be a scalar and set
\[
\alpha_r(n(\tau_k), \theta, \beta) = \frac{e^{-\gamma y(\cdot)(n(\tau_k), \theta, \beta)} q(\tau_k) \theta, \beta) q(n(\tau_k), \theta, \beta)}{e^{-\gamma y(\cdot)(n(\tau_k), \theta, \beta)} q(n(\tau_k), \theta, \beta)} \sum_{r' \in C_{\sigma(r)} \cap n_k(\tau_k) \geq 0} e^{-\gamma y(\cdot)(n(\tau_k), \theta, \beta)} q(n(\tau_k), \theta, \beta).
\]
(15)

At time \( \tau_k \), we serve class \( r \) at node \( \sigma(r) \) with probability
\[
\alpha_r(n(\tau_k), \theta, \beta) = \begin{cases} \alpha_r(n(\tau_k), \theta, \beta), & \text{if } n_k(\tau_k) > 0 \\ 0, & \text{otherwise} \end{cases}
\]
(16)

Notice that as \( \gamma \rightarrow 0 \) all nonempty classes at a node have equal probability of being served, and as \( \gamma \rightarrow \infty \) the randomized
policy converges to the policy implied by \(x^*(n(t_k), \theta, \beta)\). The expression in (15) can be simplified as

\[
\dot{\alpha}_r(n(t_k), \theta, \beta) = \frac{e^{-\eta_r(n(t_k), \theta, \beta)}}{\sum_{r' \in C_r(\theta, \beta)} e^{-\eta_r(n(t_k), \theta, \beta)}}
\]

where \(\eta_r(n(t_k), \theta, \beta)\) is the \(r\)th coordinate of \(q(n(t_k), \theta, \beta)\).
Henceforth, we will be referring to this policy as the work-conserving smooth target-pursuing (STP) policy. This randomization scheme is useful in satisfying the conditions required by the simulation-based optimization algorithm we implement.

2) Simulation-Based Optimization: We adopted the STP policy and used the simulation-based method of [24] to optimize the objective of (3) over the parameters \((\theta, \beta)\). In Section IX, we report illustrative numerical results and compare with a set of other scheduling policies. Under a set of stability and regularity conditions and a standard diminishing step-size rule, the algorithm in [24] is shown to converge w.p. 1 to a local minimum. In our setting, the required stability condition is satisfied due to the result in Section V. The remaining regularity conditions, however, are not satisfied in all cases of interest.

Under the STP policy, \(\alpha_r(n(t_k), \theta, \beta)\) satisfies the required regularity conditions with respect to \(\theta\) but not with respect to \(\beta\). As a result, we fixed \(\beta\) and used the method in [24] to optimize over \(\theta\). Then employed random search around \(\beta = \epsilon\) to select a good \(\beta\). Admittedly, using a simulation-based method to optimize over \(\theta\) can be slow. We were encouraged to notice that initializing the algorithm with a tentative value equal to \(w^*\), obtained from the achievable region LP, led to considerably faster convergence.

VII. COMBINED ROUTING/SCHEDULING DECISIONS

In this section, we extend the basic queueing network model of Section II to consider the case where routing is not fixed but also subject to optimization.

We adopt the model and notation of Section II, indicating only the differences with the extended model we consider here. As in Section II, jobs of class \(r = 1, \ldots, R\) arrive to the network according to a Poisson arrival process with rate \(\lambda_{nr}\). Upon arrival, though, and before joining the corresponding queue, a router selects a particular class and routes the arriving job to that class. Let \(A_{r'}(t)\) denote the event that an externally arriving job of class \(r\) is routed to class \(r'\) upon its arrival at time \(t\). Routing decisions are also made at the various nodes when jobs are admitted for service. Let \(B_{r', r}(t)\) denote the event that at time \(t\) node \(\sigma(r)\) is working on a class \(r\) job that will be routed to class \(r'\) upon completion of service.

In this modified setting, we are interested in devising a combined scheduling and routing policy to minimize the cost function (3). Target-pursuing (TP) policies are defined exactly as in Section III (cf. Definition 1) with the only exception that the minimization is with respect to both scheduling and routing decisions at each time \(t\). A polyhedral relaxation \(P\) of the achievable region \(\mathcal{A}\) can be obtained in this case as well (see [1]); an optimal solution of this achievable region LP, denoted again by \(w^*\), is one particular choice for \(\theta\).

To describe the implementation of TP policies in the extended model we uniformize the Markov chain \(n(t)\) as in Section IV. Let again \(\nu\) denote the uniform transition rate and \(\{\tau_k\}\) the sequence of transition epochs in the uniformized Markov chain. For any \(\theta, \Delta t\) small enough and as specified in Section IV, and using norm (1), the TP policy minimizes

\[
\frac{1}{\Delta t} \mathbb{E} \left[ \|n(t_k + \Delta t) - \theta\|_\beta^2 | n(t_k) \right]
\]

\[
= \left(\frac{1}{\Delta t} - \nu\right) \|n(t_k) - \theta\|_\beta^2
\]

\[
+ \sum_{r=1}^R \mu_r \left[ \sum_{r'=1}^R \lambda_{nr} 1\{A_{r'}(\tau_k)\} \|n(t_k) + e_r - \theta\|_\beta^2
\]

\[
+ \|n(t_k) - \theta\|_\beta^2
\]

\[
+ \sum_{r=1}^R \mu_r \left[ \sum_{r'=0}^R \lambda_{nr} 1\{B_{r'}(\tau_k)\} \|n(t_k) - e_r - \theta\|_\beta^2
\]

\[
+ \|n(t_k) - \theta\|_\beta^2
\]

\[
+ \sum_{r=1}^R \mu_r \left[ \sum_{r'=0}^R \lambda_{nr} 1\{B_{r'}(\tau_k)\} \|n(t_k) - \theta\|_\beta^2 + \frac{\nu}{\Delta t} \right].
\]

Let now \(x_{r'}(\tau_k) = 1\{B_{r'}(\tau_k)\}\) for \(r = 1, \ldots, R\) and \(r' = 0, 1, \ldots, R\). \(y_{r'}(\tau_k) = 1\{A_{r'}(\tau_k)\}\) for \(r = 1, \ldots, R\) and \(r' = 0, 1, \ldots, R\). and denote \(x(\tau_k) = \{1\{B_{10}(\tau_k)\}, \ldots, 1\{B_{RR}(\tau_k)\}\}, y(\tau_k) = \{1\{A_{11}(\tau_k)\}, \ldots, 1\{A_{RR}(\tau_k)\}\}\). Discarding constants, the RHS of (17) can be written as

\[
x(\tau_k)'^r q_1(n(\tau_k), \theta, \beta) + y(\tau_k)'^r q_2(n(\tau_k), \theta, \beta) + \frac{\nu}{\Delta t}
\]

where \(q_i(n(\tau_k), \theta, \beta)\), \(i = 1, 2\), are appropriately defined. Since for small enough \(\Delta t\) the first two terms dominate, to implement the TP policy with norm \(\| \cdot \|_\beta^2\) we will be solving the following LP problem at each epoch \(\tau_k\):

(LP2) \[
\min x(\tau_k)'^r q_1(n(\tau_k), \theta, \beta) + y(\tau_k)'^r q_2(n(\tau_k), \theta, \beta)
\]

s.t. \[
\sum_{r \in C_i} \sum_{r' = 0}^R x_{r'}(\tau_k) \leq n_r(\tau_k), \forall i
\]

\[
\sum_{r' = 0}^R y_{r'}(\tau_k) \leq n_r(\tau_k), \forall r
\]

\[
x(\tau_k), y(\tau_k) \geq 0
\]

where \((x(\tau_k), y(\tau_k))\) is the decision vector. In the case of a work-conserving TP policy, the first inequality constraint above becomes an equality, except at nodes with no jobs present. It should be noted that situations where a class can only be routed to a subset of other class are easily accommodated; one needs to simply add constraints of the form \(x_{r'}(\tau_k) = 0\) and \(y_{r'}(\tau_k) = 0\) if \(r\) can not be routed to \(r'\). Again, as it was the case with (LP1), the work to solve (LP2) can be distributed across the nodes of the network with node \(i\) deciding for \(x_{r'}(\tau_k)\) and \(y_{r'}(\tau_k)\) with \(r \in C_i\). Furthermore, each node needs only local
state information, i.e., state information for all classes served at the node and all classes the node can route jobs to.

Finally, the discussion of Section VI applies intact to the extended model considered here and a simulation-based method to optimize over policy parameters, $\theta$ and $\beta$, is applicable. Since the optimal solution of (LP2) is integer, a smooth TP policy (as in Section VI) must be employed to that end.

A. Fluid Model and the Fluid TP Policy

We now proceed to establish the stability of TP policies in the combined scheduling/routing model. Let $\hat{A}_{rr'}(t), r, r' = 1, \ldots, R$ denote the number of external class $r$ arrivals routed to class $r'$ upon arrival in the time interval $[0, t]$. Let also $T_{rr'}(t), r = 1, \ldots, R$, $r' = 0, \ldots, R$, denote the cumulative amount of time server $r$ has spent in the time interval $[0, t]$ working on class $r$ jobs that are routed to class $r'$. In the fluid model, for all $t \geq 0$, the dynamics of the network satisfy

$$\dot{n}(t) = \sum_{r=1}^{R} \lambda_{0r} \hat{a}_{rr'}(t) + \sum_{r'=1}^{R} \mu_{r'0} u_{rr'}(t)$$

$$- \mu_{r} \sum_{r'=0}^{R} u_{rr'}(t) \quad r = 1, \ldots, R$$

$$\sum_{r' \in C_r} \sum_{r'=0}^{R} u_{rr'}(t) \leq 1 \quad i = 1, \ldots, N$$

$$\sum_{r'=1}^{R} \hat{a}_{rr'}(t) = 1 \quad r = 1, \ldots, R$$

$$\hat{a}_{rr'}(t) \geq 0 \quad r, r' = 1, \ldots, R$$

$$u_{rr'}(t) \geq 0 \quad r = 1, \ldots, R, r' = 0, \ldots, R$$

(19)

where $u_{rr'}(t) = \hat{A}_{rr'}(t)$ is the fraction of the capacity of server $r$ allocated at time $t$ to class $r$ jobs that are routed to class $r'$, and $\hat{a}_{rr'}(t) = \hat{A}_{rr'}(t)/\lambda_{0r}$ is the fraction of class $r'$ external arrivals routed to class $r$ upon their arrival at time $t$. The equations in (19) hold for all regular times $t$.

Following the same reasoning as in Section V-A, for all $t$ and $\theta$ the fluid version of the TP policy selects the variables $\hat{a}_{rr'}(t)$ and $u_{rr'}(t)$ to minimize

$$\frac{d}{dt} \| \hat{n}(t) \|$$

where $\hat{n}(t)$ is the fluid limit of the stochastic system satisfying (19). Regarding the constraints under which this minimization is performed, the discussion of Section V-A applies. Specifically, the FTP policy using the L2 norm of $\hat{n}(t)$ needs to satisfy $u_{rr'}(t) = 0$ whenever $n_{r}(t) = 0$ for all $r$, $r'$, and $t$.

B. Stability Analysis

The following proposition is similar to Prop. V.1 and establishes a form of stability for the fluid model using the nonwork-conserving FTP policy under norm $\| \hat{n}(t) \|^2_p$.

Proposition VII.1: Consider the fluid model operating under the nonwork-conserving FTP policy which uses norm $\| \hat{n}(t) \|^2_p$, where $\beta > 0$. Suppose there exists a routing probability matrix $P = \{ p_{r'r'} \}_{r,r'=1}^{R}$ and nonnegative $y_{r'r'}, r, r' = 1, \ldots, R$, such that

$$\lambda_r = \sum_{r'=1}^{R} \lambda_{0r} y_{r'r} + \sum_{r'=1}^{R} \lambda_{r'r'} p_{r'r}, \quad r = 1, \ldots, R$$

$$\sum_{r'=1}^{R} y_{r'r} = 1 \quad r = 1, \ldots, R$$

$y_{r'r} \geq 0 \quad r, r' = 1, \ldots, R$

$$\sum_{r \in C_r} \lambda_{r} < 1, \quad i = 1, \ldots, N$$

and $(I - P^T)$ is invertible. Then for every solution of the fluid equations (19) satisfying $|n(0)| \leq 1$ and $u_{rr'}(t) = 0$ whenever $n_{r}(t) = 0$ for all $r$, $r'$, and $t$, there exists some $\delta(\eta) > 0$ such that for all $0 < \eta < 1$ and all $t \geq \delta$ it follows $|n(t)| \leq \eta$.

Proof: The proof is similar to the one of Prop. V.1. Fix $\eta \in (0, 1)$. Let again $B = \text{diag}(\beta_1, \ldots, \beta_N)$ and

$$G(t) = \| n(t) \|^2_p = n(t) B n(t)$$

Using the fluid model dynamics of (19) we obtain

$$\dot{G}(t) = 2 \sum_{r=1}^{R} \beta_r u_{rr}(t) \left[ \sum_{r'=1}^{R} \lambda_{0r} \hat{a}_{rr'}(t) + \sum_{r'=1}^{R} \mu_{r'} \hat{a}_{rr'}(t) - \mu_{r} u_{rr'}(t) \right]$$

(20)

Let us adopt a policy that decomposes routing and scheduling decisions. More specifically, we employ a (fixed) routing policy that uses a routing matrix $P$ and nonnegative $y_{r'r'}$ that satisfy the set of equations given in the statement of the proposition. As in the pure scheduling problem $u_{rr'}(t) = \sum_{r'=0}^{R} u_{rr'}(t)$ denotes the fraction of server $r$'s capacity allocated to class $r$ at time $t$. Under this fixed routing policy, $\hat{a}_{rr'}(t) = y_{r'r'}$ and $u_{rr'}(t) = u_{rr'}(t) p_{r'r'}$, for all $t$, yielding

$$\dot{G}(t) = 2 \sum_{r=1}^{R} \beta_r u_{rr}(t) \left[ \sum_{r'=1}^{R} \lambda_{0r} y_{r'r} + \sum_{r'=1}^{R} \mu_{r'} y_{r'r} - \mu_{r} u_{rr'}(t) \right]$$

The FTP policy defined in the statement of the proposition minimizes $\dot{G}(t)$ over routing/scheduling decisions, thus, the resulting $\dot{G}(t)$ is less than or equal the one in (20) for all $t$.

We have now reduced the problem to the exact same scheduling problem addressed in Prop. V.1, namely, an open MQNET with fixed routing matrix $P$ and external Poisson arrival rate equal to $\sum_{r'=1}^{R} \lambda_{0r} y_{r'r}/\eta$ for class $r$. The first of the set of equations in the statement of the proposition is the traffic equation while the last is the usual stability condition at each node. Following the steps of the proof of Prop. V.1 we can establish the desired result.

Following the same steps as in the proof of Theorem V.2 we can also establish that Proposition VII.1 implies the stability of the stochastic system. The main result for the TP policy in the combined routing/scheduling model is summarized next.
Theorem VII.2: Consider the MQNET of this section involving both sequencing and routing decisions and operated under the TP policy using norm \( \|x\|_\beta \), where \( \beta > 0 \). Suppose there exists a routing probability matrix \( P = \{p_{rr'}\}_{r,r'=1}^R \) and nonnegative \( y_{rr'} \), \( r, r' = 1, \ldots, R \), such that
\[
\lambda_r = \sum_{r'=1}^R \lambda_{0r'} y_{rr'} + \sum_{r'=1}^R \lambda_{r'rr}, \quad r = 1, \ldots, R
\]
\[
\sum_{r'=1}^R y_{rr'} = 1, \quad r = 1, \ldots, R
\]
\[
y_{rr'} \geq 0, \quad r, r' = 1, \ldots, R
\]
\[
\sum_{r\in C_t} \mu_r < 1, \quad i = 1, \ldots, N
\]
and \((I - P)\) is invertible. Then, the corresponding Markov chain \( n(t) \) is positive Harris recurrent.

VIII. CLOSED NETWORKS

In this section, we consider the case of closed MQNETs and introduce a class of TP policies for such systems. We first introduce the model and define TP policies, then discuss their implementation, and finally use fluid analysis to investigate their efficiency. The notion of efficiency of scheduling policies in closed networks has been introduced in [14]; to accommodate our more general model of closed networks, we will extend an efficiency condition established there.

To define the class of closed networks of interest, consider the open MQNET of Section II. Here, however, there are no external arrivals \( \lambda_0 = 0, \forall r \) and the probability a job exits the network is zero \( \rho_{r0} = 0, \forall r \). Routing is fixed and not subject to optimization; at the end of this Section we comment on how our work can be extended to address routing as well. The routing probability matrix \( P \) defines a number, say \( K \), of noncommunicating classes which we call types; a class of type \( k \) can never be routed to a class of some other type not equal to \( k \). We use the notation \( (r) \) to denote the type of class \( r \).

In the closed network, we fix to \( S \), the number of jobs of type \( k \) and (to exclude trivial cases) assume \( S_k > 0 \) for all \( k = 1, \ldots, K \). Let \( S = (S_1, \ldots, S_K) \).

Let us again uniformize the Markov chain \( n(t) \), use the uniform transition rate \( \nu = \sum_{r=1}^R \mu_r \), and denote by \( \{\tau_k\} \) the sequence of transition epochs. Denote by \( \lambda_r = \lim_{h \to \infty} \mu_r E[I(B_r(\tau)) \tau] \) the throughput of class \( r \), where, as before, \( B_r(\tau_k) \) denotes the event that node \( \alpha(r) \) is working on class \( r \) right after time \( \tau_k \). We are interested in a scheduling policy maximizing
\[
\sum_{r=1}^R h_r \lambda_r
\]
(21)
where \( h = (h_1, \ldots, h_R) \geq 0 \) are given weights.

Let \( x(t) = (I\{B_1(t)\}, \ldots, I\{B_R(t)\}) \) be the vector of scheduling decisions at time \( t \). Recall \( M = \text{diag}(\mu_1, \ldots, \mu_R) \).

We define TP policies for closed MQNETs as follows.

Definition 2: We define as target-pursuing (TP) the class of scheduling policies for closed MQNETs which at each time \( t \) minimize \( \|Mx(t) - \theta\|_\beta \) for some norm \( \|\cdot\|_\beta \).

In the uniformized Markov chain and for any weighted norm \( \|\cdot\|_\beta \), with \( \beta > 0 \), implementing a TP policy amounts to solving the following optimization problem at every epoch \( \tau_k \):

\[
\text{(OPT3)} \quad \min \|Mx(\tau_k) - \theta\|_\beta
\]
\[
s.t. \quad \sum_{r\in C_t} x_r(\tau_k) \leq 1 \quad i = 1, \ldots, N
\]
\[
0 \leq x(\tau_k) \leq n(\tau_k)
\]
(22)
where \( x(\tau_k) \) is the decision vector. For the weighted L2 norm of (1) this is a quadratic programming (QP) problem for which efficient (i.e., polynomial time) interior-point algorithms exist. The work for solving (OPT3) can be decomposed and distributed across the various nodes along the lines of Section IV. In the case of a work-conserving TP policy, the first inequality constraint of (OPT3) becomes an equality at all nodes with jobs present. It should be noted that when all classes are nonempty, the optimal solution of (OPT3) does not depend on time and thus, it only needs to be solved once. The resulting policy is simply the projection of \( (h_1/\mu_1, \ldots, h_R/\mu_R) \), onto the feasible set of (OPT3), which is a static (i.e., time-independent) processor sharing policy. However, when empty classes exist, some of the decision variables are forced to zero (due to the constraint \( x(\tau_k) \leq n(\tau_k) \)) and the static policy is adjusted to avoid allocating capacity to empty classes.

As with open networks, [11] derives an LP whose optimal value is an upper bound on the optimal weighted throughput of (21). This bound is often tight and the associated optimal solution can provide one potential target \( \theta \).

For closed MQNETs the discussion of Section VI applies and one can use a simulation-based method to optimize over the policy parameters \( \theta \) and \( \beta \). Notice that (OPT3) is a QP problem, thus, the use of a randomized policy is not necessary since the optimal solution is smooth in the policy parameters.

A. Efficiency of TP Policies for Closed Networks

We next follow [14] and discuss the efficiency of the TP policy. To that end, we work with a fluid model.

1) Fluid Model: Consider the stochastic system and let \( D_r(t) \) denote the number of departures from class \( r \) in \([0, t] \), and \( T_r(t) \) the amount of time server \( \alpha(r) \) spends working on class \( r \) in \([0, t] \). Let also \( z = n(0) \) denote the initial condition at time zero, assuming that \( z \) is in the support of \( S \) (i.e., \( \sum_{r\in C_t} z_r = S_k > 0 \) for all \( k = 1, \ldots, K \)). To obtain the fluid model we use the same fluid scaling as in open networks, and consider sequences of initial condition vectors \( z(t) = tz \) with \( t \to \infty \). We use a bar to indicate various quantities of interest in the fluid model, in particular, \( \bar{n}(t) \) denotes the queue length vector. We have
\[
\bar{n}(t) = \frac{1}{|z|} \bar{n}(|z|t)
\]
where superscript \( \text{sup} \) indicates quantities in a system initialized with \( z \) jobs. Using the exact same analysis as in [14], for every sequence of initial conditions \( z(t) \), there exists a subsequence \( z(t) \) such that along this subsequence and as \( t \to \infty \)

\[
\bar{n}(\cdot, \omega) \to \bar{n}(\cdot) \quad \text{u.o.c.}
\]
where \( \omega \) is a sample path satisfying the SLLN for service and routing processes. This result is analogous to the one obtained in [20] for open networks. For the limit processes, we have

\[
\begin{align*}
\dot{D}_r(t) &= \mu_r \bar{T}_r(t), \\
\bar{n}_r(t) &= \bar{n}_r(0) + \sum_{r' = 1}^{R} \mu_{r'} D_{r'}(t) - \bar{D}_r(t), \\
\sum_{r \in C_i} \bar{T}_r(t) &\leq t, \quad i = 1, \ldots, N \\
\sum_{r = 1}^{R} \bar{n}_r(0) &= 1, \\
\bar{n}_r(t), \bar{T}_r(t) &\geq 0, \quad r = 1, \ldots, R
\end{align*}
\]

along with some additional equations provided in [14]. Let \( u_r(t) = \bar{T}_r(t) \) denote the fraction of the capacity allocated to class \( r \) by node \( \sigma(r) \), where the derivative is defined at regular times. We next derive the fluid version of the TP policy of Definition 2, using a weighted L2 norm \( \| \cdot \|_\beta \) and target \( \theta \).

It can be seen that in the fluid limit the policy selects allocations \( u(t) = (u_1(t), \ldots, u_R(t)) \) satisfying the dynamics in (23) and minimizing \( \| M u(t) - \theta \|_\beta \). Consider the constraints under which the policy satisfies (Opt2) and note that the policy idles on an empty class. The fluid version of the TP policy selects allocations \( u(t) \) satisfying (23) with the additional constraint that one cannot allocate capacity to empty classes. We will refer to this policy as the FTP policy.

We are now ready to formally define the notion of efficiency of scheduling policies for our closed MQNET, which is an extension of a similar definition in [14] that applies to closed networks with a single type. Consider the following LP:

\[
\begin{align*}
& \text{(Eff-LP)} \quad \max \sum_{r = 1}^{R} h_r \lambda_r \\
& \text{s.t.} \quad \sum_{r \in C_i} \lambda_r \mu_r \leq 1, \quad i = 1, \ldots, N \\
& \quad \lambda = P' \lambda
\end{align*}
\]

where \( \lambda \) is the decision vector. The first inequality constraint bounds the utilization of all servers by one and the second constraint is the set of traffic equations for the closed network. These latter equations have a unique solution up to a multiplicative constant. Let \( \lambda^* = (\lambda^*_1, \ldots, \lambda^*_R) \) be an optimal solution of (Eff-LP). We can view \( \sum_{r} h_r \lambda_r^* \) as the maximal weighted throughput sustainable by the network. Note that at least one of the inequality (utilization) constraints is tight at the optimal solution. Any node corresponding to a tight utilization constraint at \( \lambda^* \) will be called a bottleneck node.

Let now \( \lambda^*(z) \) denote the throughput vector achieved under a stationary policy \( \pi \) when the closed network is initialized with \( u(0) = z \). We define the efficiency of \( \pi \) as follows.

**Definition 3:** The stationary policy \( \pi \) is said to be efficient under the cost structure \( \lambda^* \) if for every sequence of initial conditions \( z_i = l z \) with \( z \) in the support of \( S \) and \( l \to \infty \) we have

\[
\lim_{l \to \infty} \sum_{r = 1}^{R} h_r \lambda^*_r(z_l) = \sum_{r = 1}^{R} h_r \lambda^*_r
\]

where \( \lambda^* \) is an optimal solution of (Eff-LP).

The following theorem generalizes [14, Th. 4.2] and provides a sufficient condition on efficiency based on the fluid limit. We omit the proof since it is very similar to the corresponding proof in [14].

**Theorem VIII.1:** Consider a stationary scheduling policy \( \pi \) under which every fluid limit satisfies

\[
\lim \sup_{t \to \infty} \sum_{r = 1}^{R} h_r D_r(t)/t \geq \sum_{r = 1}^{R} h_r \lambda^*_r \quad a.s.
\]

Then \( \pi \) is efficient under the cost structure \( \lambda^* \).

Another, and perhaps more convenient, way to express this sufficient condition is provided by the following corollary. The proof is immediate since the condition below implies the sufficient condition of Theorem VIII.1.

**Corollary VIII.2:** Consider a stationary scheduling policy \( \pi \) under which for every fluid limit there exists a time \( T < \infty \) such that for all regular times \( t > T \)

\[
\frac{d}{dt} \sum_{r = 1}^{R} h_r D_r(t) \geq \sum_{r = 1}^{R} h_r \lambda^*_r
\]

Then, \( \pi \) is efficient under the cost structure \( \lambda^* \).

We will use Corollary VIII.2 to investigate the efficiency of the TP policies for closed networks we defined earlier. Our main result is stated in the following theorem.

**Theorem VIII.3:** Consider the TP policy with target \( \theta = \lambda^* \) using a weighted L2 norm \( \| \cdot \|_\beta \) with \( \beta > 0 \). This TP policy is efficient under the cost structure \( \lambda^* \).

**Proof:** Recall that the FTP satisfies \( u_r(t) = 0 \) if \( n_r(t) = 0 \). Without loss of generality, assume that initially class \( r \) is empty (if multiple classes are empty, the analysis is the same). Hence, the FTP policy selects \( u(t) = (\lambda^*_1/\mu_1, \ldots, \lambda^*_R/\mu_R) \) since this minimizes \( \| M u(t) - \theta \|_\beta \) subject to the proper constraints. Using this policy and after a small time interval \( \delta \), class \( r \) will seize to be empty (due to arrivals from other classes). At that point in time, the FTP policy switches to the allocation \( u^*(t) = (\lambda^*_1/\mu_1, \ldots, \lambda^*_R/\mu_R) \) since it minimizes \( \| M u(t) - \theta \|_\beta \) subject to the proper constraints. Notice, that we now have flow balance, i.e., the departing flow rate always equals the arriving flow rate for all classes. Therefore, at any time \( t > \delta \), no class is empty, and the same allocation \( u^*(t) \) remains in effect. This allocation achieves a throughput of \( \sum_{r \in C_i} \lambda^*_r \mu_r \), which is, that is, the TP policy is efficient under cost structure \( \lambda^* \). \( \blacksquare \)

We conclude this section by outlining how routing decisions can be incorporated in our setting. As in Section VII, we can define variables \( x_{r,r'}(t) = \mathbb{1}\{B_{r,r'}(t)\} \), where \( B_{r,r'}(t) \) denotes
the event that at time $t$ node $r(t)$ is working on a class $r$ job that will be routed to class $r'$ upon completion of service. Let $y(t) = (y_{11}(t), \ldots, y_{RR}(t))$, where $y_{rr'}(t) = \mu_r x_{rr'}(t)$, and $\theta = (\theta_{11}, \ldots, \theta_{RR})$. We can then define TP policies as the class of combined scheduling/routing policies which at each time $t$ minimize $\|y(t) - \theta\|$ for some norm $\|\cdot\|$. In fact, the problem can be transformed to a pure scheduling problem. To that end, split each class $r$ to at most $O(R)$ classes, one for every possible class $r'$ that class $r$ jobs can be routed to. In this modified closed MQNET, there are only scheduling decisions to be made and routing is deterministic.

IX. Numerical Results

Next, we present some illustrative numerical results to assess the performance of TP policies. We implement the policy under work-conserving constraints. Non-work-conserving TP policies typically result in worst performance.

A. Open Networks

The first example we consider is the two-node network of Fig. 2. In Table I we compare several work-conserving scheduling policies with $h = e$. The parameters for the various traffic scenarios are listed in Table II, where we use $\rho = (\rho_1, \rho_2)$ to denote the utilizations of nodes 1, 2, respectively. We use the following abbreviations for the various traffic scenarios we considered: L.L. (imbalanced light), B.L. (balanced light), I.M. (imbalanced medium), B.M. (balanced medium), I.H. (imbalanced heavy), and B.H. (balanced heavy). The second column of Table I (ALP) lists the lower bound on optimal performance obtained by solving the achievable region LP of [1] (see Section III). The third column of Table I (DP) lists the optimal performance obtained via dynamic programming; the last row is missing because it was computationally intractable to obtain. The fourth column of Table I (TP($w^*$)) reports the performance (obtained by simulation) of the TP policy using the L2 norm for $n(t)$ with target $\theta$ equal to the optimal solution $w^*$ of the achievable region LP and norm weight vector $\beta = e$. The fifth column of Table I (OTP) reports the performance of the TP policy using the same norm but with optimized (as discussed in Section VI) policy parameters. For the first four rows, we only optimized over $\theta$ and used $\beta = e$. For the last two (heavy traffic) rows we also optimized over $\beta$ and report those results in brackets. The optimal $\beta$ turned out to be (1,3,4,7,2) for I.H. and (1,2,6,1,2) for B.H., respectively. In the sixth column of Table I (Thr.), we list the performance of a threshold policy proposed in [3] based on heavy traffic analysis, which is conjectured to be asymptotically optimal in heavy traffic. According to this policy, priority is given to type $A$ jobs at node 1 if the number of jobs at node 2 is below some threshold; otherwise priority is given to type $B$ jobs. The results listed in column 6 of Table I are for the best such policy (i.e., optimized over the threshold). Finally, in the last column of Table I we report the percentage distance of the best policy we came up with (OTP column in this case) with the best other policy found. In particular, $\text{Gap} = \frac{[(\text{Best Ours}) - (\text{Best Other})]}{\text{(Best Other)}} \times 100\%/(\text{Best Other})$. To facilitate the reader, we use bold for these two values.

A couple of remarks are in order. First, the TP policy using $\theta = w^*$ performs well from light to moderate traffic scenarios. This is appealing since $w^*$ can be computed in polynomial-time by solving the achievable region LP. It is interesting to see that the optimal solution of this LP can lead to a fairly good policy. The optimized TP policy performs even better and is close to optimal. In the heavy-traffic cases (especially B.H.) using a weighted norm improves performance. The numerical results suggest that $\beta_3 \gg \max(\beta_1, \beta_2)$ is appropriate for those cases. This is to be expected since as $\beta_3 \rightarrow \infty$ the TP policy approaches the threshold policy of [3] with threshold $\theta_3$ and the latter policy is known to be effective in heavy-traffic.

The second example we consider is the six-class network of Fig. 3. The results are reported in Table III, where we use the same notation and abbreviations as in Table I. The parameters for the various traffic scenarios are listed in Table IV. In the fifth column, optimization was done over $\theta$ keeping $\beta = e$. In the last two rows of this column we also optimized over $\beta$ and report the results in brackets. The sixth column (BPP) lists results from the best strict priority policy we were able to find. Finally, as in Table I, the last column reports the percentage gap of our best policy with the best other policy found.
The conclusions in this more challenging network are similar. The TP policies with target equal to \( w^* \) perform quite well from light to moderate traffic scenarios. In heavy traffic, performance can further be improved by optimizing over policy parameters \((\theta, \beta)\). Overall, we are within 2% of the optimal (when possible to compute) or we outperform by more than 9% the best other policy found.

The third example we show is the Rybko–Stolyar network [25], [26]. We used \( \lambda_A = \lambda_B = 1 \), \( \mu_1 = \mu_3 = 6 \), \( \mu_2 = \mu_4 = 1.5 \). It has been shown that the last-buffer-first-serve policy is unstable with these parameters. Instead, TP policies perform pretty well (Table V).

Our final open network example is the system of Fig. 5. Jobs arrive according to a Poisson process of rate \( \lambda \) and are to be routed either at the top or bottom node. Service times are exponentially distributed with rate \( \mu \) at both nodes. We need to decide where to route each job in order to minimize the objective of (3) with \( h = e \). Table VI reports our results for three traffic scenarios corresponding to \( \rho = \lambda/(2\mu) = 0.55, 0.7, 0.9 \), respectively. The sixth column (SQ) lists the performance of the policy that sends jobs to the shortest queue, which is known to be optimal [27]. The seventh column lists the performance of the optimized, over \( \theta \) and with \( \beta = e \), TP policy using the L2 norm of \( \pi(t) \). The last column compares the two policies. It is evident that the optimized TP policy achieves optimality. This is to be expected since from the structure of (LP2) and (17) it can be easily verified that any TP policy with target \( \theta \) such that \( \theta_1 = \theta_2 \) and \( \beta = e \) makes routing decisions identical to the SQ policy.

**B. Closed Networks**

We next present two closed network examples (cf. Fig. 6). Results for these examples are reported in Table VII. The second column lists the (fixed) number of jobs in the system for each type. The third column (ALP) reports an upper bound on the optimal weighted throughput obtained by the achievable region LP of [1]. We denote by \( w^* \) the target obtained from the optimal solution of that LP. The fourth column (DP) lists the optimal weighted throughput obtained by solving a dynamic programming problem. The fifth column (TP(w*)) lists the performance of the TP policy for closed networks using target \( \theta = w^* \) and the L2 norm \( \| \cdot \|^2 \). In some instances we have optimized over the target \( \theta \) and refer to the latter policy as OTP and report the results in brackets. The sixth column lists the performance of the TP policy using target \( \theta \) equal to the optimal solution \( \lambda^* \) of (Eff – LP) in (24). Finally, the seventh
jobs scheduling and routing in MQNETs. These networks can model expected in the light of the efficiency results of a variety of systems, including sensor networks, multiprocessor dependent rates. These assumptions, although restrictive, can accommodate heavy-tailed service distributions by using the exponential service times with rate $\mu_2$. It becomes near-optimal for large populations, which is to be expected in the light of the efficiency results of Section VIII-A. Finally, the TP policy with optimized target $\theta$ is within less than 1.2% from the optimal in all cases considered.

### X. Conclusion

We proposed a new class of what we call TP policies for scheduling and routing in MQNETs. These networks can model a variety of systems, including sensor networks, multiprocessor computer systems, and manufacturing systems. In open networks, external arrivals were assumed to be Poisson with class-dependent rates, and in both open and closed networks service times were assumed to be exponentially distributed with class-dependent rates. These assumptions, although restrictive, can even accommodate heavy-tailed service distributions by using a hyperexponential approximation of these distributions. The fluid version of TP policies belongs to a broader class of fluid policies called greedy in [9]. In general, greedy or myopic policies may perform extremely poorly, nonetheless, we were able to demonstrate that our proposed class is rather effective.

In open networks, TP policies “steer” the state of the system toward a fixed target $\theta$, where distance is measured using a weighted norm with weight vector $\beta$. We demonstrated that TP policies are stable for any $\theta$ under an L2 norm with weight vector $\beta > 0$. Hence, they are safe to implement even if the parameter vector $(\theta, \beta)$ is not optimally selected (as long as $\beta > 0$). In closed networks, TP policies “steer” the instantaneous throughput of the various classes toward a fixed target $\theta$, where, again, distance is measured using a weighted norm with weight vector $\beta$. We showed that appropriate target selection leads to the efficiency of the corresponding policy, meaning, that the policy achieves maximum bottleneck throughput in the infinite population limit. In both open and closed networks, the proposed policies are amenable to distributed implementation using local state information.

In open networks, our numerical results suggest that the polyhedral relaxations of achievable performance of [1] contain enough information to yield good targets $\theta$, especially in light to moderate load conditions. This might be sufficient in many practical situations involving sensor networks, where performance considerations would lead capacity planners to avoid heavy loads. In closed networks, an optimal solution to the achievable region LP of [1] leads to effective policies, especially for large populations. This is useful in applications to processing clusters in sensor networks which block jobs above a certain threshold to avoid performance degradation; during heavy traffic conditions the cluster can be modeled as a closed network and the population will typically be large.

The performance of the proposed class of TP policies can be further improved by optimizing over the parameter vector $(\theta, \beta)$; we outlined how this can be done using simulation-based methods. Overall, as our numerical results indicate, we obtain near-optimal policies (when the optimal can be computed) and significantly outperform heuristic alternatives.

We close by noting that although we derived our results for networks where nodes can preempt a job to accept another, TP policies can also be implemented in a nonpreemptive setting with arbitrarily distributed service times. To that end, nodes can make decisions only at service completions by minimizing an expectation along the lines of Section IV, conditioning though not only on the current number of jobs but also on the times elapsed since the most recent service completions of other nodes.
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