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**ABSTRACT**

The research program established scientific, engineering, and technological basis for further development of IR nanomaterials with nanoscale potential profile that can be effectively controlled by voltage bias and/or optical bias. While currently optoelectronic devices are based on the structures with potential barriers changing in one and/or two dimensions, the innovative approach is based on the novel paradigm of 3D nanoscale potential, which strongly enhances functionality of materials and structures. Moreover, bias-tunable nanoscale profile provides fast and efficient control of all optoelectronic properties of novel reconfigurable nanomaterials. Achieved tunable and sensing functionalities provide fast and effective control of the major optoelectronic properties including photocarrier lifetime, electron transport, spectral characteristics, noise parameters, and coupling to electromagnetic radiation.

We also demonstrated that the single graphene layer, graphene bi-layers, graphene nano-ribbon, and multiple graphene layer structures opens up prospects of further enhancement of capabilities of graphene-based optoelectronic devices, in particular, IR detectors and emitters.
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1. SUMMARY
A key challenge facing the modern IR sensing technologies is to provide the optimal use of the available but limited sensing resources to gather the most important data for target detection, tracking, classification, and identification. Currently the sensing process is mainly considered as a passive process, i.e. information gathered by the sensing resources undergoes analysis without any feedback to the sensor network and without sensor management. Adaptive sensor management has a strong potential for critical improvements in the efficiency of the sensor network by automatically controlling and coordinating main parameters of individual sensors simultaneously with processing resources.

The project addressed development of novel reconfigurable nanomaterials and adaptive IR detectors for third generation infrared imaging systems. The research program focused on design on advanced quantum dot (QD) and quantum well (QW) nanostructures and graphene-based nanomaterials with tunable kinetics of photoelectrons. The proposed work directly addressed the AFOSR needs in adaptive IR sensing, which is not available from any other current technological approaches.

The research program established scientific, engineering, and technological basis for further development of IR nanomaterials with nanoscale potential profile that can be effectively controlled by voltage bias and/or optical bias. While currently optoelectronic devices are based on the structures with potential barriers changing in one and/or two dimensions, the innovative approach is based on the novel paradigm of 3D nanoscale potential, which strongly enhances functionality of materials and structures. Moreover, bias-tunable nanoscale profile provides fast and efficient control of all optoelectronic properties of novel reconfigurable nanomaterials. In quantum dot nanomaterials the reconfigurable 3D nanoscale profiles is created by charged quantum dots or dot clusters selectively grown at special positions. Dots are charged to create repulsive potential so the photoexcited carriers are forced to move between the dots (rather than through the dots) and the probability for them to be captured back into dots substantially reduced. Selective bipolar doping allows us to obtained large potential barriers (barrier height is substantially larger than kT) even in structures with small electron filling of quantum dots and, therefore, with small dark current. Nanoscale engineering and tuning of electron processes is realized by manipulating the built-in-dot charge via voltage and optical biases. Long and manageable photoelectron lifetime is obtained by potential barriers that separate photoexcited electrons from QDs. Scalability of nanoblocks (QDs, QWs, and graphene-based materials) provides high flexibility of the proposed approach. The combination of theoretical analysis, numerical simulations of the electronic spectra, transport and relaxation, growth and processing technologies of semiconductor and graphene structures, and comprehensive analysis of the test structures and devices allowed the research team to identify the physical mechanisms of the interplay between tunable nanoscale potential and optoelectronic characteristics of IR nanomaterials. Achieved tunable and sensing functionalities provide fast and effective control of the major optoelectronic properties including photocarrier lifetime, electron transport, spectral characteristics, noise parameters, and coupling to electromagnetic radiation.

We also demonstrated that the single graphene layer, graphene bi-layers, graphene nano-ribbon, and multiple graphene layer structures opens up prospects of further enhancement of capabilities of graphene-based optoelectronic devices, in particular, IR detectors and emitters.

Besides DoD applications, the reconfigurable IR nanomaterials have a strong potential to address a number of other applications highlighted by the National Signature Initiative (NSI), especially the NSI Sensors Thrust.
2. INTRODUCTION

It is strongly expected that development of novel adaptable nanomaterials with manageable optical and kinetic properties leads to qualitatively new sensing technologies. Currently IR sensing is widely used in radar and imaging applications. Advanced systems for target detection, tracking, and identification require a multi-sensor platform with variety of sensors that have various spectral, dynamic, and noise characteristics. Development and implementation of sensors with adaptable parameters would provide optimal use of sensing resources and in this way enhance real-time detection and simultaneously decrease the cost of sensing system. Other numerous applications in global environmental, remote industrial and military monitoring, and homeland security are based on IR spectroscopy. Currently various types of spectrometers are used for various applications depending on their suitability for the spectral region of the particular application. Adaptive sensors would substantially increase the spectrometer bandwidth and critically enhance possibilities for precise identification of complex chemical agents. Offering novel materials, nanotechnology holds intriguing promises for enhancement of IR sensing technologies in the nearest future. Rapid improvements in the synthesis and processing of novel nanomaterials open up new opportunities for fabrication of nanomaterials and nanostructures with adjustable parameters for intelligent sensing. Numerous imaging applications include such large market segments as security, driving, and navigation. IR spectroscopy is also used in global environmental and industrial monitoring as well as in homeland security. All above applications will strongly benefit from the development of adaptive sensors based on adaptable nanomaterials. Even relatively simple firefighting IR camera should have large dynamic range to detect targets at varying background temperature. Adaptable nanomaterials are expected to demonstrate wide spectral tunability, adjustable dynamic range for detection of high and low intensity radiation, possibilities to operate at high level background radiation, scalability to use in large sensor arrays for imaging application, light weight and low power consumption, radiation hardness, and, finally, manageable trade-off characteristics, such as operating time and sensitivity (noise equivalent power, detectivity) in the direct detection and bandwidth and local oscillator power in the heterodyne detection.

Currently the sensing process is mainly considered as a passive process, i.e. information gathered by the sensing resources undergoes analysis without any feedback to the sensor network and without sensor management. There is no provision for adjusting the sensing process for achieving optimal combination of the sensitivity and acquisition time to meet mission requirements. Variety of operating regimes of an individual sensor and adjustable dynamic range due to these regimes form a basis for the hierarchical adaptive architecture. Adaptivity of a sensor assumes possibilities for wide range changes in sensors parameters. Long operating time increases responsivity and improves noise characteristics. Sacrificing the sensitivity, one can significantly increase the operating speed, i.e. decrease the acquisition time. High scalability of the sensors together with advanced multiplexing allow for highly manageable fusion and processing architecture with sufficient autonomy of each node.

Sensor management is a key point for adaptive data fusion. It directs sensing resources in an adaptive way to acquire data that is the most relevant to the mission objectives in accordance with their hierarchical structure. For example, a task such as identification and tracking an enemy platform has a higher priority than performing a general survey. Then the platform identification will require high sensitivity, while the tracking of a maneuvering target needs fast operating speed. The management module will develop sensing priorities taking into account the current...
analysis of a situation and previous data about the platform. Coordinated sensor management will provide control of limited sensing resources and will allow for collecting the most critical information about the platform and its motion.

In Table I, we summarize the desirable characteristics of the data fusion and processing together with sensor requirements, which should be addressed to achieve these characteristics.

Table I. Sensor requirements for adaptive data fusion and processing

<table>
<thead>
<tr>
<th>Data Fusion and Processing</th>
<th>Sensor Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hierarchical architecture with dynamic</td>
<td>Variety of operating regimes</td>
</tr>
<tr>
<td>links</td>
<td>High dynamic range of an individual sensor</td>
</tr>
<tr>
<td>Flexibility and adaptivity</td>
<td>Wide range flexibility of the trade-off parameters, such</td>
</tr>
<tr>
<td></td>
<td>as responsivity, sensitivity, and operating time</td>
</tr>
<tr>
<td>Tunability to the current situation</td>
<td>High tunability of spectral and noise characteristics</td>
</tr>
<tr>
<td>Manageable architecture</td>
<td>High scalability of sensors</td>
</tr>
<tr>
<td>Sufficient autonomy of each node</td>
<td>Advanced multiplexing</td>
</tr>
</tbody>
</table>

Advances in nanotechnology lead to new fascinating possibilities to fabricate nanomaterials, which combines various combinations of quantum dots (QDs), QD planes, rows, clusters, quantum wells (QW), quantum dot in wells, and graphene (GRP) based nanostructures. These nanomaterials open wide possibilities for nanoscale engineering of optic and electric processes. In our opinion, the most effective and reliable way to manage photocarrier characteristics is to control the electric charge of nanoblocks, such as quantum dots and quantum wells. Numerous potential applications of nano-inspired sensing materials are highlighted by the NSI Sensors Thrust of National Signature Initiative (NSI). Substantial achievements have been reached in enhancing the sensor functionality and spectral tunability due to nanoscale band engineering. However, despite intense research efforts, the progress in development of reconfigurable sensing materials is still very limited.

This project focused on design of adaptive infrared (IR) detectors based on advanced nanostructures with tunable kinetics of photoelectrons. The program directly addressed the AFOSR needs in adaptive IR sensing (Fig. 1).

Figure 1. Multi-level integration from electrically/optically tunable nanomaterials to adaptive multi-sensor arrays.
The primary goal was to develop nanostructures with tunable optoelectronic characteristics, which can be managed in wide ranges that required by adaptive sensing.

Our original approach is based on nanostructures (QD, QW, and GRP structures) with a electrically/optically-tunable 3D nanoscale profile. The 3D nanoscale profile is essentially a new paradigm in optoelectronic devices. Typically, the operation of semiconductor structures is solely based on a bias and/or gate control of microscale potential profile, which is managed in one or two directions. Selective and compensated doping will allow us to obtain large potential barriers (eV >> kT) around dots even in materials with small electron number of carriers in QDs. Nanoscale engineering and tuning of electronic processes will be realized by manipulating the charge of QDs and QWs via voltage and optical biases. Long and manageable photoelectron lifetime will be obtained by forming potential barriers that separate photoexcited electrons from QDs and QWs. High flexibility of this approach (scalability of nanoblocks, manageable potential barriers etc.) provides high functionality of the nanomaterial.

The main idea of the reconfigurable QD nanomaterial and the optical control are shown in Fig. 2. As it is shown in Fig. 2a, the negatively charged dot clusters create significant potential barriers around clusters. The nanoscale potential barriers around QD clusters prevent photoelectron capture by QDs or by defects near QDs. Correlated positions of QDs form high mobility conducting channels that provide effective collection of photoelectrons. Fig. 2b illustrates the effect of the “optical bias”. First, the optical radiation creates electron-hole pairs in QDs. Then the electrons are excited by IR radiation from the localized states in QDs to the conducting states in the matrix, where they contribute to the photocurrent. Without compensation doping the holes in the dot would attract photoelectrons and enhances the photoelectron capture. In the proposed structures with compensation doping, the negatively charged acceptors in QDs create potential barriers that drastically suppress the capture processes and provide long photoelectron lifetime and large optical gain. Optical bias of nanodevices gives a fast and effective way to manipulate with the electron filling of QDs.

The research program demonstrated feasibility of reconfigurable IR nanomaterials with the electrically/optically tuning of sensing characteristics. The developed materials have the following features that open wide perspectives for scalable integration them into advance sensing technologies:

**Figure 2.** Integration of (a) functional nanoblocks via 3D nanoscale potential with (b) “optically biased” QDs into advanced optoelectronic nanomaterials and devices. (c) A concept tunable pixel design with optical biasing and near-field plasmonic enhancement of IR absorption.
Manageable photoelectron kinetics, which allows for tuning the photocarrier lifetime to control basic sensor characteristics, such as response time, responsivity, and detectivity;
- Tunable highly-selective coupling to electromagnetic radiation due to control of QD levels and their occupations;
- High photoconductive gain and responsivity;
- High mobility of carriers and low dissipation;
- Controllable generation-recombination (GR) noise;
- High scalability of nanoblocks and numerous possibilities for nanoengineering;
- Compatibility with plasmonics technologies;
- Available fabrication technologies compatible with mainstream III-V compound semiconductor manufacturing.

3. METHODS, ASSUMPTIONS, AND PROCEDURES

3.1. Nanoscale engineering and tuning of electron processes by charging of QDs

Operation of all electronic and optoelectronic semiconductor devices is essentially based on bias and/or gate control of potential barriers for electrons and holes. Three-dimensional (3D) potential profiles can provide more functionality and scalability to optoelectronic materials and structures. Manageable nanoscale potential barriers are an effective tool for engineering of electron processes, which control electric and optical properties of nanomaterials. Tuning of the barriers by bias/gate voltage opens wide perspectives for the development of adaptable optoelectronic nanomaterials.

![Figure 3](image)

**Figure 3.** Potential barriers created by charged spherical quantum dots and dopants outside dots: (a) the barriers around single dots; (b) the collective barriers around a dot cluster with nine dots.

Charged quantum dots provide unique possibilities for creation of specific 3D potential profiles favorable for photovoltaic and sensing applications. Potential barriers around QDs are always formed when electrons from dopants outside QDs fill the dots. In the simplest case, uniformly distributed charged QDs create local potential barriers (**Fig. 3a**). Charged quantum dots with correlated positions, such as QD clusters, planes, rows etc. may be used to create higher
collective potential barriers (Fig. 3b) which separate the groups of QDs from conducting channels.

For effective engineering and tuning of electron processes, the potential barrier around QD should be 2-3 times larger than the thermal energy, $k_B T$. Therefore, at room temperature, the local barriers should be $\sim 0.05 \text{ eV}$. To evaluate and illustrate the potential created by a single dot, in Fig. 4 we present the electric potential of the half-filled spherical InAs quantum dot in GaAs matrix as a function of a QD radius, $R$.

![Graph showing electric potential of a spherical InAs quantum dot as a function of radius](image)

**Figure 4.** Height of potential barriers around the half-filled spherical GaAs QD.

As seen from Fig. 4, for spherical dots, even a QD charge of $\sim 3$ electrons per dot provides potential barriers effective for engineering and tuning of electron processes.

In reconfigurable IR nanomaterials the photo-absorption areas (QD nanoblocks, such as planes, rows, clusters) are separated from the areas transmitting the photocurrent (heterointerfaces and QWs) by potential barriers, which are created by charged dots and dopants. In other words, these barriers separate the localized electron states in the QDs from the high-mobility conducting electron states. Figure 5 shows examples of such nanomaterials.

In nanomaterial with the lateral current along the heterointerfaces (Fig. 5a) the potential barriers are formed by charged QD planes and charged planes of dopants. The potential barriers separating QD planes from the conducting channels are determined by the charge of QD planes. Under weak radiation the charge of QDs, in turn, is mainly determined by doping of barriers between QD planes. The corresponding band structure is shown in Fig. 5b. management of barriers may be implemented via the gate potential. Gate control allows fast and effective tuning of both population of electron states in QDs and kinetics of photoelectrons.

**Figure 5c** shows a nanomaterial with vertically correlated dot clusters. Here, the barriers are created by charged dot clusters and dopants. Once the electrons are excited by the radiation, electrons drift in the areas between dot clusters. If the radius of the cluster, $b$, exceeds the distance between dot planes, $c$, a height of the potential barrier weakly (logarithmically) depends on in-plane geometry, i.e. $V_m \sim \ln(w/b)$, where $2w$ is the distance between the centres of two neighboring clusters. In this design, the barrier height is proportional to the electric charge of the cluster (Fig. 5d). The charge can be controlled by the bias voltage.
Figure 5. Examples of adaptable nanomaterials. (a) QD nanomaterial with lateral transport along QD planes and (b) corresponding band structure with barriers around QD planes; (c) nanomaterial with vertical photoelectron transport between vertically correlated QD clusters; (d) logarithmic potential barriers around vertically correlated QD clusters.

More strong separation of localized and high mobility states can be reached in the material, which combines QDs and QWs. An example of such material is presented in Fig. 6. In this nanomaterial with the lateral transport, the photoelectrons excited from QDs are captured by QWs and move over high mobility QWs to the contacts.

Figure 6. Nanomaterial, which combines QD planes with QWs. Photoelectrons excited from dots moves over QWs (lateral transport).

Thus, in adaptable nanomaterials, the barriers are controlled by the dot occupation, which in turn is determined by the doping and may be managed by the bias voltage and/or by additional gate.
3.2. Nanoscale modeling of electron processes and IR detectors

To describe electrical and IR properties of nanomaterials with built-in charge we have developed original theoretical models and simulation tools. The models and software were used to optimize the IR absorption, minimize recombination losses, and enhance tunability of IR nanomaterials. The general scheme of such optimization for nanostructures with Quantum Dots with Build In Charge (Q-BIC) is shown in Fig. 7. Optimization of QD media includes addition of capping layers to control size and shape of QDs and to reduce wetting layer (WL), adjustment of barriers via modulation bipolar doping, and tuning of inter-plane distance to optimize correlated positions of quantum dots.

**Figure 7.** Complex integration and optimization of Q-BIC media: charged QDs provide effective control of electric and optical properties of nanomaterials via nanoscale potential profile.

To calculate the built-in-dot charge and investigate the potential profiles around dots, we used the nextnano3 software, which allows for simulation of multilayer structures combined with different materials of realistic geometries in one, two, and three spatial dimensions [http://www.nextnano.de,nextnano3/]. This simulation tool self-consistently solves Schrödinger, Poisson, and current equations for electrons and holes. The conduction and valence bands of the structures are defined within a single-band or multi-band k·p model, which includes a strain.

The three-dimensional [3-D] potential profile in QD structures calculated with nextnano3 is shown in Fig. 8. The light black lines denote the preferable channels for the motion of photoelectrons (white dots) in the 3D nanoscale potential profile created by the built-in-dot charge. We simulated the band structure and potential distribution in real devices taking into account the effects of contacts. **Figure 9** shows variations of the built-in-dot charge and potential profile in the C-D cross section for the device with inter-dot doping of ten QD layers. As seen, the effect of contacts is important only for one or two QD layers adjacent to the contacts. Thus, the built-in-dot charge in QD layers from the third to the eighth is directly determined by the inter-dot doping.
Figure 8. 3-D nanoscale profile of potential barriers around dots with built-in charge. A-B cross section is along the QD plane, and C-D cross section is in the direction of the vertical electron transport.

Figure 9. Potential distribution and built-in-dot charge along C-D cross section (see Fig. 8) over the device with ten QD layers and inter-dot doping.

The nanoscale potential profile is very sensitive to the shape of QDs. As it is shown in Fig. 8, the potential barriers in traditional structures with wetting layers are strongly anisotropic. The barriers in the QD planes, i.e. in the direction perpendicular to the current, are approximately one order of magnitude smaller than the barriers in the direction of the current. Reduction of wetting layer decreases the QD base, and increases its height. In Fig. 10 we compare potential barriers in structures with and without wetting layers. As seen, at the same charge of a QD the form and height of the potential barrier substantially depends on the form of a QD. This shape modification drastically suppresses the capture processes.
Figure 10. Potential barriers around QDs with (a) elliptic base $a = 24$ nm, $b = 12$ nm, and height $h = 4$ nm; and (b) circular base $a = b = 14$ nm and height $h = 6$ nm.

To study photoelectron kinetics in IR nanostructures we combine the nextnano3 software with our original Monte Carlo program, which includes all basic scattering processes, such as electron scattering on acoustic, polar optical, and intervalley phonons and electrons in $\Gamma$-, L-, and X-valleys.

Figure 11. Results of Monte-Carlo modeling of photoelectron processes of vertically correlated QD structures (see Fig. 5c). (a) Capture time and the barrier height (insert) vs. number of electrons in per dot that defines the built-in-dot charge. (b) Photoconductive gain vs. the electric field.

Figure 11 shows results of modeling of photoelectron kinetics in the structures with collective potential barriers. In structures with vertically correlated positions of quantum dots (Figs. 5c and 5d), positions of quantum dot clusters are correlated in the vertical direction and the photocarriers move in the areas between QD clusters through high-mobility conducting channels. Fig. 11a illustrates the exponential dependence of the capture time on the built-in dot charge for 9 dots in the cluster, and $b= 75$ nm, and $w = 150$ nm. Fig. 11b presents the photoconductive gain as a function of the electric field.

The advanced modeling demonstrate strong dependence of electric and IR properties of Q-BIC media on manageable nanoscale barriers on and charge redistribution between nanoscale blocks induced by the bias/gate voltage and optical bias. Reconfigurable nanomaterials allows for managing of the operation regimes due to strong dependences of the responsivity, photoelectron lifetime, spectra, and noise on the 3D nanoscale potential. Figure 12 shows the scheme of tuning...
of the photodetector characteristics via electric and optical control of the nanoscale potential profile.

Figure 12. Integration and optimization of adaptive Q-BIC IR sensors: effective control of the photoelectron lifetime and electron population of QDs via bias/gate voltage and/or optical pumping.

3.3. Growth and selective doping of QD and QW structures

High scalability of nanoblocks provides numerous possibilities to create specific configurations of charged dots by selective doping. This leads to high tunability of QD spectral characteristics and electron characteristics of the QD media. In the investigated QD structures the thickness of the GaAs spacer layer between QD planes varies from 10 to 50 nm. The spacer thickness of 10 nm allowed us to fabricate QD planes with correlated position of QDs. The spacer thickness of 50 nm provides dissipation of strain fields in subsequent layers and reduction of strain accumulation in the multi-stack samples. To obtain correlated positions of QDs and, at the same time, to avoid stress accumulation, we fabricated structures with modulated spacer layer. Fig. 13 shows an example of such structure, where three subsequent layers are separated by 10 nm GaAs barriers and these three-layer blocks are separated by 50 nm GaAs spacer. In the nanomaterials with charged QDs, the barriers around dots or groups of QDs are controlled by the dot occupation, which may be managed by the bias voltage.

Figure 13. QD medium with partially correlated positions of QDs. Modulation of the spacer thickness dissipates the stress accumulation.
Quantum dot structures were grown using EPI GEN II MBE system equipped with elementary group III SUMO sources and As$_2$ beam generated from a valved cracker source. Ten – twenty QD layers were either randomly distributed over the thickness of 0.5 μm Al$_{0.22}$Ga$_{0.78}$As barriers, or grouped in close spaced packs with interlayer distances around 20 nm. Silicon was used for doping of contact layers to the structure and for modulation doping of QDs into the barriers to create electron population within the QDs. Substrate temperature was typically kept constant for the entire QD-containing layer. InAs QDs were formed via Stranski-Krastanov process where InAs layer with 6.06Å lattice constant is nucleating as 3D islands over about monolayer-thick wetting layer on AlGaAs surface with lattice constant 5.65Å (7% biaxial strain). Formation of QDs critically depends on growth parameters, such as substrate temperature and arsenic overpressure, as well as total thickness of deposited InAs. Optimization of QD stack was performed using photoluminescence (PL) and secondary electron microscopy (SEM) as metrological techniques. For the SEM analysis, an incomplete QDIP structure with growth termination after completion of a certain (usually the third) QD layer was capped by 2 monolayers of AlAs to prevent the structure against further evolution and enable QD imaging using a top-view SEM.

For device fabrication, the top Ohmic contact was deposited using e-beam evaporation and lift-off of AZ 5214 image reversible photoresist. Since devices are expected to operate at low current densities, Cr-Au non-alloyed contact with relatively high series resistance was employed. Device mesa was patterned using thicker SPR220 resist and ICP etching in Cl$_2$:BCl$_3$: Ar plasma. Backside contact to n-type GaAs substrate was either e-beam deposited AuGe based contact or Indium.

![Figure 14. TEM of 40xQD sample. Dislocations can be seen propagating through the sample.](image)

As discussed above, clustering of QDs may be used to increase interaction of photoelectrons with electrons localized inside clusters of adjacent QDs. TEM image in Fig. 14 shows a cross-sectional view of a structure with 40 layers of densely packed QDs. The vertical stacking of QDs can be clearly seen in micrograph. Brighter lines which are seen in the image are dislocations arising from the strong lattice mismatch stress generated by a large amount of InAs in the structure. The dislocation density can be estimated as about $10^9$ cm$^{-2}$. Dislocations at such concentration are expected to affect carrier lifetime, as well as doping efficiency.
Figure 15. (a) TEM image and (b) schematic drawing of a structure with clustered groups of QD sheets. No dislocations are seen in TEM image, confirming significant improvement in structure quality compared to structures with high number of uniformly spaced QD layers.

To reduce the defect density in the QDIP absorber, we have employed another approach, when the same number of QD sheets is distributed in a different way within the thickness of i-region.

Devices having 10 layers with 50 nm spacing between the layers were compared with those where three groups of 3 or 4 layers separated by 20 or 25 nm are spaced by larger gaps as it is shown in Fig. 15a. As can be seen in the cross-sectional TEM image in Fig. 15a and schematically shown in Fig. 15b, these structures demonstrate much lower dislocation density compared to the previously discussed densely packed structures.

We also investigate effect of charging and charge redistribution in asymmetrically doped double-quantum-well (DQW). For these investigations the DQW structures were grown on a semi-insulating GaAs wafer to permit back side illumination.

Figure 16. The DQW structure with asymmetric doping.
The growth sequence started with a 500 nm undoped GaAs buffer layer, and was followed by a 800 nm heavily doped ($N_d = 2 \times 10^{18} \text{ cm}^{-3}$) GaAs contact layer, 25 stages of the detection unit, 400 nm layer of GaAs doped to $2 \times 10^{18} \text{ cm}^{-3}$ as a contact layer, and finally 5 nm InGaAs layer doped to $10^{19} \text{ cm}^{-3}$. One unit of the structure is composed of 6.5 nm GaAs layer doped with Si with sheet density $5 \times 10^{11} \text{ cm}^{-2}$ and 6.5 nm undoped GaAs separated by 3.1 nm-thick Al$_{0.2}$Ga$_{0.8}$As. Each unit is separated by 50 nm Al$_{0.2}$Ga$_{0.8}$As barriers (see Fig. 11). The growth was interrupted for 5 sec after GaAs growth for the sharp interfaces. The substrate was rotated continuously at a speed of 30 rpm. In-situ growth calibration growth rate for GaAs and AlGaAs layers, and Al concentration, was done by RHEED system and the layer thicknesses and Al mole fraction are confirmed by an X-ray diffraction (XRD) measurement after growth. The growth rates of GaAs and AlGaAs, Al mole fraction were measured 0.78 ML/s, 0.98 ML/s, and 20 %, respectively by RHEED. XRD revealed that the layer thicknesses are 4% thicker than the nominal values. The Quantum Well Infrared Photodetector (QWIP) was processed by standard photolithography, wet chemical etching, and metallization techniques. The first lithography step was performed for defining mesa structure. The mesa structures of $100 \times 100 \mu \text{m}^2$ and $200 \times 100 \mu \text{m}^2$ were defined with sulfuric acid (H$_2$SO$_4$ : H$_2$O$_2$ : H$_2$O = 10 : 10 : 300) which provides an etch rate of 0.155 µm/min. The etch rate was calibrated by atomic force microscope. The second lithography was performed for the metal deposition. Prior to the deposition, native oxide layer was removed by ammonium hydroxide solution (NH$_4$OH:H$_2$O = 10 : 300). Contacts, Ni/Ge/Au/Ni/Au layers with thicknesses of 2/14/28/40/100 nm, respectively, were deposited by Edwards e-beam evaporator. The metal contacts were deposited on the heavily Si doped GaAs contact layers and followed by rapid thermal annealing in N$_2$ ambient for 40 sec at 430 °C to form ohmic contact with the device resistance of ~ 30 Ω.

Summarizing this section we would like to highlight that our original approaches essentially combine the nanoscale band engineering with engineering of the nanoscale potential profile. Formation of nanoscale barriers due to modulation doping drastically enhance functionality of nanostuctures for use in advanced sensing technologies.

4. Results and Discussion

4.1. Photoelectron Kinetics in Nanoscale Potential Profile: Model Development

Our novel approach is based on managing of photocarrier kinetics by managing 3D nanoscale potential profile. Here we consider profiles created by charged QDs. Dot charging is realized via selective doping of the interdot space. Potential barriers around QDs are always created, when electrons from dopants outside QDs fill the dots. It is well-understood that the QDs are effective centers of recombination. Therefore, suppression of photoelectron capture into QDs directly increases the photoelectron lifetime and decreases the recombination losses. To suppress the photocarrier capture by potential barriers, the barrier height should be two-three times larger than $k_BT$. Therefore, at room temperatures, the local barriers should be ~ 0.05 eV and QDs should comprise 5-10 electrons. This requires relatively large dots and relatively high level of doping. Manipulations with QD clusters provide numerous possibilities for creating of high potential barriers with specific shapes that are favorable for optoelectronic and photovoltaic applications. Another approach employs the bipolar doping that allows one to create large potential barriers around dots with small electron filling.
Complex structure of the electron energy levels in nanomaterials is critically important for engineering of photoelectron kinetics. The huge difference between electron and hole processes are mainly determined by structures of electron and hole energy levels. The level structure in InAs/GaAs quantum dots has been investigated in numerous photoluminescence measurements. All data show practically equidistant level positions of electrons and holes, as shown in Fig. 17. The total level spacing, \( \Delta E = \Delta E_e + \Delta E_h \), which was directly determined in our photoluminescence experiments and found to be 60 – 80 meV. The specific equidistant positions of energy levels may be associated with the quasi-parabolic form of the confinement potential in InAs/GaAs QDs. In this model, the spacing ratio, \( \Delta E_e / \Delta E_h \), is given by \( (m_h/m_e)^{1/2} \approx 4 \), which is in agreement with the scope of various experimental results. Using this model we get: \( \Delta E_e \approx 50 - 65 \) meV and \( \Delta E_h \approx 10 - 16 \) meV. Other groups reported data close to ours. Thus, for IR detection one should choose the IR-induced electron transition.

**Figure 17.** Level structure in InAs/GaAs quantum dots. The total level spacing \( \Delta E = \Delta E_e + \Delta E_h \) = 60 – 80 meV; the electron level spacing is substantially larger than that for holes: \( \Delta E_e / \Delta E_h \sim 4 \).

The photoelectron capture by the repulsive charged QD may be realized via tunneling through the barrier or thermal excitation above the barrier. Let us first evaluate the relative probability of these two processes for a simple model of spherical dot of radius \( a \). The probability of the tunneling reaches a maximum for electron moving along the dot radius. For electron with energy \( \epsilon \), this probability is proportional to \( \exp[-2\pi(E_B/\epsilon)^{1/2}] \), where \( E_B = 2\pi^2N^2e^4m/h^2\kappa \), where \( N \) is the number of electrons captured in a dot, \( m \) is the electron mass, and \( \kappa \) is the permittivity. Then, in the case of the Boltzmann distribution of photocarriers, the tunneling probability is proportional to \( \exp[-2\pi(E_B/\epsilon)^{1/2} - \epsilon/k_BT] \). The characteristic energy of tunneling particles is given by \( \epsilon^* = [E_B (\pi k_BT)^2]^{1/3} \). The characteristic spatial scale is determined by the turning point for the tunneling under the Coulomb barrier: \( r^* = Ne^2/(\kappa \epsilon^*) \). For the electron with the energy \( \epsilon^* \) we have

\[
r^* = \left[ \frac{2N}{\pi^2\kappa} \left( \frac{e^2}{m} \right)^{2} \left( \frac{\epsilon^*}{k_BT} \right)^{2} \right]^{1/3}.
\]
Evaluating Eq. (1) for $N \sim 5$, we get $r^* \sim 5$ nm at a room temperature. If characteristic dot size, $a$, is smaller than $r^*$, the tunneling processes dominate in the photoelectron capture. In this case, the temperature dependence of the capture rate is expected to be the same as for the repulsive impurity centers,

$$\frac{1}{\tau_{\text{capt}}} \propto \exp \left[ -\left( \frac{27\pi^2 E_B}{k_B T} \right)^{1/3} \right].$$

In the opposite case, $r^* \ll a$, the thermal activated processes dominate over tunneling and the electron capture rate is expected to follow to the exponential dependence

$$\frac{1}{\tau_{\text{capt}}} = \pi N_d a^3 \tau_e^{-1} \exp \left[ -\frac{N e^2}{k_B T \kappa a} \right],$$

where $N_d$ is the dot concentration, $\tau_e$ is the inelastic scattering time, which corresponds to transitions with characteristic QD spacing due to electron interaction with optical phonons. Usually in QD structures the characteristic dot size is comparable or larger than $r^*$. Therefore, in contrast to the capture by the repulsive impurity centers, the capture rate by charged QDs exponentially depends on the height of potential barriers.

Nanoscale barrier induced suppression of the photoelectron capture improves the photoconductive gain, which is defined as:

$$g = \frac{\tau_{\text{capt}}}{\tau_r},$$

where $\tau_r$ is the electron transit time, i.e. the time that an electron spends in the detector moving from the emitter to the collector. Increase of the gain does increases the responsivity, which is directly proportional to the gain. High responsivity provides an easy matching of the device to the readout and decreases the noise of the readout amplifier in the complete system.

**4.2. Nanoscale Engineering of Potential Barriers**

InAs/GaAs QD structures are typically grown epitaxially in Stranski-Krastanow growth mode that results in significant volume of the wetting layers in structure. The most efficient electron capture pathway begins with the capture of photoelectron into the wetting layer (WL). As it is shown in Fig. 18, the WL is geometrically overlapped with QDs and, therefore, the electron transition from WL to QDs is very efficient. As a result, the electron capture time to the uncharged QDs turns out to be in the subpicosecond range.

To further suppress recombination processes in Q-BIC devices we fabricated and investigated structures with reduced wetting layer.

In order to reduce the WL we grow the nanometer Al$_{0.2}$Ga$_{0.8}$As bottom ayer, on which we grow InAs quantum dots. QD growth occurred following the deposition of 2.1 MLs of InAs on Al$_{0.2}$Ga$_{0.8}$As bottom layer. After that the top nanometer Al$_{0.2}$Ga$_{0.8}$As layer was deposited to further reduce the WL. Because of the high InAs/AlGaAs interface energy, the formation of InAs QD between two AlGaAs layers radically reduces the InAs wetting layer, almost eliminating it.
Figure 18. Capture of a photoelectron into QD via WL (a); electron levels in QDs and WL (b).

In Fig. 19, the PL spectrum of the medium with QDs between Al$_{0.2}$Ga$_{0.8}$As bottom and top nanometer layers shows the absence of the peak at 930 nm, which is observed in QD media grown without Al$_{0.2}$Ga$_{0.8}$As layers. It is also seen that QD ground-to-ground peak is significantly red-shifted compared to other QD media. This evidences that QDs formed on GaAs surface have larger size.

Figure 19. Photoluminescence of QD media with WL (blue) and without WL (green, red, brown).

4.3. Enhancement of IR Photoresponse due to Nanoscale Potential Barriers

To investigate effects of the built-in-dot charge on the unipolar kinetics in QD photodetectors, we investigate anisotropic potential barriers in real QD structures used for IR sensing.

Our QD structures have been fabricated using molecular beam epitaxy with growth temperatures of 500 ± 10°C, as it was discussed in Section 3.3. InAs dots were grown on AlGaAs surfaces by deposition of approximately 2.1 monolayers of InAs. The obtained structures were doped in two
different ways: with intra-dot doping (devices B44 and B52) and with inter-dot doping (devices B45 and B53). In devices B44 and B52 (Fig. 20a) the dopant sheet concentration was $2.7 \times 10^{11}$ cm$^{-2}$ and $5.4 \times 10^{11}$ cm$^{-2}$, respectively. Devices B45 and B53 have been grown with Si dopants directly in the middle of each AlGaAs barrier layer (Fig. 20b).

![Quantum-dot structures](image)

**Figure 20.** Quantum-dot structures with intra-dot doping, i.e. doping of QD layers (a) and inter-dot doping, i.e. doping between QD layers (b).

In devices B45 and B53 the dopant sheet concentration was $2.7 \times 10^{11}$ cm$^{-2}$ and $5.4 \times 10^{11}$ cm$^{-2}$, respectively. QDs had truncated pyramid shape with average 3.6 nm height and 15 nm width. The QDs were distributed over QD layer randomly. The average distance between dots was 31 nm which corresponds to the sheet concentration of $10^{11}$ cm$^{-2}$. Parameters of our samples are summarized in Table 1.

Table 1. QDIP devices.

<table>
<thead>
<tr>
<th>Device</th>
<th>B44</th>
<th>B45</th>
<th>B52</th>
<th>B53</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Doping</strong></td>
<td>intra-dot</td>
<td>inter-dot</td>
<td>intra-dot</td>
<td>inter-dot</td>
</tr>
<tr>
<td><strong>Donor concentration (10$^{11}$ cm$^{-2}$)</strong></td>
<td>2.7</td>
<td>2.7</td>
<td>5.4</td>
<td>5.4</td>
</tr>
<tr>
<td><strong>Number of electrons in dot, n</strong></td>
<td>2.7</td>
<td>2.8</td>
<td>4.7</td>
<td>6.1</td>
</tr>
<tr>
<td><strong>Built-in-dot charge, n_q</strong></td>
<td>1.8</td>
<td>2.8</td>
<td>3.45</td>
<td>6.1</td>
</tr>
</tbody>
</table>
To calculate the built-in-dot charge and investigate the potential profiles around dots, we used the nextnano\textsuperscript{3} software, which allows for simulation of multilayer structures combined of different materials with realistic geometries in one, two, and three spatial dimensions (see Section 3.2). We simulated the band structure and potential distribution in real devices taking into account the effects of contacts. As we discussed in Sec. 3.2, the potential barriers around QDs are strongly asymmetric. The barriers in the QD planes, i.e. in the direction perpendicular to the current, are substantially smaller than the barriers in the direction of the current. This asymmetry has strong consequences for the kinetics of photoelectrons. In Fig. 21, we compare the potential profiles in the A-B cross-section (x-axis) and in the C-D cross-section (z-axis) that are shown in Fig. 8. Potential barriers in the A-B cross-section are significantly smaller and, therefore, they are presented with higher resolution.

![Figure 21. Potential barriers around dots at the center of QD structure in the A-B cross-section (x-axis) and in the C-D cross-section (z-axis).](image)

Using the nextnano\textsuperscript{3}, we have analyzed the local potential barriers around single quantum dots as a function of the built-in charge. As it is expected, these local barriers are independent on the QD position in the device and strongly asymmetric, because of the asymmetry of QD shape.

Figure 22 shows the height of local potential barriers around single dots in the directions perpendicular and parallel to QD planes as a function of the built-in-dot charge. Linear character of dependences is expected. In Fig. 22, we highlight the strong anisotropy of the barriers, which is critically important for capture processes and photoelectron kinetics.

As it is shown in Fig. 22, the height of the potential barrier in the direction parallel to the QD plane is substantially smaller than that in the perpendicular direction. Therefore, we expect that the capture processes in QD planes will dominate in the relaxation processes. According to Fig. 20, the corresponding barrier height is proportional to the built-in dot charge, $n_q$, with the proportionality coefficient $b = 2.5$ meV. In the case of the intra-dot doping, the dot charge $n_q$ is equal to the dot population, $n$, reduced by the number of dopants, $p$, in the dot, i.e. to $n_q = n - p$. In the case of the inter-dot doping, the built-in-dot charge $q$ is obviously equal to $n$.

Thus, according to Eq. 4 we expect that the effects of doping on the photocurrent in QD structures are described by:

\[ \text{Eq. 4} \]
\[ I = A n \exp \left( \frac{b n_q}{k_B T} \right). \]  

(5)

Here, \( A \) is some constant which does not depend on doping. The pre-exponential factor in Eq. (5) describes the increase of the absorption with increasing number of electrons in the dot, \( n \). The exponential factor describes the effect of potential barriers around dots on the photoelectron lifetime. It is proportional to the dot charge, \( n_q \), determined by the number of electrons and number of dopants in the dot.

**Figure 22.** Height of potential barriers around singles dots in the directions perpendicular and parallel to QD planes.

In **Fig. 23**, we apply the analysis of our experimental data in the framework of this model. For fitting of our experimental results, we use \( n \) and \( n_q \), calculated with nextnano\(^3\) (see Table 1). As seen, the theoretical modeling (**red circles**) is in a very good agreement with experimental data (**blue squares**). From this fitting, the parameter \( b \) was found to be equal to 2.7 meV, which is in a good agreement with \( b = 2.5 \) meV that we obtained from the independent modeling of the potential barrier heights (see **Fig. 22**).

**Figure 23.** The photocurrent as a function of the built-in-dot charge. The blue squares are for experimental data and the red circles are for modeling results. The red dashed line is the theoretical dependence for the inter-dot doping.
The red dashed line shows the modeling results for the inter-dot doping ($n = n_q$), which was used for doping samples B45 and B53. For samples B44 and B52 with the doping of QD layers, the dot charge was formed by the electrons captured in the dot and dopants placed in the dot. In this case, $n = n_q + p$ and the corresponding red circles are above the dashed line.

Thus, the proposed, relatively simple model provides very good description of doping effects on the photoresponse of QD structures. Such good agreement with experiment evidences that the model adequately takes into account the main effects of doping on photoelectron kinetics.

Thus nanoscale barriers provide strong improvement in responsivity of quantum-dot infrared photodetectors. We demonstrate ~25 times increase of the photoresponse of QDIP, when the built-in-dot charge increases from 1 electron to 6 electrons per dot.

### 4.4. Electric Control of IR Properties of Nanomaterials

Quantum well IR photodetectors (QWIP) have attracted considerable attention due to a variety of applications such as remote sensing, thermal imaging, industrial and environmental monitoring. The well-established growth and processing techniques of the $A_3B_5$-based heterostructures (see Sec. 3.3) open a wide range of possibilities for bandgap engineering and intersubband transitions for detection of IR radiation. QWIPs are promising candidates for multi-color sensing in the spectral range from THz to mid-IR. Voltage-switchable and voltage-tunable QWIPs have been studied in a number of works. Various approaches for the design of voltage-tunable and voltage-switchable QWIPs have been proposed. Following to our main idea we combine the bandgap engineering with engineering of tunable nanoscale profile. In the project research we have demonstrated that more effective voltage tunability and switching are realized in asymmetrically doped Double Quantum Wells (DQWs) due to superposition of external field with doping-induced built-in electric field. Asymmetrical doping of DQW structure provides two-color sensing as well as voltage switchable and voltage-tunable photoresponse.

The DQW were formed by 25 identical stages. The potential profiles of left-most and right-most DQWs are slightly different due to contacts. The DQWs have been designed to support solely two intersubband transitions from ground states to the excited states. Therefore, the photoresponse to IR radiation has two spectral components. Both components are strongly affected by the bias voltage $V_b$.

The schematic epitaxial layer structure of a device with high tunability is shown in Fig. 24. It is based on the coupled quantum wells composed of a 6.5 nm GaAs layer Si-δ-doped with sheet concentration $5 \times 10^{11}$ cm$^{-2}$ and a 6.5 nm undoped GaAs layer separated by a 3.1-nm-thick Al$_{0.2}$Ga$_{0.8}$As layer. The device consists of 25 DQW stages separated by 50 nm Al$_{0.2}$Ga$_{0.8}$As barriers.

To provide effective coupling of IR radiation to our QWIP devices, we compare the following two schemes. In the first scheme, the radiation is incident on the 45°-angle facet of substrate and in the second scheme the coupling to normal incident radiation is enhanced by the diffuse reflector (Fig. 25). Without diffuse reflector, the coupling to normally incident IR radiation, associated with a violation of the polarization selection rule for inter-subband transitions, is small.

To calculate the photo-induced transitions we performed self-consistent calculations, which take into account charge redistribution in asymmetrically doped DQWs. For our calculations we used the nextnano3 software (see Sec. 3.2.) which is a flexible and effective tool for the analysis of
photodetectors. Our modeling shows that tunability is improved in structures where the excited states are located close to the extended states.

**Figure 24.** Energy band diagram of 25 period DQW structure under bias $V_b = +5 \text{ V}$. Inset shows dark current density, $J$, versus temperature, $T$, at bias $V_b = +3 \text{ V}$.

**Figure 26** presents the conduction band diagram of a single stage, which consists of two coupled QWs. In this figure we also demonstrate modification of wave functions and the energy levels due to the bias voltage ($V_b = -5$, 0, and +5 V). The calculated populations of the first two tunnel-coupled levels at $T = 70\text{K}$ as a function of the voltage are as follows: 99 and 1%, 95 and 5%, and 76 and 24%, at -5, 0, and +5 V, respectively. One can see that there is almost no redistribution of electrons between levels for negative $V_b$, while for positive $V_b$ a significant redistribution of electrons takes place when tunnel coupling increases. Strong coupling of levels near the top of quantum wells is realized for even at small $V_b$ since these states are connected to the continuum. Since only the right quantum well is doped, the DQW’s band diagram is asymmetric at $V_b = 0$ due to the built-in electric field contribution.

**Figure 25.** Schematic view of photoexcitation geometry through substrate with 45°-angle facet (left) and under diffuse reflection of normally incident radiation (right).
Figure 26. Self-consistently calculated potentials and wave functions of the ground and excited states in DQWs at T= 70K under $V_b = -5$ (a), 0 (b), and +5V (c). The relative populations of the first two tunnel-coupled levels are: 99 and 1% (a), 95 and 5% (b), and 76 and 24% (c), respectively.

The modeling shows larger peak-shift under negative bias which is more symmetric since the built-in electric field compensates the applied bias. In principle, there are four possible transitions between two deep and two shallow levels in a single detection unit. A two-color photoresponse is found because only the lowest level is populated under negative bias [see Fig. 26a]. Under positive bias the transitions from the lowest excited state to the extended states via tunneling processes are suppressed and thermoexcitation processes are limited by relatively high barrier [Fig. 26c]. Therefore, the lowest excited state weakly contributes to the photocurrent. Using this mechanism the two-color operation is realized in asymmetrically doped DQW structure.
To characterize IR nanomaterial with asymmetrically doped DQWs, we measured dark current-voltage characteristics, responsivity, and spectral characteristics of photoresponse. The device was mounted inside the cryostat with a KBr window which has 90% transmissivity in the mid-IR range. A Ge filter was placed between the cryostat and globar to rule out the absorption by the interband transitions. The sample temperature was measured and controlled by Cryocon temperature controller. The current-voltage curves were registered by the Keithley 2602 source-meter with accuracy of $10^{-7}$ A/cm$^2$. The schematic of the measurement setup is shown in Fig. 27.

**Figure 27.** The setup for the IR photoresponse measurements.

The measured dark current and noise current as a function of the bias voltage are presented in Fig. 28. The dark current as a function of bias voltage was measured from 78 to 140 K. As seen, the dark current under positive bias is slightly higher than that under negative bias. Usually this asymmetry is stronger and associated with the dopant migration in the growth direction. We believe that in our structures the effect of dopant migration is substantially compensated by the asymmetric doping.

The voltage tunability of the photoresponse spectrum is mainly defined by three mechanisms. First, the electron energy levels are shifted due to the Stark effect. Second, the applied electric field causes a charge redistribution in the coupled wells and shift of electron energy levels due to modification of selfconsistent potential. Third, the electric field enhances tunneling and thermo-activation processes due to a reduction of the width and height of the triangular barriers which separate extended states from excited states. We limited our research by relatively low fields that do not generate electric field domains and other instabilities.
The spectral changes of the photocurrent were reliably measured for both bias polarities. As it is shown in Fig. 29, the spectral characteristics of the photoresponse strongly depend on the polarity of the bias voltage due to asymmetric doping. Below 70K we observe two distinctive peaks. At negative bias these two peaks are centered near 7.9 and 10.3 μm wavelengths. These peaks can be attributed to the transitions from the lowest ground state to the excited states that are effectively coupled to the extended states. Evolution of spectral characteristics with increase of the negative bias voltage is presented in Fig. 30.
For an intermediate bias ($V_b = -3$ V) both spectral peaks are observed with small overlap. The intensities and widths of the peaks depend on bias voltage. The peak around 10.3 μm, observed only at large magnitude of bias voltages [$V_b < -2.6$ V], is caused by the suppression of the tunneling processes. At low bias voltages [see the band diagram in Fig. 24], the photocurrent is blocked by the 50 nm Al$_{10.2}$Ga$_{0.8}$As barriers. However, when increasing the positive bias, the tunneling barrier is lowered down and carriers can escape the quantum wells increasing the photocurrent. The main spectral peaks (7.5 and 10.3 μm under negative bias) shift to 8.3 and 11.1 μm under positive bias. For the same reason as the peak at 10.3 μm is only visible at high negative bias voltage, the photocurrent peak around 11 μm appears only at a large magnitude of the applied positive bias ($V_b > 3$ V). Since the upper levels transform into extended states for positive bias, the width of peak increases.
Figure 31. (a) Amplitudes of low- and high-energy peaks of photocurrent (marked as 1 and 2, respectively) versus $V_b$. (b) Widths of these peaks versus $V_b$. Solid (1 and 2) and dashed (1' and 2') curves correspond to the cases of photoexcitation under diffuse reflection of normally incident radiation or through 45°-angle facet, respectively.

The amplitudes of high- and low-energy peaks of photocurrent differ up to 2 times under negative bias and about 30% under positive bias [Fig. 30a]. The bias voltage dependences are different for $V_b > 0$ and $V_b < 0$ because of the doping asymmetry. For the same reason, the widths of peaks are also different. For the same reason, the widths of peaks are also different, as it is shown in Fig. 30b where the relative widths $\Delta \lambda / \lambda$ are plotted versus $V_b$. For negative bias the high-energy peaks show narrower linewidth $\Delta \lambda / \lambda = 0.07 – 0.1$ due to transitions between localized states. The linewidths $\Delta \lambda / \lambda$ are about 0.15 for the low-energy peak and for both peaks at positive bias. In addition, $\Delta \lambda / \lambda$ increases up to 0.2 at $V_b$ above 3V, when the photoresponse is suppressed.

Spectral and bias dependences of photocurrent are summarized by the contour plots shown in Figs. 32a and 32b for both cases of photoexcitation. The largest peak shifts occur at $V_b < 0$ because the doping-induced internal electric field is added to bias voltage and the quantum confined Stark effect is more pronounced. Also the short wavelength peaks have larger peak-shift than the long-wavelength ones because the transitions into extended states are more sensitive to applied voltage $V_b$. The behavior of photocurrent versus $V_b$ and $\lambda$ is similar to the corresponding transition energies calculated with our self-consistent simulation. In Fig. 32 we plot both the transitions between localized states (solid curves) and transitions to extended states (dashed curves). Note, that these curves give the absorption peak positions while the photocurrent peaks are determined not only by absorption processes but also by thermal generation and capture processes. For this reason there is some difference between the calculated transitions and the photocurrent.
The presented above research results include designed, grown, and characterized a two-color QWIP based on intersubband transitions in asymmetrically doped coupled QWs. In these structures the effects of electric field on electron states (Stark effect), tunneling processes (Fowler–Nordheim effect), and thermoactivation processes (Poole–Frenkel effect) are enhanced by the asymmetrical doping. These effects provide an effective voltage tunability of spectral photoresponse. In our devices the spectral peaks switch from ~7.5 to ~11.1μm by reversing the bias polarity. The spectral characteristics are controlled at the intermediate bias voltages. Further improvements in tunability are expected at higher doping levels. In future, these relatively simple and highly scalable devices may be used in multi-element imaging arrays for multi-spectral sensing.

4.5. Optical control of IR nanomaterials

As we discussed in previous sections, the n-charging of QDs strongly enhances the IR absorption. Optical bias creates electron-hole pairs localized in the dots and in this way provides effective and tunable control of IR absorption. The process of optically induced IR absorption in the n-charged QD is shown in Fig. 33.

As discussed above, to stimulate electron transitions by IR radiation, additional electrons should be placed in QDs. Corresponding processes in n-doped QD structures are presented in Fig. 33a. Due to IR induced transition (the red arrow) the photoelectron is excited from the ground state in QD to a high energy state, which is separated from the conducting state by thin potential barrier. The barrier may be overcome via tunnelling process (the grey arrow) or via thermoemission. Figure 33b shows the optical control of the processes of IR absorption. First, the optical radiation creates an electron-hole pair, presumably in the ground state of the QD. Then, the electron is excited due to the resonance IR absorption. The optical bias of IR absorption may be considered as an optical doping.

Figure 32. Contour plot of photocurrent versus $V_b$ and wavelength, $\lambda$, for the cases of photoexcitation under diffuse reflection of normally incident radiation (a) or through 45°-angle facet (b). Solid and dashed curves correspond to transitions between localized states and from localized to extended states, respectively.
We investigated the effect of the optical bias in the InAs/AlGaAs QD structures with modulation-doped with Si in the middle of the AlGaAs barrier layers (a doping sheet concentration of $2.7 \times 10^{11} \text{ cm}^{-2}$). A red LED with 620 nm wavelength was used for optical bias.

Figure 33. Optical control of IR photodetectors: (a) IR absorption and tunnelling in n-doped QD, (b) optical bias of IR absorption.

Figure 34. Photoresponse to the 4.3 micron IR radiation at 77K of the QD structure as a function of optical bias.

Fig. 34 shows the photocurrent induced by 4.3 micron IR radiation that corresponds to inter-subband transitions in the QDs. In this experiment, the IR signal was modulated and corresponding photocurrent was measured with lock-in amplifier. The measurements at 77 K demonstrate the increase of photocurrent by orders of magnitude due to the optical bias.
observation manifests the strong enhancement of the IR electron transitions from the localized states in QDs to the conducting states in the matrix.

4.6 Perspectives of 2DEG Materials for IR Sensing

4.6.1 Infrared Detectors based on p-i-n Multiple-Graphene-Layer Nanostructures

Development of advanced IR sensing technologies is critically important for a number of applications, including environmental and industrial monitoring, homeland security, biosensing, imaging, and communications. For these applications two-dimensional materials can offer substantial advantages compared with traditional 3D materials. First of all, the small electron densities per square lead to small electron noise and increase the detector sensitivity. Plasmons in these structures may be used for enhancement of resonant absorption, which spectral characteristics are tunable by a gate. High functionality of 2D materials and variety of photoresponse mechanisms allows for design fast detectors with moderate sensitivity as well as slow high sensitive detectors. Single graphene layers may be used for a variety of photonic components, which create advanced technological platform for advanced detection.

The use of the multiple graphene layer (MGL) structures opens up prospects of further enhancement of capabilities of graphene-based optoelectronic devices, in particular, IR photodiodes. The graphene nano-ribbon (GNR) structures also exhibit the properties which are very useful for IR detection. The restoration of the energy gap in the GNR arrays, which is due to patterning of GL into GNRs, i.e., the formation of an array of quantum wires with the one-dimensional energy subbands, affects the density of states in the conduction and valence bands and, hence, the absorption spectrum and the photodetector spectral characteristics. The emerging of the energy gap promotes a substantial weakening of the inter-band tunnelling and, consequently, lowering of the dark current and enhancement of the detector detectivity. By virtue of the energy gap in GNR structures, they can be used not only for photodiodes but also for phototransistors.

We have proposed and investigated the novel concepts of FIR photodetectors utilizing MGL and GNR structures: the MGL p-i-n photodiode and the GNR p-i-n photodiode. We have developed the device models for MGL and GNR photodiodes and compare their characteristics. We have found that the MGL and GNR photodiodes can surpass state-of-the-art photodetectors in responsivity and detectivity, especially, at elevated temperatures.

Figure 35 shows the structures of MGL and GNR p-i-n photodiodes. In these devices, the MGL and GNR structures are supplied by the side ohmic contacts (source and drain) between which the bias voltage $V$ is applied [see Fig. 35a]. The number ($K$) of GLs in the MGL photodiodes can vary from one to dozens. The formation of the p- and n-regions in both MGL and GNR photodiodes can be associated either with the chemical doping as shown in Figs. 35a and 35c or using the special gates (separated by the gate layer), to which the dc voltages are applied as shown in Figs. 35b and 35d. In the latter case, the side sections of GLs and GNRs are occupied by electrons and holes induced by the transverse electric fields associated with the applied gate voltages. The potential profiles in the device with electrically induced p-i-n junctions in GLs, which are located at different depths from the MGL structure top, are shown in Fig. 36b. The heights of the barriers $\mu_k$ (where $k = 1, ..., K$ is the GL index) at the p-i and i-n junctions are different because the screening of the transverse electric field results in different electron and hole densities and their Fermi energies beneath the gates. In the MGL photodiodes with the chemically doped p- and n-regions, these regions can create the barriers with equal height. As it
can be seen in Fig. 36c, the bias source–drain voltage drops primarily across the i–region (only the potential profile in the top–most GL is shown). This leads to the built-in electric field in the i-region.

Figure 35. Schematic views of MGL p-i-n photodiodes with (a) chemically doped p- and n-regions and (b) electrically induced p- and n-regions (electrical doping), as well as of GNR p-i-n photodiodes with (c) chemically doped p- and n-regions and (c) electrically induced p-and n-regions, respectively.

As it is shown in Fig. 36, the operation of the MGL p-i-n photodiodes is analogous to that of the traditional p-i-n photodiodes. The electrons and holes generated by the incident radiation are driven to the n– and p–regions, respectively, by the built-in electric field. The motion of the photo-generated electron and hole creates the signal current induced in the external circuit. Due to the gapless energy spectrum of MGLs, the photo-generation in the i-region occurs even at rather low energies of incident photons.

We have calculated the responsivity and detectivity of MGL photodiodes (see example in Fig. 37). Below we compare their characteristics with the mercury-cadmium–tellurium (MCT) photodiodes. Both of them can exhibit similar quantum efficiencies. However, the dark current associated with the thermo-generation of electrons and holes, i.e., the factor crucially affecting the detectivity, in GNR photodiodes, should be much lower than in MCT photodiodes. This is because the energy of optical phonons in MGLs is much larger than optical phonon energy in MCT. As a result, even at the room temperatures, the number of optical phonons in MGL photodiodes is small. Therefore, the thermo-generation associated with the absorption of optical phonons in GLs is relatively weak. Next mechanism which could contribute to the thermo-generation in GLs is the absorption of acoustic phonons. However, due to small velocity of acoustic waves in comparison with the characteristic velocity of electrons and holes in GLs, the one-phonon interband absorption is forbidden. The Auger processes, which are fairly strong in MCT, are also forbidden in GLs due to the linear dispersion relation for electrons and holes.
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Thus, one can expect that MGL and GNR photodiodes can substantially surpass MCT photodiodes in the dark-current limited detectivity.
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**Figure 36.** (a) Structure of MGL photodiode with electrically induced p-and n-regions and the pertinent wiring, (b) energy band diagrams of GLs located at different distances from the top at $V = 0$, and (c) energy band diagram of the top−most GL at reverse bias. Opaque and open circles correspond to electrons and holes accumulated beneath the positively and negatively biased gates, respectively. Arrows show their intraband and interband transitions at dark conditions.

As it is shown in Fig. 36, the operation of the MGL p-i-n photodiodes is analogous to that of the traditional p-i-n photodiodes. The electrons and holes generated by the incident radiation are driven to the n− and p−regions, respectively, by the built-in electric field. The motion of the photo-generated electron and hole creates the signal current induced in the external circuit. Due to the gapless energy spectrum of MGLs, the photo-generation in the i-region occurs even at rather low energies of incident photons.

We have calculated the responsivity and detectivity of MGL photodiodes (see example in Fig. 37). Below we compare their characteristics with the mercury-cadmium−tellurium (MCT) photodiodes. Both of them can exhibit similar quantum efficiencies. However, the dark current associated with the thermo-generation of electrons and holes, i.e., the factor crucially affecting the detectivity, in GNR photodiodes, should be much lower than in MCT photodiodes. This is because the energy of optical phonons in MGLs is much larger than optical phonon energy in MCT. As a result, even at the room temperatures, the number of optical phonons in MGL photodiodes is small. Therefore, the thermo-generation associated with the absorption of optical phonons in GLs is relatively weak. Next mechanism which could contribute to the thermo-generation in GLs is the absorption of acoustic phonons. However, due to small velocity of acoustic waves in comparison with the characteristic velocity of electrons and holes in GLs, the one-phonon interband absorption is forbidden. The Auger processes, which are fairly strong in MCT, are also forbidden in GLs due to the linear dispersion relation for electrons and holes.
Thus, one can expect that MGL and GNR photodiodes can substantially surpass MCT photodiodes in the dark-current limited detectivity.

Figure 37. MGL photodiode detectivity as a function of the electric field at different temperatures.

Comparing MGL IR detectors with QWIPs and QDIPs, we should highlight that the absorption coefficients in QW and a QD arrays is about one order of magnitude smaller than in a GL. The thermo-excitation rate in QWIPs and QDIPs due to the absorption of optical phonons appears to be much higher than in MGL and GNR photodiodes. Also, the tunneling from QWs and QDs can also greatly contribute to the dark current limiting the QWIP/QDIP performance.

Summarizing this section, let us highlight that due to high values of the quantum efficiency MGL and GNR photodiodes can exhibit fairly high responsivity in the THz and IR ranges. It was shown that at room temperatures the thermo-generation of electrons and holes associated with optical phonon absorption is the dominant mechanism limiting the detectivity. However, taking into account relatively low probability of the optical phonon absorption in GLs and GNRs associated with rather large phonon energy, we found that the room temperature detectivity can be fairly high. The interband tunneling can be an essential mechanism determining the dark current and, hence, the MGL photodiode detectivity at lowered temperatures (T~250 K). This mechanism limits the ultimate values of the detectivity and necessitates the optimization of the device structure and proper choice of the temperature and the bias voltage. In contrast, in GNR photodiodes with an open energy gap, the interband tunneling can be insignificant even at rather strong electric fields (high bias voltages) in the i-region in a wide temperature range. Thus, these detectors can exhibit high responsivity and detectivity at elevated temperatures, in particular, at room temperatures, in a wide radiation spectrum range and can substantially surpass other detectors. The combination of high responsivity and detectivity together with spectral and polarization dependences make these detectors very promising for application in different...
wideband (MGL photodiodes) and multi-color (based on GNR photodiodes with different width of GNRs) IR systems.

4.6.2 Graphene uncooled bolometers

We have proposed and analyze uncooled bolometric detectors based on GL structures. We demonstrate that such bolometers can exhibit fairly high responsivity, effectively operating at room temperatures and surpassing THz bolometers based on the traditional semiconductor heterostructures. The main advantages of GL-based room temperature bolometers are associated with the following three factors:

(i) high Drude absorption;
(ii) the dominant mechanism establishing the interband and intraband equilibrium is the interaction with optical phonons;
(iii) long time of the electron and hole energy relaxation via optical phonons.

Figures 38a and 38b show the proposed nGL-GNR-pGL bolometers. The bolometers consist of two gapless n-type and p-type GL absorbing regions connected by undoped array of GNRs with sufficiently large energy gap, which serves as the barrier region. The GLs can be doped chemically (as in Fig. 378a) or "electrically" (using the conducting gates with the bias voltages, as shown in Fig. 38b). The gates which control the electron and hole densities can be made from GLs. The energy barrier in such GNRs ensures a relatively strong dependence of the current on the effective temperature of electrons and holes enhancing the bolometer responsivity. Figure 38c shows the resulting device band structure at sufficiently large bias voltages.

Figure 38. Schematic views of graphene bolometers with (a) chemically doped GLs, (b) electrically doped GLs, and (c) the bolometer energy diagram under bias voltage V (wavy arrows correspond to intraband transitions due to absorption of photons in GLs, smooth arrows indicate propagation of electrons and holes above the pertinent barriers in GNRs).
Due to relatively high electron and hole densities, the interelectron scattering time is sufficiently short to provide fast Maxwellization (or Fermization) of the photoexcited electrons and holes. Therefore, the electron and hole systems in GLs are characterized by quasi-Fermi energy \( \mu \) and by the effective temperature \( T \). The heating of the electron and hole gases in the pertinent sections, i.e., the deviation of the effective temperature \( T \) from the lattice temperature leads to the deviation of the Fermi energy \( \mu \) from its equilibrium (dark) value \( \mu_0 \).

Using the proposed device model, we calculate the dark current and the bolometer responsivity as functions of the GNR energy gap, applied voltage, and frequency. We have demonstrated that the proposed bolometer can surpass the bolometric detectors based on traditional semiconductor heterostructures.

4.6.3 Graphene vertical cascade IR photodetectors

We have proposed and evaluated the vertical intersubband IR photodetectors based on the Bernal-stacked multiple-GL structures with tunneling barrier layers using the cascade of the interband inter-GL radiative transitions. The cascade of the electron tunneling and radiative-assisted tunneling processes supports the vertical dark current and photocurrent between the top and bottom GLs (playing the role of the emitter and collector). The advantages of these photodetectors include the voltage control of their spectral characteristics, a relatively high responsivity and detectivity (especially in the photodetectors with a relatively large number of GLs), a high speed of operation.

Figure 39. Schematic structure of a vertical I-GLPD with several (four) GLs.

Figure 39 shows the structure of the vertical intersub-band GL-photodetector (I-GLPD). It consists of several n-doped GLs separated by thin (tunneling-transparent) barrier layers of WS\(_2\) or similar material. The bias voltage \( V_0 \) applied between the GLs serving as the emitter (top GL) and collector (bottom GL), respectively.

Figure 40 shows the device band diagram under bias (several GL-structure periods). As seen from Fig. 40, the energy gaps between the GLs are equal to \( eV = eV_0/K \), where \( K = 1, 2, 3, \ldots \) is the number of the inter-GL barriers in the device. Absorption by the I-GLPD of the normally incident photons polarized in the GL plane. The absorption of a portion the photons is accompanied by the electron transitions between the neighboring GLs (see the wavy arrows in Fig. 40). Such direct but inter-GL transitions produce the inter-GL photocurrent.
The arrows indicate the radiative interband transitions from upper to lower GLs (which provide the main contribution to the photocurrent).

We calculated the responsivity and detectivity for the vertical cascade interband GL-photodetectors with different number of GLs and doping levels at different bias voltages in a wide temperature range (as example see Fig. 41).

The spectral characteristics depend also on the GL doping level that opens up the prospects of using I-GLPDs in the multi-color systems. The advantages of I-GLPDs under consideration are associated with their sensitivity to the normal incident radiation, weak temperature dependence of the dark current as well as high speed of operation. These devices should be able to operate in the mid-infrared spectral range. We have demonstrated that the I-GLPD characteristics strongly depend on the GL doping level and can be effectively controlled by the bias voltage. The I-GLPD should exhibit a sufficiently high responsivity (about several tenth of A/W) both at low
and room temperatures and a reasonable detectivity at room temperature, surpassing or competing with other IR-photodetectors.

One of the most remarkable features of the I-GLDs is their high-speed operation, ~70 THz, which is associated with short inter-GL tunneling times. Due to the tunneling origin of the photocurrent and dark current, the mid-IR I-GLPDs are expected to achieve a higher speed of operation than the existing photodetectors.

4.6.4 Hot Electron Bolometers based on Transition Metal Dichalcogenides

Graphene is just one of a large number of 2D nanomaterials, which are promising for sensing technologies. In transition metal dichalcogenides, atoms within 2D layers are held by covalent bonds, while different layers are held by weak van der Waals interaction. These 2D materials combine mechanical flexibility and simple processing with high absorption, which may be tuned by varying the number of layers.

2D metal dichalcogenide structures are promising material base for development novel IR detectors based on electron heating in single layer structures. The strong dependence of the electron and IR parameters of the structure on the gate voltage allows for use of the split-gate technique to form nanosensors with unique gate-tunable electronic properties: ultra-small heat capacity, strong electron heating effects, low intrinsic noise, and strong coupling to IR radiation. This advanced fabrication technique can provide THz hot electron nanobolometers with unprecedented low electron heat capacity (~10^{-19} J/K).

The dichalcogenide IR hot electron bolometers may be used as fast direct detectors operating from liquid nitrogen to room temperatures. For example, at the room temperature the small heat capacity leads to small electron-phonon thermal conductance, \( G_{e-ph} = C_e/\tau_e \approx 10^{-5}-10^{-6} \) W/K (\( \tau_e \) is the electron cooling time), which provides strong heating (~1K/μW) and strong photoresponse. The intrinsic noise is given by \( NEP = 2T(k_B G_{e-ph})^{1/2} \approx 3 \times 10^{-12} \) W/Hz^{1/2}. In combination with low cost and available fabrication technologies these attractive features provide a solid platform for IR sensing applications.

To conclude, results of work are protected by one issued and one pending patent and they are published in four book chapters and twenty six journal papers, also presented at forty four conferences and resulted in one defended dissertation as listed below. Two more dissertations will be defended (Y.Li and X. Zhang) that are partially based on the results of this work.
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