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Introduction

This is our final progress report from a program studying Department of Defense priority Pathogens. We were allowed a one-year “no-cost-extension” to continue working on our projects. The grant supported the work of several investigators at the University of Tennessee Health Science Center and St. Jude Children’s Research Hospital. Dr. Miller (F. tularensis, Burkholderia, Acinetobacter), Li (SARS Co-V), Dr. Bix (Leishmania major). The projects were supported by a modeling core (Dr. Cui) and a mouse genomic core (Drs Williams and Lu). Dr. Tony Marion joined the team during the third year to work on Francisella. Four of the original co-investigators moved to other institutions during the funding period: Dr Adranius Boon to Washington University, MO; Dr James Bina to University of Pittsburgh, PA; Dr Fabio Re to Rosalin Franklin University, IL; Dr Isao Miyairi to Japan.

Our study hypothesis is that differential susceptibility to DoD-priority pathogens is the result of host genetic variability, and that these discrete loci and/or gene pathways can be identified using BXD recombinant inbred mice. The pathogens in our study are naturally occurring endemic diseases, emerging infections diseases and biowarfare agents: multidrug resistant Acinetobacter baumannii, Burkholderia pseudomallei, Francisella tularensis, Leishmania major, Severe Acute Respiratory Syndrome (SARS Co-V), highly pathogenic H5N1 Avian Influenza virus.

The use of advanced recombinant inbred mice (ARI) has been useful tools to discover host genes that contribute to disease phenotypes ranging from differences in pathogen burden, differences in disease severity and differences in disease outcome. We have an ARI strain set (BXD) comprising 157 well-characterized distinct strains expressing a high degree of genetic variability (> 5 million SNPs) that have enabled us to use forward genetic approaches. This approach that has successfully yielded highly specific host genetic information based on collecting easily measured phenotypes that can be then analyzed using our software tools (WEB QTL and the gene network). Many such studies have been previously reported in the context of this award and have been the subject of a number of published studies on Chlamydia, influenza, Francisella and Burkholderia. We have found that once host genes are identified to be statistically linked to disease status, application of a variety of experimental methods can then be exploited to provide definitive mechanistic data. We have also found that linking host disease phenotypes, genotypes with ‘omics’ data sets provides appropriate types of information for computational biology evaluations. These studies then provide systems information that link signaling to the metabolome and thus ensure the most comprehensive work-up of host-elicited changes in response to any pathogen that is being investigated.

Our study had three main objectives:

- To identify specific phenotypic differences in the response of BXD parental strains following infection with each of the DoD-priority pathogens
- To identify host genetic loci and pathways that correlate with differential susceptibility/resistance phenotype(s) of the parental mouse strains to the DoD-priority pathogen.
- To define and validate candidate genes and gene networks responsible for differential susceptibility/resistance phenotype(s) of the parental mouse strains for each DoD-priority pathogen.

In our final report, we present our findings for each pathogen in relation to the study objectives. We have fulfilled each of the study objectives to different extents for the different pathogens because we were not able to develop the infection models for the pathogens at the same rate. For example, the Francisella, Burkholderia and Acinetobacter models are more advanced that
the SARS and Leishmania models. Work on the influenza model stopped shortly after Dr Boon transferred to Washington University. We also present an update from the cores. The mouse genomics core generated datasets for different mouse strains, which are available on www.genenetwork.org. The Bioinformatics (Modeling core) analyzed biological data (response to infection by a pathogen) from projects using Bayesian network analysis and created a Bayesian Network Webserver (BNW - http://compbio.uthsc.edu/BNW).

We have obtained significant results for all projects supported by this grant funding. We are therefore very enthusiastic to follow up on the data we have obtained. We are applying for funding from different sources to continue these studies either as separate projects for the different DoD priority pathogens, or as a big program project that will involve pathogens and supporting cores to do “omics” studies.
Francisella tularensis (FT) project

Francisella tularensis Schu S4 is an extremely virulent bacterial pathogen in humans (LD$_{50}<10$ CFU) and in all mouse strains that have been studied (LD$_{50}<10$). In our hands, there is very little difference in the ultimate outcome of infection of the two parental mouse strains (B6 and D2); the mice all die and at very similar rates. However, we and others have observed differences in the bacterial burdens that are observed in B6 vs. D2 mice. It is known that B6 mice typically carry 5-10 fold higher FT burdens than D2 mice during acute infection. It stands to reason that these two mouse strains produce distinct innate immune responses that are responsible for this difference in bacterial burdens.

In an effort to identify phenotypes of differential innate immune responsiveness of B6 vs. D2 mice to pneumonic Francisella tularensis Schu S4 (FT) infection, we performed a timecourse study of disease-state lung parameters following pneumonic infection. Mice were challenged with 250 CFU of FT via intranasal instillation. At each of the following timepoints (12, 18, 24, 48, 72, 96, and 120 hours) post-infection, 5 mice/group were subjected to submandibular puncture for blood collection and were then sacrificed. Immediately after sacrifice, bronchoalveolar lavage was performed using 1 ml of sterile PBS, cells were pelleted via centrifugation, BAL cells were enumerated using a Millipore Sceptor automatic cell counter, and BALF fluids were stored at 80˚C until use. Cytokine/chemokine quantitation in each BAL fluid was then performed via Luminex-based multiplex analysis (32-plex Millipore kit).

We found that on day 3 post-infection (72 hrs), cells numbers recruited to the lungs of D2 mice were significantly higher than observed in B6 mice (Figure 1). Interestingly, this difference in BAL cell numbers was transient.

Figure 1. Differential expression of cytokines in the lung compartment of Francisella tularensis Schu S4-infected B6 and D2 mice. B6 and D2 mice (35/group were challenged via intranasal instillation with 250 CFU FT Schu S4. On day three (72 hrs) post-infection, 5 mice/group were sacrificed and bronchoalveolar lavage (BAL) was performed. Cells recruited to the lungs were enumerated using Millipore Sceptor cell counter. Statistical analyses were performed using student-t tests and p values are indicated.
Multiplex cytokine analysis of BALF revealed that most of the cytokine and chemokine levels remained relatively flat in the lungs of both B6 and D2 mice for the first two days of acute infection. However, on day three significant increases in levels of several cytokines were observed in the lungs of either B6, D2, or both strains. Differential expression of 10 analytes (M-CSF, G-CSF, IL-1alpha, IL-6, IL-12p40, IL-17, LIF, RANTES, KC, and VEGF) was observed on day 3 post-infection (also see Figure 2 and Figure 3). On day 4 post-infection there were 11 analytes that appear to differentially expressed in B6 vs. D2 mice (M-CSF, G-CSF, IL-6, IL-12p70, IL-17, LIF, KC, VEGF, MIP-2, MCP-1, and MIG) and on day 5 post-infection 10 of the analytes were differentially expressed by B6 vs. D2 mice (M-CSF, G-CSF, IL-1alpha, KC, VEGF, MIP-2, MIG, Eotaxin, MIP-1alpha, and MIP-1beta).

We also analyzed serum samples via Luminex-based cytokine/chemokine multiplex analysis (32-plex Millipore kit). Similar to our findings with the BALF, most of the cytokine levels remained fairly flat until three days post infection. At this timepoint, a significant elevation in concentration of many of the cytokines was apparent in serum of either B6, D2, or both strains (Figure 4). However, in contrast to what was observed in the BALF, there were only six analytes that appeared to be differentially expressed (IL-1beta, IL-6, IL-12p70, IL-17, MIP-1alpha, and IL-10), and only 4 of those were statistically relevant differences (Figure 5). Interestingly, only three of the six analytes that were differentially expressed in the serum were found to be differentially expressed in the lung compartment. On day 4 post-infection, 19 of the analytes (Figure 4) appeared to be differentially expressed by B6 vs. D2 mice (M-CSF, IL-1beta, IL-2, IL-5, IL-6, IL-10, IL-12p70, IL-13, RANTES, KC, MIP-2, MCP-1, MIG, Eotaxin, MIP-1alpha, MIP-1beta, TNF-alpha, IP-10, and IFN-gamma). On day 5, only IL-12p40 appeared to be differentially expressed by B6 vs. D2 mice.
These studies have identified a large number of potential disease-state phenotypes that could be useful for QTL analysis and gene network modeling studies. Choosing the most appropriate timepoint for collecting the data will be a critical decision. Clearly, days 3 and 4 post-infection offer the most distinct phenotypes for QTL analysis, and the day 4 timepoint offers the largest number of phenotypes. However, day 3 post-infection may be the more relevant timepoint for evaluating the effect of disease-state cytokine/chemokine expression on the developing innate immune response to FT.

Figure 3. Kinetic monitoring of cytokine/chemokine production in the lung compartment of B6 and D2 mice following pneumonic challenge with *Francisella tularensis* Schu S4. B6 and D2 mice (35/group) were challenged via intranasal instillation with 250 CFU FT Schu S4. At the indicated time points (12, 18, 24, 48, 72, 96, and 120 hrs post-infection), mice were sacrificed and bronchoalveolar lavage was performed. Quantitation of cytokine/chemokine levels in the BAL fluids was performed via Luminex-based multiplex analysis (32-plex Millipore kit).
Figure 4. Kinetic monitoring of cytokine/chemokine levels in the peripheral circulation of B6 and D2 mice following pneumonic challenge with *Francisella tularensis* Schu S4. B6 and D2 mice (35/group) were challenged via intranasal instillation with 250 CFU FT Schu S4. At the indicated time points (12, 18, 24, 48, 72, 96, and 120 hrs post-infection), blood samples were collected via submandibular puncture. Quantitation of cytokine/chemokine levels in the serum samples was performed via Luminex-based multiplex analysis (32-plex Millipore kit).

Figure 5. Differential expression of cytokines/chemokines by B6 vs. D2 mice 72-hours post-infection with *Francisella tularensis* Schu S4. B6 and D2 mice (5/group were challenged with 250 CFU FT Schu S4. Blood serum was collected via submandibular puncture 72-hours later. Cytokine/chemokine quantitations were performed via Luminex-based multiplex analysis (32-plex Millipore kit). Statistical analyses were performed using a student-t test and p values are indicated.
Key Research Accomplishments

- We have identified 16 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (BAL cell numbers, 9 analytes in BALF, and 6 analytes in serum) on day 3 post-infection.
- We have identified 25 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (6 analytes in BALF, and 19 analytes in serum) on day 4 post-infection.
- We have identified 11 distinct phenotypes of differential responsiveness of B6 vs. D2 mice to pneumonic FT infection (10 analytes in BALF, and 1 analyte in serum) on day 5 post-infection.
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Conclusions

We have laid the groundwork for QTL analyses that could identify host genetic loci that correlate with differential innate immune responses to pneumonic FT infection. These differences in innate immunity result (at least in part) in a 5-10 fold difference in bacterial burdens between B6 and D2 mice. Our results have also shown quite nicely that the innate response to FT challenge is significantly delayed compared to most infection models. Most of the cytokine levels in both B6 and D2 mice remained relatively flat until day three post-infection. This is unusual and in stark contrast to the other two bacterial pathogens we have discussed in this progress report (Acinetobacter baumannii and Burkholderia pseudomallei).
Acinetobacter baumannii project

In the progress report from September 2010, we reported that we were having difficulty establishing pulmonary infection with Acinetobacter baumannii (Ab) that resulted in disease symptoms in either of the parental mouse strains. We performed a series of experiments using cyclophosphamide treatment in an effort to reduce the innate response to Ab in hopes of establishing a disease state in one or both of the parental strains. We were unable to establish symptomatic infections using this approach.

In an effort to identify a differential phenotype in the parental strains following pulmonary infection with Ab, we initiated studies to evaluate a series of immune parameters within the lung following intranasal infection with Ab. We performed time-course studies in which mice were infected with $1 \times 10^6$ CFU of Ab, and then a subset of the mice were sacrificed every 24 hours, bronchiolar lavage (BAL) was performed, and flow cytometric analyses was performed to determine the frequency of neutrophils within the BAL cell population.

The results of these studies have revealed that there is a significant difference in the recruitment of immune cells to the peritoneal cavity of B6 vs. D2 mice 24 hours after intranasal challenge (Figure 1). No differences were observed in mice sacrificed at later timepoints (data not shown). Flow cytometric analysis revealed that the bulk of the cells recruited to the lungs of D2 mice were neutrophils (data not shown).

We have initiated a series of studies using several lung parameters as phenotypic readouts for BXD analyses. Based on the data shown in Figure 1, recruitment of cell to the lungs is the one of the phenotypes of interest and is the one that we have concentrated most of our efforts on to this point. We have performed screening with 25 BXD strains (all between 10-12 weeks old) and have found that several of the BXD strains are phenotypically similar to D2 mice, some are phenotypically similar to B6 mice, and several strains display intermediate phenotypes (Figure 2). Some of the group sizes are too small to yield statistically relevant findings, and additional studies will be performed with these strains as mice of the appropriate age become available. Interval mapping (using GeneNetwork.org) using this cohort of animals reveals a suggestive QTL on chromosome 10 (Figure 3). We have established breeding cages for additional strains that will be used to continue

![Figure 1. Differential recruitment of immune cells into the lungs following pulmonary infection with Acinetobacter baumannii. Mice (4/group) were challenged with either $1 \times 10^6$ CFU Ab via the intranasal route. The mice were sacrificed 24 hr later and bronchiolar lavage (BAL) was performed. BAL cells were counted using a hemocytometer. Statistical analysis was performed using an unpaired t-test.](image1)

![Figure 2. Differential recruitment of immune cells into the lungs of BXD strains following pulmonary infection with Acinetobacter baumannii. BXD mice were challenged with $1 \times 10^7$ CFU Ab via the intranasal route. The mice were sacrificed 24 hr later and bronchiolar lavage (BAL) was performed. BAL cells were counted using a Scepter cell counter. Statistical analysis was performed using one-way ANOVA using Dunnett post tests to compare each of the BXD strains with the C57Bl/6 (statistical significance is indicated in black) and with the DBA/2J mice (statistical significance indicated in brown). Statistical significance is as follows: p<0.05 *, p<0.01 **, and p<0.001 ***.](image2)
this line of investigation and to confirm/narrow the interval on chromosome 10 that appears to correlate with the differential innate immune responses of B6 and D2 mice following *Acinetobacter* infection.

We have also been collecting bronchiolar lavage fluids (BALF) and serum samples upon sacrifice of each of the mice shown in Figure 2. Each of the samples will be subjected to multiplex cytokine quantitative analyses using a Luminex 32-plex cytokine/chemokine kit.

Approximately half of the BALF samples have already been analyzed and it is apparent that there are significant differences in the production of a number of the analytes by the parental and BXD strains following Ab infection. In BALF samples, we have observed differences in production of 24 of the 32 analytes tested (IFN-g, IL-1a, IL-1b, IL-2, IL-4, IL-3, IL-6, G-CSF, IL-9, IL-10, IL-12p40, IL-12p70, LIF, IL-13, LIX, IL-15, IL-17, IP-10, KC, M-CSF, MIP-2, MIG, VEGF, TNF-a). Interval mapping of these differential cytokine/chemokine phenotypes have identified several QTL that correlate with differential expression of many of these cytokines. The most commonly observed QTLs are on chromosomes 5 (centered at approximately 100Mb) and 6 (centered at approximately 26Mb). As shown in figure 4, either significant or suggestive QTLs were observed for each of the cytokines at a similar region of chromosome 5, and suggestive QTLs were observed at a similar region of chromosome 6 for four of the six cytokines shown.

We surveyed the genes that are within the suggested interval of chromosome 5 in an effort to identify genes that have obvious roles in the production of immune responses (Figure 5). Many of the prospective genes that were identified are likely to play a role in innate resistance to bacterial pathogens. For example, Cmklr1, a genetic locus on chromosome 5, encodes chemokine-like receptor-1. This receptor is expressed on a number of immune cells including plasmacytoid dendritic cells, myeloid dendritic cells, macrophages, and NK cells [1]. After activation of this receptor, these
cells synthesize and secrete a number of proinflammatory cytokines, including IL-6 and TNFα [2]. Activation of this receptor causes initiation of signaling cascades such as ERK1 and NF-κB [3].

Gpr81, which encodes G-protein coupled receptor (GPCRs) 81, was also found within the loci of the suggestive QTL on chromosome 5. GPCRs are expressed on inflammatory cells such as polymorphonuclear leukocytes, monocytes and macrophages for classic chemoattractants and chemokines. These receptors also play a crucial role in the migration of phagocytes to sites of inflammation [4].

Other genes of interest that lie within this locus encode the IL-31 receptor and neutrophil cytostolic factor (IL-31r and NCF1 respectively). The IL-31 receptor is expressed on a number of cell types including monocytes, epithelial cells and T cells and has role in limiting type 2 inflammation in the lung [5, 6]. NCF1 encodes neutrophil cytostolic factor (p47hox). This protein has been implicated as a regulator for IL-4 signaling pathways that are important for macrophage cell fate choice. Furthermore, this protein is a subunit of the NADPH oxidase enzyme complex, which plays an essential role in the function of phagocytes [7].

Genes of interest within the interval identified on chromosome 6 (Figure 6) include Irf5, which encodes the protein interferon regulatory factor 5. This protein binds to specific regions of DNA that regulate the activity of genes that produce interferons and other cytokines. Irf5 has also been shown to stimulate the activity of natural killer cells [8]. Another gene of interest within this QTL is NRF1 (Nuclear respiratory factor-1) gene that is an early phase component of the host antibacterial defenses [9].
Linkage analysis of several other cytokine phenotypes identified suggesting QTLs on chromosome 12 (Figure 7), significant and suggestive QTLs of chromosome 15 (Figure 8), and a significant QTL on chromosome 19 (Figure 9). Genes within the identified interval on chromosome 19 (Figure 10) that are of immediate interest include secretoglobin, and T-cell immune regulator (Tcrg1). Secretoglobins modulate inflammatory and immunologic responses to the environment at mucosal surfaces and inside the body and are associated with increased bronchial inflammation [10]. This multi-functional protein with anti-inflammatory/immunomodulatory properties has been implicated to have a homeostatic role against oxidative damage, inflammation, autoimmunity and cancer [10, 11]. Tcrg1 is a membrane protein that is induced after immune activation on the surface of certain peripheral human T and B cells as well as monocytes and IL-10 expressing T-cells. This gene has implicated in inhibiting T-cell proliferation by modulation of CTLA-4 expression [12]; of course, this function is unlikely to have any role in the innate response to *Acinetobacter*. Loci included the significant QTL region on chromosome 19 also encode several G-protein coupled receptors that as previously stated, are important for the migration of phagocytes.

Dr. Cui has performed a preliminary analysis of these data (only 17 BXD strains) and has identified a significant correlation between the levels of a number of these cytokines (Figure 11) and has identified three genetic genomic locations [Chr 6 near 65 Mb (mCV22576856), Chr 14 near 43 Mb (rs13482156), and Chr 19 near 51 Mb (rs3716572)] that each impact the level of several cytokines. We performed principal components analysis of the cytokines with an absolute correlation greater than 0.7 for the three loci and mapped the first principal component of each of the groups of cytokines (Figure 12). The first principal component of each of the sets of cytokines has a significant or highly suggestive QTL at the marker location. Several genes at these three loci, including a cluster of immunoglobulin kappa (IGK) genes on Chr 6, *Mbl1* and *Bmp4* on Chr 14, and *Nfkb2* on Chr 19, have been previously associated with immune responses. These locations are promising starting points for developing network models that explain variation in response to infection with *Acinetobacter*. We have also begun to analyze serum samples collected from this cohort of mice (13 strains) and have observed differences in the levels of 14 of the analytes tested (eotaxin, G-CSF, IFN-g, IL-1a, M-CSF, IL-6, IL-13, KC, LIX, MIP-1a, MIP-1b, RANTES, and TNFa). Preliminary analyses of these data
suggest that the loci on Chr 6 (mCV22576656) and Chr 14 (rs13482156) that were shown to influence the levels of cytokines in the BALF are also correlated with cytokine levels in the serum (data not shown).

Figure 9. Interval mapping of phenotypic data from differentially-expressed cytokines/chemokines. Interval mapping was performed using the in silico resources within GeneNetwork.org to identify genetic loci that correlate with differential disease-state expression of IL-1alpha and LIX in the lungs of Acinetobacter-infected mice.

Figure 10. Identity of host genes encoded within the suggestive QTL on chromosome 19 are potentially involved in immune processes. Genes that are potentially involved in immune processes are listed in blue.

Figure 11. Correlation network for cytokine levels in the BALF of BXD strains infected with Acinetobacter baumannii. Three genotype markers (red boxes) on chromosomes 6, 14, and 19 are highly correlated with several cytokines. Pearson's correlation coefficient greater than 0.7 (solid lines) are shown.

Figure 12. QTL mapping of first principal component for cytokines correlated (Pearson correlation coefficient > 0.7) with mCV22576656 (top), rs13482156 (middle), and rs3716572 (bottom).
We have also begun to analyze serum samples collected from this cohort of mice and have observed differences in the levels of 14 analytes of the analytes tested (eotaxin, G-CSF, IFN-g, IL-1a, M-CSF, IL-6, IL-13, KC, LIX, MIP-1a, MIP-1b, RANTES, and TNFa; data not shown). In summary, we have identified 38 phenotypes that may be useful in our search for host genetic elements that lead to differential innate immune responsiveness of B6 vs. D2 mice following infection with *Acinetobacter baumannii*.

**Key Research Accomplishments:**

- We have confirmed that B6 and D2 mice produce differential innate immune responses to pneumonic Ab infection

- We have identified a suggestive QTL on chromosome 10 that appears to correlate with the differential recruitment of immune cells to the lungs in response to pneumonic *Acinetobacter* infection.

- We have identified putative QTL’s (chromosomes 5, 6, and 19) that correlate with a disease-state expression of a series of cytokines/chemokines in the lung compartment of *Acinetobacter*-infected.

- We have identified 39 total phenotypes that include cell recruitment to the lungs, differential expression of 24 cytokines/chemokines in the lung compartment, and 14 cytokine/chemokines that are differentially expressed in the circulation (serum) of acutely infected mice.

**Reportable outcomes**

**Presentation**

1. **Poster Presentation** at UTHSC A.A-St Jude Research Lectureship and Medical Student Poster Session, 2012. “Host Genetic Loci Correlating with Differential Innate Immune Responsiveness to *Acinetobacter baumannii* infection”.

**Abstract**


**Publication**


**Conclusions:**

We have identified a large number of clear phenotypic differences between the innate responsiveness of B6 and D2 mice to pulmonary infection with *Acinetobacter baumannii*. We have initiated studies in a cohort of BXD strains and hope to identify host genes that correlate with the differential responsiveness of the parental strains to *Acinetobacter*. Although we have
only completed analyses of relatively few BXD strains, we have already identified a significant correlation between several cytokines produced in the lungs and the differential responsiveness of B6 vs. D2 mice to *Acinetobacter* infection. Moreover, we have preliminarily identified a genetic locus on chromosome 10 that correlates with differential recruitment of immune cells to the lungs and four loci (on chromosomes 5, 6, 12, and 19) that appear to correlate with differential production of a number of cytokines/chemokines following pneumonic infection. Identification of this large panel of queriable phenotypes will allow for very interesting network modeling that has potential to identify gene networks that are involved in a variety of innate immune responses to *Acinetobacter* infection.
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**Burkholderia pseudomallei** project

Our initial studies with a pneumonic challenge model (intranasal instillation) confirmed the previously published observation that B6 mice are more resistant than D2 mice to Bp infection. We found that following intranasal instillation of 50 CFU of Bp strain 1026b, D2 mice typically succumbed to infection by day 4 post-infection while B6 mice survived the infection. Subsequent studies showed that the same results were obtained with challenge doses of up to 200 CFU/mouse.

Based on these findings, we initiated forward genetics studies with a cohort of BXD strains in an effort to identify host genetic loci that co-vary with the differential susceptibility observed in the parental strains. We screened a cohort of 35 BXD strains for susceptibility to pneumonic Bp infection. Groups of male mice were challenged with 50-100 CFU of Bp (from a diluted frozen stock) via intranasal instillation and then monitored for weight retention and survival. B6 and D2 mice were included in each of the 19 experiments that have been performed, and the D2 mice were always the last group to be challenged to ensure the “potency” of the challenge stock throughout the instillation process. We found that several of the BXD strains were highly susceptible to Bp (similar to D2 mice), others were relatively resistant to Bp (similar to B6 mice), and several strains displayed intermediate phenotypes (Figure 1A). Interval mapping (see Modeling Core description) using this cohort of animals revealed a significant QTL on chromosome 5 and suggestive QTLs on chromosomes 7 and 14 (Figure 1B) that co-vary with differential susceptibility / resistance to Bp. These findings indicated that susceptibility / resistance to Bp infection is a complex trait.

Using a combination of genetic analyses (QTL mapping) and normative genomic/gene expression data from various tissues, we have identified several potential candidate genes within the interval on chromosomes 5, 7, and 14 that appear to be covariant with differential susceptibility to Bp infection (Figure 2). There are several genes within the QTL interval on chromosome 5 that appear to be strong candidate genes that are known to have roles in immunological processes. For instance, the *cox18* gene encodes a mitochondrial inner membrane protein that is involved with cytochrome C assembly. It is known that mutation of *Cox18* results in deficient cytochrome C oxidase activity that, in turn, eliminated activation of cell surface receptors involved in apoptosis (Souza et al, 2000) a process that is essential for limiting replication of some intracellular bacterial pathogens (Ceballos-Olvera et al, 2007; Ying et al, 2008). Another candidate gene in the interval, *G3bp2*, encodes GTPase activating protein-binding protein 2. This protein is known to interact with IκBα and has been implicated in the regulation of NF-κB (Prigent et al, 2000). The NF-κB family of transcription factors is a group of evolutionarily conserved proteins involved in lymphoid organogenesis, development of immune cells (Wong and Tergaonkar, 2009) and the coordination of many aspects of innate and adaptive immunity to infection. The *Cxcl11* gene encodes the chemokine C-X-C motif ligand 11. Expression of CXCL11 protein is high in peripheral blood leukocytes, liver and pancreas, with
modest levels in thymus, spleen and lung (Cole et al, 1998). CXCL11 expression is strongly increased in response to IFN-α or IFN-γ, and is involved in the recruitment of Th1 lymphocytes to sites of inflammation (Antonellia et al, 2013). This gene may be of importance because the attraction of leukocytes to tissues is essential for inflammation and the host response to infection (Luster 1998). Finally, Bmp2k (the gene that encodes BMP-2-inducible kinase) is also found within this QTL. Bone morphogenic proteins (BMPs) have no known role in immune responses, but they are known to play a key role in skeletal development and patterning (Hoffmann and Gross, 2001) and have been implicated in lung development, and adult lung homeostasis (Sountoulidis et al, 2012). None of the candidate genes with the highest correlation indices within the QTL on chromosome 7 (Tubgcp5, Nipa1, and Snurp) have any obvious role in host immune responses. Tubgcp5 encodes a protein (gamma complex-associated protein 5) that has essential roles in mitotic spindle formation (Oakley et al, 1990; Xiong and Oakley, 2009) and microtubule nucleation and organization (Murphy et al, 2001; Xiong and Oakley, 2009). Nipa1 encodes a protein (Prader Willi/Angelman syndrome 1 homolog) that plays a role in nervous system development and maintenance (Entrez Gene), and may function as a receptor or magnesium transporter (Goytain et al, 2007). Snurp encodes a protein (small nuclear ribonucleoprotein N) that is involved in transcriptional modification of RNA (Valadkhan, 2005). None of the candidate genes within the chromosome 14 interval appear to have roles in immune responses either, and they all have similar correlation indices; additional BXDs with break points within this interval will need to be added to the analysis to identify the most likely candidates.
Interestingly, females from several of the BXD strains as well as female D2s were significantly more resistant to pneumonic Bp infection than their male counterparts. We are hopeful that identification of additional strains with this differential sex-related phenotype will lead to identification of correlating host genetic factor(s). We have also initiated studies to identify additional Bp disease-state phenotypic differences between the parental strains. Parental mice were challenged with 100 CFU via intranasal instillation and then sacrificed 24 hours later for collection of blood serum and bronchoalveolar lavage. BAL cells and BAL fluids/serum were collected from each mouse and subjected to flow cytometric analysis and multiplex cytokine/chemokine analysis (32-plex), respectively. Neutrophil recruitment was significantly higher (p=0.03) in D2 (compared to B6; data not shown). Multiplex cytokine analysis identified six analytes from the BALF and five analytes from the serum whose Bp disease-state levels were significantly different between the two parental mouse strains (Figure 3). Similar preliminary studies with a cohort of BXD strains suggested that we will be able to exploit these additional phenotypes as well as some additional lung cell phenotypes and cytokine/chemokine phenotypes (data not shown) for forward genetic analyses.
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Conclusions
We have identified a significant QTL on chromosome 5 and two suggestive QTL on chromosomes 7 and 14 that are linked with differential susceptibility to pneumonic Bp infection. We have also identified 12 additional Bp disease-state phenotypic differences between the parental strains that should be useful in our search for host genetic elements that lead to differential innate immune responsiveness to infection with Bp.
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Studies with \textit{SARS-CoV}

Investigation of SARS-Coronavirus is important since SARS-like pandemics remain a significant global health threat and information concerning the genetics of host disease susceptibility will inform us of methods that will be critical in managing large affected groups of people should a SARS-like pandemic arise. \textit{SARS-CoV} is classified as an NIAID category C priority pathogen and due to its high pathogenicity, it was added to the list of HHS Select Agents in December 2012. Following the Guidance on the Inventory Requirements for Select Agents and Toxins, we have established a detailed inventory of our \textit{SARS-CoV} (both Urbani and MA15) stocks and \textit{SARS-CoV}-infected samples.

Our studies were focused on dissecting the host genetic basis and key virus-host interactions that determine disease severity of SARS using the ARI BXD strain set. Details of work accomplished from our studies during the period supported by the grant are provided below.

In the first year, we completed the Material Transfer Agreements with CDC and NIH for transferring the wild-type (Urbani strain) and mouse adapted (MA-15) \textit{SARS} coronaviruses to UTHSC and obtained both viruses. The personnel engaged in the \textit{SARS} project obtained DOJ clearance and were approved for access to select agents and/or toxins. They were enrolled in the UTHSC Animal Care and Use Occupational Health & Safety Program and fit-tested. Personnel received initial and annual refresher BSL-3 and select agent training. Personnel were SRA-approved, listed on the registration with DSAT, and received didactic and hand-on training by the Regional Biosafety Laboratory (RBL) biosafety officer and designated experienced users.

In a related project, we characterized the interferon (IFN) antagonism mediated by the papain-like proteases (PLPs) of two important human coronaviruses, \textit{SARS-CoV} and NL63, in collaboration with S. Baker at Loyola University - Chicago. The results showed that the PLP2 of NL63, like what we have previously demonstrated for the PLP of \textit{SARS-CoV}, blocks IFN induction by inhibiting the activation of IFN regulatory factor-3 (IRF3), a latent transcription factor pivotal for type I IFN synthesis. Furthermore, the PLP IFN antagonism is enhanced by, but is not strictly dependent on, the catalytic activity of the PLP enzyme. Results from these studies were published in J. Virology 2010.

In year 2, we grew the wild-type \textit{SARS-CoV} (Urbani strain) stocks and determined their infectious titers. However, we encountered some difficulty in obtaining high-titer stocks for the mouse-adapted MA-15 virus – in the first couple of attempts the MA-15 virus only grew to titers in the $10^5$ TCID$_{50}$/ml range in Vero-E6 cells. We thus spent some time optimizing the conditions for propagating the MA-15 virus. We finally worked out the conditions for generating MA-15 virus $\geq 2 \times 10^6$ TCID$_{50}$/ml and scaled up the culture to produce large quantity of virus stocks for the animal experiments.

In a related project, we continued the collaborative studies with S. Baker and Z. Chen (Beijing Institute of Radiation Medicine) on the mechanisms by which coronavirus PLPs inhibit IRF3-dependent innate immune responses. It was found that PLPs of \textit{SARS-CoV} and NL63 associate with stimulator of interferon genes (STING), an adaptor protein in the IRF3 activation pathway, and that this interaction disrupts the assembly of signaling complexes involving MAVS, STING and IKK$\varepsilon$ and ubiquitination of these signaling molecules, both of which are required for viral activation of IRF3. These results were described in a paper published in PLoS One 2012.

In year 3, we performed animal studies to determine the differential susceptibility/resistance of mouse genotypes to \textit{SARS-CoV} infection. To determine whether the BXD strain set is suitable
as a model system to dissect factors modulating SARS pathogenesis and disease severity, we investigated whether the parental strains, B6 and D2, differ in their susceptibilities to SARS-CoV infection. First, we examined our existing transcriptome data on the B6 and D2 strains and found that angiotensin converting enzyme 2 (ACE2), which is the entry receptor for SARS-CoV (Li et al, 2003), is expressed at comparable levels between these two parental strains (data not shown), excluding the possibility of ACE2 expression level as a confounding factor. We then challenged groups of 10-week old B6 and D2 strains via the intranasal route with 10^5 TCID_{50} of the mouse-adapted MA15 virus (diluted in 50-μl PBS), and monitored mice for weight change and viral replication in the lungs for 9 days. As controls, we also inoculated 4 mice each strain with culture supernatants of Vero-E6 cells (the cell host for propagating the MA15 virus inocula) diluted in PBS. As shown in Fig. 1, neither B6 nor D2 strain receiving control inocula (i.e., mock infection) lost weight during the 9-day observation period, indicating that the light anesthesia and intranasal challenge procedures do not produce appreciable adverse effects on these mice, nor do the constituents in culture medium of Vero-E6 cells. In contrast, there was significant weight loss in both strains infected with the MA15 virus. B6 strain lost a little over 10% of their initial weight at 2-3 days post infection (d.p.i), followed by a relatively fast recovery starting on day 4. On 8-9 d.p.i., the B6 strain had regained weight to nearly pre-infection levels. This was similar to what was reported by Sheahan et al. In contrast, D2 strain had substantially more weight loss at 3-5 d.p.i. than B6 strain, and these mice did not start to recover until after 6 d.p.i. In addition, a total of two D2 mice died on 3 and 5 d.p.i., after losing 18% and 25% weight, respectively. Analyses of infectious viral titers in lung homogenates from a subset of infected mice revealed high levels of pulmonary viral replication in both strains for the first 4 d.p.i. (Fig. 2), with D2 strain harboring consistently 2-3 fold higher levels of viral replication. Strikingly, while lung viral titers had dropped to the 10^3 TCID_{50}/g tissue range in B6 strain at 5 d.p.i., viral replication remained high (at >10^5 TCID_{50}/g levels) in D2 strain. The 62-fold higher level of viral replication in D2 strain compared with B6 strain at this time point was consistent with the sustained weight loss seen in D2 strain at 5 d.p.i. (Fig. 1). Of note, when sacrificing mice for tissue collection, we consistently observed higher frequency of lung lobe consolidation in infected D2 mice than in infected B6 mice (data not shown).
When the infection dose was increased to $5 \times 10^5$ TCID$_{50}$, there was no significant increase in the frequency of lethal infection in D2 strain, although weight loss was substantially prolonged (Fig. 3). In contrast, the weight loss kinetics in the vast majority of infected B6 strain followed a trend similar to that seen in low dose challenge ($10^5$ TCID$_{50}$, see Fig. 1), although we began to see a small number of deaths in the B6 group (two mice in total) at this high infection dose. Collectively, data from these experiments suggest that 1) D2 strain is substantially more susceptible to MA15 virus infection than B6 mice, as evidenced by developing a more severe disease (more substantial weight loss) and supporting higher and prolonged viral replication in the lung; 2) death/survival cannot be used as a phenotypic readout to differentiate between the two strains following infection by MA15 virus, which causes typically non-lethal disease in both strains (although more casualty was observed in MA15-infected D2 strain); and 3) Pathogen load (i.e., viral replication in the lung) around 5 d.p.i and weight loss around 3-5 d.p.i are good candidate infection markers that distinguish between B6 and D2 strains, although the challenge dose of MA15 virus and the time points that maximize the differences between the two parental strains for these phenotypes may need to be optimized. Taken together, the substantial difference in susceptibility to MA15 virus infection between the parental B6 and D2 strains support the feasibility of using the ARI BXD genotype set to identify host genes/pathways and molecular nodes/links that regulate the pathogenesis of and differential host responses to SARS-CoV infection.
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Highly Pathogenic Influenza A virus (H5N1) project

Dr Boon transferred to Washington University at St Louis during the second year of the project. Below is a summary of the work accomplished during the period he was supported by the grant. During the second year of the proposal we continued to assess the susceptibility of several congenic mouse lines and initiated a second phenotypic screen for highly pathogenic H5N1 virus in the BXD mice. This work was done at St Jude Children’s Research Hospital in the laboratory of Dr. Richard Webby.

**Congenic mouse lines**

The B6.D2.11D mouse line was obtained from Drs Davis and Lusis at UCLA and transferred to the animal facility at St Jude Children’s Research Hospital. In year 1 we had assessed the susceptibility of this strain to a mouse adapted H1N1 virus (A/PR/8/34) and were preparing to do similar studies using the highly pathogenic H5N1 virus A/Hong Kong/213/03 virus (HK213). B6.D2.11D mice were experimentally inoculated with $10^4$ EID$_{50}$ of HK213 virus and morbidity and mortality were monitored (Table 1). Compared to the female C57BL/6 control mice, the B6.D2.11D mice lost more body weight at the later stages of the infection (day 13), however the difference was not statistically significant. Also, one of the 11D mice succumbed to infection, whereas none of the control mice did. A similar pattern of disease was observed in male mice; the B6.D2.11D male mice lost significantly more weight on day 10 compared to the male C57BL/6 control mice. Also on day 13, the body weight of the male B6.D2.11D mice was lower compared to the controls. Although the differences are small and the experiment requires validation, the data are promising and suggest the presence of a gene polymorphism in this locus exacerbating disease severity after H5N1 infection.

Table 1: Weight loss and Mortality in B6.D2.11D mice after inoculation with A/Hong Kong/213/03 virus

<table>
<thead>
<tr>
<th>Mortality</th>
<th>Morbidity (% weight loss after infection + SEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day 4</td>
</tr>
<tr>
<td>Female C57BL/6</td>
<td>0</td>
</tr>
<tr>
<td>B6.D2.11D</td>
<td>25</td>
</tr>
<tr>
<td>Male C57BL/6</td>
<td>0</td>
</tr>
<tr>
<td>B6.D2.11D</td>
<td>0</td>
</tr>
</tbody>
</table>

Besides B6.D2.11D, we also obtained two other congenic mouse lines containing Qivr’s or QTL for influenza virus resistance on a pure C57BL/6 genetic background; B6.D2.17D and B6.D2.7C containing Qivr17 and Qivr7 respectively.

A breeding colony for B6.D2.17D has been established and several groups of mice have been infected with $10^4$ or $10^5$ EID$_{50}$ of HK213 virus (Table 2). Morbidity and mortality after inoculation were monitored. Unfortunately no significant difference in mortality or morbidity was observed in the B6.D2.17D mice compared to C57BL/6 controls.

The B6.D2.7C congenic mice were difficult to generate. First the genotyping experiments discovered a change in the genotype and instead of an entire chromosome 7 of DBA/2J genetic origin we obtained mice containing only two-thirds of chromosome 7 of DBA/2J. Fortunately the B6.D2.7D mice, as they are referred to now, do contain the genetic locus (Qivr7) that we had previously identified. Next we produced several homozygous mice B6.D2.7D mice and established a colony. Finally, we have infected a large number of female and male B6.D2.7D
mice with $10^4$ EID$_{50}$ of HK213 virus. The morbidity and mortality of the B6.D2.7D mice was not significantly different from the wild type control animals (Table 3).

Table 2: Weight loss and Mortality in B6.D2.17D mice after inoculation with A/Hong Kong/213/03 virus

<table>
<thead>
<tr>
<th></th>
<th>Dose (EID$_{50}$)</th>
<th>Mortality</th>
<th>Morbidity (% weight loss after infection)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Day 4</td>
</tr>
<tr>
<td>Female</td>
<td>C57BL/6</td>
<td>10$^4$</td>
<td>8</td>
</tr>
<tr>
<td>B6.D2.17D</td>
<td>10$^4$</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td>Male</td>
<td>C57BL/6</td>
<td>10$^5$</td>
<td>16</td>
</tr>
<tr>
<td>B6.D2.17D</td>
<td>10$^5$</td>
<td>50</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 3: Weight loss and Mortality in B6.D2.7D mice after inoculation with A/Hong Kong/213/03 virus

<table>
<thead>
<tr>
<th></th>
<th>Dose (EID$_{50}$)</th>
<th>Mortality</th>
<th>Morbidity (% weight loss after infection)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Day 4</td>
</tr>
<tr>
<td>Female</td>
<td>C57BL/6</td>
<td>10$^4$</td>
<td>27</td>
</tr>
<tr>
<td>B6.D2.7D</td>
<td>10$^4$</td>
<td>18</td>
<td>94</td>
</tr>
</tbody>
</table>

Novel H5N1 phenotype

While we have worked hard to identify the genes and their polymorphisms in previously identified influenza loci (Qivr) associated with death after HK213 virus infection, we have also started testing BXD strains for a second H5N1 phenotype. As reported in the Journal of Virology paper in 2009 from our group (Boon et al.), DBA/2J and C57BL/6J mice differ considerably in their response to influenza virus infection with very low LD$_{50}$ values, high influenza titers and excessive production of pro-inflammatory mediators in the DBA/2J mice. High viral titers and production of pro-inflammatory cytokines are hallmarks of H5N1 infection in humans. Therefore we aimed to identify the genetic locus associated with increased production of pro-inflammatory mediators TNF$\alpha$, CCL2 and IFN$\alpha$ 48 hours after inoculation with H5N1. A total of 43 BXD strains were analyzed for the production of pro-inflammatory mediators and compared to the parental DBA/2 and C57BL/6 mice (Figure 1).

Preliminary QTL analysis using the free online QTL analysis tool at www.genenetwork.org, has indicated that a locus on Chromosome 6 is responsible for a significant portion of the observed phenotype for all three inflammatory mediators tested. Two other QTL's, one on chromosome 1 and another on chromosome 12, are considered suggestive. Interestingly, the locus on chromosome 12 contains the Ahr gene which is known to differ between C57BL/6 and DBA/2J mice.

Future work will concentrate on identifying the gene on chromosome 6 responsible for the excessive production of pro-inflammatory mediators. Based on additional work in the laboratory, we hypothesize that it is the higher viral load in DBA/2J mice that is initiating this difference in cytokine production and therefore the gene under investigation is likely to influence the replication dynamics of the virus. To validate the result, we have initiated the production of a congenic mouse line containing chromosome 6 of C57BL/6 mice on a DBA/2 background. Compared to the parental DBA/2J mice, the congenic strain will likely produce lower amounts of TNF$\alpha$, CCL2 and IFN$\alpha$. 
Figure 1: Production of pro-inflammatory cytokines 48 hours post inoculation with Highly pathogenic H5N1 influenza A virus. The production of IFNα (top), TNFα (middle) and CCL2 (bottom) in 43 different BXD lines and the parental DBA/2, C57BL/6 plus the F1 strain. The red bars indicate (from left to right) C57BL/6, B6D2F1 and DBA/2J. Fewer strains were tested for the production of IFNα.
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1. **Seminar** at University of Maryland, College Park, MD, March-2010, “H5N1 pathogenesis and the role of host genetic diversity”
2. **Oral presentation** at the BXD world meeting in Braunschweig, Germany, 2009, “H5N1 pathogenesis and the role of host genetic diversity”.
3. **Seminar** at Washington University School of Medicine, St Louis, MO, Feb-2010, “H5N1 pathogenesis and the role of host genetic diversity”.
4. **Seminar** at St Louis University, Infectious Disease Research Conference, St Louis, MO, April 2011, “H5N1 pathogenesis and the role of host genetic diversity”.
5. **Seminar** at Emory University, Microbiology and Molecular Genetics Seminar, Atlanta, GA, October 2011, “H5N1 pathogenesis and the role of host genetic diversity”.
6. **Seminar** at Washington University School of Medicine, Department of Medicine, Division of Pulmonary Medicine, Lung Biology and Genetics conference, St Louis, GA, April 2011, “H5N1 pathogenesis and the role of host genetic diversity”.
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1. Abstract at the BXD World meeting in Braunschweig, Germany, 2009, “H5N1 pathogenesis and the role of host genetic diversity”.
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Conclusions

- B6.D2.11D mice are possibly more susceptible to H5N1 influenza A virus with an increase in weight loss during the resolution phase of the infection.
- B6.D2.17D mice display no obvious phenotype upon inoculation with H5N1 virus.
- B6.D2.7D mice display no obvious phenotype upon inoculation with H5N1 virus.
- DBA/2 produce significantly higher amounts of pro-inflammatory cytokines TNFα, CCL2 and IFNα compared to C57BL/6 mice.
- Forty-three BXD strains have been tested for the production of pro-inflammatory cytokines 48 hours post inoculation with HK213 H5N1 virus.
- A significant QTL associated with the early production of pro-inflammatory cytokines has been identified on chromosome 6.
Leishmania major project

We have successfully used the BXD resource to study the host response to *Leishmania major* (*Lm*), a protozoal parasite that causes an inflammatory disease in mice similar to cutaneous leishmaniasis in humans. We determined the optimal parasite dose (1x10⁶), host gender (female), age (7-9 weeks) and optimal time (3 weeks post-infection) for reproducible and robust analysis of pathology and immune response. Using these parameters, we measured a minimal informative set of phenotypes as shown in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Phenotypes measured</th>
<th>Frequency</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>clinical score (footpad swelling)</td>
<td>weekly</td>
<td>over 8 weeks</td>
</tr>
<tr>
<td>pathogen score (parasite burden in feet)</td>
<td>once</td>
<td>3 weeks</td>
</tr>
<tr>
<td>ex vivo cyto/chemokine expression (popliteal LN)</td>
<td>once</td>
<td>3 weeks</td>
</tr>
<tr>
<td>ex vivo cyto/chemokine expression (cardiac blood)</td>
<td>once</td>
<td>3 weeks</td>
</tr>
<tr>
<td>myelo/lymphoid immunophenotype (popliteal LN)</td>
<td>once</td>
<td>3 weeks</td>
</tr>
<tr>
<td>gene expression profile (popliteal LN)</td>
<td>once</td>
<td>3 weeks</td>
</tr>
</tbody>
</table>

The clinical course we observed was consistent with published reports [1, 2], with DBA/2 being more clinically resistant than C57BL/6. In contrast to the differential clinical course, parasite burdens were similar between the BXD parental strains, highlighting distinct underlying mechanisms, and suggesting that differences in the inflammatory response to *Lm* might be responsible for the contrasting clinical outcomes. In support of this interpretation, draining popliteal lymph node cellularity was significantly higher in C57BL/6 versus DBA/2.

To investigate the nature of the differential cellularity exhibited by DBA/2 and C57BL/6 in response to *Lm* infection, we performed FACS analysis of draining popliteal lymph node cells.

**Figure 1.** Correlation between CD19+MHC-II+ B-cells and clinical score (footpad swelling) depicted as the frequency and absolute number of indicated cell types in the popliteal lymph node.
We found that the number of MHC class II+, CD19+ B cells was significantly elevated in C57BL/6 versus DBA/2, accounting for the majority of the cellularity difference (Figure 1). The correlation between draining popliteal lymph node B cell abundance and clinical score has been noted previously and is thought to relate to the antigen presentation function of B cells [3, 4]. Thus, the hypothesis neutral BXD approach we have employed has succeeded in uncovering a key biological process validated by independent experimental evidence. We are now attempting to genetically dissect the molecular role of B cells in determining clinical outcome to Lm.

Although, parasite burden did not differ significantly between the parental strains, variation did exist among the BXD strains. Thus, we sought to determine whether popliteal lymph node cells exhibit additional differences that could potentially explain the differential parasite burdens exhibited by infected BXD mice. To accomplish this we used a Milliplex bead assay to measure cytokine and chemokine content in supernatants of 48-hour popliteal lymph node cultures. Indeed, GCSF level was found to be strongly correlated with parasite burden (Figure 2).

Figure 2. Correlation between GCSF level and parasite burden.
As was the case with clinical score and B cell abundance, the correlation between GCSF level and parasite burden had also been noted previously [5, 6]. In this case, the evidence suggested that neutrophils mobilized to the site of infection by GCSF ingest parasites and transmit them intact to macrophages wherein they replicate and from which they eventually spread. Thus, the hypothesis neutral BXD approach has succeeded again in uncovering another key biological process that has been validated by independent experimental evidence.

Furthermore, analysis of the data in Gene Network reveals 2 suggestive loci regulating parasite burden (Figure 3). Although neither QTL interval contains the gene for GCSF, we hypothesize that the activities that map to each QTL will act in the GCSF/neutrophil/macrophage axis.

![Figure 3. QTLs regulating parasite burden. Note suggestive QTLs on chromosomes 12 and 15.](image)

**Key Research Accomplishments**
- Identified 2 suggestive loci regulating parasite burden.
- Identified one strong statistical correlation between ex vivo popliteal lymph node GCSF expression level and parasite burden.
- Identified one strong statistical correlation between popliteal lymph node B cell abundance and footpad swelling.
- Based on (2) and (3) above, we have determined that assessment of key phenotypes on as few as 30 BXD mice is sufficient to rapidly triangulate essential host immune features underlying clinical presentation and pathogen score (draining lymph node B cell abundance and GCSF level, respectively). The causal connections underlying statistical correlations unearthed in our analysis have been elucidated experimentally in multiple independent scientific reports [1-6]. Thus, our study serves as a proof of principle demonstration of the power and utility of the BXD resource (combined with appropriate phenotypic measures) to rapidly identify key features of the host response to a given infectious pathogen. An added benefit is the concomitant identification of genetic loci that regulate the uncovered features.

**Reportable Outcomes**
None
Conclusions
Though currently based on the analysis of up to 30 BXD strains (1-5 mice/strain), our analysis has sufficed to reveal two key correlations that previous more conventional studies have shown to be causal [1-6]. Our data indicate that clinical score (footpad swelling) is strongly correlated with B cell abundance in the draining popliteal lymph nodes. Further, they show that parasite burden is strongly correlated with popliteal lymph node GCSF level. Thus, our data reveal the power of the BXD approach to rapidly focus attention on key immunological parameters controlling the host response to a given infectious pathogen.
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**BXD strains colony for the DoD select agents**

We maintained more than 500 cages for the DoD including most of the JAX BXD strains and all of the UTHSC strains. We are developing another 80 new BXD strains. Of these new strains, ~46 new strains have passed the 10th generation of inbreeding, and two strains (BXD113 and BXD125) have been inbred. We have genotyped all of the 80 new BXD strains with 50 UTHSC BXD strains together using GeneSeek SNP array at about 8000 SNPs density. Many alleles have showed homozygosis for most of the strains and therefore could be used to validate genetic modulators for some selected phenotype or gene expression.

**Pathogen profiling**

We have sequenced the genomes of 16 different strains of *Burkholderia*. DNA isolated from these samples was used to prepare barcoded fragment libraries for the Ion Torrent PGM. After preparation, the libraries were quantified by pooling and running a PGM 314 chip (~500,000 reads). The barcode quantification from this chip was then used to pool the libraries equally for a run on a PGM 318 chip (3.63M reads). The PGM platform is especially suited for this work due to speed of sequencing, low cost, and ease of use. Libraries can also be saved and re-sequenced on a relatively short time frame if the coverage is insufficient after the first run. Data collected here will be further analyzed.

**Infectious disease gene expression profiling and genetic mapping**

Over the last few years we have also generated and distributed a large number of immune related gene expression data sets that include spleens (109 strains), lung (57 strains), and T cells (33 strains). This data can be used to address central questions on the genetics of infection response, and to identify the candidate genes that confer susceptibility or resistance to infectious diseases. One example of candidate gene selection comes from spleen transcriptome-mapping data after oviduct infection with *Chlamydia*. The first step is to narrow down the list of candidate causal genes within a Quantitative Trait Locus (QTL)—a chromosomal region containing sequence variants strongly associated with phenotypic variation. For the oviduct infection study, a significant QTL has been mapped to distal chromosome 3 (Figure 1). There are more than 100 genes in this QTL region. We performed correlation analysis, expression QTL (eQTL) analysis, and co-localization analysis using spleen gene expression data above, and finally narrowed down candidate genes from 126 to 5. The expression of those 5 genes is significantly correlated with oviduct infection phenotype (P< 0.05), and the expression of each is cis-regulated (a gene variant located within or near the gene controls gene expression) with Likelihood ratio statistic (LRS) 17 and above (P< 0.05) (Table 1).
Table 1. Candidate genes for a QTL of oviduct infection

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Gene (Chr: Mb)</th>
<th>Expression</th>
<th>Max LRS</th>
<th>eQTL (Chr: Mb)</th>
<th>r</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lphn2</td>
<td>Chr3: 148.478819</td>
<td>8.55</td>
<td>55.4</td>
<td>Chr3: 148.26</td>
<td>-0.50</td>
<td>0.002</td>
</tr>
<tr>
<td>Syde2</td>
<td>Chr3: 145.651617</td>
<td>7.58</td>
<td>26.4</td>
<td>Chr3: 145.09</td>
<td>-0.59</td>
<td>0.000</td>
</tr>
<tr>
<td>Mcoln2</td>
<td>Chr3: 145.812797</td>
<td>9.78</td>
<td>25.6</td>
<td>Chr3: 144.42</td>
<td>0.35</td>
<td>0.037</td>
</tr>
<tr>
<td>Ttll7</td>
<td>Chr3: 146.606970</td>
<td>7.80</td>
<td>25.3</td>
<td>Chr3: 148.26</td>
<td>-0.43</td>
<td>0.008</td>
</tr>
<tr>
<td>Ankrd13c</td>
<td>Chr3: 157.610215</td>
<td>10.36</td>
<td>17.4</td>
<td>Chr3: 157.87</td>
<td>0.35</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Subsequent gene function and gene network analysis suggest that Syde2 is the strongest candidate gene. It may work with several other genes together to affect severity of oviduct infection.

In-house genomic sequencing of inbred mouse strains
We have recently completed the genomic sequencing of the DBA/2J strain at 100x coverage using both SOLiD and Illumina systems. We have generated ~150 Gb of well-aligned sequences (110 Gb using SOLiD and 40 Gb using Illumina GA2). All of the sequence data have been deposited in the NCBI Sequence Read Archive (SRA009489). We have combined these short sequences with the original Celera DBA/2J sequence (~1.3 x shotgun) (Mural et al, 2002) to produce a high quality consensus genome on a C57BL/6J reference genome framework (Church et al, 2009). Because both parental strains of the BXDs have now been well sequenced, we are able to generate a nearly comprehensive list of sequence variants that are segregating in the BXDs as common alleles. For example, we now have a list of approximately 5 million high quality SNPs, including 63 nonsense and ~11,000 missense mutations, 568K indels (2–10 nucleotides), 16K copy number variants (CNVs), and 600 inversions. The number of new SNPs that we have discovered roughly doubled the original set generated using Celera sequence. The DBA/2J genome has also recently been sequenced at 23x coverage by the Wellcome Trust as part of an effort to sequence 17 strains of commonly used inbred mice (Keane et al, 2011). Our higher coverage sequencing of the DBA/2J genome enabled us to call 0.6 million more SNPs compared to the Welcome Trust. For the first time, a nearly complete compendium of sequence variants is available for a large mouse cross—the BXD family of strains. This well-characterized genetic population provides a unique resource to study a wide variety of disease processes, including infectious-related diseases and phenotypes. We are currently sequencing 8 mate pair libraries, 2 of which have different insert sizes (1-2 KB), from select BXD strains. As a part of the “library complexity check” procedure, we sequenced a small portion of the library for BXD29 and BXD2 mice and found that greater than 95% of the reads have unique start positions when aligned against the reference genome.

Validation of sequence polymorphism between B6 and D2 mice.
To assess the validity of the coding SNPs, we performed conventional Sanger sequencing on all 63 nonsense mutations and 76 random selected missense mutations. This validation is designed to prioritize variants used for the reverse complex trait analysis below. For nonsense mutations, we obtained reliable Sanger results on 49 PCR products and confirmed that 42 are authentic with false positive rate of 14% (7/49). For non-synonymous mutations, we obtained 67 reliable PCR products and confirmed 63 with false positive rate of 6% (4/67).
Small indels in coding sequence can be highly disruptive, especially when they introduce frameshift mutations or extend the length of polyglutamine tracts in the protein product. Most small indels (98.74%) were in introns or intergenic regions, but 542 small deletions...
and 641 small insertions were in coding exons. The small coding indels are enriched of trinucleotides, which account for 32% of small coding deletions and 38% of small coding insertions. Of these small indels, a subset of 50 (28 deletions and 22 insertions) is predicted to result in frame shift mutations in roughly half of the BXD lines (Table 2). We randomly selected 40 frame shift mutations for conventional Sanger validation. Thirty-three primer pairs produced reliable PCR products, 27 out of which were validated, indicating that the false positive rate is about 18% (6/33).

Table 2. Validated frame shift mutations between the B6 and D2 genomes

<table>
<thead>
<tr>
<th>Chr</th>
<th>Start Position (bp)</th>
<th>Sequence</th>
<th>Indel type</th>
<th>Gene Symbol</th>
<th>Entrez GeneID</th>
<th>Exon #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49,310,932</td>
<td>GAGAGAGAGAG</td>
<td>INS</td>
<td>C230029F</td>
<td>24Rik</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>171,252,513</td>
<td>TT</td>
<td>INS</td>
<td>Adamts4</td>
<td>24,913</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>35,043,207</td>
<td>TA</td>
<td>DEL</td>
<td>Hc</td>
<td>15139</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>87,949,277</td>
<td>A</td>
<td>INS</td>
<td>Olf1156</td>
<td>258814</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>126,737,553</td>
<td>TGTATGTA</td>
<td>INS</td>
<td>Usp8</td>
<td>8492</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>41,742,027</td>
<td>T</td>
<td>DEL</td>
<td>Sclt1</td>
<td>67161</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>133,002,550</td>
<td>TGCCGTGTTGAGA</td>
<td>INS</td>
<td>Gstcd</td>
<td>67553</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>117,070,923</td>
<td>T</td>
<td>DEL</td>
<td>Elf2b3</td>
<td>1867</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>38,300,289</td>
<td>G</td>
<td>DEL</td>
<td>Otp1</td>
<td>2196</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>96,828,404</td>
<td>GTAG</td>
<td>DEL</td>
<td>Anxa3</td>
<td>11745</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>131,476,702</td>
<td>G</td>
<td>INS</td>
<td>Auts2</td>
<td>319,974</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>5,272,293</td>
<td>A</td>
<td>INS</td>
<td>Pon2</td>
<td>3,326</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>131,221,840</td>
<td>AGAAATCCAC</td>
<td>INS</td>
<td>Klra2</td>
<td>16,633</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>135,225,279</td>
<td>AGCAGGGC CAGCAGCACTGGGA AAGGGGAAGAGA</td>
<td>INS</td>
<td>8430419L</td>
<td>74525</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>16,336,830</td>
<td>GATTAGAGAGA</td>
<td>INS</td>
<td>Sae1</td>
<td>56,459</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>33,737,360</td>
<td>T</td>
<td>DEL</td>
<td>Abpz</td>
<td>2339</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>107,590,404</td>
<td>T</td>
<td>DEL</td>
<td>Olfml1</td>
<td>244198</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>4,275,857</td>
<td>T</td>
<td>DEL</td>
<td>Pdgfrl</td>
<td>68,797</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>41,309,537</td>
<td>C</td>
<td>DEL</td>
<td>Pcm1</td>
<td>18,536</td>
<td>25</td>
</tr>
<tr>
<td>8</td>
<td>114,133,648</td>
<td>G</td>
<td>DEL</td>
<td>Nudt7</td>
<td>67528</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>32,728,881</td>
<td>A</td>
<td>DEL</td>
<td>Ets1</td>
<td>23871</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>65,280,130</td>
<td>G</td>
<td>DEL</td>
<td>Cilp</td>
<td>214425</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>21,484,709</td>
<td>A</td>
<td>INS</td>
<td>Zkscan4</td>
<td>544922</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>51,039,518</td>
<td>T</td>
<td>INS</td>
<td>Rnase9</td>
<td>32841</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>83,158,786</td>
<td>GGGCTTGGTGAGG</td>
<td>INS</td>
<td>Cyb5r3</td>
<td>19754</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>64,926,926</td>
<td>T</td>
<td>DEL</td>
<td>Htr1f</td>
<td>15,557</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>47,391,015</td>
<td>GG</td>
<td>INS</td>
<td>Guca1b</td>
<td>17477</td>
<td>3</td>
</tr>
</tbody>
</table>
Reverse complex trait analysis of immune system function

Genetic mapping usually proceeds through a forward genetics approach, starting with a complex phenotype that varies across a population followed by identification of the genes and variants that caused the phenotypic variation. Reverse complex trait analysis (RCTA) is a novel reverse genetics method that starts with identification of the nascent sequence variants rather than with engineered alleles or mutagenized stock. After we generated ~100x whole-genome shotgun coverage of DBA/2J (D2) combined with publicly available sequence from the C57BL/6J (B6) strain, we were able to generate a nearly comprehensive list of sequence variants, and identify the downstream effects of those sequence variants using BXD strains. In the past few years, we have identified 5 M SNPs, 568K insertions and deletions (Indels), and thousands of inversions and copy number variants (CNVs) segregating among the 80 BXD strains. Recently we explored possible functional consequences of sequence and structural variants using a large data set of expression profiles from the BXD family, and tested the method of RCTA in immune system function. For example, there is a single non-synonymous SNP in Wdr26, a gene with an important role in innate immune responses through suppression of the MAPK signaling pathway. Expression mapping showed that Wdr26 is associated with a strong cis eQTL with an LRS of 40 in lung (Figure 2).

Expression levels of Wdr26 co-vary well (r = –0.7167, p = 0.0012) with T cell proliferation in the immune system (GN Trait ID 10237, Figure 3), a trait that maps very closely to Wdr26 with an LRS > 49. The human ortholog, WDR26, directly binds free Gβγ and forms a complex with endogenous Gβγ in T cells, attenuating chemotaxis in the T cells, which corroborates the function of Wdr26 in mouse. This example illustrates that the functional consequence of the single non-synonymous SNP in Wdr26 can be readily determined by RCTA.

The identification of sequence variants that modulate phenotypes is fundamental to our understanding of the genetic basis of both Mendelian traits and quantitative complex traits. RCTA could efficiently link sequence variants to novel phenotypes. Through RCTA we can efficiently discover
the downstream consequences of DNA polymorphisms on RNA expression and infectious related phenotypes in specific BXD strains using the high coverage genomic sequence data.
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Modeling core – Construction of gene network models

Introduction

The primary objectives of the modeling group were (1) to develop tools for systems genetics analysis of infectious disease and (2) to use these tools to create network models that enhance understanding of responses to specific diseases or gene regulatory networks. Our work to meet the first objective culminated in the creation of the Bayesian Network Webserver \((BNW, \text{http://compbio.uthsc.edu/BNW})\), while we have utilized BNW and related methods to investigate variation in responses to infection to \textit{Chlamydia psittaci} and in expression of immune-related genes within the BXD panel of recombinant inbred mice.

Body

A. The Bayesian Network Webserver

We developed the \textit{Bayesian Network Webserver (BNW, http://compbio.uthsc.edu/BNW)}, a comprehensive web-based tool for network modeling of systems genetics data. In addition to allowing our group to quickly generate network models linking genotype with gene expression traits and phenotypes after pathogen infection, \textit{BNW} will be a valuable and accessible tool for network modeling by the larger research community. While Bayesian networks have been applied to many biological data sets, their widespread use has been limited by a lack of easy-to-use and comprehensive resources for creating and analyzing models. Successful Bayesian network modeling requires the integration of several distinct steps, ranging from structure learning to using models to create testable hypotheses. \textit{BNW} integrates software we developed and used for network modeling datasets related to this grant, but is designed to be automated enough for use by researchers new to network modeling and flexible enough to be applied to a wide variety of data sets.

Steps in Bayesian network modeling:

Structure learning. The first step in Bayesian network modeling of a dataset is structure learning, or identifying which directed edges between variables (nodes) should be included in the network to represent the conditional dependencies observed in the data. As performing exhaustive searches during structure learning is an NP-hard problem, structure learning is often the most computationally intensive part of Bayesian network modeling. To reduce the speed of structure learning, \textit{BNW} integrates several recent improvements in structure learning algorithms, allowing for an exhaustive search for hybrid networks containing as many as 19 variables within 2 minutes. Structure learning in \textit{BNW} can be broken down into three main steps: calculating local network scores, determining the highest scoring global network structures, and, depending on user settings, performing model averaging over high scoring structures. The score of a local structure in a Bayesian network considers how well a node is explained by its immediate parents. To begin structure learning in \textit{BNW}, we calculate all possible local scores by performing an exhaustive search of local structures given the structural constraints specified by the user. \textit{BNW} uses a scoring metric that allows for the use of hybrid datasets through the use of conditional Gaussian distributions (1). After calculating local scores, \textit{BNW} performs a search for the \(k\)-best global optimal structures, using a user-specified value of \(k\) (9, 10).

Model averaging. The Bayesian score metric inherently handles the problem of overfitting data to complex models (8). However, selecting a single best network model and ignoring all other models may still lead to over-fitting the data. Model averaging can be used to reduce this risk (2). An indicator function \(f\) is defined as: if a network \(G\) has the feature (here a feature is a directed edge representing a regulatory relationship), \(f(G) = 1\), otherwise, \(f(G) = 0\). The
posterior probability of a feature is \( P(f(G) \mid D) = \sum f(G) P(G \mid D) \). This probability reflects our confidence in the feature \( f \). The posterior probability of a feature can be estimated by averaging over the high scoring models visited during the search. We currently use model averaging when performing structure learning of small networks after exhaustive searches in BNW.

Parameter learning. We will use maximum likelihood to estimate the parameters of the conditional probability distributions (CPDs) by computing statistics from the data samples. The local conditional probabilities can be parameterized using finite mixture models, which are flexible methods for modeling complex probability distribution functions, and the EM algorithm to find the maximum likelihood estimates of the parameters of the CPDs. BNW currently uses the BayesNet Toolbox (6) to automatically perform parameter learning after structure learning and displays each discrete node as a bar chart and each continuous node as a line chart using Google Charts APIs.

Prediction after observed evidence and external intervention. To predict the effects of genetic and transcriptional variations/interventions with network models, we compute the probability distribution of the molecular traits, conditional on known evidence (e.g. the QTL genotype and/or gene expression level). The joint probability represented by a Bayesian network is given by the chain rule. Bayesian network models can be used to for predictions in two ways. First, networks can predict how observing evidence of some variables in the network impacts other network variables. For example, if a network model connecting genotype and gene expression was learned using a set of mouse strains, it could be used to predict gene expression for a new set of strains. The genotype for each of the new set of strains could be used as observed evidence when testing the predictions of other variables by the network. Bayesian networks can also be used to predict the effects of external interventions, which change not only the predicted values of nodes in the networks but also the network structure by removing the dependence of the intervened node on its parents.

Use of the Bayesian Network Webserver

From the BNW homepage (Figure 1), users can select one of two options for network modeling of their data sets. First, they can select “Learn a network model from data”, allowing them to upload a file containing a dataset, learn the structure and parameters of the network from the data, and investigate predictions of the network. Alternatively, they can select “Make predictions using a known structure”, allowing them to upload a file containing a network structure and a separate file containing the data, learn the network parameters from the data, and then examine network predictions. A file containing the network structure can be downloaded from BNW after structure learning, allowing users to skip the structure learning step if they wish to investigate the same network during a return visit to the site.
After clicking "Learn a network model from data" on the **BNW** homepage, users upload a file containing their data. They then select whether they want to add any constraints when performing structure learning. The addition of constraints reduces the computational complexity of structure learning, aiding users in identifying biologically meaningful networks and allowing structure learning to be performed more quickly. Users who want to add structural constraints are presented with a structural constraint graphical interface built using HTML5 (**Figure 2**). The structural constraint interface is separated into three sections: a section for grouping nodes into different tiers, a section for specifying the interactions that are allowed within and between tiers, and a section for creating lists of specific required or banned directed edges. For genetic networks, the genetic causality identified by QTL mapping can be used as constraints in network modeling. For a set of genes regulated by a set of common QTLs, variables can be separated into a tier of genotype, a tier of cis-regulated genes, and a tier of trans-regulated genes using the **BNW** structure learning constraint interface. Then, restrictions can be added to ensure that: 1) QTL genotypes have no parents; and 2) trans-regulated gene expression traits cannot be the parents of cis-regulated genes. For nodes connecting QTL genotypes, gene expression traits, and phenotypes, we can add restraints that prevent phenotype nodes from being the parents of gene expression traits, as shown in **Figure 2**. Specific banned or required edges can be added to the network to include knowledge gained from previous experiments.

After structure learning or entering a structure file, **BNW** automatically performs parameter learning and displays the network with discrete variables presented as bar charts and continuous variables as line charts (**Figure 3A**). **BNW** provides two modes for making predictions with the networks, an Evidence mode and an Intervention mode, that can be selected using a button at the top of webpage. User interaction with **BNW** for each mode is the same: the user simple clicks on one of the charts in the network and a pop-up window prompts users to enter a value for the variable. **BNW** then automatically calculates how the entered value impacts the network and displays the new predicted values for each variable. For both modes, the variable

---

**Figure 2** Screenshot of the **BNW** structural constraint interface.

**Figure 3** (A) Example of a network containing one discrete and four continuous variables after structure and parameter learning. (B) Use of the Evidence mode to predict the values of gene expression traits and phenotypes for samples with Genotype in state 2. (C) Use of the Intervention mode to predict how experimental intervention that removes Gene1 from a system impacts other variables in the network.
with the entered value is outlined in red and the new distributions are shown in red. As external intervention removes the dependence of a variable on its parents, the network structure may change when in the Intervention mode and only those variables downstream of the intervened variable will be impacted by the intervention. Figures 3B and 3C show screenshots of BNW after entering data in Evidence and Intervention modes, respectively. For both cases, the entered value has a large impact on the predictions of the network.

We have included several features to help make BNW easy to use. First, the Help page provides detailed descriptions of the features of BNW, such as the structure learning constraint interface, and simple guidelines for formatting input data files. To aid users in selecting a structure learning method, the Help page also provides descriptions of the different methods as well as the network sizes that are appropriate for each method. Second, we include example workflows that take users through a step-by-step tour of features of BNW. Finally, each of the structure learning methods includes a sample dataset, allowing users to play with the interactive features of BNW.

Network modeling of *Chlamydia psittaci* infection

The C57BL/6J (B6) and DBA/2J (D2) strains of mice have a differential susceptibility (difference in 100% lethal dose > 100,000 fold) to infection with *Chlamydia psittaci*; however, the specific molecular mechanism through which the genotype impacts disease status is unknown (5). To elucidate the pathways that connect Ctrq3 genotype with disease outcome, we created a Bayesian network model including three levels of systems genetics data: (1) Ctrq3 genotype, (2) intermediate immune-related phenotypes, including quantitative variables associated with cytokines, macrophages, neutrophils, and pathogen load, and (3) disease status as quantified by the ratio of weight 6 days after infection to weight at the time of infection. The first step in our analysis was to determine which intermediate phenotypes to include in the model. Data for 32 cytokines, pathogen load, levels of macrophages and neutrophils, and macrophage activation status (MAS) were collected for 40 BXD strains infected with *Chlamydia psittaci*. We used two tools, correlation network analysis and QTL mapping, in the GeneNetwork web server (www.genenetwork.org) to determine which of these variables were associated with disease status. We found that many cytokines were highly correlated with each other, but had little association with diseases status (Figure 4). Disease status (weight) was
associated the level of the G-CSF cytokine, the level of neutrophils, pathogen load, and MAS. As expected, disease status was controlled by a QTL at Ctrq3. Neutrophils, load, and MAS also had significant QTLs at this location, but G-CSF did not (Figure 5). To further investigate the influence of the genetic polymorphisms at Ctrq3, we analyzed the expression pattern of the IRGM2 protein, an innate immune gene in the family of immunity-related GTPases located at Ctrq3, and found that it had two distinct isoforms that were highly correlated with Ctrq3 genotype. We also investigated the protein expression level of IRGB10, but found that it did not correlate with weight. Of the 40 BXD strains studied, there was no discrepancy between the Ctrq3 genotype and IRGM2 expression pattern. We, therefore, selected 5 variables to include in the Bayesian network model: genotype at Ctrq3/IRGM2 protein expression pattern, neutrophil level, pathogen load, MAS, and weight ratio.

Bayesian network modeling was performed using the methods outlined in the previous discussion of BNW. The network (Figure 6A) was constructed from data for C57BL/6J and 40 BXD strains using one discrete node, representing the Ctrq3 genotype and IRGM2 protein expression pattern, and four continuous nodes (neutrophils, C. psittaci load, macrophage activation status, and the ratio of the weight of the mice 6 days after infection to the weight before infection), which were modeled with conditional Gaussian distributions. Leave-one-out cross validation was also used to test the performance of the hybrid Bayesian network. For each test strain, parameter learning of the remaining 40 strains and inference was performed with the Bayes Net Toolbox with a maximum likelihood approach. To evaluate the quality of the continuous predictions, we used the $Q^2$ parameter (3), which is given by:

$$Q^2 = 1 - \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$

where $y_i$ is the value of the $i$th sample, $\hat{y}_i$ is the predicted value of the $i$th sample, and $\bar{y}$ is the
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Figure 6 Bayesian network (BN) modeling of C. psittaci infection. (A) Structure of the BN. The number next to each directed arc of the BN indicates the confidence in the arc after model averaging, with higher numbers indicating higher confidence. (B and C) Predictions of the BN as a function of genotype at Ctrq3. BXD strains with the susceptible (D) genotype at the IRG locus tend to have lower MAS and weights and higher levels of neutrophils and pathogen load. (D and E) Predicted effect of interventional depletion of macrophages on the predictions of the BN. External depletion of macrophages is predicted to cause a decrease in weight and increases in neutrophils and pathogen load. For panels B to E, a threshold was determined by averaging the mean value of strains with a B genotype and the mean value of strains with a D genotype for the original data sample. Then, the probability that the predicted value for each variable was greater than (High) or less than (Low) this threshold was calculated from the conditional Gaussian distributions learned from the BN for the original data and after macrophage depletion. Nodes with a yellow background have been assigned the value to represent data for only a given genotype and intervention on the MAS.
sample mean. The values of $Q^2$ for MAS, neutrophil level, pathogen load, and weight were 0.51, 0.59, 0.45, and 0.68, respectively. Additionally, we discretized the original data and the predictions from the leave-one-out-cross validation for each strain and used this discretized data to test the accuracy of the predictions. A threshold for each of the continuous variables was determined by averaging the mean value of the original data for all strains with the B genotype and the mean value for all strains with the D genotype. Then, the continuous variables for the original data and the predictions were classified as being either High or Low through comparison with these threshold values for each strain. The accuracy was then determined by dividing the number of predictions that matched the original data by the total number of strains. For MAS, neutrophil level, pathogen load, and weight, the accuracy was accuracy 85%, 93%, 80%, and 88%, respectively.

The structure of the Bayesian network model is presented in Figure 6A. We further investigated two of the relationships implied by the network. First, MAS is central to the model, implying that MAS directly influences neutrophils and pathogen load, and also indirectly impacts disease status. We can use the model to predict the effects of external interventions, such as depleting the level of macrophages and MAS. The intervention sets the value of the MAS node and relieves it from the influence of its parent node. Therefore, we predict the effects of macrophage depletion by removing the link Ctrq3/IRGM2 $\rightarrow$ MAS and setting MAS to the minimum value observed in the data used for parameter learning [action do (MAS = MIN), where MIN is the minimum observed MAS value]. The probabilistic inference of the effects of this influence was executed using the Bayes Net Toolbox. The model predicts that depletion of macrophages increases the levels of neutrophils and pathogen load and decreases weight (Figure 6 panels B-E). The magnitude of these changes is expected to be more significant in BXD strains with the resistant (D) genotype. We tested these predictions by performing chemical depletion of macrophages with clodronate before infecting B6 and D2 strains with C. psittaci. The results validated many of the model's predictions (Figure 7). In the D2 strain, depletion of macrophages increased neutrophil influx; and C. psittaci load and also induced a more rapid decline in weight. As predicted, in the resistant B6 strain, depletion of macrophages increased neutrophils and exacerbated the weight loss. These mice were moribund 5 days post-infection. In contrast to prediction, the B6 strain had decreased pathogen load after depleting macrophages. Pathogen load in the liver was
Figure 8 Genetic resistance and tolerance to Chlamydia infection in mice. Plot of weight change as a function of IFU for 197 BXD mice infected with C. psittaci. Mice with the susceptible D genotype at the Ctrq3 (open symbols) lose weight as pathogen load increases, while mice with the resistant B genotype at the Ctrq3 marker (filled circles) do not. The slopes of the linear regression lines for the B (solid line) and D (dashed line) data are significantly different (p = 0.02).

had a posterior probability of 0.64, while the same edge for strains with the B genotype had a posterior probability of only 0.16, indicating that weight change was dependent on C. psittaci load only for strains with the susceptible D genotype. The influence of load on disease outcome was much stronger for strains with the susceptible D genotype than strains with the resistant B genotype. Because of the genotype-specific switching between pathogen load and disease in the model, we expanded this analysis to 197 BXD mice and correlated the disease severity (weight) with pathogen load in individual mice according to the genotype at the IRG locus (Figure 8). Overall, mice with the B genotype had lower pathogen load compared to mice with a D genotype, although a considerable overlap existed. However, the mice with the B genotype were tolerant of increases in pathogen burden whereas mice with D genotype lost more weight with increases in pathogen burden as demonstrated by the differences in the slope of the load to weight linear regression lines (p = 0.02).

Network modeling of immune genes in the spleen of BXD mice
Gene expression in the spleen of young adult mice was profiled using the Affymetrix GeneChip Mouse Gene 1.0 ST array in a total of 108 strains, including 81 BXD strains. The data is freely available in the GeneNetwork website (www.genenetwork.org) and further details of the sample collection and processing are available at genenetwork.org/dbdoc/UTHSC_SPL_RMA_1210.html. To examine the expression of immune related gene in the spleen, we selected all 1249 genes with a ‘immune system process’ Gene Ontology annotation (GO:0002376). We then identified all probesets in the spleen gene expression dataset that target these genes. A total of 1421 probesets target these immune related genes, and this collection of probesets was used in all of the following analysis.

We performed gene expression quantitative trait locus (eQTL) mapping of the immune related genes using QTLReaper (www.genenetwork.org/qtlreaper.html) for the BXD strains. 414 of the probesets were associated with eQTLs with an LRS ≥ 15. We categorized these eQTLs into two groups: cis-eQTLs, in which the gene and associated marker were within 5 Mb, and trans-eQTLs, in which the gene and associated marker were separated by more than 5 Mb. We identified 140 cis-eQTLs and 274 trans-eQTLs. In general, the genetic variation that underlies a
cis-eQTL is believed to be found within the gene itself or otherwise directly impact the expression of the gene. Trans-eQTLs, in contrast, are thought to result from an indirect mechanism. For example, a genetic variant located within the promoter region of gene A (i.e., a cis-eQTL) may directly impact expression of gene A. If the expression of gene A, then, affects the expression of genes B and C, the genetic variant would also be in indirect factor (i.e., a trans-eQTL) that explains the variation in expression of genes B and C.

As we investigated the eQTL mapping results, we found that trans-eQTLs were not evenly distributed across the genome. While the density of trans-eQTLs across the majority of the genome was low, there were several loci that contained several trans-eQTLs. For example, only 2 genes had a trans-eQTL that mapped to Chr 1 from 0-138 Mb, while 9 genes had a trans-eQTL that mapped to Chr 1 from 138-161 Mb. We identified a total of 9 genomic locations containing at least one cis-eQTL and at least three trans-eQTLs for the selected immune related genes. These 9 locations are promising starting points for modeling of immune gene networks in the spleen. Here, we will focus our discussion on creating models for two locations: Chr 2 near 65 Mb and Chr 17 near 35 Mb.

**Modeling of impact of genetic variation on Chr 2 near 65 Mb:**

Our first gene network model will investigate the impact of genetic variations at Chr 2 near 65 Mb on gene expression of immune related genes. One gene, *Ifih1*, located at 62.4 Mb on Chr 2 was regulated by a cis-eQTL at this location (Figure 9), and 12 genes had a trans-eQTL with LRS $\geq$ 15 at Chr 2 between 62 and 68 Mb. The genes with trans-eQTLs were highly correlated with one another and with *Ifih1* (Figure 10). The first step in creating a Bayesian network model is selecting the variables to include in the model. We selected the BXD genotype at rs3664317 (63.9 Mb on Chr 2) and *Ifih1* expression as two variables to include in the network. We removed genes that had low LRS values, low expression, low variance across strains, or a small difference in expression between the parental strains of the BXD mice. Of the genes with trans-eQTLs, we selected *Ifit1*, *Oas1a*, and *Oas1g*.

We then used our Bayesian network modeling pipeline to learn the structure of the gene network model. We have described our structure learning method previously. Briefly, we perform model averaging of the posterior probability of possible features (i.e., directed edges) in the model over all possible models and include features with a posterior probability greater than 0.5 to include in the network. Our structure learning procedure allows for prior knowledge to be
included in the network by requiring that specific features are either included or excluded from the network structure. For example, if a regulatory relationship among genes is known, only network structures that include this relationship will be included in the network. Here, we prevented Ifih1, the cis-regulated gene, from being the child of any of the trans-regulated genes. Figure 11 shows the structure of the gene network model of the Chr 2 eQTL. Some interesting relationships can be observed in the structure of the network. First, the genotype at rs3664317 influences the expression of Ifih1 in all high scoring networks, as expected, but the genotype only influences the expression of the trans-regulated genes indirectly (i.e., Ifih1 masks the influence of the genotype on the trans-regulated genes). Additionally, the network shows that there is a strong influence of the expression of Ifih1 on Ifit1 and Oas1g on Oas1a. We performed parameter learning as described previously and assessed the model using leave-one-out cross validation. The values of $Q^2$ for predictions of the expression of Ifih1, Ifit1, Oas1g, and Oas1a using leave-one-out cross validation were 0.43, 0.66, 0.70, and 0.76, respectively.

**Modeling of impact of genetic variation on Chr 17 near 35 Mb:**
In contrast to the Chr 2 locus which contained only a single gene with a strong cis-eQTL, a locus on Chr 17 near 35 Mb contained several eQTLs for both cis- and trans-regulated immune related genes. Specifically, 17 and 15 probesets were regulated by cis- and trans-eQTL, respectively, located between 33 and 38 Mb on Chr 17 with an LRS > 15. The majority of the cis-regulated genes were related to the histocompatibility complex, including, for example, H2-K1, H2-Oa, and H2-Q6. Except for H2-Ea-ps, all of the cis-regulated genes were highly correlated with each other; H2-Ea-ps had higher expression in strains with the D allele at this locus, while the other H2 genes had higher expression in strains with the B allele. To reduce the amount of data needed to examine the cis-regulated genes and, potentially, reduce the noise in the data obtained from single probesets, we used principal component analysis tools that are available in the GeneNetwork to select the first principal component (PC1) of the H2 genes with cis-eQTLs at this locus, excluding H2-Ea-ps. PC1 had a highly significant eQTL at Chr 17 near 35 Mb, and we, therefore, used PC1 in our network modeling. While investigating the trans-regulated genes to select genes for use in building gene network models, we observed that 3 chemokine receptor genes (Cxcr3, Ccl19, Cx3cr1) had trans-eQTLs at Chr 17 near 35 Mb and included these genes in the model. Finally, we included rs13482958, which is located at 34.5 Mb on Chr 17, as the genotype node in the network. We used no restrictions when performing network structure learning. Figure 12 shows the structure of the gene network model for genes regulated by the Chr 17 locus. In contrast to the behavior found for the Chr 2 locus (Figure 11), the effect of the genotype at the locus on all
of the trans-regulated genes is not masked by the expression of the cis-regulated genes, as Ccl19 is the direct child of the genotype node. This result may be due to Ccl19 being influenced by a specific cis-regulated gene whose expression was not sufficiently captured by PC1. We performed leave-one-out cross validation to evaluate the network. The values of $Q^2$ for predictions of PC1, Ccl19, Cxcr1, and Cxcr3 were 0.69, 0.51, 0.46, and 0.38, respectively.

**Key Research Accomplishments**

Developed integrated method for Bayesian network structure learning, parameter learning, cross-validation, and prediction of effects of external interventions.

Implemented this method in the Bayesian Network Webserver, an easy-to-use tool for network modeling of systems genetics data

Created Bayesian network model connecting Ctrq3 genotype with disease status in BXD mice after infection with Chlamydia psittaci

Used the model to predict the effects of an external intervention, specifically macrophage depletion, and experimentally verified many of these predictions

Found that genetic influence on of Chlamydia disease in strains with the resistant D genotype was a function of both increased resistance to and tolerance of high pathogen loads

Created gene network models of immune-related genes in the spleens of BXD mice

**Reportable outcomes**

**Presentations**

1. **Poster presentation** at the UT-ORNL-KBRIN Bioinformatics Summit, Cadiz, KY, USA, 2010. Linking genotype to phenotype with Bayesian network modeling of Chlamydia infection.


**Publications**


5. Ziebarth J, Bhattacharya, A, Cui, Y. Bayesian Network Webserver: a comprehensive tool for biological network modeling. Submitted to Bioinformatics

**Website**

Bayesian Network Webserver (BNW http://compbio.uthsc.edu/BNW)
Conclusions

We have developed a comprehensive workflow for Bayesian network modeling of system genetics data and implemented this workflow in the Bayesian Network Webserver, to enabling network modeling for future investigation of responses to infectious diseases and other biological problems by our group, as well as the larger research community. We successfully employed the methods used in BNW to investigate differential susceptibility to infection with Chlamydia psittaci and differences in immune gene expression in BXD mice. We experimentally validated several of the predictions made by the Chlamydia model and, also, found that the resistant genotype was associated with both increased resistance to and tolerance of high pathogen loads after infection.
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Title H5N1 pathogenesis and the role of host genetic diversity

Authors Jacco Boon, Lu Lu, Robert Williams, Richard Webby

Text (max. 250 words)

Despite the prevalence of H5N1 influenza viruses in global avian populations, the number of human cases is comparatively few. Although viral factors almost certainly play a role in limiting human infection and disease, it is likely that host genetics contribute substantially. Indeed, a better understanding of the role of host factors in the infectious process is an important goal for controlling and treating infectious agents of all types. To investigate host factors in the context of influenza infection we determined the 50% mouse lethal dose (MLD50) of the H5N1 virus (A/Hong Kong/213/03 (HK213)) in sixteen inbred mouse strains. The maximum MLD50 differences between the strains were 5-logs for HK213. Disease severity following HK213 infection was associated with differences in replication kinetics and a higher production of pro-inflammatory cytokines. Recombinant inbred BXD strains, derived from DBA/2J (susceptible to infection) and C57BL/6 (resistant to infection) mice were utilized to map survival to 3 quantitative trait loci. Analysis of gene expression of lung tissue from infected and uninfected resistant and susceptible mouse strains identified several candidate genes as host components modulating the infectious process.
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Abstract

The BXD World
International Meeting on BXD Phenotyping
November 30 – December 1, 2009

Title : Genetic susceptibility to acute and chronic Chlamydia infection.

Authors Isao Miyairi, Lu Lu, Robert W. Williams, and Gerald I. Byrne.

Text (max. 250 words)

Reports suggest susceptibility to Chlamydia in animal models is dependant on the model being studied. We previously showed that two p47GTPases, Igib10 and Igim2 encoded on Chr11 (ctrq3) confer a 10000 fold difference in susceptibility to C57BL/6J and DBA/2J in an acute systemic (i.p.) Chlamydia psittaci infection model. Subsequent analysis of peak pathogen load and weight in BXD strains also reveal the ctreq3 locus in defining susceptibility. Twenty BXD strains that survive beyond the first week of infection were followed until 30 days post infection and their spleen weight and Chlamydia load was measured by quantitative PCR. Results reveal a 2.5 log fold variation in Chlamydia load. QTL analysis of Chlamydia load reveals a significant LRS of 33.57 at Chr17 corresponding to the MHC class II locus and suggestive LRS of 16.53 at both Chr9 and Chr11 (not ctreq3). Trait correlations of the load and spleen weight was significant at $r=0.855$ ($p=8.21E^{-17}$). Results demonstrate the important factor of timing in defining susceptibility factors to the dynamic process of infectious diseases.
The genotype of the host has been implicated in the severity of and susceptibility to influenza A virus infections. The exact mechanism and genetic polymorphisms responsible are currently unknown and require a systems biology approach to uncover. Earlier work on recombinant inbred BXD mice, derived from resistant C57BL/6 and susceptible DBA/2 mouse strains, identified three genomic loci, known as Qivr (QTL for influenza virus resistance), that were associated with resistance to severe highly pathogenic H5N1 disease and mortality. In a second genetic screen we used chromosomal substitution strains (CSS) derived from C57BL/6 and another susceptible mouse strain, A/J, in which a single chromosome of C57BL/6J is substituted with the homologous chromosome of A/J. Of the nineteen CSS strains tested, C57BL/6J-Chr. 4 A/J and C57BL/6J-Chr. 17 A/J were significantly more susceptible to highly pathogenic H5N1 influenza A virus than the parental C57BL/6J, indicating that genetic polymorphisms on these chromosomes are responsible for the increased susceptibility of A/J mice. The increased susceptibility of C57BL/6-Chr. 4 A/J mice was associated with higher virus titers at days 2, 7 and 9 post infection and increased expression of IFN-b1 and type I interferon induced proteins like Ptx3. To help identify the genetic polymorphism within the newly identified Qivr on Chr. 4, we have produced a series of congenic mouse strains containing C57BL/6 x A/J chimeras of chromosome 4. Preliminary analysis suggests that the polymorphism is located between 39 and 135Mb on chromosome 4. In conclusion, the application of systems biology to H5N1 pathogenesis has yielded significant results that will allow us to identify essential host proteins involved in resistance to severe influenza disease.
Role of inflammasome-dependent cytokines IL-1b and IL-18 during mouse lung infection with virulent *Francisella tularensis* SchuS4

Ivonne Ceballos-Olvera, Manoranjan Sahoo, James E. Bina, Mark A. Miller, and Fabio Re

Department of Microbiology, Immunology, and Biochemistry, The University of Tennessee Health Science Center, Memphis, TN 38163

*Francisella tularensis* (Ft), a gram-negative facultative intracellular bacterium, is the etiologic agent of tularemia and a category A bioterrorism agent. Several studies have shown that the innate immune response to Ft infection is primarily mediated by activation of TLR2, by bacterial lipoproteins, and of caspase-1, through the AIM2 inflammasome, leading to secretion of bioactive IL-1b and IL-18. However, most of these studies were conducted using attenuated *Francisella* strains while relatively few studies have examined the innate immune response to the virulent SchuS4 Ft strain. We have examined the role of the inflammasome and characterized the functions of the proinflammatory cytokines IL-1b and IL-18 in mice that were infected intranasally with either the attenuated LVS or the virulent SchuS4 strains of Ft. Our results show that IL-1RI-, IL-18-, and IL-1RI/IL-18-deficient mice are more susceptible to Ft infection than the inflammasome-deficient mice. This was likely due to inflammasome-independent generation of IL-1b and IL-18 in the lungs of infected mice. We also demonstrate that IL-18 plays a role in the very early phase of the infection through its induction of IFNg. The function of IL-1 appears to be required at later time points and is essential for development of a protective adaptive response mediated by Th17 cells.

Critical role of the NLRC4 inflammasome and IL-18 during mouse lung infection with virulent *Burkholderia pseudomallei*

Manoranjan Sahoo, Ivonne Ceballos-Olvera, James E. Bina, Mark A. Miller, and Fabio Re

Department of Microbiology, Immunology, and Biochemistry, The University of Tennessee Health Science Center, Memphis, TN 38163

*Burkholderia pseudomallei* (Bp), a Gram-negative flagellated bacterium that is capable of replicating in macrophages, is the etiologic agent of the disease melioidosis and a category A bioterrorism agent. Little is known about the interaction of Bp with the host innate immune system. It has been shown that TLR4 and TLR5 are activated during infection with Bp and that the type III secretion apparatus of Bp activates the NLRC4 inflammasome in vitro. However, the role of the inflammasome and of the proinflammatory cytokines IL-1b and IL-18 during melioidosis in mice has not yet been investigated. Here we showed that Bp infection of the lung leads to NLRC4-dependent production of IL-1b and IL-18. Mice deficient in the inflammasome components ASC, caspase-1, and NLRC4, but not NLRP3, were dramatically more susceptible to lung infection with Bp. Analysis of IL-1RI- and IL-18-deficient mice infected with Bp revealed that IL-18 is essential for survival. The primary role of IL-18 during melioidosis appears to be the induction of IFNg production. In contrast, the survival of infected IL-1RI-deficient mice was undistinguishable from that of wild type mice indicating that IL-1 does not play a prominent role in the pathogenesis of melioidosis.
Comparison of variant detection using whole genome sequencing of the DBA/2J mouse strain

Xusheng Wang\(^1\), Megan K. Mulligan\(^1\), Khyobeni Mozhui\(^1\), Lu Lu\(^1\), Zugen Chen\(^2\), Stanley F. Nelson\(^2\), William L. Taylor\(^1\), Robert W. Williams\(^1\)

1. University of Tennessee Health Science Center, Memphis TN 38163
2. University of California, Los Angeles CA 90095

**Introduction**

Next Generation Sequencing (NGS) technology is now widely used to detect sequence and structural variants. Here we ask how coverage depth and platform affect the rate of detection of major classes of variants.

**Results**

We generated ~58X coverage for the DBA/2J genome using Illumina GAII and HiSeq2000 systems and ~42X using ABI SOLiD. We used six paired end libraries with insert lengths from 200 to 4,000 bp, and aligned against the C57BL/6J genome. We detected 4.16 million SNPs using Illumina and 4.09 M using SOLiD, of which 3.38 M SNPs were common. Unshared SNPs were validated 93% of the time by resequencing with a total yield (~99.7% true) of 4.87 M between strains. Each platform detects an large cohort of unique SNPs (15% per platform). We detected 0.56 M and 0.22 M indels using Illumina and SOLiD, respectively. Only 0.11 M were common. Finally, we identified 5.600 and 8.800 structural deletions using Illumina and SOLiD or which only 1,223 were common. An analysis of Illumina subsamples at 10, 20, 30, 40, and 55X demonstrates that platforms can rapidly reach a premature SNP detection asymptote that cannot be overcome simply by higher coverage. Indel and CNV detection is more challenging and even at 100–120X we appear to be far from a “full disclosure” on sequence variants even in these two strains. As is true for SNPs, each platform detects unique and genuine subsets of indels and CNVs. This incompleteness problem is compounded by the fact that assembly is biased by using a C57BL/6J scaffold and limitations of approaches used to detect variants.

**Conclusion**

Sequencing data from multiple platforms with high coverage will be necessary for the next few years to extract the majority of variants, particularly large structural variants.

**Methods**

Genomic DNA was isolated from liver of two DBA/2J females. We sequenced DNA using ABI SOLiD and Illumina GAII and HiSeq2000 platforms. GA2/HiSeq2000 reads were paired-end 100 bp-long whereas SOLiD reads were mate-paired and 25 and 50 bp-long. We also generated an amplification-free Illumina sequencing library, which enables us much improve de novo assembly of GC-biased regions and thereby detect more variants.

**Mapping and alignment**

Reads were mapped to the C57BL/6J reference mouse genome (mm9) using MAQ and the SOLiD Corona Lite Pipeline for GA2 and SOLiD reads, respectively.

**Single nucleotide polymorphisms (SNPs) calling**

SNPs from GA2/HiSeq2000 data sets were identified by MAQ SNP calling with a minimal read depth of 3 and a minimum consensus quality scores of 30 (P < 10E-3). SNPs from SOLID data sets were also detected with a minimal read depth of 3 and a stringent confidence value of 0.5.

**Insertions and deletions**

Indels were detected by MAQs and ABI Corona pipeline for GA2/HiSeq2000 and SOLiD data sets, respectively. Large deletions (1 bp – 10 kb) and medium-sized insertions (1 – 86 bp) were detected using GA2/HiSeq2000 reads. Smaller insertions (1 – 11 bp) and deletions (1 – 36 bp) were detected using 50 bp SOLID reads.

**Copy number variants (CNVs)**

Copy number variants were analyzed using an event-wise testing (EWT) method that is based on read depth and significance testing. A common method was used for both platforms.

**Variants detection at different levels of coverage**

We generated 55X coverage using Illumina. We divided data into 10, 20, 30, 40 and 55X coverage—one by one—to detect SNPs, indels, and CNVs as described above. The sum of all variants detected using the combined 100X coverage was used as a reference against which subsamples were evaluated.
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Visualization of Intranasal Dosing Efficiency Using Luminescent *Francisella tularensis*

Mark A. Miller PhD, Himangi Jayakar PhD, Jyothi Parvathareddy, Xiaowen R. Bina PhD, James E. Bina PhD, University of Tennessee Health Science Center, Memphis, TN

OBJECTIVE: Administration of drugs, vaccine candidate, and/or pathogenic challenges to mice via the intranasal route is a widely used experimental procedure. However, there is a paucity of published literature describing the efficiency of intranasal dosing. We have hypothesized that a luminescent murine model of *Francisella tularensis* live vaccine strain (FTLVS) infection would allow visualization and evaluation of the efficiency of intranasal dosing.

STUDY DESIGN: FTLVS was transformed with a novel reporter plasmid (pXB173-lux) that constitutively expresses the *Photorhabdus luminescens lux* operon from a *Francisella* promoter. We evaluated the ability of FTLVS to retain the reporter plasmid when grown in the absence of antibiotic selection *in vitro* and *in vivo*. Individual bacterial colonies plated from either serially passaged broth cultures or the spleens of infected mice (over a five-day period), were scored for light production. We then used FTLVS bearing the luminescent reporter plasmid to determine the ideal bolus volume for intranasal delivery of liquid suspensions into the lungs. Mice were challenged with FTLVS-pXB173-lux (1 x 10⁶ CFU) in a total volume of 5 µl, 10 µl, 25 µl, or 50 µl of vehicle per nare. Whole-animal live IVIS imaging was then performed to visualize dissemination of luminescent bacteria in real-time.

RESULTS: Transformation of FTLVS with the pXB173-lux vector rendered FTLVS luminescent, and the vector was retained at a relatively high rate by the bacteria during both *in vitro* and *in vivo* growth. Dosing experiments using luminescent bacteria and IVIS whole-animal imaging yielded convincing visual evidence that intranasal administration of bacteria in volumes of 5-10 µl/nare initiated an upper airway infection but failed to efficiently deliver bacteria into the lungs. However, dosing in a volume of 25-50 µl/nare results in pulmonary delivery of the bacteria. These images also revealed that an upper airway infection with FTLVS failed to disseminate to the lungs.

CONCLUSION: Intranasal administration of mice with an FTLVS suspension in a dose volume of 5 µl/nare typically resulted in infection of the upper airways but very inefficient delivery into the pulmonary compartment. Efficient delivery of an FTLVS suspension into the lungs via the intranasal route requires a dose volume of approximately 25 µl/nare.
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Host Genetic Loci Correlating with Differential Innate Immune Responsiveness to *Acinetobacter baumannii* infection
Andrew Sneed, Jyothi Parvathareddy, Felicia D. Emery, Yan Cui PhD, Robert A. Williams PhD, and Mark A. Miller PhD, University of Tennessee HSC (Department of Microbiology, Immunology & Biochemistry)

Abstract

*Acinetobacter baumannii* has become one of the most important causes of nosocomial infections, and as such, this bacterial pathogen is of serious public health concern. Infections with this opportunistic organism are difficult to treat because *Acinetobacter* encodes a wide array of antibiotic resistance genes. Although *Acinetobacter* causes some maladies that are rather benign, it can also cause high morbidity/mortality illnesses that include pneumonias, wound infections, and bacteremic disease.

Our goal is to use a murine model of *Acinetobacter* infection to gain a better understanding of the interactions between this bacterium and its hosts. Preliminary studies revealed that *Acinetobacter* infection elicits phenotypically distinct innate immune responses in C57BL/6J and DBA/2J mice. Therefore, we decided to utilize a powerful mouse genetics resource (that was developed by Dr. Robert Williams and colleagues here at the UTHSC) to elucidate the host gene network that controls innate immune responses to *Acinetobacter*. This genetics resource consists of a panel of fully genotyped recombinant inbred mice that were derived from the C57BL/6J and DBA/2J parental inbred strains (commonly referred to as BXD mice) and a powerful array of complementary computer-based modeling approaches collectively known as the GeneNetwork. Using these resources, we have performed preliminary interval mapping that has identified a locus on chromosome 10 that appears to correlate with the differential recruitment of immune cells to the lungs following pneumonic infection with *Acinetobacter*. We have also identified a number of additional phenotypic differences in the innate immune responses produced by the parental mouse strains that can be used as readouts for interval mapping studies in BXD mice. These readouts include several cytokines that are differentially expressed in the lung compartment following infection. Preliminary studies using these readouts have identified genetic loci on chromosomes 6, 14, and 19 that correlate well with the production of several cytokines during the innate immune response to *Acinetobacter* infection.

These results form the foundation for work that will significantly increase our understanding of the interactions between *Acinetobacter* and its hosts. Moreover, these studies could facilitate a much better global understanding of the multifactorial events that result in innate immune cell recruitment to the lungs following pneumonic bacterial infection.
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Binding and activation of host plasminogen on the surface of \textit{Francisella tularensis}

Shawn R Clinton, James E Bina, Thomas P Hatch, Michael A Whitt, Mark A Miller*

**Abstract**

**Background:** \textit{Francisella tularensis} (FT) is a gram-negative facultative intracellular coccobacillus and is the causal agent of a life-threatening zoonotic disease known as tularemia. Although FT preferentially infects phagocytic cells of the host, recent evidence suggests that a significant number of bacteria can be found extracellularly in the plasma fraction of the blood during active infection. This observation suggests that the interaction between FT and host plasma components may play an important role in survival and dissemination of the bacterium during the course of infection. Plasminogen (PLG) is a protein zymogen that is found in abundance in the blood of mammalian hosts. A number of both gram-positive and gram-negative bacterial pathogens have the ability to bind to PLG, giving them a survival advantage by increasing their ability to penetrate extracellular matrices and cross tissue barriers.

**Results:** We show that PLG binds to the surface of FT and that surface-bound PLG can be activated to plasmin in the presence of tissue PLG activator \textit{in vitro}. In addition, using Far-Western blotting assays coupled with proteomic analyses of FT outer membrane preparations, we have identified several putative PLG-binding proteins of FT.

**Conclusions:** The ability of FT to acquire surface bound PLG that can be activated on its surface may be an important virulence mechanism that results in an increase in initial infectivity, survival, and/or dissemination of this bacterium \textit{in vivo}.

**Background**

\textit{Francisella tularensis} (FT) is a Gram-negative intracellular pathogen that is the etiological agent of a multisystemic disease with a high morbidity/mortality that is referred to as tularemia. The pneumonic form of tularemia is of particular concern because of the high mortality rate (up to 60%) following inhalation of as few as ten organisms [1-4]. \textit{Francisella} species are found throughout the Northern Hemisphere and infect a variety of vertebrate and invertebrate hosts [5,6]. Infections with FT can be contracted from blood sucking insects, such as the deer fly [5,7], mosquitoes [8,9], and ticks [5,7,10], and by open-wound contact with infected animal tissue [5,11,12].

Upon entry into a susceptible vertebrate host, FT is readily phagocytized by resident macrophages and dendritic cells and quickly escapes into the cytoplasm [13,14] where it multiplies. Late in its replicative cycle, FT induces apoptotic death of the host phagocyte, resulting in release of progeny bacteria that can infect new host cells. Recent studies have shown that significant numbers of FT are found in the acellular plasma fraction of mice infected intradermally or intranasally with either FT Live Vaccine Strain (LVS) (Type B) or FT Schu S4 (Type A) [15], and intranasally with FT novicida [16]. These findings suggest that, in addition to utilizing the intracellular cytoplasmic niche for replication and protection from humoral immunity, FT may also have a significant extracellular phase. Several studies have shown that deposition of host complement component C3 on the surface of FT is required for opsonophagocytosis by activating CR3 and CR4-mediated phagocytosis by macrophages and dendritic cells [14,17,18]. It is also known that FT is relatively resistant to complement-mediated lysis [19]. A recent report suggested that resistance of FT to membrane attack complex-mediated lysis may be due (at least in part) to its ability to bind to factor H from host plasma [20]. It is possible that the ability of FT to bind to factor
H and potentially to other host plasma components plays a significant role in its pathogenesis. It has been long established that a broad spectrum of both gram-positive and gram-negative bacterial pathogens gain a survival advantage by interacting with components of the host coagulation/fibrinolytic system in humans [21-24]. For instance, the ability to acquire surface-associated plasmin has been documented as an important virulence mechanism in Group A streptococci [25], Borrelia burgdorferi [26], and Yersinia pestis [27] by aiding in the organism’s ability to penetrate the extracellular matrix and to disseminate to distal sites in the host. Plasminogen (PLG) is a 92-kDa glycoprotein zymogen that is involved in fibrinolysis. This precursor protein is converted to an active serine protease (plasmin) by cleavage of the peptide bond between residues R560 and V561 in vivo via urokinase-type (uPA) and/or tissue-type (tPA) PLG activators. Plasmin has an important role in blood clot resolution because of its role in the degradation of fibrin polymers. Because plasmin has other substrates that include pro-collagenases, pro-metalloproteinases, and extracellular matrix proteins, such as fibronectin, laminin, and vitronectin, the ability of a bacterium to acquire surface-associated plasmin can result in an enhanced ability of the pathogen to penetrate the extracellular matrix and to disseminate to distal sites in the host [21,23,25]. In this report we show that PLG binds to the surface of FT in vitro and that surface-bound PLG can be converted to the active plasmin form. In addition, using a combination of Far-Western blotting analyses coupled with proteomic methodologies, we have identified several FT proteins that can bind to human PLG in vitro.

**Results**

**Binding of PLG from fresh human plasma to the surface of FTLVS**

We used an ELISA assay to determine that PLG in fresh frozen plasma (FFP) binds to FTLVS grown to mid-log phase in BHI (Figure 1). Binding was inhibited when ε-amino caproic acid (εACA), known to inhibit binding of PLG to lysine groups in proteins, was included in the incubation mixture. To help eliminate the possibility of non-specific binding of PLG due to its high concentrations in human plasma and also to rule out the contributions of other plasma proteins, we used purified human Glu-PLG (huPLG) and noted similar results to those observed when FFP was used (Figure 2A). We also found that huPLG binds to the highly virulent Schu S4 strain of FT at moderately higher levels than observed with FTLVS (Figure 2B). We confirmed that binding of huPLG to FT is a lysine-dependent interaction by showing that increasing concentrations of εACA can inhibit binding of huPLG to FTLVS in a dose-dependent fashion (Figure 3). When similar concentrations of glycine were used as an inhibitor control, no inhibition of huPLG binding was observed (data not shown). Confocal microscopic analyses suggested that huPLG binds to the surface of FT (Figure 4); however, it is possible that some of the staining observed was the result of huPLG penetration into the outer envelope of FT. Although is has been reported that culture media composition can have a significant impact of the surface properties and virulence characteristics of FTLVS [28], we observed no differences in the ability of PLG to bind to the surface of FTLVS grown in modified Mueller-Hinton medium vs. brain-heart infusion broth (data not shown).

**Plasmin activation on the surface of FT LVS in vitro by a PLG activator**

In other bacterial systems, surface-bound PLG can be converted to its proteolytically active plasmin form that contributes to the organism’s virulence [21-24]. To test whether huPLG bound to FTLVS can be converted to plasmin, we used a chromogenic plasmin substrate...
(H-D-Val-Leu-Lys-pNA) to detect proteolytic activity following the addition of tissue PLG activator (tPA) (Figure 5). We also found that plasmin on the surface of FT can break down fibronectin (Figure 6), suggesting that FT-bound plasmin can potentially participate in the degradation of extracellular matrices.

Identification of putative Francisella PLG-binding membrane proteins

We used Far-Western Blot methodology and mass spectrometry to identify potential PLG receptors in the Sarkosyl soluble and insoluble FTLVS membrane fractions (Figure 7). Sarkosyl is a weak anionic detergent in which many outer membrane proteins of Gram-negative bacteria are insoluble [29]. We transferred the Sarkosyl-treated proteins to a PVDF membrane and incubated the membrane with PLG and identified bound PLG by reaction with anti-PLG mAbs (Figure 7a). We used the relative migration rates of the reactive bands to identify the reactive proteins on a duplicate Coomassie-stained polyacrylamide gel (Figure 7b), which were then excised for proteomic analysis by mass spectrometry. Several prominent PLG-binding proteins were noted in the total membrane fraction of FTLVS, all but one of which was found in the Sarkosyl insoluble fraction (Figure 7b). The identity of the prominent proteins from this assay (Figure 7c) are the products of the following genes: FTL_1328 (outer membrane associated protein, fopA1), FTL_1042 (FKBP-type peptidyl-prolyl cis-trans isomerase family protein), FTL_0336 (peptidoglycan-associated lipoprotein), FTL_0421 (hypothetical lipoprotein, lpn-A), and FTL_0645 (hypothetical lipoprotein).

Discussion

Until recently FT has been considered an intracellular pathogen whose dissemination to tissues distal to the site of initial infection was highly dependent on its ability to survive within host macrophages. The observation that FT can be found in relatively high numbers in the acellular plasma fraction of its mammalian host [15,16] suggested that FT may have a significant extracellular component to its life cycle and that interactions between FT and one or more plasma proteins could contribute to its ability to disseminate within the host. There are a number of examples of bacterial pathogens that utilize interactions with host plasma components to enhance their ability to colonize and to penetrate the extracellular matrices of host cells/tissues. A wide range of bacterial pathogens (including Francisella) subvert the destructive mechanisms of the complement cascade by acquiring surface-bound complement control proteins [20,30-34]. Moreover, a number of Gram-positive bacterial pathogens including streptococcal spp. [35,36], staphylococcal spp. [37-40], and Bacillus anthracis [41,42],
Figure 4 PLG binds to the outer envelope of FT. Laser scanning confocal microscopy of PLG-associated FTLVS was performed as described in "Materials and Methods". Bound huPLG ligand was detected using sheep anti-human PLG antibody followed by incubation with Dylight-488 conjugated donkey, anti-sheep/goat IgG secondary antibody. Samples were visualized using a Zeiss LSM 510 confocal microscope.

Figure 5 FT surface-bound huPLG can be converted to plasmin. FTLVS was incubated with huPLG at a concentration of 96 μg/mL. After removal of unbound huPLG, a chromogenic plasmin substrate (D-VLK-pNA), tissue PLG activator (tPA), or both were then added to test the proteolytic ability of each sample preparation. Conversion of the chromogenic substrate was measured by comparison of Δ405 nm. The results shown are representative of 3 experiments of similar design. Bars indicate +/- SEM in triplicate. Statistical analysis was performed via one-way ANOVA using a Dunnnett’s Multiple Comparison post-test (*** P < .001).

Figure 6 Fibronectin is a substrate for plasmin bound to FT. FTLVS (10^9 CFU) were incubated with 100 μg of huPLG and 0.5 μg tissue tPA for 1 hour at 37°C. After removal of unbound huPLG and tPA, 3 μg fibronectin was added and allowed to incubate for 24 hours at 37°C. Supernatant from each preparation were separated by SDS-PAGE and transferred to PVDF membrane. Degradation of fibronectin was detected by Western blot analysis as described in "Materials and Methods".
as well as Gram-negative bacteria such as *Pseudomonas aeruginosa* [43] have been shown to augment their invasive capacity by interacting with fibrinogen, fibronectin, and/or PLG. *Yersinia pestis* is probably the best-characterized example of a pathogen that exploits the host fibrinolytic system to penetrate host tissues. *Yersinia* expresses a surface serine protease (designated Pla) whose substrates include several complement components, PLG, and alpha2-antiplasmin (the primary circulating inhibitor of plasmin). Pla also has adhesin activity and binds to laminin (a glycoprotein of mammalian basement membranes). Because Pla upregulates plasmin activity, and because laminin is a substrate of plasmin, *Yersinia* can very efficiently penetrate basement membranes of host tissues [for review, see Suomalainen et al. [44]]. Clearly, interaction with plasma components is a strategy that is used by many bacterial pathogens to gain a survival advantage within their hosts.

The goal of the studies described here was to determine whether FT has the potential to use the host fibrinolytic system (specifically PLG) to enhance its ability to penetrate/disseminate following infection of a mammalian host. Our results indicate that both FTLVS and FTSchuS4 are able to acquire surface bound PLG in vitro and that thiszymogen can be converted by a host-derived PLG activator into its active serine protease form (plasmin) while bound to FTLVS. The ability of PLG to bind its ligands typically involves its lysine-binding kringle domains. This specific interaction between PLG and exposed lysine residues can be inhibited with the lysine-analogue εACA and, to a lesser extent, with free lysine. Our findings revealed that binding of PLG to the surface of FTLVS could be inhibited by εACA in a dose-dependent fashion. Moreover, we showed that plasmin bound to the surface of FT could degrade fibronectin. This finding supports our hypothesis that the ability of FT to bind to serum plasmin may enhance its ability to penetrate extracellular matrices, enhancing its ability to disseminate in vivo.

Using a ligand-blotting technique coupled with proteomic methodologies we identified five FTLVS proteins that were able to bind to PLG, each of which are highly conserved among the various FT type A and B strains. Three of these proteins are lipoproteins (gene products of FTL_0336, FTL_0421, and FTL_0645). Two of the lipoproteins are unique to FT, while the third, peptidoglycan-associated lipoprotein (PAL), is highly conserved among gram-negative bacteria. The specific use of surface-exposed lipoproteins as receptors for host PLG is not unusual and has been well documented in other human bacterial pathogens, such as some members of the genus *Borrelia* and *Treponema*. Several members of the genus *Borrelia* use complement regulator-acquiring surface proteins (CRASP) to bind both PLG and complement factor H to aid in the ability of the organism to both disseminate and to resist innate immunity [45-50]. An additional example of a PLG-binding lipoprotein is OppA of *Treponema denticola*, which has been suggested to play a role in periodontal disease in humans [51]. With this in mind, there lies the possibility that lipoproteins of *Francisella* species may have the capacity to bind multiple host-derived proteins in addition to PLG.

Here we have shown that FT can bind to PLG and that surface-bound PLG can be activated by tPA to its proteolytic form (plasmin). The binding of PLG on the surface of FT could play a role in several phases of tularemia, including the initial entry into the host through insect bites and/or broken skin where active fibrinolytic processes would provide an early identification of putative PLG-binding proteins of FT. Sarkosyl-soluble and insoluble protein fractions of FTLVS were separated by SDS-PAGE and transferred to PVDF membrane. Membranes were then blotted with huPLG (3 ug/mL) followed by anti-PLG antibody and HRP-conjugated secondary antibody to detect PLG-binding proteins (Panel A). Protein bands on an identical Coomassie Blue-stained SDS-PAGE gel corresponding to those identified via blotting (Panel B) were excised and identified using proteomic methodologies (Panel C).
opportunity for FT to acquire proteolytic activity that might augment the establishment or dissemination of infection. During later phases of tularemia the acquisition of plasmin on the cell surface may contribute to its pathogenicity by degrading host innate effector molecules and extracellular matrix components. Based on the new report that FT-bound plasmin can degrade immunglobulins [52], as well as the established ability of FT to acquire surface-bound factor H [20], it also appears likely that FT uses plasma components to interfere with host humoral immune mechanisms throughout the course of FT infection. Future studies to identify additional plasma components that can be surface acquired by FT may uncover additional virulence mechanisms used by this pathogen during its extracellular life cycle.

Conclusions

FT interacts with at least two serum components (plasmin, and complement factor H), and it seems likely that FT also uses interactions with additional host serum components to gain a survival advantage. Our lab is examining FT interactions with additional targets, including fibrinogen and fibronectin, both of which are substrates for plasmin and are host components that are known to be exploited by numerous pathogens for adhesion to and penetration of extracellular matrix layers. The interaction of FT with host serum components may play a significant role in the survival and dissemination of this highly pathogenic bacterium. Gaining a better understanding of these interactions could be a critical step in the development of therapeutic and prophylactic interventions for tularemia disease.

Methods

Bacterial strains and culture

*F. tularensis* Live Vaccine Strain (FTLVs) was a kind gift of Dr. Karen Elkins (FDA, Bethesda, MD). FT Schu S4 was obtained from the CDC. All bacterial cultures were grown overnight in Brain-Heart Infusion broth (37 g/L, pH 6.8) from frozen stocks at 37°C with shaking to mid-log phase (OD$_{600}$ = 0.7) before use.

Reagents

Human fresh frozen plasma (FFP) was purchased from Lifeblood Mid-South Regional Blood Center (Memphis, TN). Purified human Glu-PLG (huPLG), human single-chain tissue PLG activator (tPA), and the plasmin colorimetric substrate (H-D-Val-Leu-Lys-pNA) were purchased from Molecular Innovations (Novi, MI). Bovine serum albumin (fraction V) was purchased from Thermo-Fisher Scientific (Pittsburgh, PA). Polyclonal sheep anti-human PLG, anti-human fibronectin, and donkey anti-sheep/goat IgG:Dylight-488 antibody preparations purchased from AbD Serotec (Raleigh, NC). Monoclonal anti-goat/sheep IgG-horseradish peroxidase conjugated secondary antibody (clone GT-34) and ε-aminocaproic acid (A7824) were purchased from Sigma-Aldrich (St. Louis, MO). Ninety-six well MAXISORP ELISA plates were purchased from Nunc (Rochester, NY).

PLG binding ELISA assays

FTLVs was cultured overnight to mid-log phase, pelleted at 6,400 × g for 30 minutes, washed twice with phosphate-buffered saline (PBS), and resuspended in PBS with 0.1% Na azide to an OD$_{600}$ = 0.1. The resulting bacterial suspension was added to microtiter plates (100 μL/well; approximately 2.5 × 10^8 bacterial cells) before being incubated overnight at 4°C to facilitate binding. The wells were then washed twice with 200 μL of Tris-buffered saline (TBS) pH 7.45 containing 0.05% Tween-20 (TBST) to remove unbound bacteria and then pre-blocked with 200 μL of TBST containing 1% bovine serum albumin (1% BSA-TBST) for 1 hour at RT to prevent non-specific protein binding. After removal of the blocking solution, 90% citrated human plasma or 3 μg/mL huPLG in 1% BSA-TBST was added to each well (100 μL), with or without the indicated concentrations of ε-aminocaproic acid (εACA), and incubated for 1-2 hours at 37°C with gentle rocking. Wells were washed three times with TBST and then sheep anti-human PLG-specific antibody (1:2,000 dilution in 1% BSA-TBST) was added (100 μL/well) and allowed to incubate for 1 hour at 37°C. Unbound primary antibodies were removed by washing three times with TBST, followed by the addition of HRP-conjugated anti-sheep/goat IgG mAb (GT-34, 1:5,000 dilution in 1% BSA-TBST; 100 μL/well) and incubation for 1 hour at 37°C. Unbound secondary antibodies were removed by washing four times with TBST, and OptEIA TMB colorimetric substrate solution (Becton-Dickenson, Franklin Lakes, NJ) was added to each well (100 μL/well) and incubated at 37°C for 20 min. to allow color development. Absorbance at 450 nm was determined using a SpectraMax 340 plate reader (Molecular Devices, Sunnyvale, CA).

Indirect immunofluorescence assays

FTLVs was cultured and washed as described above. After diluting the washed bacteria to OD$_{600}$ = 0.1, 1 mL aliquots were incubated with a total of 40 μgs of PLG or PBS (negative control) for 30 minutes at 37°C with gentle rotation. Bacteria were then washed three times with PBS by centrifugation, resuspended in 100 μL of PBS, followed by spotting 20 μL of each sample onto glass coverslips. The samples were then air-dried overnight at 37°C. After methanol fixation, the coverslips were blocked with 1% BSA-PBS at room temperature before adding sheep anti-human PLG (1:100 diluted in 1%
BSA–PBS) for 30 minutes at room temperature. The coverslips were gently washed with PBS before adding donkey anti-sheep/goat IgG:Dylight-488 (1:100 diluted in 1% BSA–PBS), followed by incubation for 30 minutes at room temperature. After washing again with PBS, coverslips were mounted onto glass slides using 100% glycerol containing 0.1 M n-propyl gallate and images were collected on a Zeiss LSM 510 confocal microscope with an Axiovert 100 M base with a 100× Plan Apochromat 1.4 NA oil DIC objective using the argon laser for 488 nm excitation and 505-530 nm bandpass emission filter for imaging Dylight488 fluorescence and the HeNeI 543 nm laser for illumination of the DIC images. Both images were collected using identical detector gain and amplifier offset settings, and the images shown are 1.0 μm optical slices. Digital images were visualized using Zeiss AxioVision LE software.

Chromogenic plasmin activation assay
FTLVs was cultured overnight to mid-log phase, washed twice with TBS and then resuspended in TBS to an OD₆₀₀ of 0.7. Aliquots of the bacterial suspension (50 μL) was added to 50 μL of TBS alone or TBS containing huPLG (192 μg/mL) and incubated for 1 hour at 37°C. The cells were washed 3× with TBST containing 0.1% BSA, and pellets were resuspended in 200 μL of TBS and then split into two 100 μL aliquots. 50 μL of 50 mM Tris-HCl (pH 7.45) with or without 333 μM of the chromogenic plasmin substrate (H-D-Val-Leu-Lys-pNA) and 50 μL 1.2 μg of tPA or TBS alone was added to each sample and incubated at 37°C for 3 h. Bacteria were pelleted via centrifugation and 150 μL of each supernatant was pipetted into a 96-well plate and absorbance at 405 nm was determined as a measure of plasmin activity.

Membrane protein fractionation
Outer membrane enriched fractions were isolated by a procedure adapted from de Bruin, et al [53]. FTLVS were grown in BHI broth (500 ml) to mid-log phase and then were pelleted via centrifugation at 6,400 × g for 30 minutes. Cells were resuspended in cold PBS and then lysed by sonication. Unlysed bacterial cells were separated from the whole-cell lysate by centrifugation at 10,000 × g for 20 minutes at 4°C. The insoluble membrane fraction was then isolated by ultracentrifugation for 1 hour at 100,000 × g at 4°C. After removal of the soluble protein fraction, the pelleted total membrane fraction was resuspended in 1% sarkosyl with vortexing and subjected to a second round of ultracentrifugation for 1 hour at 100,000 × g at 4°C. The Sarkosyl-insoluble pellet was resuspended in 50 mM Tris pH 8. The protein concentration of both the Sarkosyl-soluble and Sarkosyl-insoluble fractions was determined using the DC protein assay (Bio-Rad, Hercules, CA) according to manufacturer directions. Samples were stored at -20°C until use.

Fibronectin degradation assay
Overnight cultures of FTLVS were washed three times with PBS, 10⁶ CFU were pipetted into 1.5 mL tubes, and bacteria were pelleted via centrifugation at 18,900 × g for 10 minutes. Bacterial pellets were then resuspended in 50 μL of PBS with or without PLG (2 mg/mL), followed by the addition of 50 μL of tPA (10 μg/mL) and incubation at 37°C with gentle shaking for 1 hour. The bacterial suspensions were pelleted via centrifugation at 18,900 × g, washed 3× with PBS and resuspended with 100 μL of 50 mM Tris, 100 mM NaCl, 5 mM CaCl₂) with 3 μg fibronectin (BD Biosciences) and incubation at 37°C with gentle shaking for 24 hours. After the incubation was complete, bacteria were pelleted via centrifugation at 18,900 × g and the supernatants were solublized by boiling in 2× SDS-PAGE sample buffer containing 2-mercaptoethanol. Samples were subjected to 10% SDS-PAGE and then electrophoretically transferred to a PVDF membrane (Immobilon-P, Millipore). The PVDF membrane was pre-blocked with 1% BSA-TBST for 1 hour at RT to minimize non-specific protein binding, and was then incubated with sheep anti-human fibronectin-specific antibody (diluted 1:2000 in 1% BSA-TBST) for 1 hour at RT with gentle rocking. The PVDF membrane was washed three times with TBST to remove unbound primary antibody. The membrane was then incubated in a solution of anti-sheep/goat IgG monoclonal antibody (GT-34, diluted 1:5000 in 1%BSA-TBST) with rocking for 1 hr at RT. The PVDF membranes were washed 3 times with TBST to remove unbound secondary antibody. The blot was developed using Pierce PicoWest chemiluminescence reagents and images were captured using a Bio-Rad ChemiDoc XRS system.

Far-Western blotting analysis
Approximately 100 μg of each protein fraction was precipitated using ice-cold acetone, pelleted via centrifugation at 18,900 × g for 15 minutes, and air-dried at room temperature. The samples were then solublized by boiling in 1× SDS-PAGE sample buffer containing 2-mercaptoethanol. Duplicate 20 μL aliquots of each sample were subjected to 15% SDS-PAGE to separate the proteins based on their size. One set of the samples was then electrophoretically transferred to a PVDF membrane (Immobilon-Psq, Millipore). The PVDF membrane was pre-blocked with 1% BSA-TBST for 1 hour at room temperature to minimize non-specific protein binding and was then incubated in a solution of huPLG (3 μg/mL in 1% BSA-TBST) for one hour with rocking
at 37°C. Unbound PLG was removed by washing three times with TBST. Sheep anti-human PLG-specific antibody (diluted 1:2,000 in 1% BSA-TBST) was added (100 μL/well) and allowed to incubate for 1 hour at RT with rocking. The PVDF membrane was washed three times with TBST to remove unbound primary antibody. The membrane was then incubated in a solution of anti-sheep/goat IgG monoclonal antibody (GT-34, diluted 1:5,000 in 1% BSA-TBST) with rocking for 1 hr at room temperature. The PVDF membranes were washed three times with TBST to remove unbound secondary antibody. The blot was developed using Pierce PicoWest chemiluminescence reagents and imaged using a Bio-Rad ChemiDoc XRS system.

Proteomic identification of PLG-binding FT proteins

Protein bands were excised from Coomassie-stained SDS-PAGE gels, cut into small pieces, incubated in 50% acetonitrile/100 mM ammonium bicarbonate until colorless, and dried via vacuum centrifugation. The protein was digested by adding 20 μL of a 20 ng/μL trypsin solution and incubating overnight at 37°C. Peptides were extracted from the gel slices via sonication in 50% acetonitrile/5%TFA, dried via vacuum centrifugation, and reconstituted in 15 μL 0.1% TFA. Tryptic peptides were desalted/enriched using a C18 ZipTip column (Millipore, Billerica, MA) according to manufacturer’s instructions and the eluant was spotted on a MALDI plate and dried. Samples were analyzed using a MALDI-LTQ mass spectrometer (ThermoFinnigan, San Jose, CA). A full MS scan in high-mass range (m/z 600-4000, 5 microscans) was performed. The 50 most intense peaks in the full MS spectrum were selected, and MSMS scans were performed for those ions in high-mass range (m/z 50-4000, 5 microscans), the normalized collision energy for MSMS was 35. Xcalibur software was used to process the mass spectrometric data, and the NCBIIm database and the Bioworks 3.2 search engine software were used for database searching.
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Construction of a bioluminescence reporter plasmid for *Francisella tularensis*

Xiaowen R. Bina, Mark A. Miller, James E. Bina

The University of Tennessee Health Science Center, Department of Molecular Sciences, 858 Madison Avenue, Memphis, TN 38163, USA

**Abstract**

A *Francisella tularensis* shuttle vector that constitutively expresses the *Photorhabdus luminescens* lux operon in type A and type B strains of *F. tularensis* was constructed. The bioluminescence reporter plasmid was introduced into the live vaccine strain of *F. tularensis* and used to follow *F. tularensis* growth in a murine intranasal challenge model in real-time by bioluminescence imaging. The results show that the new bioluminescence reporter plasmid represents a useful tool for tularemia research that is suitable for following *F. tularensis* growth in both in vitro and in vivo model systems.

© 2010 Elsevier Inc. All rights reserved.

**1. Introduction**

*Francisella tularensis* is a gram negative facultative intracellular bacterium that causes the zoonotic disease tularemia. *F. tularensis* infection of humans can occur by a number of routes, including the handling of infected animals, arthropod bites (Evans, 1985; Francis, 1937; Tarnvik, 1989), ingestion (Anda et al., 2001; Greco et al., 1987; Karpoff and Antononoff, 1936), and by inhalation (Syrrjala et al., 1985; Teutsch et al., 1979). *F. tularensis* is highly infectious and as few as 10 bacteria can cause disease (Cross, 2000). The high infectivity and ease of dissemination of *F. tularensis* by aerosols has raised concerns about the potential use of *F. tularensis* as a biological weapon (Sjostedt, 2007) and provided the rationale for the development of new tularemia therapeutics.

A major focus of *F. tularensis* research is to decipher the molecular mechanisms that contribute to *F. tularensis* pathogenesis. The strategy for identification of virulence associated genes has largely focused on generating mutations in putative virulence genes and assessing the resultant strains for growth attenuation in a murine tularemia model. The traditional method for assessing *F. tularensis* growth and dissemination in vivo requires challenging large numbers of animals with the test and control *F. tularensis* strains. Thereafter, several animals are sacrificed from each group and dissected at each time point over a time course. *F. tularensis* titer are then determined in each mouse by plating serial dilutions of organ homogenates onto agar plates. This method requires large numbers of experimental animals and is laborious. In addition, the requirement for repeated animal sacrifice, dissection and tissue handling increases the potential for occupational exposure of researchers to *F. tularensis*, a category A select agent.

Technological advances in small animal imaging have made it possible to monitor in real-time the growth and dissemination of fluorescent or bioluminescent-labeled bacteria in individual animals over the entire course of infection, offering a powerful alternative to traditional methodologies. Bioluminescence has proven to be particularly useful for this application. Bioluminescence reporters have several advantages over fluorescence reporters for in vivo imaging studies. Luminescence reporters are more sensitive and have lower background levels, and they do not share the auto-fluorescence or signal quenching issues that limit the utility of fluorescent reporters for in vitro
and in vivo imaging applications. In addition, there are numerous methods available for the detection of bioluminescence (e.g. CCD camera, plate reader, film exposure, scintillation counter). Bioluminescence reporters have a number of applications in bacterial pathogenesis including the quantification of gene expression, virulence analysis, and the evaluation of therapeutic agents. Bioluminescence tagging vectors that express the Photorhabdus luminescens lux operon have been used to follow in real-time the growth and dissemination of a number of pathogens in animal models. However, to date bioluminescence reporters have not yet been published for use in *F. tularensis*.

In this work we describe the construction of a new *F. tularensis* reporter plasmid that constitutively expresses the *P. luminescens* lux operon. We show that the presence of this plasmid in type A and type B *F. tularensis* results in bioluminescence production which could be used to follow *F. tularensis* growth and dissemination in vitro and in vivo.

### 2. Materials and methods

#### 2.1. Bacterial strains and growth conditions

*F. tularensis* strains LVS (live vaccine strain) and Schu S4 were obtained from the Centers for Disease Control and Prevention (CDC, Atlanta, GA). All work involving Schu S4 was performed in a CDC-approved BSL3 facility at The University of Tennessee Health Sciences Center in accordance with approved BSL3 protocols. *F. tularensis* strains were cultured in modified Mueller Hinton broth (MH broth supplemented with 10 g/L tryptone, 0.1% glucose, 0.025% ferrous pyrophosphate, 0.1% L-cysteine, and 2.5% calf serum) or on BHI-chocolate agar (BHI agar supplemented with 1% hemoglobin and 1% IsoVitalex). 

#### 2.2. Recombinant DNA methods

Recombinant DNA methods were performed according to standard protocols. Restriction enzymes were purchased from New England Biolabs (Beverly, MA). PCR amplification was performed using Biolase DNA polymerase (Bio-line, Taunton, MA) or Pfu DNA polymerase (Stratagene, Cedar Creek, TX). *F. tularensis* was transformed by electroporation as previously described (Bina et al., 2006) except that outgrowth following electroporation was limited to one hour (for Schu S4) or two hours (for LVS) before plating onto selective media.

#### 2.3. Construction of pXB173-lux

The Francisella–*E. coli* shuttle vector pXB167 (Bina et al., 2006) was used as a starting template for construction of pXB173-lux. The initial step in construction was to replace the ColE1 origin of replication with a cassette encoding the R6K origin of replication and the conjugal origin (oriT) from pBSL238 (Alexeyev and Shokolenko, 1995). This was accomplished by digestion of pXB167 with AclI and PacI restriction endonucleases to remove the ColE1 origin of replication. The resulting 4090 bp fragment was made blunt-ended by treatment with the Klenow fragment of DNA polymerase before being ligated to the 784 bp oriR6 k and oriT PCR amplicon that was obtained from pBSL238 by PCR using the oriF (5'–CGATCTCTATGCCCCGCTAAAGTGTTCC-3') and oriR (5'–GGGATATCCGGGATCATTCCGGTATAGGTTGG-3') primers to produce pXB168 (Fig. 1).

We then replaced the *gfp* gene in pXB168 with the *aph*3' gene that encoded kanamycin resistance. This was accomplished by digestion of pXB168 with BamHI and Clal restriction enzymes to remove the *gfp* allele. The resulting 4119 bp fragment was rendered blunt-ended by treatment with Klenow fragment before being ligated to the 901 bp kanamycin resistance gene (*aph3*) which was obtained from TN:EZ by PCR using the (Epicientre, Madison, WI) using the KanF (5’–AAGGGCGCGCCACGGTAGGATTGTTG TATGACCATTATCACAAGGAA-3’) and KanR (5’–GACCCGTCAGTCACGGTCTGCTGCCAG-3’) primers to generate pXB169. pXB173-lux was then generated by digestion of

---

**Fig. 1.** Construction of pXB173-lux. Plasmid pXB168 is derived from pXB167 (Bina et al., 2006). Only relevant restriction sites are shown. The details for construction are given in Section 2.3.
pXB169 with KpnI and HinClI restriction enzymes to remove the shv-2 allele. The resulting 3987 bp fragment was then ligated with the 5.9 kb lux operon that was derived from digestion of pXB128-lux (Bina laboratory collection) with KpnI and XmaI restriction enzymes. The results of this ligation placed the lux operon downstream and in the same orientation as the constitutively expressed Francisella gro promoter (indicated as P_gro in Fig. 1). The DNA sequence of pXB173-lux was confirmed by DNA sequencing at the Molecular Resource Center of The University of Tennessee Health Science Center (Memphis, TN). The DNA sequence of pXB173-lux has been deposited in Genbank with the accession number HM017829.

2.4. Bioluminescence detection and animal challenge studies

The limit of bioluminescence detection and animal challenge studies is inherent problem with the plasmid construct, we set out to determine whether the plasmid constructs pXB136 and the pFNLTP vectors were able to recover Schu S4 transformants when selecting for kanamycin resistance (data not shown). Since the kanamycin resistance locus in pXB136 is derived from the pFNLTP shuttle vectors, this observation is consistent with previous findings that pFNLTP-based vectors transformed poorly into Schu S4 (LoVullo et al., 2006) and suggested that the poor transformation and plasmid instability observed in pXB136 was likely due to inefficient expression of the kanamycin resistance allele in type A F. tularensis strains. In silico analysis of pXB136 suggested that the repAB locus in pXB136 (and in the pFNLTP vectors) contained a divergently transcribed promoter, denoted as P_orf5 in Fig. 1, located 808 bp upstream of the kanamycin resistance gene (i.e. aph3'). Downstream of the P_orf5 which encodes a truncated gene that was hypothesized to form part of a two component toxin–antitoxin system that was present in the parent plasmid pFNL10 (Pavlov et al., 1996). Downstream of aph3' was the f1 origin of replication and the aph3' gene which originated from pCR2.1-TOPO (Maier et al., 2004). As P_orf5 was derived from pFNL10, we hypothesized that it likely encoded an active F. tularensis promotor and contributed to aph3' expression in pXB136 and that the intervening 808 bp sequence inhibited aph3' expression in Schu S4. To test this hypothesis we deleted the 808 bp intervening region. The resulting plasmid retained kanamycin resistance in E. coli and LVS and gained the ability to be retained by Schu S4. The resulting plasmid transformed into Schu S4 at an efficiency that was equivalent to what was observed with LVS (~10^5 cfu/µg DNA). Collectively these results suggested that the repAB promoter region contained a divergently transcribed promoter that was constitutively expressed in both E. coli and F. tularensis. It is unclear why pXB136 and the pFNLTP plasmids display different stabilities in LVS and Schu S4 with selection for kanamycin resistance.

3.2. Construction of pXB173-lux

Having established that the Schu S4 stability problems associated with our previous vectors was likely due to expression of the kanamycin resistance allele and not some inherent problem with the plasmid construct, we set out to design a new shuttle vector that could be used as a bioluminescence reporter in F. tularensis. To construct the bioluminescence reporter plasmid we first replaced the high copy number origin of replication that was present in pXB167 with a low copy number origin of replication and a conjugal origin of transfer. This was accomplished by

3. Results and discussion

3.1. Construction of pXB169

We previously described the construction of three shuttle vectors (pXB136, pXB160 and pXB167) (Bina et al., 2006) that were derived from pFNLTP6::gfp (Maier et al., 2004). In electroporation experiments we observed that pXB136 could be efficiently transformed into Schu S4 with selection for cefprozil resistance, however, we were not able to recover Schu S4 transformants when selecting for kanamycin resistance (data not shown). Since the kanamycin resistance locus in pXB136 is derived from the pFNLTP shuttle vectors, this observation is consistent with previous findings that pFNLTP-based vectors transformed poorly into Schu S4 (LoVullo et al., 2006) and suggested that the poor transformation and plasmid instability observed in pXB136 was likely due to inefficient expression of the kanamycin resistance allele in type A F. tularensis strains. In silico analysis of pXB136 suggested that the repAB locus in pXB136 (and in the pFNLTP vectors) contained a divergently transcribed promoter, denoted as P_orf5 in Fig. 1, located 808 bp upstream of the kanamycin resistance gene (i.e. aph3'). Downstream of the P_orf5 which encodes a truncated gene that was hypothesized to form part of a two component toxin–antitoxin system that was present in the parent plasmid pFNL10 (Pavlov et al., 1996). Downstream of aph3' was the f1 origin of replication and the aph3' gene which originated from pCR2.1-TOPO (Maier et al., 2004). As P_orf5 was derived from pFNL10, we hypothesized that it likely encoded an active F. tularensis promotor and contributed to aph3' expression in pXB136 and that the intervening 808 bp sequence inhibited aph3' expression in Schu S4. To test this hypothesis we deleted the 808 bp intervening region. The resulting plasmid retained kanamycin resistance in E. coli and LVS and gained the ability to be retained by Schu S4. The resulting plasmid transformed into Schu S4 at an efficiency that was equivalent to what was observed with LVS (~10^5 cfu/µg DNA). Collectively these results suggested that the repAB promoter region contained a divergently transcribed promoter that was constitutively expressed in both E. coli and F. tularensis. It is unclear why pXB136 and the pFNLTP plasmids display different stabilities in LVS and Schu S4 with selection for kanamycin resistance.

3.2. Construction of pXB173-lux

Having established that the Schu S4 stability problems associated with our previous vectors was likely due to expression of the kanamycin resistance allele and not some inherent problem with the plasmid construct, we set out to design a new shuttle vector that could be used as a bioluminescence reporter in F. tularensis. To construct the bioluminescence reporter plasmid we first replaced the high copy number origin of replication that was present in pXB167 with a low copy number origin of replication and a conjugal origin of transfer. This was accomplished by

3. Results and discussion

3.1. Construction of pXB169

We previously described the construction of three shuttle vectors (pXB136, pXB160 and pXB167) (Bina et al., 2006) that were derived from pFNLTP6::gfp (Maier et al., 2004). In electroporation experiments we observed that pXB136 could be efficiently transformed into Schu S4 with selection for cefprozil resistance, however, we were not able to recover Schu S4 transformants when selecting for kanamycin resistance (data not shown). Since the kanamycin resistance locus in pXB136 is derived from the pFNLTP shuttle vectors, this observation is consistent with previous findings that pFNLTP-based vectors transformed poorly into Schu S4 (LoVullo et al., 2006) and suggested that the poor transformation and plasmid instability observed in pXB136 was likely due to inefficient expression of the kanamycin resistance allele in type A F. tularensis strains. In silico analysis of pXB136 suggested that the repAB locus in pXB136 (and in the pFNLTP vectors) contained a divergently transcribed promoter, denoted as P_orf5 in Fig. 1, located 808 bp upstream of the kanamycin resistance gene (i.e. aph3'). Downstream of the P_orf5 which encodes a truncated gene that was hypothesized to form part of a two component toxin–antitoxin system that was present in the parent plasmid pFNL10 (Pavlov et al., 1996). Downstream of aph3' was the f1 origin of replication and the aph3' gene which originated from pCR2.1-TOPO (Maier et al., 2004). As P_orf5 was derived from pFNL10, we hypothesized that it likely encoded an active F. tularensis promotor and contributed to aph3' expression in pXB136 and that the intervening 808 bp sequence inhibited aph3' expression in Schu S4. To test this hypothesis we deleted the 808 bp intervening region. The resulting plasmid retained kanamycin resistance in E. coli and LVS and gained the ability to be retained by Schu S4. The resulting plasmid transformed into Schu S4 at an efficiency that was equivalent to what was observed with LVS (~10^5 cfu/µg DNA). Collectively these results suggested that the repAB promoter region contained a divergently transcribed promoter that was constitutively expressed in both E. coli and F. tularensis. It is unclear why pXB136 and the pFNLTP plasmids display different stabilities in LVS and Schu S4 with selection for kanamycin resistance.

3.2. Construction of pXB173-lux

Having established that the Schu S4 stability problems associated with our previous vectors was likely due to expression of the kanamycin resistance allele and not some inherent problem with the plasmid construct, we set out to design a new shuttle vector that could be used as a bioluminescence reporter in F. tularensis. To construct the bioluminescence reporter plasmid we first replaced the high copy number origin of replication that was present in pXB167 with a low copy number origin of replication and a conjugal origin of transfer. This was accomplished by
replacement of the pXB167 ColE1 origin of replication with a cassette that encoded the R6K origin of replication and the RP4 origin of transfer to generate pXB168. This effectively reduced the plasmid copy number in *E. coli* and introduced an origin of transfer to facilitate conjugal transfer of the plasmid into *F. tularensis*. Conjugation represents a very efficient and easy method for introduction of plasmids into *F. tularensis*. The shv-2 marker was then replaced with the *aph*3’ allele as kanamycin resistance is the most reliable and widespread genetic marker used in type A *F. tularensis* strains (e.g. Schu S4). We used the *orf5* promoter to drive expression of *aph*3’ so that we could use the *Pgro* promoter to drive expression of the lux reporter construct (see below). The resulting plasmid, pXB169, was transformed into Schu S4 with high efficiency (~10⁵ transformants per µg/DNA).

The bioluminescence reporter plasmid pXB173-lux (Fig. 1) was then generated from pXB169 by cloning the *P. luminescens* lux operon downstream of the *F. tularensis gro* promoter. The *P. luminescens* lux operon contains the genes that are required for production of both luciferase (*luxAB*) and luciferin (*luxCDE*) and expression of the lux operon results in concomitant light production. Since the *F. tularensis gro* promoter is constitutively expressed in *E. coli* and *F. tularensis*, the presence of pXB173-lux in *E. coli*, LVS and Schu S4 results in constitutive bioluminescence production as observed in Fig. 2. The in vitro detection limit for LVS-pXB173-lux in white 96-well microtiter plates was ~2000 cfu per well which suggests that pXB173-lux likely can be used to follow *F. tularensis* growth in cell culture studies.

### 3.3. Use of pXB173-lux to follow *F. tularensis* dissemination in mice

We documented the utility of pXB173-lux by testing whether it could be used as a reporter to follow *F. tularensis* growth in a murine model of tularemia in real-time. We therefore challenged two BALB/c mice with ~10⁵ cfu of LVS-pXB173-lux by the intranasal route (Fig. 3). In the first mouse, the majority of the LVS inoculum was detected in the stomach at 3 h post-challenge, suggesting that at least a portion of the intranasal challenge dose failed to reach the lungs and was swallowed. Twenty-four-hours later, the bioluminescence production in the stomach of mouse one had resolved and LVS was clearly visualized in the lungs of both animals and in the upper respiratory tract of mouse two. The upper airway infection intensified over the six day course of the experiment in mouse two. It is unclear whether this upper respiratory tract infection occurs in natural inhalation infections or is an artifact of the intranasal inoculation method that is widely used by the tularemia research community. The images also showed that LVS disseminated to the cervical lymph nodes of mouse one (day 3) and mouse two (day 2) and that colonization of the lymph nodes intensified throughout the study period. Beginning on day 3 post-challenge LVS was observed in the liver of both mice, and by day 4 post-challenge, the

![Fig. 2. Bioluminescence production by *F. tularensis*. Overnight cultures of *F. tularensis* containing pXB173-lux (LVS on the upper half of plate; Schu S4 on the lower half of plate) were inoculated onto the surface of a modified Mueller–Hinton agar plate using a Dacron-tipped swab and incubated at 37 °C for 18 h when the plate was imaged for bioluminescence production using an IVIS spectrum imaging system. Photon emission intensity is represented as a pseudocolor image that is superimposed onto the surface of the inoculated agar plate. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
livers of both mice were heavily colonized. On day 6, both mice exhibited extensive bacterial dissemination which correlated with other signs of severe tularemic disease (i.e. significant weight loss, ruffled fur and reduced physical activity) and the experiment was terminated. These results validate that pXB173-lux can be used as a reporter to follow *F. tularensis* dissemination in mice.

The stability of pXB173-lux in *F. tularensis* Schu S4 was assessed to validate the use of this plasmid in a Type A strain background. The plasmid was well maintained in vitro with 85% of the bacteria retaining the plasmid following growth for four successive subcultures in the absence of antibiotic selection. In vivo stability was similar to the in vitro results with 82% and 75% and of the bacteria retaining the plasmid on days 5 and 6 post-challenge, respectively. This demonstrates that pXB173-lux is stable in *F. tularensis* Schu S4, while the data presented in Fig. 2 demonstrate that the lux reporter works in *F. tularensis* Schu S4. Collectively these results strongly suggest that pXB173-lux will be useful for in vivo studies with Type A *F. tularensis* strains as we have documented with *F. tularensis* LVS.

The results presented above show that bioluminescence is a highly sensitive reporter that can be used to follow *F. tularensis* growth in mice in real-time. Bioluminescence represents a new tool for the tularemia research community that has not been previously available. In particular, the use of pXB173-lux can greatly facilitate animal and cell culture studies with virulent type A *F. tularensis* strains. As most analyses previously depended on terminal end point assays, the use of bioluminescence should greatly reduce both the labor cost and number of animals that are required for these assays while limiting the potential for occupational exposure of researchers to a potentially fatal pathogen.
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**Fig. 3.** Visualization of *F. tularensis* LVS-pXB173-lux in mice by bioluminescence imaging. Two twelve week-old BALB/c mice were challenged with $5 \times 10^5$ CFU *F. tularensis* LVS-pXB173-lux in a total volume of 50 µl of PBS via the intranasal route. Bioluminescence production in the mice was then visualized using an IVIS Spectrum Imaging system at 24-h intervals beginning 3 h after administration of the challenge dose. Exposure times varied based on bioluminescent signal intensities in an effort to collect between 600 and 60,000 counts, and image scaling was normalized by converting total counts to photons/s. Results shown here are representative of several experiments of similar design. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Our ability to rapidly respond to an emerging influenza pandemic is hampered somewhat by the lack of a susceptible small-animal model. To develop a more sensitive model, we pathotyped 18 low-pathogenic non-mouse-adapted influenza A viruses of human and avian origin in DBA2 and C57BL/6 mice. The majority of the isolates (13/18) induced severe morbidity and mortality in DBA/2 mice upon intranasal challenge with 1 million infectious doses. Also, at a 100-fold-lower dose, more than 50% of the viruses induced severe weight loss, and mice succumbed to the infection. In contrast, only two virus strains were pathogenic for C57BL/6 mice upon high-dose inoculation. Therefore, DBA/2 mice are a suitable model to validate influenza A virus vaccines and antiviral therapies without the need for extensive viral adaptation. Correspondingly, we used the DBA/2 model to assess the level of protection afforded by preexisting pandemic H1N1 2009 virus (H1N1pdm) cross-reactive human antibodies detected by a hemagglutination inhibition assay. Passive transfer of these antibodies prior to infection protected mice from H1N1pdm-induced pathogenicity, demonstrating the effectiveness of these cross-reactive neutralizing antibodies in vivo.

Respiratory tract infections are the third leading cause of mortality in the world (27). Influenza, a disease of the airways caused by influenza viruses, is responsible for approximately half a million deaths and 3 to 5 million hospitalizations per year (28). In addition to the annual disease burden, influenza A virus is more notoriously known for its ability to cause pandemics. Three pandemics have been reported in the twentieth century: the first that occurred in 1918 (Spanish influenza) killed 20 to 50 million individuals (15); the other two in 1957 and 1968, although less lethal, killed millions due to the lack of preexisting immunity. In April 2009, two cases of febrile illness were confirmed to be caused by swine-origin influenza A virus (H1N1) (4, 8). Continuous spread within North America and other parts of the world has signaled the first influenza pandemic of this century.

To study the pathogenicity of influenza A viruses, including the current pandemic A (H1N1) 2009 virus (H1N1pdm), in mammalian hosts and to determine the effectiveness of pharmacological interventions, it is essential to have a sensitive animal model. Although influenza has some important differences in mice and humans, a murine model is the only animal model thus far described that allows for relatively high group numbers and any relatively high throughput. Unfortunately, only a few strains of influenza A virus—almost exclusively belonging to the highly pathogenic avian influenza virus isolates of the H5 and H7 subtypes—are pathogenic in most commonly used mouse strains without adaptation through serial passaging. The hemagglutinin (HA) proteins of these H5 and H7 viruses contain a basic amino acid cleavage site, allowing them to spread systemically (12, 19, 26). Most other subtypes of influenza virus, including H1N1 and H3N2, either do not infect or cause very mild disease in mice. The requirement for adaptation of a pandemic virus to commonly used mouse strains can lead to a delay in the gathering of important data to help guide public health control strategies. As such, the lack of a sensitive small-animal model to study the infection dynamics of various subtypes of avian influenza viruses severely hampers the rapid and effective response required during a pandemic or prepandemic situation.

This study was designed to demonstrate the utility of DBA/2 mice, previously reported to be susceptible to highly pathogenic influenza viruses (1), to study infections caused by several influenza A virus subtypes isolated from birds or humans without the need for prior adaptation. To assess the utility of the model to respond to emerging strains, we used DBA/2 mice to examine the functional activity of sera from individuals previously shown to have preexisting cross-reactive H1N1pdm antibodies. It is hypothesized that these individuals may be partially protected from infection because of the presence of cross-reactive neutralizing antibodies produced after infection with a different but related H1N1 virus. This hypothesis is supported by in vitro microneutralization and hemagglutination inhibition (HI) assays (2, 10); however, it is not yet known whether these antibodies are also functional in vivo.

MATERIALS AND METHODS

Mice and viruses. Six- to 10-week-old female C57BL/6 and DBA/2 mice were purchased from Jackson Laboratories (Bar Harbor, ME) and housed in the Animal Resource Center at St. Jude Children’s Research Hospital (St. Jude). The mice received food and water ad libitum, and all experiments were con-
TABLE 1. Percent mortality in DBA/2 and C57BL/6 mice inoculated with various isolates of influenza A virus

<table>
<thead>
<tr>
<th>Influenza A virus isolate</th>
<th>Subtype</th>
<th>Percentage Mortality by mouse strain and dose</th>
<th>DBA/2 mice</th>
<th>C57BL/6 mice</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/Puerto Rico/8/1934 H1N1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/Memphis/3/2009 H1N1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/California/4/2009 H1N1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/mallard/Alberta/73/2003 H2N3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/mallard/Alberta/33/2004 H2N4</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>X11 (A/Hong Kong/1/1968) H3N2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/pintail duck/Alberta/66/2005 H4N1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/duck/Hong Kong/147/2007 H4N6</td>
<td>0</td>
<td>ND</td>
<td>0</td>
<td>ND</td>
</tr>
<tr>
<td>A/Hong Kong/213/2003 H5N1</td>
<td>100</td>
<td>100</td>
<td>76</td>
<td>100</td>
</tr>
<tr>
<td>A/Vietnam/123/2004 H5N2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/shorebird/Delaware/101/2004 H5N7</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>ND</td>
</tr>
<tr>
<td>A/rdudy turnstone/Delaware/5/2003 H5N9</td>
<td>100</td>
<td>25</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>103/2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A/ teal/Hong Kong/W312/1997 H6N1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/mallard/Alberta/154/2003 H6N5</td>
<td>100</td>
<td>100</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>A/shorebird/Delaware/22/2006 H7N3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/Netherlands/33/2003 H7N7</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A/mallard/Alberta/177/2004 H7N9</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A/ip/dong/Hong Kong/011/1997 H9N2</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A/duck/Hong Kong/Y280/1997 H9N9</td>
<td>100</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A/mallard/Alberta/162/2007 H9N5</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>ND</td>
</tr>
<tr>
<td>A/mallard/Alberta/221/2006 H9N6</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>ND</td>
</tr>
<tr>
<td>A/blue-winged teal/Alberta/27/2001 H10N5</td>
<td>100</td>
<td>75</td>
<td>100</td>
<td>75</td>
</tr>
<tr>
<td>A/mallard/Alberta/56/2004 H10N7</td>
<td>100</td>
<td>75</td>
<td>0</td>
<td>ND</td>
</tr>
</tbody>
</table>

a Human influenza A virus isolate.
b Human 2009 pandemic H1N1 virus isolate.
c X31 is a 6:2 reassortant virus containing six gene segments from A/Puerto Rico/8/1934. d The HA and NA gene segments from A/Hong Kong/1/1968. e ND, not done.

Inoculated in accordance with rules of the Institutional Animal Control and Use Committee of St. Jude.

Twenty-three influenza A viruses (Table 1) from nine different hemagglutinin subtypes (H1 to H7, H9, and H10) were propagated in the chorioallantoic cavity of 10-day-old embryonated chicken eggs. The allantoic fluid containing infectious virus titers were determined in eggs or Madin-Darby canine kidney (MDCK) cells. The positive and negative controls were also injected into 10 mice each for the H1N1pdm experiment, while five PBS control mice were included for the H7N3 and seasonal H1N1 follow-up experiment.

Cytokine analysis. Lungs were collected on days 2 and 7 postinoculation with 10^6 EID50 of influenza A virus, and concentrations of CCL2, CCL5, interleukin-6 (IL-6), tumor necrosis factor-alpha (TNF-α), and interferon-gamma (IFN-γ) were determined as described previously (1). Enzyme-linked immunosorbent assays (ELISAs) were performed according to the manufacturer's instructions (Quantikine kits; R&D Systems, Minneapolis, MN). At least four animals infected with a particular strain of influenza A virus were tested for one cytokine at a given time point.

Statistical analysis. Statistical analyses of differences in mortality were determined by using the log rank test. The Student’s t test was used to analyze differences in lung virus titers between the different strains of mice following ln transformation of the data as well as to determine statistical significance in cytokine and chemokine production and weight loss following influenza A virus infection.

RESULTS

Increased susceptibility of DBA/2 mice to influenza A virus isolates. To assess the utility of DBA/2 mice as a more universal small-animal model for influenza, we tested a range of different viral subtypes for their ability to induce morbidity and mortality in this host. A set of 23 viruses belonging to nine different hemagglutinin subtypes was selected and used to inoculate DBA/2 mice. At a dose of 10^6 EID50, 18 (78%) of the viruses were pathogenic, and mice succumbed to infection at 5 to 12 days postinoculation, depending on the virus isolate (Table 1). Inoculation with a lower dose of virus (10^4 EID50) caused severe weight loss and death of DBA/2 mice in 14 of 22 (64%) virus isolates tested (Table 1). These isolates included a seasonal human H1N1 virus from 2008 and both H10 viruses. The ability to induce severe disease, as measured by weight loss and mortality, in DBA/2 mice was not limited to certain subtypes of influenza virus; however, virus isolates of the H2 and
Nonadapted avian influenza A viruses can replicate to high titers in C57BL/6 and DBA/2 mice. We hypothesize that the large difference in the degrees of pathogenicity of avian influenza A viruses between DBA/2 and C57BL/6 mice may be due to increased replication efficiency. To test this, we measured day 2 and day 7 postinoculation pulmonary viral loads in mice infected with $10^6$ EID$_{50}$ of H7N3 or H10N5 virus (Fig. 1). These avian virus isolates were selected for their exceptionally large difference in pathology scores between DBA/2 and C57BL/6 mice. High-dose inoculation ($10^8$ EID$_{50}$) with H7N3 or H10N5 virus induced 7% and 4% maximum weight loss in C57BL/6 mice, a finding consistent with results with other virus strains.

Increased pathogenicity is often associated with higher viral loads and increased levels of proinflammatory cytokines such as CCL2, IL-6, and TNF-α. At day 2 postinoculation with $10^6$ EID$_{50}$ of H1N1pdm, lung viral titers of DBA/2 mice and C57BL/6 mice were similar (Fig. 1). There were also no significant differences in the levels of CCL2, CCL5, and IL-6 between the strains (Table 3), but levels of TNF-α were significantly higher in DBA/2 than in C57BL/6 mice (P < 0.01). At day 7 postinfection, lung homogenates of DBA/2 mice had higher viral loads than C57BL/6 mice (P < 0.01) (Fig. 1) as well as significantly higher concentrations of CCL2 and IL-6 (P < 0.01) (Table 3).
### Passive transfer of cross-reactive human neutralizing antibodies protects against H1N1pdm-induced pathogenicity.

To assess the functionality of human cross-reactive polyclonal antibodies, passive antibody transfer experiments were performed using the highly susceptible DBA/2 mice. Human sera were obtained from individuals not previously exposed to the H1N1pdm virus but who had cross-reactive neutralizing antibodies to it, with an HI titer of 160 and VN titer of 95. Twenty-four hours after passive transfer, mice were inoculated with $10^5$ EID$_{50}$ (3 to 5 50% lethal doses [LD$_{50}$]) of A/California/4/2009 virus, and morbidity and mortality were assessed. As expected, all control mice treated with PBS died within 10 days of inoculation (Fig. 2a). Mice treated with ferret serum containing high levels of H1N1pdm-specific neutralizing antibodies did not succumb to infection ($P < 0.001$) and lost significantly less weight on days 7, 10, 13, and 15 than mice in all other groups ($P < 0.01$) (Fig. 2b). DBA/2 mice injected with pooled human serum containing cross-reactive antibodies had a higher survival rate (75%) than mice in the PBS control group (0%; $P < 0.01$) and mice receiving human serum without detectable cross-neutralizing antibodies (15%; $P < 0.05$). Increased survival of the mice injected with cross-neutralizing antibodies was accompanied by a decrease in percent weight loss on days 10 (11%) and 13 (20%) postinfection ($P < 0.01$) (Fig. 2b). These data indicate that H1N1pdm-specific neutralizing antibodies induced after infection with a related H1N1 virus can protect DBA/2 mice from a lethal challenge and are likely responsible for the age-related attack rates seen in humans. The protective effect of human serum without any neutralizing antibodies was validated using two additional challenge models, a seasonal H1N1 (A/Memphis/33/2008) and an avian H7N3 (A/shorebird/Delaware/22/2006) virus isolate. The survival rates increased significantly for the seasonal H1N1 virus (90%; $P < 0.01$) but not for H7N3 (17%; $P > 0.05$), suggesting that in vitro HI or VN assays underestimate the levels of preexisting neutralizing immunity to influenza A virus strain in humans.

### DISCUSSION

The present study establishes that DBA/2 mice are very susceptible to most influenza A virus isolates and that infection often results in debilitating pneumonia and subsequent death. This sensitivity of DBA/2 mice was used to demonstrate that H1N1pdm is more pathogenic than the circulating seasonal H1N1 viruses and that preexisting human cross-reactive neutralizing antibodies can prevent H1N1pdm-induced mortality and morbidity.

Small-animal models, like mouse models, have frequently been used for influenza virus research, including areas such as pathogenesis, vaccine efficacy, and antiviral therapies. The preferred strains, C57BL/6 and BALB/c, display few clinical symptoms upon high-dose inoculation with most influenza A virus isolates, and only highly pathogenic or mouse-adapted viruses cause severe morbidity and mortality at low doses. As such, it was generally believed that mice are resistant to most human and avian influenza A viruses. The current study, as well as a recent report by Driskell et al (6), provides substantial evidence to suggest that BALB/c and C57BL/6 mice are susceptible to infection with many different influenza A virus isolates (H1 to H7 and H9 to H11) even if the infection does not cause significant disease. In contrast, DBA/2 mice become sick and often succumb to infection with the majority of the tested isolates. This enhanced susceptibility of DBA/2 mice was previously reported for highly pathogenic and mouse-adapted influenza viruses (1, 23) and now includes many nonadapted avian influenza isolates.

The mechanism for the difference in susceptibilities between...
C57BL/6 and DBA/2 mice is not yet fully understood but involves multiple genetic differences between the two mouse lineages, affecting several pathways and processes (1). Certain influenza viruses grow to higher titers in DBA/2 mice (A/Hong Kong/213/2003 [H5N1] or A/Memphis/33/2008 [H1N1]) (data not shown) while others do not (H7N3 and H10N5) (this study). Irrespective of the difference in viral loads, DBA/2 mice respond more vigorously, producing larger quantities of certain proinflammatory molecules like TNF-α, which was shown to correlate with increased morbidity and mortality in humans (5). Previous work has shown that the lack of a functional hemolytic complement (He) in DBA/2 mice may result in a less effective adaptive immune response, increasing the viral load during later stages of the infection (1, 11). In the same study, histopathologic evaluation of DBA/2 and C57BL/6 mice after H5N1 virus infection was able to clearly show more extensive involvement of the entire lung as well as necrotic epithelium on day 4 in the DBA/2 mice. At day 7 there was a dramatic difference in the numbers of cells that stained positive for influenza virus between the two strains. In the C57BL/6 mice, an inflammatory response was observed in the parenchyma, with multifocal macrophages within the infiltrate that stained positive for influenza virus. In contrast, the DBA/2 mice maintained widespread intensely positive staining of the airway epithelium, alveolar macrophages, and type I and type II cells in the alveolar wall. Overall, the combined effect of poor clearance, excessive inflammation, and elevated virus titers likely creates a highly pathogenic environment in DBA/2 mice.

The exceptional susceptibility of DBA/2 mice for influenza virus infections was used to demonstrate the effectiveness of H1N1pdm cross-neutralizing human antibodies in reducing H1N1pdm-driven mortality. Approximately 50% of the U.S. population over 75 years of age has low levels of preexposure cross-reactive antibodies to H1N1pdm (13). The age of these individuals suggests that these antibodies were generated between 1918 and 1930 when an antigenically similar H1N1 virus was possibly circulating among humans. We show in this study that these cross-reactive antibodies are also fully functional \textit{in vivo} and may offer some degree of protection to an otherwise at-risk elderly population against the current H1N1pdm. The identity of the neutralizing epitopes has yet to be identified but could be located within the antigenic site Sa (29). Interestingly, there was a small but significant level of protection when mice were injected with human serum without detectable levels of virus-neutralizing antibodies. The protection was specific for H1N1 viruses since the transfer of H1 negative serum did not affect the survival after challenge with an H7N3 virus. The protection is possibly mediated by antibodies specific for the M2 protein (18, 24, 25) or to nonneutralizing epitopes on the HA or neuraminidase (NA) (3, 14, 16, 21, 22). These data also suggest that the current \textit{in vitro} assays (HI and VN) are underestimating the level of preexisting protective immunity in the human population. Addition of serum factors, like C1q, has been shown to increase the sensitivity of these assays (17). The limited capacity of HI or VN assays to detect neutralizing antibodies was previously noted in preclinical H5N1 ferret vaccine studies. A single dose of inactivated H5N1 vaccine did not induce a detectable HI or VN titer; however, the animals were protected from a lethal challenge with highly pathogenic H5N1 virus (9).

Although the DBA/2 mouse model will provide a useful analytical tool to study viruses and antiviral therapies, the model may not necessarily reflect the natural response to influenza viruses in humans. With the exception of highly pathogenic H5N1 viruses, one should be careful in interpreting pathogenesis data upon infection with these avian isolates as described in the current study.

To summarize, we have confirmed that the DBA/2 mouse model is a suitable and highly susceptible animal model to study infection of influenza A viruses of various subtypes, including those previously known to infect humans. Also, this model will allow us to define the requirements of viruses of avian origin to infect mammalian hosts and rapidly evaluate vaccines or antiviral therapies in the event of a pandemic emergency.
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Coronaviruses encode multifunctional proteins that are critical for viral replication and for blocking the innate immune response to viral infection. One such multifunctional domain is the coronavirus papain-like protease (PLP), which processes the viral replicase polyprotein, has deubiquitinating (DUB) activity, and antagonizes the induction of type I interferon (IFN). Here we characterized the DUB and IFN antagonism activities of the PLP domains of human coronavirus NL63 and severe acute respiratory syndrome (SARS) coronavirus to determine if DUB activity mediates interferon antagonism. We found that NL63 PLP2 deconjugated ubiquitin (Ub) and the Ub-line molecule ISG15 from cellular substrates and processed both lysine-48- and lysine-63-linked polyubiquitin chains. This PLP2 DUB activity was dependent on an intact catalytic cysteine residue. We demonstrated that in contrast to PLP2 DUB activity, PLP2-mediated interferon antagonism did not require enzymatic activity. Furthermore, addition of an inhibitor that blocks coronavirus protease/DUB activity did not abrogate interferon antagonism. These results indicated that a component of coronavirus PLP-mediated interferon antagonism was independent of protease and DUB activity. Overall, these results demonstrate the multifunctional nature of the coronavirus PLP domain as a viral protease, DUB, and IFN antagonist and suggest that these independent activities may provide multiple targets for antiviral therapies.

The front-line defense of a host cell against virus infection is the innate immune system, which utilizes multiple membrane and cytoplasmic sensors, such as toll-like receptors (TLRs) and RNA helicases, to detect pathogen-associated molecular patterns like viral RNA (3, 9, 31, 47, 54). Activation of these sensors by viral RNA intermediates sets off a cascade of signaling events that ultimately turn on transcription factors, such as NF-κB, ATF2/c-Jun, IRF-7, and IRF-3. These activated signaling proteins TRIF and MAVS (36, 38, 42, 46). Picornavirus 3C protease is essential for processing the replicase polyprotein and inactivates the key players in modulating the innate immune response. Recently the coronavirus papain-like protease domains have also been identified as modulators of the innate immune response; however, the mechanisms of inhibition are not entirely clear (13, 16, 70). Coronaviruses are enveloped viruses with large RNA genomes (28 to 32 kb) that cause disease in humans ranging from common colds (human coronavirus CoV) 229E [HCoV-229E] and OC43) to croup and pneumonia, seen mostly in very young and old populations (HCoV-NL63 and -HKU1), to severe acute respiratory syndrome (SARS) coronavirus (SARS-CoV) with 10% mortality (53). Upon entry, coronavirus genomic
RNA is translated to produce two large polyproteins, pp1a and pp1ab. These polyproteins are processed by viral cysteine proteases, papain-like (PLPs/PLpro) and picornavirus 3C-like (3CLpro), to generate mature nonstructural proteins (nsps) that assemble with host cell membranes to form double membrane vesicles (DMVs) (18, 19, 61). These DMVs are the site of viral RNA synthesis producing double-stranded intermediates and genomic/subgenomic mRNAs. Interestingly, robust replication of SARS-CoV was shown to trigger low but detectable levels of beta interferon (IFN-β) (13, 62, 63). The low-level IFN response to a vigorously replicating RNA virus has suggested that SARS-CoV either evades or inactivates the innate immune response. Indeed, recent studies indicate that SARS-CoV encodes multiple proteins, such as nsp1, protein 3b, protein 6, and the nucleocapsid protein that modulate multiple pathways of the innate immune response (17, 27, 30, 48, 68). In addition, we showed that the SARS-CoV papain-like protease (PLpro) domain acts as an interferon antagonist that blocks the phosphorylation and subsequent nuclear translocation of IRF-3 (13). We also showed via X-ray structural studies that the SARS-CoV PLpro domain is similar to cellular deubiquitinating enzymes (57), and we and others demonstrated that PLpro is both a protease and a DUB (4, 39, 40). Initially, we hypothesized that either the protease or DUB activity would be required for modulating the innate immune response, but we found that inactivation of the catalytic cysteine residue of PLpro, which ablates both proteolysis and deubiquitinating activity, decreased but did not abrogate PLpro’s ability to block activation of interferon (13). These results are consistent with a protease/DUB-independent mechanism that contributes to interferon antagonism. Frieman and co-workers also showed that catalytic mutants of PLpro retained interferon antagonism, and they reported that deletion of the PLP ubiquitin-like (Ubl) domain upstream of the catalytic site resulted in a loss of antagonism (16). Studies by Zheng et al. of the PLP domain of murine hepatitis virus (MHV) suggested that viral DUB activity may be required for interferon antagonism, although they reported that MHV PLP2 catalytic cysteine mutants became less efficient at, but did not eliminate, blockade of the interferon response (70). Therefore, further studies are required to clarify the role of coronavirus protease/DUB activity in PLP-mediated interferon antagonism.

In this study, we analyzed the DUB and IFN antagonism profiles of the papain-like proteases of human coronavirus NL63 and SARS-CoV (group 1 and group 2 coronaviruses, respectively). We show that HCoV-NL63 PLP2 is a deubiquitinating and delISGylating (ISG15-removing) enzyme. HCoV-NL63 infection, like that of SARS-CoV, triggers a weak type I IFN response in human airway epithelial cell cultures. We also evaluated the role of PLP2 and PLpro enzymatic activity in interferon antagonism. By generating dose-response profiles of IFN antagonism, we found that the papain-like proteases do not require enzymatic activity to inhibit type I IFN induction. Using a pharmacological approach, we found that the inhibition of PLpro did not alter the antagonism of IRF-3-dependent reporters but did affect an NF-kB-dependent reporter. Overall, we show that multifunctional coronavirus PLPs target the activities of key transcription factors involved in the induction of type I interferons and thereby hinder the activation of the innate immune system.
(Invitrogen) was used to detect the V5-tagged proteins. Calnexin was detected with anti-calnexin monoclonal antibody (MAB) (BD Transduction Lab) as a protein loading control.

**NL63 PLP2 cleavage of K48- and K63-linked ubiquitin chains.** The NL63 PLP2 wild-type protein was purified as previously described (4, 12), and ubiquitin chains were purchased from Boston Biochem (K48-Ub6 [catalog no. UC-217] and K63-Ub6 [catalog no. UC-317]). Proteolytic cleavage of K48-linked or K63-linked ubiquitin chains was carried out under the following conditions: 0.01 μM of purified PLP2 was incubated with 2.5 to 5 μg of K48-Ub6, or K63-Ub6, at 25°C in a 10- to 20-μl volume containing 50 mM HEPES, pH 7.5, 0.1 mg/ml bovine serum albumin (BSA), 100 mM NaCl, and 2 mM dihydrothreitol (DTT). A reaction was incubated under identical conditions with the exclusion of enzyme. At specified time points, the reactions were quenched with the addition of SDS-PAGE sample loading dye to a 1× concentration (25 mM Tris, pH 6.8, 280 mM β-mercaptoethanol, 4% glycerol, 0.8% SDS, 0.02% bromophenol blue) and heat treated at 95°C for 5 min. Samples were analyzed by electrophoresis on a 15% SDS-PAGE gel and stained with Coomassie dye.

**Assay of delSGLyating activity in cultured cells.** The effect of HCoV-NL63 PLP2 on ISGylated proteins in cultured cells was assessed as described previously (69). Briefly, HEK293 cells cultured in 60-mm dishes were cotransfected with 0.5 μg of pcDNA3-myc-mlSLG15, 0.25 μg of pcDNA3-Ube1L, and 0.25 μg of pcDNA3-UbeH8 plus appropriate amounts of constructs containing PLP2 or the empty vector pcDNA3.1/V5-HisB to standardize the total amount of DNA used for transfection. Transfection was performed with Lipofectamine 2000 per the manufacturer’s instructions. After 24 h, cells were harvested by adding 250 μl 2× LBA containing 20 mM N-ethylmaleimide (Calbiochem) and 20 mM iodoacetamide (Sigma). Cell lysates were then analyzed for ISG-conjugated proteins by Western blotting with monoclonal anti-myc antibody (12,000 rpm) or rabbit polyclonal anti-GFP (1:2,000). Proteins were visualized by chemiluminescence as described above. To confirm the expression levels of PLP2 and the mutants, anti-V5 antibody (1:5000) (Invitrogen) was used to detect the V5-tagged proteins. Actin was detected with antiactin MAb (Beyotime Institute of Biotechnology, China) as a protein loading control.

**Enzyme-linked immunosassay for IFN-β secretion in HEA culture supernatants.** Human airway epithelial (HEA) cultures were generated as previously described (1). Cultures were inoculated with 100 μl of 10^5 PFU/ml HCoV-NL63, 2000 hemagglutinating units (HAU)/ml Sendai virus (SeV), or 100 U/ml interferon (IFN)-α for 1 h at 37°C, after which the inoculum was removed and apical washes with 200 μl of F12 medium (Gibco) were performed at indicated times. The IFN-β concentration was determined by a commercial enzyme-linked immunosorbent assay (ELISA) (PBL Biomedical Laboratories) according to the manufacturer’s instructions. Data were analyzed and plotted using the GraphPad Prism 5.0 software program.

**Luciferase reporter gene assay.** To determine if PLP1 and/or PLP2 modulates IFN-β expression in human cells, the IFN-β reporter, consisting of the IFN-β promoter upstream of firefly lucerase, was transfected into HEK293 cells along with PLP1 or PLP2, alone or in combination with pcDNA3.1/V5-HisB. The plasmids were cotransfected in the soluble or transmembrane versions. pcRLL-TK, encoding Renilla lucerase under the control of the herpes simplex thymidine kinase promoter (low to moderate expression), was used for normalization of transfection efficiency. HEK293 cells were transfected by Lipofectamine 2000 and LTR transfection reagent (MirusBio) according to the manufacturer’s instructions and incubated for 24 h. Cells were then mock infected or infected with Sendai virus (Cantell strain; Charles River Laboratories) at the dose of 100 HAU/ml for 1 h or transfected with N-RIG-Flag for 24 h to activate the RIG-I-dependent IFN pathway. To detect TLR3-dependent IFN expression, HEK293-TLR3 cells were transfected with IFN-β-Luc and PLP2 or PC for 24 h. Cells were then transfected with pcDNA3.1/V5-HisB vector was used to standardize the DNA concentration for transfection. Dimethyl sulfoxide (DMSO) vehicle control or 100 μM GRL-0617S (56) was added at the time of transfection. Tumor necrosis factor alpha (TNF-α) (10 ng/ml) from Roche was used to stimulate the NF-κB-Luc reporter (6 h of stimulation). Cell lysates were then prepared per the manufacturer’s instructions using 1× passive lysis buffer (Promega). A sample was subjected to Western blotting as described above. PLpro-TM was detected with anti-V5 (Invitrogen), and nsp2/3-GFP and nsp3-GFP were detected with rabbit anti-green fluorescent protein (anti-GFP) (Invitrogen).

**RESULTS**

**NL63 PLP2 but not PLP1 has deubiquitinating activity.** Previously we showed that HCoV-NL63 replicase nonstructural protein 3 (nsp3) encodes two papain-like proteases, PLP1 and PLP2, that process the amino-terminal end of the replicase polyprotein (Fig. 1A). In addition, we have shown that PLP2 can process K48-linked polyubiquitin chains, suggesting that this protease has deubiquitinating activity (12). Both the polyprotein cleavage and K48-linked polyubiquitin chain processing are dependent on a cysteine residue in the catalytic triad of this cysteine protease (12). To determine if one or both of these NL63 PLPs can remove ubiquitin conjugated to cellular proteins, HeLa cells were transfected with plasmid DNA encoding PLP1 or PLP2 along with pcDNA3.1-3×Flag-Ub, and the effect of expression of PLP1 and PLP2 on the extent of ubiquitinated cellular proteins was assessed via Western blotting with anti-Flag antibodies. We found that increasing expression of PLP2 resulted in a dramatic reduction in the level of Ub-conjugated proteins (Fig. 1B). We noted that PLP2 appears to have global DUB activity, since no particular cellular substrates were spared. As expected, this PLP2 DUB activity is dependent on an intact catalytic cysteine residue (1678), and mutation of this residue to alanine results in the loss of DUB activity (Fig. 1C). In contrast, PLP1 did not show any significant reduction of Flag-Ub conjugates at the concentrations tested (Fig. 1D). These results indicate that NL63 PLP2, like SARS-CoV PLpro, has potent DUB activity that can remove ubiquitin conjugates from many cellular substrates.

**NL63 PLP2 processes lysine-63-linked in addition to lysine-48-linked polyubiquitin.** Cellular proteins can be covalently modified with ubiquitin at one or multiple lysines through an isopeptide bond that links the carboxy terminus of ubiquitin to a lysine on the target protein. Ubiquitin itself contains seven lysines that can be further conjugated to the C terminus of another ubiquitin molecule, forming different types of polyubiquitin-linked chains on the targeted protein. The two most common types of polyubiquitin chains are linked through ubiquitin lysine 48 (K48) and lysine 63 (K63). These modifications play key regulatory roles in protein degradation and pathway signaling and have been associated with controlling several pathways of innate and adaptive immunity (7). Previous studies indicated that SARS-CoV PLpro processes both K48- and K63-linked ubiquitin (39, 40). To assess if HCoV-NL63 PLP2 has isopeptidase activity that will deconjugate K63-linked ubiquitin in addition to K48-linked isopeptidase activity, purified PLP2 enzyme was incubated with hexameric K48-linked and K63-linked polyubiquitin chains. SDS-PAGE analysis of the cleavage products shows that PLP2 can cleave the substrates in vitro (Fig. 2), and with prolonged incubation times, both chains can be reduced to monoubiquitin (data not shown). These data show that both major forms of polyubiquitin can be recognized and degraded by HCoV-NL63 PLP2.

**PLP2 possesses delSGLyating activity.** Several viral DUBs, including SARS-CoV PLpro, can also deconjugate Ub-like moieties such as ISG15 (39, 40). Conjugation of ISG15 has been shown to be important for protection against viral infection...
We assessed whether HCoV-NL63 PLP2 can deISGylate cellular c-myc-tagged ISG15 (c-myc-ISG15) conjugates. HeLa cells were transfected with increasing amounts of plasmid DNA encoding PLP2 along with c-myc-ISG15 and the ISG15 conjugation machinery Ube1L and UbcH8 to enhance ISGylation of host cell proteins. The ability of PLP2 to deISGylate cellular proteins was then assayed via Western blotting with anti-myc antibody. We found that expression of increasing amounts of PLP2 was associated with a dramatic reduction in the levels of ISGylated cellular proteins (Fig. 3A), in agreement with a previous report (50). The deISGylating activity was dependent on intact catalytic residues C1678 and H1836, since mutation of these residues to alanine resulted in the loss of deISGylating activity (Fig. 3B). Thus, HCoV-NL63 PLP2 is a potent DUB/deISGylating enzyme that acts on many modified cellular substrates.

IFN-β release from human airway epithelial (HAE) cell cultures. HAE cultures are a useful model system for studying human respiratory viruses, including HCoV-NL63, since they mimic human bronchial epithelium, which is the primary site of infection (1, 60). HAE cell cultures were infected with HCoV-NL63 or Sendai virus, and apical wash samples were collected at 24, 48, 72, 96, and 144 h postinfection. The presence of secreted IFN-β in the apical wash was measured by ELISA. Mock-infected cultures released no detectable IFN-β, whereas cultures inoculated with a potent IFN inducer, Sendai virus, released more than 400 pg/ml of IFN-β. In contrast, inoculation of HAE cultures with HCoV-NL63 stimulated low but
detectable levels of IFN-β from 24 to 144 h postinfection (Fig. 4). These results are reminiscent of the reports of low but detectable levels of IFN-β produced from SARS-CoV-infected cells (13, 63) and indicate that either HCoV-NL63 is a weak inducer of the IFN-β response or, like SARS-CoV, HCoV-NL63 encodes potent IFN antagonists.

PLP2 inhibits both RIG-I- and TLR3-dependent IFN-β expression. To determine if PLP2 is an IFN antagonist, we transfected HEK293 cells with plasmids encoding HCoV-NL63 PLP2 or SARS-CoV PLpro along with IFN-β-luciferase and Renilla luciferase reporters for 24 h. Then, the RIG-I-dependent pathway leading to IFN-β expression was activated by Sendai virus infection for 16 h or by a dominant active N-terminal portion of RIG-I (N-RIG). We found that activation of the IFN-β promoter by Sendai virus (Fig. 5A) or N-RIG (Fig. 5B) was inhibited in the presence of either NL63 PLP2 or SARS-CoV PLpro. To determine if HCoV-NL63 PLP2 inhibits TLR3-mediated activation of IFN-β production, PLP2 and the reporters were transfected into HEK293-TLR3 cells, and then the TLR3-mediated pathway was activated by addition of poly(IC) to the cell culture medium. We found that activation of the IFN-β promoter by the TLR3-mediated pathway was significantly inhibited by HCoV-NL63 PLP2 and SARS-CoV PLpro (Fig. 5C). These results demonstrate that the IFN antagonism mediated by coronavirus PLPs is conserved in two distinct viruses, although there is only 19% amino acid identity between the catalytic domains of HCoV-NL63 PLP2 and SARS-CoV PLpro in this region of nsp3 (4).

Mutation of the catalytic residues does not abolish HCoV-NL63 PLP2 IFN antagonism. To further elucidate the interferon antagonism profile of PLP2, a dose-dependent IFN antagonism profile was generated. Concurrently, to determine if IFN antagonism is dependent on catalytic activity, plasmid DNAs encoding PLP2 or the C1678A (devoid of enzymatic activity) and H1836A (severely reduced) catalytic mutants were transfected with the IFN-β and pRL-TK reporters into HEK293 cells, and IFN-β reporter activity was assessed. N-RIG was used to stimulate IFN-β induction. We found that, like the PLP2 wild type, both PLP2 C1678A and PLP2 H1836A exhibit dose-dependent inhibition of IFN-β promoter activity; however, the catalytic mutants were less efficient than wild-type PLP2 (Fig. 6A). Expression of the proteases was verified...
by Western blotting (Fig. 6B). These results indicate that enzymatic activity of PLP2 is not strictly required for inhibition of antiviral IFN expression.

The transmembrane (TM) form of PLP2 is also an IFN antagonist. The PLP domains are part of a larger nsp3 protein in SARS-CoV and HCoV-NL63 that is membrane bound. Previously we showed that the biologically relevant transmembrane-containing form of SARS-CoV PLpro, termed PLpro-TM, is a potent IFN antagonist (13). To determine if the membrane-tethered version of HCoV-NL63 PLP2 can function as an interferon antagonist, the NL63 TM sequence was cloned into the PLP2 construct in frame with the V5 epitope tag, and the resulting construct was designated PLP2-TM. HEK293 cells were transfected with PLP2-TM or the catalytic mutants PLP2-TM C1678A or PLP2-TM H1836A, along with the IFN-β/H9252 and pRL-TK reporters. N-RIG was used to stimulate IFN-β induction. We found that PLP2-TM and the catalytic mutants were able to inhibit N-RIG-induced IFN-β reporter activity in a dose-dependent manner, although like the soluble version of PLP2, the catalytic mutants were less efficient than the wild type (Fig. 7A). Expression of the proteases was verified by Western blotting (Fig. 7B). These data corroborate our previous results indicating that the catalytic site is not essential for IFN-β antagonism by HCoV-NL63 PLP2.

PLpro IFN antagonism is not dependent on the ubiquitin-like domain. In addition to the downstream TM domain, a previous study suggested that the upstream ubiquitin-like domain (Ubl) plays a role in the IFN antagonism of SARS-CoV PLpro, since deletion of this domain in the soluble version of PLpro results in a loss of IFN antagonism (16). Currently, no analogous domain has been identified in HCoV-NL63 PLP2. To determine the role of the Ubl domain in the more biologically relevant transmembrane form of PLpro, we generated identical Ubl deletions (ΔUbl) of PLpro in both the soluble and transmembrane forms and performed a dose-response profile of IFN antagonism. In contrast to results of the study by Frieman and coworkers, we found that ΔUbl-PLpro-Sol was as potent as wild-type PLpro in inhibiting N-RIG-induced IFN-β reporter activity, as was ΔUbl-PLpro-TM (Fig. 8B). Expression of the proteases was verified by Western blotting (Fig. 8C). These results indicate that the Ubl domain of PLpro has no effect on antagonism of type I IFN induction.
Inhibition of SARS-CoV PLpro by protease inhibitor GRL-0617S has no effect on IFN-β or IFN-stimulated response element (ISRE) reporter activity but abrogates inhibition of NF-κB reporter activity. The mutagenesis data for PLP2 suggest that the catalytic residues (and thus catalytic activity) are not required for interferon antagonism, and Devaraj et al. reached a similar conclusion for SARS-CoV PLpro (13). To further evaluate the role of protease/DUB activity in interferon antagonism of wild-type PLpro, we added a protease inhibitor (GRL-0617S) that has been developed and shown to specifically and selectively block protease and DUB activity of SARS-CoV PLpro (56) and assessed the ability of PLpro to inhibit activation of IFN-β-Luc, ISRE-Luc, or NF-κB-Luc reporter activity. HEK293 cells were transfected with plasmid DNA encoding the transmembrane form of PLP2-TM (amino acids 1541 to 2425 of SARS-CoV ORF 1a), previously shown to be a potent IFN antagonist (13), and pRL-TK along with the IFN-β-Luc and pRL-TK reporters. N-RIG was used to stimulate IFN-β induction. At 24 h posttransfection, cell lysates were harvested and assayed for luciferase activity via the Dual-Luciferase reporter assay. Values are expressed as percentages of N-RIG-stimulated luciferase controls set to 100. Error bars indicate standard deviations from the means for triplicates. (B) The cell lysates described above were mixed with 2× sample buffer and subjected to 12.5% SDS-PAGE. Following transfer to nitrocellulose, the membrane was blotched with mouse anti-V5 to detect the proteases and antiactin as a loading control.

Inhibition of SARS-CoV PLpro by protease inhibitor GRL-0617S has no effect on IFN-β or IFN-stimulated response element (ISRE) reporter activity but abrogates inhibition of NF-κB reporter activity. The mutagenesis data for PLP2 suggest that the catalytic residues (and thus catalytic activity) are not required for interferon antagonism, and Devaraj et al. reached a similar conclusion for SARS-CoV PLpro (13). To further evaluate the role of protease/DUB activity in interferon antagonism of wild-type PLpro, we added a protease inhibitor (GRL-0617S) that has been developed and shown to specifically and selectively block protease and DUB activity of SARS-CoV PLpro (56) and assessed the ability of PLpro to inhibit activation of IFN-β-Luc, ISRE-Luc, or NF-κB-Luc reporter activity. HEK293 cells were transfected with plasmid DNA encoding the transmembrane form of PLpro-TM (amino acids 1541 to 2425 of SARS-CoV ORF 1a), previously shown to be a potent IFN antagonist (13), and pRL-TK along with the IFN-β-Luc and pRL-TK reporters. N-RIG was used to stimulate IFN-β induction. At 24 h posttransfection, cell lysates were harvested and assayed for luciferase activity via the Dual-Luciferase reporter assay. Values are expressed as percentages of N-RIG-stimulated luciferase controls set to 100. Error bars indicate standard deviations from the means for triplicates. (B) The cell lysates described above were mixed with 2× sample buffer and subjected to 12.5% SDS-PAGE. Following transfer to nitrocellulose, the membrane was blotched with mouse anti-V5 to detect the proteases and antiactin as a loading control.
cleavage. The nsp2/3-GFP substrate contains a region of nsp2/nsp3 (including the cleavage site) fused in-frame with GFP and was previously shown to be a substrate for PLpro (16). As shown in Fig. 9D, the nsp3-GFP cleavage product was readily detected in cell lysates that contain PLpro in the absence of GRL-0617S. In contrast, the processing of nsp2/3-GFP and liberation of nsp3-GFP was almost completely abrogated in the presence of the drug. Overall, these data provide further support that there is a catalysis-independent component to type I IFN antagonism by the papain-like proteases of human coronaviruses.

**DISCUSSION**

In this study, we describe the multifunctional nature of the papain-like protease domains of NL63 and SARS coronaviruses. These coronavirus PLP domains act as viral proteases, deubiquitinating/deISGylating enzymes, and are able to antagonize innate immune induction of type I interferon. We found that PLP interferon antagonism is enhanced by, but is not strictly dependent on, the catalytic activity of the enzyme. Inhibition of coronavirus protease and DUB activity by mutagenesis or pharmacological means did not abrogate interferon antagonism. Therefore, these distinct PLP activities provide multiple targets for antiviral therapies.

The recognition of the DUB/deISGylating activity of SARS-CoV PLpro and HCoV-NL63 PLP2 provides new opportunities to investigate how the virus is modifying the host cell environment. Posttranslational modification of proteins by ubiquitin and ubiquitin-like (Ubl) molecules, such as SUMO, ISG15, and Neddy, plays a critical role in the regulatory processes of virtually all aspects of cell biology (14, 15, 20, 22, 25, 29, 34, 41, 55). These modifications, though covalent, are highly reversible. Deubiquitinating enzymes can deconjugate Ub and Ub-like moieties and thus modulate the activities of ubiquitinated proteins. There are about 100 DUBs encoded in the human genome, and most of the known DUBs are cysteine proteases, characterized by a Cys-His-Asp catalytic triad (51). Several RNA viruses encode cysteine proteases to generate mature viral proteins necessary for replication, and many have been found to be multifunctional proteins. Like SARS-CoV PLpro and HCoV-NL63 PLP2, the protease of a nairovirus, Crimean Congo hemorrhagic fever virus (CCHFV), and the proteases of arteriviruses, including equine arteritis virus (EAV) and porcine respiratory and reproductive syndrome virus (PRRSV), have DUB and deISGylase activity (4, 15, 39). The contribution of these enzymatic activities to inhibition of type I IFN induction is currently poorly understood. A vast array of proteins involved in the type I IFN signaling cascade are activated by ubiquitination. Induction of IFN-β, for example, requires the activation of IRF-3 and NF-κB (45, 55). Ubiquitination is known to be intimately involved in the activation of NF-κB. Polyubiquitination of receptor-interacting protein (RIP), TNF receptor-associated factor 6 (TRAF6), and TNF receptor-associated factor 2 (TRAF2) activates these signaling intermediates, which leads to the polyubiquitination of IκB. IκB, which binds to and holds NF-κB inactive in the cytoplasm, is degraded via the proteasome, thereby freeing NF-κB to translocate to the nucleus and induce IFN-β transcription (20). Here we have shown that HCoV-NL63 PLP2 has a profound and global deconjugation effect on ubiquitinated cellular conjugates, suggesting that the DUB activity of PLP2 may modulate NF-κB activation. In addition, we demonstrate that protease inhibitors, which block coronavirus
DUB activity, abrogate the moderate inhibition of NF-κB reporter activity imposed by transient, ectopic expression of PLpro. These results support a role for coronavirus DUBs in modulating the NF-κB response during coronavirus replication. However, further investigation is needed to delineate the physiological effect of coronavirus PLPs on NF-κB signaling, since SARS-CoV PLpro did not inhibit virus- or double-stranded RNA (dsRNA)-induced activation of two well-characterized NF-κB-dependent genes, encoding interleukin 6 (IL-6) and A20, when it was stably expressed in HeLa cells in a tetracycline-regulated fashion (13).

The effect of ISGylation of cellular proteins on the antiviral response is far less understood. It is known that ISG15 conjugation is required for protection against lethal Sindbis virus infection of IFN-αβ receptor knockout mice (15). Also, ISGylation has been shown to influence the activation of the JAK/STAT pathway, involved in type I IFN signaling (44). Intriguingly, IRF-3 also undergoes ISGylation during viral infections, which was found to enhance innate antiviral responses by inhibiting virus-induced IRF-3 degradation (43). We found that HCoV-NL63 PLP2 globally deconjugates ISG15 similarly to its deconjugation of Ub, and this activity depends on the catalytic sites of PLP2. Although the contribution of the delISGylation activity of PLP2 to IFN antagonism remains to be further investigated, delISGylation of IRF-3 is unlikely to be a significant contributing factor, since the PLP catalytic mutants devoid of delISGylation activity still effectively inhibited IFN induction.

Using human airway epithelial cells, which represent a cell culture model for respiratory infection, we found that IFN-β release induced by HCoV-NL63 was weak but measurable. This finding is similar to weak IFN induction by the far more pathogenic human coronavirus SARS-CoV, suggesting that antagonism of type I IFN is a common trait of coronavirus infection (13, 58, 63). In addition to PLpro, SARS-CoV encodes several other IFN antagonists. ORF 3b, ORF 6, and nucleocapsid inhibit type I IFN induction via inhibition of IRF-3 phosphorylation and its subsequent nuclear translocation (30). ORF 6 and nspl have been shown to inhibit IFN signaling by interfering with the activity of STAT1 (17, 27, 48). Mouse hepatitis virus also encodes several IFN antagonists, including nspl, nucleocapsid, and PLP2 (58, 68, 70). Thus, there is clear evolutionary pressure to encode and maintain multiple IFN antagonists. It has yet to be determined if nspl and nucleocapsid from HCoV-NL63 are IFN antagonists as well.

Using reporter assays, we found that HCoV-NL63 PLP2 can antagonize type I IFN induction independently of catalytic activity. Catalytic mutants of PLP2 can dose-dependently inhibit IFN-β induction; however, this inhibition is reduced compared to equivalent amounts of wild-type PLP2. In addition, we note that the presence of the transmembrane domain confers enhanced IFN antagonism, particularly in the catalytic mutants. We speculate that the TM domain may facilitate either protein folding or interaction with cellular protein partners. Overall, the antagonism profile of HCoV-NL63 PLP2 is remarkably similar to that of PLpro of SARS-CoV. In fact, using a known specific inhibitor of SARS-CoV PLpro (GRL-0617S), we found that PLpro can effectively inhibit type I IFN induction despite a profound reduction in proteolysis, which corroborates the notion of a catalysis-independent mechanism for type I IFN antagonism. Previously we showed that SARS-CoV PLpro is able to inhibit the phosphorylation and nuclear accumulation of IRF-3 following Sendai virus infection (13).

We found that HCoV-NL63 PLP2 was also able to inhibit the translocation of IRF-3 to the nucleus (data not shown); however, the mechanism of this inhibition is not yet clear. We are actively searching for cellular factors that associate with HCoV-NL63 PLP2 as well as SARS-CoV PLpro.

The crystal structure of SARS-CoV PLpro has identified a unique domain that has remarkable similarity to ubiquitin (57). Frieman and coworkers reported that removal of the Ubl domain in the soluble version of PLpro resulted in a loss of IFN antagonism (16). However, we note that the authors of that study assessed IFN antagonism using one concentration of PLpro. In this study, by performing a dose-response profile of IFN antagonism, we found that deletion of the Ubl domain from both the soluble and the transmembrane version of PLpro had no effect on IFN antagonism. Thus, it is critical to assess the effect of IFN antagonism across a range of protein concentrations to fully evaluate the activity of these proteases.

Many viruses have been shown to inhibit the transcriptional activity of IRF-3 in a wide variety of ways (9, 24, 52). Some viruses inhibit IRF-3 phosphorylation, dimerization, and/or translocation to the nucleus. Others can induce IRF-3 degradation or sequester the transcription factor (11, 23). The mechanism of inhibition that can lead to these phenotypes can occur directly on IRF-3 or may affect any of the vast array of proteins upstream of IRF-3 in the type I IFN induction cascade. For example, VP35 protein of Ebola Zaire virus (EBOV) has been shown to impact IRF-3 activity by binding dsRNA, thus preventing detection by RIG-I (5, 6). In addition, VP35 was shown to interact with Ubc9 (SUMO E2 enzyme), PIA81 (SUMO E3 ligase), and IRF-7, leading to SUMOylation of IRF-7 and transcriptional repression of the IFN-β promoter (10). Respiratory syncytial virus (RSV) encodes two proteins, NS1 and NS2, that act individually or cooperatively to inhibit the activity of IRF-3. It was reported that these proteins reduce the expression of key kinases involved in IRF-3 phosphorylation (TRAF3 and IκB kinase epsilon [IKKe]), but how NS1 and NS2 induce TRAF3 and IKKe degradation is still unclear (64). Coronavirus PLPs could be acting on an as yet unidentified cellular factor involved in the IFN induction cascade. For example, in a recent study by Schröder et al., a new protein, DEAD box protein 3 (DDX3), was found to be involved in the type I IFN cascade. DDX3 was identified by coimmunoprecipitation with an IFN antagonist from vaccinia virus (VACV) protein K7 (59). Alternatively, it is intriguing to speculate that coronavirus PLPs may function by sequestering polyubiquitin complexes or membrane-associated factors, such as STING/MITA (26, 67, 72). Previously we showed that the block must be downstream of TBK1 but at or upstream of IRF-3 since a constitutively active form of IRF-3 is not blocked by PLpro (13). Further studies are needed to elucidate the mechanism by which coronavirus PLPs modulate IRF-3 activity.

The multiple enzymatic activities of SARS-CoV PLpro and HCoV-NL63 PLP2 may all influence the host cell type I IFN response. The DUB activity of these proteins could modulate the activity of key players in the signaling cascade that are known to be activated by lysine-48- or lysine-63-linked poly-
ubiquitination. Our data suggest that catalytic activity may contribute to IFN antagonism but ablation of proteolysis does not abort IFN antagonism. Thus, coronavirus PLPs also possess a catalytic activity-independent mechanism that acts to inhibit IFN induction. We are currently working to delineate both the DUB and catalytic activity-independent mechanism by which coronavirus PLPs inhibit type I IFN induction.

The data presented in this study draw significant parallels between the single papain-like protease of SARS-CoV PLpro and the second papain-like protease of HCoV-NL63 PLP2. Despite modest sequence identity (∼19%), these two proteases have similar enzymatic activities and can inhibit type I IFN induction independently of catalytic activity. Since coronavirus PLpro/PLP2 domains are required for viral replication, they are attractive targets for antiviral therapeutics. Indeed, inhibitors of SARS-CoV PLpro have been shown to block virus replication (56). Though less pathogenic than SARS-CoV, HCoV-NL63 causes significant morbidity in children, the elderly, and immune-compromised individuals and has been shown to be an etiological agent causing group (65, 66). In addition, we now recognize that bats and other mammals can serve as reservoirs for potentially emerging pandemic coronaviruses (32, 37). Thus, further studies of these multifunctional coronavirus PLPs are needed to determine if both protease inhibitors and blockers of interferon antagonism can be developed to reduce replication and pathogenesis of human and zoonotic coronaviruses.
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SYSTEMS GENETICS ANALYSIS OF CHLAMYDIA PSITTACI INFECTION
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Introduction

Individual differences in susceptibility to infectious diseases have been mapped to numerous disease defining genetic polymorphisms or quantitative trait loci (QTL) by forward genetics (1-3). However, such genotype-phenotype associations do not provide information on the causal pathways of how disease occurs. Inbred mouse models have been widely utilized for identification of susceptibility genes and systems genetics. Recombinant inbred (RI) strains contain unique, approximately equal proportions of genetic contributions from two progenitor inbred strains. A panel of 78 established BXD RI strains derived from C57BL/6J (B6) and DBA/2J (D2) strains have been genotyped over 13,377 SNP markers and are available for repeated testing. Combined with a web-based analytical tool (GeneNetwork.org) this allows high precision Quantitative trait loci (QTL) mapping. In a previous analysis, we determined that a QTL on chromosome 11 containing two polymorphic innate immune genes (Irgm3 and Irgb10) in the family of immunity-related GTPases (IRG) were responsible for the innate difference in susceptibility to a systemic infection to C.psittaci between the B6 and D2 mice (3). Characterization of the immunological differences between the B6 and D2 mice revealed significant differences in Chlamydia load, inflammatory responses, and cytokine profiles. While the IRGs were shown to control Chlamydia load (2), alternative immunomodulatory functions of this gene have been implicated (4-5). In our model it is unclear whether the various immunological differences are a function of pathogen load, immunomodulatory functions or yet unrelated to the IRGs.

We hypothesized that a multiscale analysis of BXD genotype, pathogen load, and immune parameters can be combined to define causative immune pathways induced by Chlamydia psittaci infection.
Methods
1. Infection and sample collection.
*Chlamydia* infection: 8-10 week old male mice (C57BL/6J, DBA/2J, and 57 BXD strains) were infected in groups of 2-5/strain for a total of 372 mice. *C. psittaci* 6BC strains were propagated in L cells, titrated and stored at -80°C. Intraperitoneal infection with *C. psittaci* 6BC (10^4 IFU) was performed using the same stock source to minimize variations across experiments. Monitoring and sample collection: Infected mice were monitored daily for weight changes. On day 6-post infection, mice were euthanized to obtain peritoneal lavage samples for pathogen load, flow cytometry, and cytokine analysis.

2. Assessment of immune phenotypes.
*Chlamydia load:* Titration was performed by a cell culture based IFU assay.
Flow cytometry: Standard methods were used. Briefly, murine peritoneal exudates were blocked with Fc block and incubated with fluorochrome-conjugated Abs. The following Abs was used: (Macrophage) F4/80-APC, (Neutrophil) Ly6G-PE, (Class II) IA/AE-Alexa488, (Myeloid) and CD11b-PE-Cy7. Data was expressed as percent of macrophages or neutrophils in the CD11b expressing myeloid cells. Class II expression was used as a marker for macrophage activation status and data was expressed as percent of F4/80 expression cells that also expressed class II.
Cytokine analysis: Peritoneal lavage supernatants were stored in -80°C till assessment. We used the Mouse 32-plex kit to analyze levels of 32 cytokines.

3. Data analysis.
QTL analysis: We used interval mapping method available on the GeneNetwork.org interface to identify genetic loci regulating infection/immune phenotypes. Interval Mapping is a statistical test of association between trait values and the genotypes of marker loci through the genome. A significant association is interpreted as indicating the presence of a QTL linked to the marker that shows the association.
Correlation analysis: The correlation analysis was performed using Pearson and Spearman correlations and a network graph was drawn using a built in function in the GeneNetwork. This function enables graphical association among large groups of phenotypes.
Results
1. Immune phenotype data
Mice exhibited a range of disease manifestation ranging from 30% weight reduction to 10% weight increase in 6 days. *Chlamydia* load ranged from 4 to 6.5 log IFU/mouse. Neutrophils ranged 2-40% of the myeloid population. Of the macrophage population 2-80% expressed Class II. A measurable difference was observed in at 22 of the 32 cytokines examined.

2. QTL analysis
The majority of the variability observed in weight change, macrophage activation status, *Chlamydia* load, and neutrophil recruitment was attributed to the previously reported chromosome 11 locus. While many other traits were influenced by the chromosome 11 locus, subset of chemokines were controlled by a combination of minor QTLs on chromosomes 4, 5, 9, and 16 whereas IFNγ, TNFα, IL10 levels were under the primary control of a QTL on chromosome 8 (Table).

3. Correlation analysis
The strongest positive correlation with the disease phenotype (weight) was found with macrophage activation status, rather than *Chlamydia* load (Table). The macrophage activation status itself had a strong negative correlation with *Chlamydia* load as well as percentage of neutrophils in the inflammatory cell population. The level of cytokines such as IFNγ and TNFα were not associated with the weight changes observed in this model.

In order to determine whether the phenotype was a direct consequence of the pathogen burden we examined the correlation of pathogen load with weights of individual mice according to the genotype at chromosome 11 encoding the IRGs. Results demonstrated that mice that have the B6 genotype at the locus are tolerant to increases in the pathogen load. Also, there was a significant overlap in the pathogen load between two genotypes. These findings suggest the IRGs encoded in chromosome 11 locus affect disease outcome by a mechanism of tolerance (ability to withstand increasing pathogen burden) rather than resistance (ability to restrict pathogen load).

Discussion
Results indicate the involvement of multiple QTL in determining the immune phenotypes associated with a systemic *Chlamydia psittaci* infection. A systems approach utilized in this study allows us to infer immune responses and its hierarchy that contribute to disease process. Specifically, the disease status controlled by the chromosome 11, which is most likely the IRGs,
appeared to be a function of the macrophage activation status rather than direct *Chlamydia* load. In this model the macrophage activation status influences *Chlamydia* load as well as the inflammatory cell population. While, this will require further validation, this likely represents the multiple functions of the IRG. Cytokine levels that intuitively would be associated with disease severity such as IFN\(\gamma\) and TNF\(\alpha\) were found to fluctuate independent of disease status and were controlled by other genetic loci. Candidate genes on the chromosome 8 interval are currently under investigation.

Table: QTL mapping results and Pearson correlation coefficient.

<table>
<thead>
<tr>
<th>Phenotype</th>
<th>QTL (Chromosome)</th>
<th>Macro</th>
<th>Neutro</th>
<th>Weight</th>
<th>Chlamydia</th>
<th>TNFa</th>
<th>Mip2</th>
<th>IFNg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mac activation status</td>
<td>Chr11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrophils</td>
<td>Chr11</td>
<td>-0.726</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>Chr11</td>
<td>0.738</td>
<td>0.673</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlamydia load</td>
<td>Chr11, 5</td>
<td>-0.736</td>
<td>0.556</td>
<td>-0.69</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TNFa</td>
<td>Chr 8, 11</td>
<td>-0.307</td>
<td>0.404</td>
<td>-0.25</td>
<td>0.374</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chr 4, 5, 9, 11, 16</td>
<td>-0.531</td>
<td>0.282</td>
<td>-0.354</td>
<td>0.269</td>
<td>0.149</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mip2</td>
<td>Chr 1, 8</td>
<td>-0.261</td>
<td>0.356</td>
<td>-0.246</td>
<td>0.242</td>
<td>0.712</td>
<td>0.106</td>
<td></td>
</tr>
<tr>
<td>IFNg</td>
<td>Chr 1, 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

High positive correlations 0.7 to 1, Moderate positive correlation 0.5 to 0.7, High negative correlation –0.7 to -1.0, Moderate negative correlation –0.5 to –0.7.
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**Background**
Understanding the causal pathways that link genotypes with gene expression and higher order phenotypes, such as disease susceptibility, has been a recent goal of systems genetic studies. Pairwise correlations can select genes and phenotypes that are associated with a common genetic locus; however, the directions of these links are more difficult to determine. We propose a method in which Bayesian networks are used to establish causal pathways from genotype to gene expression to phenotype and apply it to mice infected with *Chlamydia psittaci*.

**Results**
Recombinant inbred BXD mice strains have been previously used to study the genetic differences that cause a much greater resistance to *Chlamydia psittaci* infection in C57BL/6J mice compared with DBA/2J mice [1]. Gene expression levels and higher order phenotypes, such as pathogen load and survival, were collected for 44 BXD strains. Directed graphs linking SNPs [2] in the BXD genomes to this data were created with QTL mapping and the Bayesian network method. Figure 1 shows a selection of the resulting causal pathways; many of the genes in these pathways are known to be associated with immune response or GTPase activity, which has been linked to *Chlamydia psittaci* infection [1].
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**Figure 1** Causal pathways linking genotype SNPs to gene expression levels to phenotypes in BXD mice infected with *Chlamydia psittaci*.
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High-throughput sequencing of the DBA/2J mouse genome

Xusheng Wang¹, Richa Agarwala², John A Capra³, Zugen Chen⁴, Deanna M Church², Daniel C Ciobanu⁵, Zhengsheng Li¹, Lu Lu¹, Khyobeni Mozhui¹, Megan K Mulligan¹, Stanley F Nelson⁴, Katherine S Pollard³, Williams L Taylor¹, Donald B Thomason¹, Robert W Williams¹*

From UT-ORNL-KBRIN Bioinformatics Summit 2010
Cadiz, KY, USA. 19-21 March 2010

Background
The DBA/2J mouse is not only the oldest inbred strain, but also one of the most widely used strains. DBA/2J exhibits many unique anatomical, physiological, and behavior traits. In addition, DBA/2J is one parent of the large BXD family of recombinant inbred strains [1]. The genome of the other parent of this BXD family—C57BL/6J—has been sequenced and serves as the mouse reference genome [2]. We sequenced the genome of DBA/2J using SOLiD and Illumina high throughput short read protocols to generate a comprehensive set of ~5 million sequence variants segregating in the BXD family that ultimately cause developmental, anatomical, functional and behavioral differences among these 80+ strains.

Results
We generated approximately 13.2 and 38.9× whole-genome short reads of DBA/2J females using Illumina GA2 and ABI SOLiD massively parallel DNA sequencing platforms. Comparing to the C57BL/6J reference genome sequence, we identified over 4.5 million single nucleotide polymorphisms (SNPs), including 84 nonsense and ~11,000 missense mutations, 78% of which are novel. We also detected ~568,000 insertions and deletions (indels) within single short reads and ~9,400 between mate-paired reads. Approximately 300 inversions were detected by SOLiD mate-pair reads, 46 of which span at least one exon. In addition, we identified ~22,000 copy number variants (CNVs) in the range of 1 Kb to 100 Kb (Figure 1).

Conclusion
Our study generates the first consensus sequence for the DBA/2J and creates a compendium of sequence and structural variations that will be used by the community of researchers who study complex traits in mouse models. The sequence data provide a novel resource with which to initiate reverse genetic analysis of complex traits.
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Figure 1 Concentric circles represent the sequence and structural variation across mouse chromosomes. Moving inward from the outer circle, circle 1 denotes each chromosome. Circle 2, read depth with 100kb window. Circle 3, SNP density with 100kb windows (black is lowest density and orange is highest density). Circle 4, Indels density with 100kb window. Circle 5, Inversion. Circle 5, CNVs, blue (outward) denotes loss of CNVs and green (inward) denotes gains of CNVs.
traits, particularly by exploiting strong alleles (premature stop codons, frame-shift mutations, and deletion) that differentially affect members of the BXD strain family. The DBA/2J genome is also an essential prerequisite to unbiased alignment of RNA-seq and ChIP-seq data generated using BXD strains and any other cross involving these two common parental strains.
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Expression QTL Modules as Functional Components Underlying Higher-Order Phenotypes
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Abstract

Systems genetics studies often involve the mapping of numerous regulatory relations between genetic loci and expression traits. These regulatory relations form a bipartite network consisting of genetic loci and expression phenotypes. Modular network organizations may arise from the pleiotropic and polygenic regulation of gene expression. Here we analyzed the expression QTL (eQTL) networks derived from expression genetic data of yeast and mouse liver and found 65 and 98 modules respectively. Computer simulation result showed that such modules rarely occurred in randomized networks with the same number of nodes and edges and same degree distribution. We also found significant within-module functional coherence. The analysis of genetic overlaps and the evidences from biomedical literature have linked some eQTL modules to physiological phenotypes. Functional coherence within the eQTL modules and genetic overlaps between the modules and physiological phenotypes suggests that eQTL modules may act as functional units underlying the higher-order phenotypes.
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Introduction

Recent advances in the integration of quantitative genetics and expression genomics have provided a global view of gene expression traits and their implications in high-order phenotype variations [1,2,3,4,5,6,7,8]. The Genetical Genomics [9] approach systematically associates gene expression traits with regulatory genomic regions called expression quantitative trait loci (eQTLs) [10]. Typically, this high-throughput approach identifies a large set of regulatory relations between genetic markers and expression traits, which compose bipartite networks that consist of two types of nodes, representing expression traits and eQTLs respectively.

A module is usually defined as a subset of components in a network that interact with each other and act in concert to regulate biological processes, while maintaining relative independence from other components in the network. Studies on the architecture of biological networks, including protein-protein interaction networks, metabolic networks, and transcriptional regulatory networks [11,12,13] have revealed that modularity is a common organizational principle of these networks. In a previous work we discovered transcription modules and their associations with higher-order phenotypes [14]. Recently a Bayesian method for eQTL network partition was developed by Zhang et al. [15]. The application of their method to a yeast eQTL network identified 20 modules with one eQTL and 9 modules with two eQTLs [15].

In this work we define eQTL module as a set of highly connected nodes with at least two eQTLs in different chromosomes. We analyzed the eQTL networks constructed from a yeast dataset and a mouse liver dataset and found 65 and 98 modules respectively. We also studied the associations between the eQTL modules and higher-order phenotypes. Genes in many eQTL modules showed significant functional coherence. Fifty yeast morphologic phenotypes were mapped to genetic loci that overlapped with the eQTLs in 19 modules. We identified an eQTL module sharing genetic components with a mouse obesity phenotype — the gonadal fat mass (GFM), and evidences from previous studies strongly support the functional relevance between the module genes and obesity. The analysis of eQTL modules may provide important insights into the functional components underlying complex phenotypes.

Results

Formulation of the Module Detection Problem and Simulation Results

We exploited a network approach to systematically analyze large numbers of modulatory relations between genetic loci and gene expression traits. A module in an eQTL network is defined as a set of highly connected nodes — eQTLs and genes whose expression levels are regulated by some or all of the eQTLs. Only eQTLs located on different chromosomes are allowed to be included in a module to avoid trivial results caused by the linkage
between markers. A conceptual representation of eQTL module is shown in Figure 1. Module detection in an eQTL network can be formulated as an optimization problem: searching for a set of $m\times n$ nodes that maximizes the objective function $Q(m, n, k) = k/(m \times n)$, where $m$ is the number of eQTLs, $n$ is the number of target genes and $k$ is the number of edges between them. In this bipartite network, genes can be connected to QTLs, but there is no edge between genes and between QTLs. The maximum number of edges between $n$ genes and $m$ QTLs is $m \times n$, therefore $Q$ is a value between zero and one. The objective function $Q(m, n, k)$ is a measurement of the connection density of a module. For a set of completely connected nodes, $Q=1$; for a set of unconnected nodes, $Q=0$. In this work, a module must have a $Q$ value of 0.66 or above. Intuitively, this density criterion requires that on average each gene node are connected to about 2/3 or more of the QTL nodes and vice versa. Besides this density criterion, a module must also be statistically significant, which means the module should be highly unlikely to arise by chance in a randomized network with the same numbers of nodes and edges and the same degree distribution. The details of the module detection method are described in Materials and Methods.

A simulation study was performed to assess the performance of the module detection method. We generated random bipartite networks with prescribed modules and used normalized mutual information (NMI) [16] to evaluate the consistency between the prescribed modules and the modules identified by the search method. NMI is a robust performance indicator based on the confusion matrix [16]. The rows of the confusion matrix correspond to the prescribed modules, and the columns correspond to the identified modules. The confusion matrix contains the number of overlapped nodes between the prescribed modules and the identified module. If the identified modules completely match the prescribed modules, NMI takes the maximum value of 1.0; if the identified modules are unrelated to the simulated module, NMI becomes 0. The simulated eQTL networks consisted of 1200-1500 nodes and 3000-3500 edges, and contained 10 modules with 2-3 eQTL nodes and 20-150 gene nodes (typical sizes of the modules found in this work). Five independent simulation runs were performed with each of the following module homogeneity values: 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 (Figure 2). We then used our module detection algorithm to identify modules in the simulated networks. The details of the simulation procedure are described in Materials and Methods. The module homogeneity ($p$) controls the formation of the modular structures of the simulated network. For $p=1$, the simulated network has a clear-cut modular structure. For $p=0$, the prescribed modules become random partitions of the simulated network and therefore the network has no modular structure at all.

The module detection algorithm is expected to be able to identify the prescribed modules correctly when $p$ is high, while no module can be identified by any algorithm when $p$ is too low. Our module detection method performed reasonably well with a NMI value above 0.8 when the module homogeneity was higher than 0.6, and the NMI value was very close to its maximum value of 1.0 when the module homogeneity is higher than 0.9. The NMI dropped quickly when the module homogeneity was below 0.5. This is because the modular structure became much fuzzier with such low module homogeneity values. For example, at a module homogeneity value of 0.5, on average only half of the edges connected to the nodes of a module come from members of the same module and the other half of the connections are randomly connected to nodes outside the module.

Expression QTL Network and Modules

The yeast eQTL network is a connected graph of 493 eQTL nodes, 4583 gene nodes, and 33,584 edges. The median degree for the eQTL nodes and gene nodes are 25 and 7 respectively. In the yeast network, we identified 65 modules (Table S1). The number of eQTLs in each module ranges from 2 to 3, and the number of target genes ranges from 4 to 276. These modules contain 1756 unique genes, covering 38.3% of the genes in the yeast eQTL network. Three identified modules and their neighboring gene nodes in the yeast eQTL network are displayed in Figure 3. The mouse liver eQTL network is a connected graph of 408 eQTL nodes, 4086 gene nodes, and 11,458 edges. The median degrees for the eQTL nodes and gene nodes are 15 and 2 respectively. In the mouse liver network, we identified 98 modules (Table S2). The number of eQTLs in each module ranges from 2 to 4, and the number of target genes ranges from 4 to 84. These modules contain 989 unique genes, covering 24.2% of the genes in the mouse eQTL network. The size distributions of the yeast and mouse modules are shown in Figure 4. We found that these modules were highly unlikely to occur simply by chance in randomly rewired networks with the same number of nodes and edges and same degree distribution (P-value $<10^{-4}$). Therefore statistically significant modular structures exist in these eQTL networks. The modular structures of genotype-phenotype map has also been observed in some classical multiple-trait association studies [17,18].

Functional coherence of module genes

We used the Ontologizer software [19] to assess the enrichment of GO terms in each module. Ontologizer uses Parent-Child Analysis, which takes the structure of the GO hierarchy and parent-child relations into consideration when it performs the enrichment analysis. The Westfall-Young-Single-Step method [20] was used for multiple testing correction. A total of 42 yeast modules and 21 mouse modules were associated with at least one GO term at the significance level of P<0.05 (Tables S3 and S4). Some modules were associated with common GO terms. For example, yeast module 63 and 64 were associated with 8 common GO terms (e.g. organelle lumen, ribosome biogenesis and assembly), and yeast module 45 and 61 were associated with 25 common GO terms (Table S3). They were identified as separate modules in the eQTL network, however there might be moderate but genuine links connecting them. These links are the weaker associations between gene expression traits of one module and eQTLs of another module, which did not pass the significance test used in eQTL mapping. We added the moderate links (with P-values $<0.01$ but $\geq 0.001$) to the yeast eQTL network.

Figure 1. A conceptual representation of eQTL module. This module contains two eQTLs and three genes. The Q value of this module is 5/6.

doi:10.1371/journal.pone.0014313.g001
network to test if the distribution of the moderate links would suggest potential relations between the modules. We randomly rewired the moderate links in the eQTL network and counted the number of moderate links that connected each pair of modules. For each pair of modules, the maximum number of moderate links from 1000 such randomly rewired networks was compared to the number of moderate links bridging the two modules in the original network. We then sorted the module pairs by the ratio of these two numbers (original vs. rewired maximum) in a descending order. The top 20 (1%) yeast module pairs are listed in Table S5. Among the 2080 possible yeast module pairs, modules 45 and 61 ranked 18th with a ratio of 4.6, and modules 63 and 64 ranked 19th with a ratio of 4.5. There were many more (4.6 and 4.5 fold respectively) moderate links bridging these module pairs in the original eQTL network than that expected by chance in the randomly rewired networks. Other top ranked

Figure 2. The performance of module detection algorithm as a function of module homogeneity. The error bars mark the interval of minus and plus one standard deviation. doi:10.1371/journal.pone.0014313.g002

Figure 3. Three modules in the yeast eQTL network. The ellipses represents eQTLs, squares represent genes. White squares represent genes that do not belong to the three modules. Green: Module 48; Yellow: Module 64; Red: Module 55. doi:10.1371/journal.pone.0014313.g003
module pairs that share common GO terms include: Module 46 and 64, Module 26 and 64, and Module 55 and 60. The non-random distribution of the moderate links may help us to identify modules that are more likely being functionally related.

Linking eQTL modules to physiological phenotypes

One major goal of systems genetics is to identify gene expression modules underlying higher-order phenotypes. Recently, Nogami et al. [21] measured more than 500 yeast morphologic phenotypes and mapped 7 significant QTLs (false discovery rate [FDR] = 0.05) (Table 2 and Table S4 of [21]). We assessed the genetic overlap between these 7 morphologic QTLs and the yeast eQTL modules we identified. We found that QTLs on three chromosomes were shared by morphologic phenotypes and the modules (Table 1). The morphologic phenotypes can be classified into six categories, each representing an aspect of cellular morphology (Table 2 of [21]). Phenotypes of same category were usually mapped to QTLs on same chromosome. But there was a surprising exception where the phenotypes concerning DNA region size, position, and shape were mapped to two unlinked loci on Chromosome 14 and 15, respectively [21]. The eQTL module analysis may provide a possible explanation to the exception. The modules with eQTLs on Chromosome 14 were associated with different GO terms. Three modules (28, 45, and 61) with eQTLs on Chromosome 14 were associated with protein metabolism while three modules (7, 9, and 51) with the QTLs on Chromosome 15 were associated with mitochondrial oxidative phosphorylation and energy generation. This indicates different molecular pathways may underlie the phenotypes mapped to chromosome 14 and those mapped to chromosome 15 though they all belong to same category.

We also analyzed the physiological relevance of the mouse liver eQTL modules. The obesity phenotype gonadal fat mass (GFM) was genetically dissected, and five “clinical” QTLs (cQTLs) regulating this phenotype were mapped in a previous study (Table 2 of [22]). We analyzed the overlaps between the module QTLs and these five cQTLs. Three modules (50, 74, and 84) had eQTLs that overlapped with a cQTL on chromosome 19. Module 74 was of particular interest because it had another eQTL located near a cQTL on chromosome 5. The distance between the two QTL markers is about 20 Mb. This module contains three eQTLs and 21 genes, seven of which were uncharacterized expressed sequence tags (ESTs) (Figure 5). There is literature evidence for seven of the module genes (i.e. 50% of the genes in this module with known functions) being related to obesity. Lcat (lecithin cholesterol acyltransferase) is involved in lipid metabolism which affects the GFM trait [23]. Other module genes related to lipid metabolism and obesity include Anxa5 (annexin A5) [24], Ccna2 (cyclin A2) [25], Ces5 (carboxylesterase 5) [26], Cyp2c38 (cytochrome P450, family 2, subfamily c, polypeptide 38) [27], Setd8 (SET domain containing 8) [28], and Slc16a11 (monocarboxylic acid transporters, member 11) [29]. Thus, literature evidence supports the association between GFM trait and the eQTL module.

Discussion

In this work we exploited a network approach to systematically analyze large numbers of modulatory relations between genetic
loci and gene expression traits. Like many other biological networks eQTL networks have evolved functional modules. Such modular structures may confer selective advantage by allowing the optimization of gene expression within each module and therefore minimizing the impact of genetic variants outside the module.

Recently Zhang et al. [15] used a Bayesian partition method to identify eQTL modules from the same yeast dataset used in this work. They identified 20 yeast modules with one eQTL and 9 modules with two eQTLs. In this work we are interested in detecting eQTL modules with complex genetic architectures. Therefore we focused on modules with at least two QTLs in different chromosomes, and identified 21 yeast modules with two eQTLs and 44 yeast modules with three eQTLs. The Bayesian partition method [15] essentially performs eQTL mapping and module identification simultaneously. Our module detection method takes the eQTL mapping results as the input and can be used with any eQTL mapping method; therefore it provides the flexibility to reanalyze the eQTL network when new algorithms for eQTL mapping become available.

Epistasis is a higher-order genetic interaction that go beyond the pair-wise regulatory relations between a QTL and a trait. To test the epistatic effects within the eQTL modules, we employed a regression based model selection approach to find the best eQTL model for each module gene. The expression values of each

---

### Table 1. Genetic overlap of yeast eQTL modules and morphologic phenotypes.

<table>
<thead>
<tr>
<th>Phenotype category</th>
<th>QTL (bp)</th>
<th>Module ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA region size, position and shape</td>
<td>chr14:440000-460000</td>
<td>21, 28, 50, 59, 61, 62, 63</td>
</tr>
<tr>
<td></td>
<td>chr14: 480000-500000</td>
<td>24, 52, 58</td>
</tr>
<tr>
<td></td>
<td>chr14: 500000-520000</td>
<td>13, 45</td>
</tr>
<tr>
<td>DNA region size, position and shape</td>
<td>chr15: 520000-540000</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>chr15: 540000-560000</td>
<td>7, 21, 51</td>
</tr>
<tr>
<td>Mother cell size and shape</td>
<td>chr8: 60000-80000</td>
<td>56, 58</td>
</tr>
<tr>
<td></td>
<td>chr8: 800000-100000</td>
<td>27, 37</td>
</tr>
<tr>
<td></td>
<td>chr8: 100000-120000</td>
<td>43</td>
</tr>
</tbody>
</table>

---

Figure 5. Genetic overlaps between Mouse gonadal fat mass (GFM) trait and module 74. Red ellipses represent QTLs, yellow squares represent genes and the blue square represents the GFM trait.

doi:10.1371/journal.pone.0014313.g005
module gene were regressed on the genotypes of the module eQTLs with or without interaction terms. Including interaction terms in an eQTL model may improve the model fit but also increases the model complexity. We used the standard Akaike Information Criterion to select the eQTL model with the best tradeoff between goodness-of-fit and model complexity [30]. Then for each module, we computed the proportion of module genes that could be best modeled by including the epistatic interactions. We found that this proportion ranged from 0% to 59% in the yeast modules with a median of 19%. Only four modules do not include epistatic QTLs. These results have revealed the genetic complexity of the eQTL modules.

We compared the eQTL modules of the two organisms and found that 21 (32.3%) and 44 (67.7%) yeast modules have two and three eQTLs respectively, while 12 (12.2%) and 85 (86.7%) mouse modules have two and three eQTLs respectively, and one mouse module has four eQTLs. The median module gene numbers for the yeast and the mouse modules are 27 and 14 respectively. The higher percentage of mouse modules with three eQTLs and the lower number of genes in mouse modules (Fig. 4) indicates that the regulation of gene expression in mouse is more genetically complex than that in yeast.

Materials and Methods

Construction of eQTL networks

We used two data sets, a yeast dataset [31,32] and a mouse liver dataset [22], to construct the eQTL networks. The yeast data set contained genotype data of 2957 markers and gene expression data of 6216 open reading frames in 112 F1 segregants that were generated by crossing the BY4716 strain with the RM11-1a strain. Linkage analysis was performed using the Wilcoxon test, and statistical significance was estimated by permutations [31]. Significant linkage results with P-values < 0.001 were used to construct the eQTL network. We divided the yeast genome into bins of 20 Kb and mapped QTLs onto them. In an eQTL network, two types of nodes were used to represent eQTLs and gene expression traits respectively, and edges represent the modulatory relations between the QTLs and gene expression traits. Gene expression traits mapped to only one eQTL were not included in the network because such nodes would not belong to any module.

The mouse liver data set contained expression data of 23,574 mouse transcripts in the livers of 334 F2 mice generated by crossing the C57BL/6J ApoE\(^{-}\) strain with the C3H/HeJ ApoE\(^{-}\) strain [22]. Using this data set, Wang et al. [22] mapped suggestive and significant eQTLs (Table S1 of [22]). Again, we used P < 0.001 as the cutoff value to construct the eQTL network. We divided the mouse genome into bins of 5 Mb and mapped QTLs onto them. The QTLs modulating the GFM trait of these mice were also mapped by Wang et al. (Table 2 of [22]).

Module detection

We employed a two-step search algorithm: in the first step we tried to find as many seed modules as possible and in the second step we merged overlapping seed modules. We searched for seed modules within a range of \(m\) (the number of eQTL nodes) from 2 to 6 and \(n\) (the number of gene nodes) from 4 to 14. For each combination of \(m\) and \(n\), we started with a randomly picked, connected set of \(m\) eQTL nodes and \(n\) gene nodes. In each following step, one node in the current set was randomly selected and an attempt was made to replace it with a randomly picked node that does not belong to the current set but is connected to the current set by one or more edges. At the end of every 25 steps, one node in the current set was replaced with a node that had no connection to the current set to avoid getting stuck in local maxima. Changes were accepted or rejected according to the Metropolis criteria [33,34], i.e. a move was accepted with a probability of the smaller of 1.0 or \(\exp(-Q_{\text{new}}/Q_{\text{old}})\times 10^9\) where \(Q_{\text{new}}\) and \(Q_{\text{old}}\) were the new and old Q values. The optimization continued until \(Q = 1\) or 300 moves had been made. One thousand such searches with different random starts were performed and all identified seed modules (i.e., sets of connected node with a Q \(\geq 0.66\) and a P-value \(<10^{-4}\)) were recorded. These seed modules were then merged iteratively. Each time two overlapping seed modules were merged if and only if the resulting module still had a Q \(\geq 0.66\) and a P-value \(<10^{-4}\). This process continued until no further merging was possible. The P-values for modules of different sizes (i.e. each combination of \(m\) and \(n\)) were estimated by random rewiring. One thousand networks were generated by randomly rewiring the edges of the original eQTL network, while keeping the edge degree of each node unchanged. The rewiring scheme is adopted from [35]. Two edges (A-B and C-D) are randomly selected and then rewired such that the new edges are A-D and B-C, provided neither of these new edges exists in the current network. This rewiring scheme is equivalent to randomly switching pairs of 0 and 1 in the rows of the adjacency matrix while keeping the raw and column margins unchanged. We then applied the module detection algorithm to these randomized networks to estimate the statistical significance of the Q value for each combination of \(m\) and \(n\). One thousand independent searches with different random starts were performed for each randomized network.

Simulation

In order to access the performance of our model detection algorithm, we generated random networks with prescribed modular structure and then used our method to identify the predefined modules. We adopted the module simulation method for bipartite network as described in [36] with minor changes to accommodate the module density criterion \(Q\) used in this work. We first predefined the module membership for all the eQTL and gene nodes being considered. We also predefined \(N_i\), the number of gene nodes within the \(i\)-th module. For each eQTL node, we connected it to \(N_i\) gene nodes: with probability \(p\), a gene node randomly selected from the same module was connected to the eQTL; otherwise a gene node randomly selected from the whole gene node set was connected to the eQTL. The parameter \(p\) controls the degree of homogeneity of a module and hence is called module homogeneity. If a module generated this way did not satisfy our module density criterion (Q \(\geq 0.66\)), we extracted a subset of nodes from the module that met this criterion as the final module. The normalized mutual information (NMI) was used to assess the performance of the search algorithm. Given a confusion matrix in which rows are prescribed modules and columns are detected modules, NMI is defined as

\[
\frac{-2 \sum_{M_i} \sum_{M_j} N_{ij} \times \log \left( \frac{N_{ij} \times N}{N_i \times N_j} \right)}{\sum_{M_i} N_i \times \log \left( \frac{N_i \times N}{N} \right) + \sum_{M_j} N_j \times \log \left( \frac{N_j \times N}{N} \right)},
\]

where \(N_{ij}\) is an element of the confusion matrix specifying the number of overlapped nodes between the \(i\)-th prescribed module and the \(j\)-th detected module. \(N_i\) and \(N_j\) are the row means and column means respectively, and \(M_i\) and \(M_j\) are the number of prescribed and detected modules [16].
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A galU mutant of francisella tularensis is attenuated for virulence in a murine pulmonary model of tularemia

Himangi R Jayakar1,2, Jyothi Parvathareddy1, Elizabeth A Fitzpatrick1, Xiaowen R Bina1, James E Bina1, Fabio Re1, Felicia D Emery1 and Mark A Miller1*

Abstract

Background: A number of studies have revealed that Francisella tularensis (FT) suppresses innate immune responses such as chemokine/cytokine production and neutrophil recruitment in the lungs following pulmonary infection via an unidentified mechanism. The ability of FT to evade early innate immune responses could be a very important virulence mechanism for this highly infectious bacterial pathogen.

Results: Here we describe the characterization of a galU mutant strain of FT live vaccine strain (LVS). We show that the galU mutant was highly attenuated in a murine model of tularemia and elicited more robust innate immune responses than the wild-type (WT) strain. These studies document that the kinetics of chemokine expression and neutrophil recruitment into the lungs of mice challenged with the galU mutant strain are significantly more rapid than observed with WT FT, despite the fact that there were no observed differences in TLR2 or TLR4 signaling or replication/dissemination kinetics during the early stages of infection. We also show that the galU mutant had a hypercytotoxic phenotype and more rapidly induced the production of IL-1β following infection either in vitro or in vivo, indicating that attenuation of the galU mutant strain may be due (in part) to more rapid activation of the inflammasome and/or earlier death of FT infected cells. Furthermore, we show that infection of mice with the galU mutant strain elicits protective immunity to subsequent challenge with WT FT.

Conclusions: Disruption of the galU gene of FTLVS has little (if any) effect on in vivo infectivity, replication, or dissemination characteristics, but is highly attenuating for virulence. The attenuated phenotype of this mutant strain of FT appears to be related to its increased ability to induce innate inflammatory responsiveness, resulting in more rapid recruitment of neutrophils to the lungs following pneumonic infection, and/or to its ability to kill infected cells in an accelerated fashion. These results have identified two potentially important virulence mechanisms used by FT. These findings could also have implications for design of a live attenuated vaccine strain of FT because sublethal infection of mice with the galU mutant strain of FTLVS promoted development of protective immunity to WT FTLVS.

Background

Francisella tularensis (FT) is a gram-negative intracellular bacterium that is the causal agent of tularemia. The Francisellaceae family of bacteria has a single genus, Francisella, which has been divided into two species: 1) Francisella philomiragia (a muskrat pathogen) and 2) Francisella tularensis. Francisella tularensis is further subdivided into four subspecies: tularensis (type A), holarctica (type B), novicida, and mediiasiatica [1]. Of these, only subsp. tularensis and subsp. holarctica cause disease in humans [2]. FT tularensis is considered a prime candidate for use as a biological weapon because it is relatively easy to propagate and disseminate via aerosolization and because of the high morbidity and mortality associated with aerosol infection (LD50<10 CFU) [3,4]. The live vaccine strain (FT LVS), which was derived from FT holarctica, is only moderately virulent in humans [5].
and retains virulence in mice. Because LVS causes an infection in mice that is similar to the human form of disease, the murine FT LVS infection model serves as an appropriate animal model of human tularemia [6-8].

FT is well adapted for growth and survival within host macrophages, as evidenced by its ability to inhibit phagosome/lysosome fusion and the respiratory burst, and to escape from the phagosome and replicate within the macrophage cytoplasm [9-11]. Moreover, it has been reported that the virulence of FT depends on its ability to escape into the host cytoplasm [10,12,13]. However, like many other successful pathogens, the key to the pathogenesis of FT may be in its ability to overcome, evade, and/or suppress innate host immune responses. For instance, FT is known to be relatively resistant to cationic antimicrobial peptides (CAMPs), which may in part be responsible for its ability to overcome host innate immunity [14,15]. In fact, it has been shown that FT mutant strains that are CAMP-sensitive are attenuated for virulence correlated with changes in the kinetics of chemokine production and neutrophil recruitment into the lungs following pulmonary infection. The galU mutant strain induced more rapid production of IL-1β in vivo and in vitro and it displayed a hypercytotoxic phenotype. We also found that mice that survived infection with the FT galU mutant strain developed protective immunity to subsequent challenge with WT FT.

Results
Effect of galU mutation on growth and intracellular survival of FT in vitro
The galU gene is highly conserved among the three major subspecies of FT (100% identity between galU genes of SchuS4 and LVS, 98.5% identity shared between FT novicida and LVS). In gram-negative bacteria, galU is typically part of an operon that is involved in galactose utilization and in the production of various exopolysaccharides [27-32]. The galU mutant strain characterized here was isolated from a random transposon library of FT LVS and was isolated as a polymyxin B hypersensitive strain (Figure 1A). The increased sensitivity of this galU mutant strain to cationic antimicrobials does not appear to be due to generalized outer envelope disintegrity because the mutant bacterium does not exhibit hypersensitivity to deoxycholate (an anionic bile acid) (Figure 1A) or the antibiotics chloramphenicol or tetracycline (data not shown).

The galU gene product is also known to be involved (but not required) in the catabolism of glucose and is required for the catabolism of galactose in bacteria and yeast [31,33,34]. Therefore, we predicted that the galU mutant strain would display a mild growth defect in minimal medium containing galactose as a sole sugar source, and would have a more marked growth defect when cultured in medium containing galactose as a sole source of sugar. To determine whether the galU mutant had a galactose utilization phenotype, we characterized its growth in Mueller-Hinton broth (MHB) supplemented with either glucose or galactose as a sole sugar source (it is important to note
that our standard medium for culture of FT is MHB supplemented with 0.1% glucose as the sole source of sugar. As predicted, the galU mutant strain of FT displayed a mild growth defect in MHB supplemented with glucose and a severe growth defect in MHB supplemented with galactose. Complementation of the galU mutation restored WT growth kinetics in MHB supplemented with either glucose or galactose (Figure 1B).

To determine if mutation of the galU gene resulted in an intracellular growth defect, we evaluated the ability of the WT and galU mutant strains of FT to grow within murine macrophage-like cells in vitro. The replication kinetics of the galU mutant within J774 or RAW 264.7 cells were indistinguishable from those of the WT strain (Figure 1C), indicating that mutation of the galU gene had no effect on uptake or intracellular survival/replication of the bacterium.

Virulence of the galU mutant in vivo
To determine whether the galU gene is important for FT virulence, C57Bl/6 mice (5/group) were inoculated intranasally with $5 \times 10^4$ CFU ($50 \times LD_{50}$) of either the galU mutant or WT FT and then were monitored for 15 days. Each of the mice challenged with the galU mutant experienced transient weight loss but survived and completely cleared the infection, while all of the mice
challenged with WT FT lost weight continually until they succumbed to tularemia (Figure 2A and 2B). An additional challenge trial in which C57Bl/6 mice (4/group) were challenged with higher numbers of the galU mutant (up to $10^7$ CFU) revealed that this mutant is highly attenuated, with an LD$_{50}$ that is at least 5 logs higher than that of WT FT (Figure 2C). Moreover, trans-complementation of the galU mutation completely restored virulence of the mutant strain (Figure 2A). These findings indicated that FT virulence in mice is dependent on the expression of a functional galU gene product.

To determine whether the reduced virulence of the galU mutant was the result of defective replication and/or dissemination of the bacterium in vivo, we performed a kinetic analysis of bacterial burdens following infection. C57Bl/6J mice (16/group) were challenged with $5 \times 10^4$ CFU of either the galU mutant or WT FT and then four mice were sacrificed at each time point (24, 48, 72, and 96 h post-infection) for bacterial burden determinations from the lungs, livers, and spleens (Figure 3). The bacterial burdens observed in the galU mutant- and WT-infected mice were similar in each of the tissues for the first 48 h, indicating that mutation of galU did not confer any significant defects in replication or dissemination of FT in vivo. However, the burdens observed in the galU mutant-infected mice were significantly lower ($p < 0.01$) in the spleens and livers ($p < 0.001$) of infected mice at the 96 h time point. Collectively, these results reveal that despite its normal replication/dissemination phenotypes, the galU mutant is more readily cleared than WT FT.

**Mutation of galU alters the kinetics of innate immune responses**

To determine whether differences in innate immune recognition of infection might be responsible for the dramatic difference in the outcome of disease with the galU mutant vs. WT FT, we analyzed the kinetics of immune cell infiltration into the lungs following infection. BALF were collected from each mouse at the time of sacrifice and a series of flow cytometric analyses was performed. The numbers of macrophages, dendritic cells, and NK cells recruited into the lungs of mice infected with the galU mutant and WT FT were similar at each time point (data not shown). However, higher numbers of neutrophils were observed in the lungs of mice infected with the galU mutant at the 24- and 48-hour time points, with peak numbers of neutrophils measured at 48 hours post-infection (Figure 4A). In contrast, the kinetics of recruitment of neutrophils into the lungs of mice infected with WT FT was much slower (Figure 4A), peaking five days post-infection (data not shown).

Using a Luminex multiplex kit, we also measured the levels of a panel of cytokines/chemokines in the BALF collected from each mouse and found that the levels of
several neutrophil chemoattractants CXCL1/KC [35], granulocyte colony stimulating factor or G-CSF [36], CXCL10/IP-10 [37], TNF-α [38], MIP-1α/CCL3 and MIP-1β/CCL4 [39], CXCL2/MIP-2 [40], and CCL2/MCP-1 [41] were all present at significantly higher levels in the lungs of galU mutant-infected mice (p < 0.05) at the 24 or 48 h time points (Figure 4B and 4C), correlating well with the peak of neutrophil recruitment at 48 h post-infection. The levels of these same chemokines/cytokines peaked in the lungs of WT FT-infected mice 72-96 hours post-infection (data not shown), corresponding well with the peak of neutrophil recruitment into the lungs on day five post-challenge.

It was recently reported that mutations that result in alterations in LPS structure, making the bacterium more likely to be recognized through TLR4 signaling, could result in robust chemokine expression and early neutrophil recruitment [17,20]. To determine if the altered kinetics of innate immune responses observed for the galU mutant strain resulted from gross alterations to its LPS structure, we extracted LPS from WT, galU mutant, and wbtA mutant (O-antigen deficient) strains of FT and performed Western blot analysis using a FT LPS-specific mAb. No obvious alteration in LPS laddering was observed, suggesting that mutation of galU did not result in gross changes in synthesis of the O-antigen component of LPS (Figure 5A). We also analyzed the ability of LPS derived from the galU mutant to initiate TLR4-mediated signaling. Using HeLa cells that stably express either TLR2 or TLR4/MD2 that had been transfected with a vector bearing a NFκB-responsive luciferase reporter construct, we determined that neither galU mutant or WT FT lysates were able to stimulate TLR4 while both stimulated TLR2 to the same extent (Figure 5B), suggesting that the lipid A portion of the mutant LPS was not altered.

To further investigate whether the galU gene resulted in gross change(s) to the outer envelope of FT, experiments were performed to measure the relative sensitivity of galU mutant and WT FT to serum components. The galU mutant, WT, and galU-complemented strains of FT all displayed a similar pattern of serum sensitivity. In contrast, an O-antigen-deficient (ΔwbtA) mutant strain of FT was highly sensitive to serum. Interestingly, the galU, WT, and galU-complemented strains were equally sensitive to heat-inactivated serum, while the wbtA mutant strain displayed no sensitivity to serum that had been heat inactivated (Figure 5C).

**IL-1 expression/activation induced by the galU mutant vs. WT FT**

Activation of the AIM2 inflammasome and production of IL-1β and IL-18 are known to be a critical component of the innate immune response to FT infection [42].
Figure 4 Neutrophil recruitment and chemokine expression in the lungs following infection with the galU mutant. CS78/6J mice (4/group) were infected intranasally with 5 × 10⁴ CFU (or 50 × LD₅₀) of either the WT or galU mutant strain of FT and BALF was collected from individual mice at 24, 48, 72 and 96 hours post-infection. Flow cytometric analyses were performed on the cells recovered from BALF to determine the numbers of neutrophils at each timepoint. Statistical analyses were performed via two-way ANOVA with a Bonferroni multiple comparisons post-test and statistically significant differences (P < 0.05) are indicated (*) (Panel A). The concentrations of KC, G-CSF, MIG, and IL-10 (Panel A) and TNF-α, MIP-1α, MIP-1β, MIP-2, and MCP-1 (Panel B) in BALF at the 24 and 48 hour time points, respectively, were determined using a Luminex multiplex kit. Statistical analyses were performed using unpaired t tests. Statistically significant differences (*) and p values are indicated in each panel. The data shown is representative of three independent experiments of similar design.
Figure 5 Mutation of \textit{galU} does not cause gross changes in O-antigen synthesis, serum sensitivity, or TLR signaling. Panel A: Bacterial cell lysates (10 μg/lane) and LPS preparations of WT, \textit{galU} mutant, and \textit{wbiA}-mutant (O-antigen deficient) FT strains were subjected to SDS-PAGE and Western blotting using an FT LPS-specific monoclonal antibody preparation. Panel B: HeLa-TLR4/MD-2 or HeLa-TLR2 were transiently transfected with a ELAM-luciferase reporter construct, CMV-CD14 and CMV-β-Gal (for normalization) and stimulated for 6 hours with 2 μg or 10 μg of the indicated FT lysates. NF-κB activation was measured via a luciferase assay. Statistical analyses were performed via one-way ANOVA and significant differences (P < 0.0001) are indicated (***(P < 0.0001)). Panel C: Bacteria were incubated for 2 h at 37°C in either PBS alone or PBS containing either 10% or 20% fresh frozen human plasma (FFP) or 20% heat-inactivated (HI-FFP). Viable bacteria were then enumerated by dilution plating. 100% viability was defined as the number of bacteria recovered from PBS containing no serum (0% FFP), and results were plotted as the mean (± SEM) of triplicate samples. Statistical analyses were performed via one-way ANOVA and statistically significant differences (P < 0.0001) are indicated (***(P < 0.0001)).
We compared the kinetics of IL-1β production following infection (in vitro and in vivo) with either the gull mutant or WT strain of FT. RNase protection analysis revealed that IL-1β mRNA levels (as well as those of several other cytokines) were similar in bone marrow-derived dendritic cells (BMDC) that had been infected for 8 h with either the gull mutant, WT, or gull-complemented strains of FT (Figure 6A), confirming the comparable abilities of the gull mutant and WT strains to stimulate TLR-mediated events such as cytokine expression. However, 24 h after infection of a macrophage-like cell line (THP-1) or BMDCs with the gull mutant, the amount of IL-1β released into culture supernatants was significantly higher (p < 0.0001 and p < 0.01, respectively) than was observed following infection with WT FT (Figure 6B). The gull mutant also induced accelerated kinetics of IL-1β protein production in vivo (Figure 6C). Moreover, the kinetics of IL-1α protein production is more rapid following infection with the gull mutant strain of FT (Figure 6C).

Cytotoxicity of the gull mutant

In light of the findings that mutation of the gull gene resulted in altered kinetics of innate signaling and earlier production of IL-1β than was observed with WT FT, we speculated that the gull mutant might induce death of the host cell more rapidly than WT FT. To investigate this possibility, we evaluated the relative abilities of the

![Figure 6 gull mutant and WT FT differentially induce cleavage of pro-IL-1β to the active IL-1β form. Panel A: BMDC were infected with WT, gull mutant, and gull-complemented strains of FT at the indicated MOI, and total RNA was extracted 8 h later and subjected to RNase protection analysis. Panel B: IL-1β concentrations in culture supernatants from THP-1 and BMDC following infection (24 h) in vitro with either WT, gull mutant, or gull-complemented strains of FT were determined via ELISA, and statistical analyses were performed via one-way ANOVA with a Bonferroni multiple comparisons post-test (p values are indicated as follows: ** P < 0.01, and *** P < 0.0001). Panel C: IL-1β and IL-1α concentrations in BALF collected from mice 48 hrs following intranasal infection with either WT or gull mutant strains of FT were determined via multiplex cytokine analysis. Statistical analyses were performed via unpaired t tests and two-tailed p values are indicated.]
**galU** mutant and WT FT strains to kill their host cells *in vitro*. A macrophage-like cell line (J774) was infected with either the *galU* mutant or WT FT strains at an MOI of 100 and incubated for 24 hours. LDH activity in the culture medium was then determined as a measure of host cell death. A significantly higher amount of LDH activity was measured in the supernatants of J774 cells that had been infected with the *galU* mutant compared to those infected with WT FT (*p < 0.0001*), indicating that the *galU* mutant was hyper-cytotoxic. Complementation of the *galU* mutation *in trans* partially restored the cytotoxicity phenotype. For comparative purposes, a *wbtA* mutant strain of FT was also included and was shown to have cytotoxicity characteristics similar to those of WT FT (Figure 7).

**Immunization with the *galU* mutant confers immunity to WT FT challenge**

Because infection with the *galU* mutant elicited a robust innate immune response and infected mice were able to clear the infection, we assessed the efficacy of the *galU* mutant strain as a live attenuated vaccine strain. Two months following the initial inoculation, mice that survived infection with the *galU* mutant, as well as a naïve group of mice, were challenged with a large dose of WT (50 × LD_{50}) via the intranasal route and were monitored for survival. The *galU* mutant-immunized mice experienced transient weight loss following challenge, but displayed no other visible symptoms of tularemic disease and survived the infection. In contrast, each of the naïve mice displayed the typical visible signs of tularemia (lack of grooming, hunched posture, reduced motor activity, etc.) and succumbed to WT FT infection by day 8 post-challenge (Figure 8).

**Discussion**

A major focus of FT research continues to be the identification of virulence-mechanisms used by this extremely virulent pathogen. A number of virulence determinants have been identified, but there remains much to discover regarding the virulence mechanisms used by FT to survive and cause disease within its mammalian hosts. In this report we show that mutation of *galU* results in a dramatic attenuation of FTLVS virulence that appears to be unrelated to any *in vivo* infectivity or growth defects. Although it is known that mutation of the *galU* gene leaves some other bacterial pathogens attenuated for virulence [27,32,43,44], this is the first report examining the role of *galU* in the pathogenesis of FT.

Neutrophils are a critical component of the innate immune responses to bacterial infection, and the recruitment of these cells into the lungs following pneumonic infection typically peaks by 48-hours post-infection [45-47]. However, it has been reported elsewhere [22,25] and confirmed here that neutrophil recruitment following wild type FT infection in the lungs is not detected until approximately 72 h post-infection. Because it is known that neutrophils are required for control of FT infection [48], it is reasonable to speculate that the ability of FT to delay the kinetics of neutrophil recruitment into the lungs following pulmonary infection may be an important virulence determinant. Interestingly, a comparative analysis following pulmonary infection of mice with the *galU* mutant and WT strains of FT revealed that the kinetics of neutrophil recruitment (and production of chemokines/cytokines involved in neutrophil recruitment) occurs much more rapidly following infection with the *galU* mutant (peaks at 48 h post-infection). Kinetic analyses of bacterial burdens in the lungs, spleens, and livers of mice following infection with the *galU* mutant and WT strains of FT revealed that the two strains disseminated and replicated at comparable rates, but the bacterial burdens in *galU*-infected animals became significantly lower than in WT-infected animals by 72 h post-infection. The significant difference in bacterial...
burdens observed in galU mutant- vs. WT FT-infected mice 3-4 days post-infection may have been (at least in part) due to differences in the kinetics of neutrophil recruitment.

It remains unclear whether FT actively suppresses innate immune responses during the early stages of infection, or if the delayed response is due to poor recognition of FT through host pattern recognition receptors. It has been well documented that FT produces an atypical LPS that is not recognized via TLR4 [49-51] and that FT is recognized via the TLR2 signaling pathway [52-55]. Because the galU gene has been shown to be important for LPS production [27,31,32,43,56] in a number of other bacterial systems, we performed a series of studies to determine whether differences in the LPS expressed by the FT galU mutant might contribute to its reduced virulence. A western blot of both bacterial extracts and LPS preparations revealed no obvious differences in the O-antigen laddering between the galU mutant and WT strains of FT, suggesting that mutation of galU did not have any gross effects on O-antigen synthesis. Because it has been reported elsewhere [57] and confirmed here (wbtA mutant) that the absence of O-antigen is a major determinant of susceptibility to complement-mediated killing, our findings that the galU mutant displayed a WT serum sensitivity phenotype also suggested that O-antigen synthesis was not significantly altered by mutation of the galU gene. This finding contrasted with reports that galU mutant strains of P. aeruginosa and V. cholerae displayed increased serum sensitivity [31,44].

We also observed no differences between the galU mutant and WT strains of FT with respect to signaling via the TLR2 and TLR4 recognition pathways. It remains possible that mutation of galU results in minor O-antigen compositional changes, alterations in the core oligosaccharides, or differences in the carbohydrate modification of surface proteins of FT. Moreover, in light of the published finding that mutations causing alterations in the lipid A of FT novicida [17,20] are highly attenuating for virulence in vivo (possibly due to altered kinetics of cytokine/chemokine production and neutrophil mobilization), we posit that mutation of the galU gene may have an impact on the lipid A moieties of FT. A complete analysis of the carbohydrate components of the FT galU mutant is needed to identify such differences.

Recent studies have revealed that the innate immune response to FT infection is complex and involves multiple signaling pathways. Others and we have previously shown that FT elicits a powerful inflammatory response that is primarily mediated by TLR2 and caspase-1 activation [52-55]. More recently, it has been demonstrated that the AIM-2 inflammasome mediates caspase-1 activation and secretion of mature IL-1β and IL-18 during FT infection [42,58,59]. We predicted that the ability of the galU mutant strain of FT to accelerate the kinetics of inflammatory cytokine production/neutrophil mobilization in vivo might be due to more rapid activation of the inflammasome. To address this hypothesis, we measured
IL-1β protein production by either THP-1 cells or BMDCs infected for 24 h in vitro and found that the \textit{gallU} mutant induced higher concentrations of IL-1β than did WT FT. However, RNase protection assays revealed that the differences in IL-1β production by \textit{gallU} mutant- vs. WT FT-infected cells were not the result of differential transcription of the IL-1β gene and, therefore, were likely due to more robust activation of the inflammasome. Our findings that production of IL-1β (as well as IL-1α) was induced significantly earlier in the lungs of \textit{gallU} mutant vs. WT FT-infected mice were also consistent with the hypothesis. Moreover, we showed that macrophage-like J774 cells infected in vitro with the \textit{gallU} mutant are killed more rapidly than those infected with WT FT and that WT cytotoxicity could be partially restored by complementation in trans with the \textit{gallU} gene. These findings were consistent with the possibility that the \textit{gallU} mutant more rapidly activates the inflammasome that, in turn, initiates host cell death via pyroptosis and limits the ability of the bacteria to replicate [60]. Based on findings with other mutant strains that display a hypercytolytic phenotype [61,62], it could be speculated that such a change in the \textit{in vivo} life cycle of FT could result in significant attenuation of virulence like that observed for the \textit{gallU} mutant. Overall, the findings shown here with FTLVS\textit{gallU} are consistent with recently published studies showing that mutation of either \textit{mviN} (FTL\_1305 [63]) or \textit{ripA} (FTL\_1914 [64]) results in attenuated FT strains that activate the inflammasome more efficiently. Additional studies designed to delineate the signaling pathway(s) that enable early inflammasome activation by the \textit{gallU} mutant strain of FT are warranted.

Because the \textit{gallU} mutant was so severely attenuated for virulence, in spite of its normal ability to replicate and disseminate \textit{in vivo}, and because there still is no well-defined and efficacious vaccine for FT, we performed a vaccine trial with the \textit{gallU} mutant strain. Mice that had been infected with the \textit{gallU} mutant and had survived the infection were challenged intranasally two months later with a large dose (50 × LD\textsubscript{50}) of WT FT LVS and all were found to be immune to FT. These findings, coupled with the fact that the \textit{gallU} gene is 100% conserved between the LVS and Schu S4 strains, suggest that a \textit{gallU} mutant strain in the Schu S4 background could have strong prophylactic potential as a live attenuated vaccine strain. Studies to characterize \textit{gallU} in FT SchuS4 are currently underway in our laboratory.

\textbf{Conclusions}

Disruption of the \textit{gallU} gene of FTLVS has little if any effect on its infectivity, replication, or dissemination \textit{in vitro}, but it resulted in highly significant virulence attenuation. The reduced virulence of the \textit{gallU} mutant appears to be related to its increased ability to induce innate immune responses following infection. Inflammatory responses and chemokine/cytokine production elicited by WT FT proceeds with much slower kinetics than typically observed for other bacterial pathogens. In contrast, the kinetics of chemokine/cytokine expression and neutrophil recruitment is more rapid following infection with the \textit{gallU} mutant strain, likely resulting in more rapid uptake and killing of bacteria by neutrophils. These studies also revealed that disruption of the \textit{gallU} gene results in a hypercytotoxic phenotype that could be due (at least in part) to activation of the AIM-2 inflammasome. The accelerated death of cells infected with the \textit{gallU} mutant strain presumably interferes with the normal replicative cycle of the bacterium, resulting in the significant difference in bacterial burdens in the liver and spleen of mice infected with the \textit{gallU} mutant vs. WT strains of FTLVS observed 4 days post-infection and contributing to the reduction in FTLVS\textit{gallU} virulence. These findings underscore the need for studies designed to understand the mechanisms used by WT FT to alter the kinetics of innate immune responses following infection. A thorough comparative analysis of the outer envelope of the WT and \textit{gallU} mutant strains of FTLVS coupled with a more detailed analysis of the innate signaling that results following infection with these two strains of FT could lead to a better understanding of the ability of FT to avoid detection by the innate immune system during the early stages of infection. The findings presented here also suggest that a \textit{gallU} mutant strain of FT has high potential as a platform for development of a live attenuated tularemia vaccine strain.

\textbf{Methods}

\textbf{Bacteria and Culture Conditions}

FTLVS was a kind gift of Dr. Karen Elkins (FDA, Bethesda, MD). The FTLVS \textit{gallU} mutant strain was identified by screening a LVS transposon mutant library for mutants exhibiting elevated susceptibility to polymyxin B. Transposon insertion in to the \textit{gallU} gene was verified by DNA sequencing and the polymyxin B hypersensitive phenotype was verified by complementation. The results of this screen will be described in a future publication. FT strains were grown at 37°C in Mueller-Hinton (DIFCO/Becton Dickinson, Sparks, MD) broth modified with 2.5% ferric pyrophosphate, 0.1% glucose, and 10% tryptone (DIFCO/Becton Dickinson, Sparks, MD). The FTLVS \textit{gallU} mutant strain was grown under 5% CO\textsubscript{2} to promote growth.

\textbf{Complementation and Plasmid Construction}

A shuttle plasmid containing a \textit{gallU} gene copy was constructed for complementation studies. The \textit{gallU} gene was amplified by PCR from the LVS genome using primers: forward primer: 5'-TCGAGCTCTAAAGAGTATATCTAATG-3' and reverse primer: 5'-TCTGACAAGATGCTGAAGTTA-3'. The resulting amplicon was digested with BamHI and inserted into the shuttle plasmid vector pKAN. The resulting plasmid was transformed into E. coli DH5α and used to transform FT strains for complementation studies.
Clal restriction endonucleases before being ligated to similarly digested pXB167 [65], which placed the galU gene downstream and in the same orientation as the constitutively expressed orf5 promoter. The resulting plasmid, pXB167-galU, was then introduced into the indicated strains by electroporation as previously described [15,65]. The galU-complemented strain was grown in presence of kanamycin (10 μg/mL) and carbenicillin (350 μg/mL). Bacterial stocks were made from overnight cultures of bacteria grown to OD$_{600}$ of 0.7-0.9, and aliquots were frozen at -80°C.

**Antimicrobial Susceptibility Determination**

Antimicrobial susceptibility was determined by the gradient agar plate method [15,66]. The gradient agar plates were prepared in 90 mm × 90 mm Petri plates as follows. Thirty-five milliliters of BHI-chocolate agar (without the test compound) was poured into the square Petri dish and allowed to harden as a wedge by elevating one side of the plate. After the agar solidified, 35 mL of BHI-chocolate agar containing the test compound were added to the leveled plate and allowed to solidify. The antibiotic gradient plates were allowed to develop for 2 h and inoculated within 3 h after preparation. Growth was measured after two days of incubation at 37°C. All tests were performed in triplicate. Minimal inhibitory concentrations (MIC) were determined as follows: MIC = distance of growth (mm) × concentration of drug (ex. μm/mL)/90 (mm).

**Mice**

C57BL/6 mice were purchased from Charles River Laboratories. Mice were age-matched and used between 8 and 16 weeks of age. Mice were housed in microisolation cages with food and water available *ad libitum*. All experimental protocols were reviewed and approved by the University of Tennessee Health Science Center IACUC.

**Intranasal Challenge of Mice with FT**

Mice were lightly anesthetized using isoflurane administered with a Vapor Stick nebulizer. Frozen stocks of FT were thawed anew for each experiment, diluted in phosphate-buffered saline (PBS), and administered intranasally (20 μl/naris). The CFUs of FT in the inocula were verified by dilution plating. Following challenge, all mice were monitored daily for signs of illness (decreased mobility, ruffled fur, hunched gait) and weight loss. Upon sacrifice, bronchoalveolar lavage was performed and spleens, livers and lungs were collected for bacterial burden assessment.

**Bacterial Burden Determination**

Spleens, livers and lungs of challenged mice were removed aseptically and homogenized (using a tissue homogenizer) in one milliliter of sterile PBS. To disrupt cells (releasing FT), 0.25 mL disruption buffer (2.5% saponin, 15% BSA, in PBS) was added with light vortexing. Appropriate dilutions of each sample were then plated in duplicate using an Eddy Jet spiral plater (Neutec Group Inc., Farmingdale, NY) on MMH agar plates (supplemented with 5% calf serum) and incubated at 37°C for 48-72 hours. Colonies were counted using a Flash & Go automated colony counter (Neutec Group Inc.).

**Cell Culture, Macrophage Infection, and Cytotoxicity Assays**

J774 and RAW264.7 cells (ATCC) were propagated in Dulbecco’s Modified Eagle’s Medium (DMEM) containing 10% fetal bovine serum. For replication assays, cells were seeded in 24 well tissue culture plates at a density of 2 × 10$^5$ cells per well. Twenty-four-hours later, FT was added (MOI of 10) and incubated for 2 h. Gentamicin was then added (50μg/mL) and incubated for 1 hour to kill extracellular bacteria. Cells were then washed two times with DMEM and incubated in fresh culture medium at 37°C. At each experimental time point, cells were washed with PBS to remove any bacteria released during the incubation period, lysed in PBS containing 0.1% deoxycholate, and the number of viable bacteria released from the cells was determined via dilution plating.

For cytotoxicity (LDH) assays, J774 cells were seeded into a 96 well plates and allowed to adhere overnight. FT was added to wells (MOI of 100) and the plates were centrifuged (800 × g, 5 min) to facilitate contact between the cells and bacteria. After 2 hours of co-culture with bacteria, the culture supernatant was aspirated and replaced with fresh media containing gentamicin (50μg/mL) and the plates were incubated at 37°C, 5%CO$_2$ for 24 hrs. Culture supernatants were then analyzed for LDH release using the CytoTox Non-Radioactive Cytotoxicity Assay (Promega) according to the manufacturer’s protocol. The total LDH release (100% LDH in cells) was determined by lysis of uninfected cells. The background LDH value was defined as the level of LDH in the supernatants collected from intact uninfected cells. The percentage of LDH release was calculated as follows: (Sample LDH value - background LDH value)/(Total LDH release value - Background LDH release value) × 100.

Mouse bone marrow-derived dendritic cells (BMDC) were generated by incubating bone marrow in RPMI 1640-10%FCS supplemented with rmGM-CSF (20 ng/mL) (R&D Systems, Minneapolis, MN) for 8 days. This procedure routinely results in 60-80% CD11c$^+$ cells.

**Bronchoalveolar Lavage (BAL) and Flow Cytometric Analysis**

BAL was performed as described previously [45]. Briefly, BAL was performed by intratracheal injection of 1 mL of PBS into the lungs with immediate vacuum aspiration.
The amount of fluid (BALF) recovered was routinely around 800 μl. Cells were recovered from BALF by centrifugation and their viability was determined by trypan blue exclusion. Protease inhibitor cocktail (Pierce, Rockford, IL) was added to the BALF immediately after recovery and the BALF was frozen at -80°C till further use.

Flow cytometry was performed on isolated BAL cells using fluorochrome conjugated antibodies specific for CD45, CD11b, F4/80, GR1, and NK1.1 (eBioscience CA, USA). A minimum of 50,000 events/sample was collected on a BD Biosciences LSRII cytometer (BD Biosciences, San Jose, CA). Expression of cell surface markers was analyzed using DIVA software. The percentage of neutrophils was determined using gates set on live cells and CD45 expression, and neutrophils were identified as CD11b<sup>high</sup>/Gr1<sup>high</sup>. Dendritic cells and NK cells were identified as CD11b<sup>high</sup>/F4/80<sup>lo</sup> and CD45<sup>high</sup>/NK1.1<sup>high</sup>, respectively.

**Chemokine/Cytokine Measurements from BALF**

The concentrations of each of the chemokines/cytokines from BALF were determined via multiplex analysis using 3D Microx, Milliplex Analyzer (Millipore Corp., Billerica, MA). A 32-plex Milliplex Cytokine/Chemokine Immunoassay (Millipore) was used according to manufacturer’s instructions to simultaneously measure the following: eotaxin, G-CSF, GM-CSF, IFN-γ, IL-1α, IL-1β, IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-9, IL-10, IL-12 (p40), IL-12 (p70), IL-13, IL-15, IL-17, IP-10, KC, LIF, LIX, MCP-1, M-CSF, MIG, MIP-1β, MIP-1α, MIP-2, RANTES, TNFa, VEGF. All determinations were performed with duplicate samples, and data analysis was performed using Luminex xPonent and Milliplex Analyst software packages (Millipore).

**Galactose Sensitivity**

FT strains were grown overnight in MHB containing 0.1% glucose and then pelleted, washed and resuspended in PBS. Each strain was then diluted to 5 × 10<sup>7</sup> CFU/mL and inoculated in fresh MHB containing either 0.1% glucose or 2% D-galactose as the sole sugar source and incubated at 37°C for 24 hours. Optical density at 600 nm was monitored hourly as a measure of growth.

**LPS Isolation**

Bacterial cultures in mid-logarithmic growth phase were pelleted by centrifugation at 4000 rpm for 20 min and then resuspended in PBS. LPS was isolated from the bacteria using LPS extraction kit (Intron Biotechnologies, Boca Raton, FL) as per the manufacturer’s directions.

**SDS-PAGE and Western Blotting**

Bacterial cell lysates (5 μg/lane) and LPS extracts were electrophoresed on 4-20% gradient polyacrylamide gel and transferred to nitrocellulose membrane. The membrane was then blocked with 5% BSA (in PBS+0.1% Tween-20) and probed with an FT LVS O-antigen-specific mAb (unpublished, see below). Bound antibodies were detected by probing with HRP-conjugated goat anti-mouse secondary antibody (Jackson Research Labs) and visualized by addition of Western Lightning Plus-ECL Enhanced Chemiluminescence substrate (Perkin Elmer, Shelton, CT).

The O-antigen-specific mAb used for the Western analysis was generated as follows: Six-week old female C57/BL6 mice were immunized (i.p.) three times at two-week intervals with 5 × 10<sup>7</sup> heat-killed FTLVS. Three weeks later each mouse was challenged/boosted via intraperitoneal inoculation with 10<sup>6</sup> live FTLVS. Six weeks later, the FT immune mice with high titer anti-FT IgG were boosted via intraperitoneal inoculation of 5 × 10<sup>7</sup> heat-killed FTLVS. Spleens were removed three days later, and splenocytes were fused with P3 × 63-Ag8.653 plasmacytoma cells as previously described [67]. Ten days after fusion, hybridoma cell supernatants were screened via direct ELISA for IgG reactive with sonicated FT-antigen and whole FT bacteria. The O-antigen-specific hybridoma was cloned via limiting dilution and mAbs were purified from culture supernatants via affinity chromatography using protein G-sepharose columns (Pierce/ThermoFisher Scientific, Rockford, IL).

**Sensitivity to Human Serum**

Overnight cultures of the indicated FT strains were pelleted via centrifugation at 4000 rpm for 20 min and washed once with PBS. The bacteria (1 × 10<sup>7</sup> CFU) were suspended in 100 μl PBS and incubated with an equal amount of human fresh frozen plasma (citrate was used as the anticoagulant) at varying concentrations for 2 h at 37°C. Surviving bacteria were enumerated by dilution plating on MMH plates.

**TLR4/TLR2 Signaling Luciferase Assay**

HeLa-TLR4/MD2 or HeLa-TLR2 [68] were transiently transfected in 24-well plates using Effectene reagent (Qiagen) with 0.4μg of ELAM-luciferase, 0.2μg of pcDNA-CD14 and 0.1μg of CMV-β-Gal expression plasmids (recipe for 24 wells). Forty-eight hours after transfection, the cells were stimulated for 6 hours with FT lysates LPS (10 ng/ml) from E. coli strain LCD25 (List Biological, Campbell, CA) and PAM3-Cys (1μg/ml; Invivogen, San Diego, CA) were used as controls for TLR4 and TLR2 signaling, respectively. Luciferase assays were performed using Promega (Madison, WI) reagents according to the manufacturer recommendations. Efficiency of transfection was normalized by measuring β-Gal in cell lysates.
RNase Protection Assays

BMDC seeded into 24-well tissue culture plates (2 × 10^5/well) were infected with FT and then total RNA was isolated 8 hr later using TRIzol reagent (Life Technologies, Grand Island, NY). RNase protection assays were performed with 4μg of total RNA using a BD-Pharminagen (San Diego, CA) Riboquant kit and the mCK-2 multi-probe template set.

Quantitation of IL-1β Production In Vitro

BMDC or THP-1 cells were seeded into 24-well tissue culture plates (2 × 10^5/well) and infected with FT. Gentamicin was added to the medium 3 hours later. IL-1β was measured in conditioned supernatants 24 hr post-infection using an ELISA kit (eBiosciences, San Diego, CA).

Statistical Methodology

Statistical analyses of each figure were performed using GraphPad Prism software (GraphPad Software, La Jolla, CA). The specific statistical method used for each data-set is described in the figure legends.
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H5N1 Influenza Virus Pathogenesis in Genetically Diverse Mice Is Mediated at the Level of Viral Load

Adrianus C. M. Boon, David Finkelstein, Ming Zheng, Guochun Liao, John Allard, Klaus Klumpp, Robert Webster, Gary Peltz, and Richard J. Webby

ABSTRACT The genotype of the host is one of several factors involved in the pathogenesis of an infectious disease and may be a key parameter in the epidemiology of highly pathogenic H5N1 influenza virus infection in humans. Gene polymorphisms may affect the viral replication rate or alter the host's immune response to the virus. In humans, it is unclear which aspect dictates the severity of H5N1 virus disease. To identify the mechanism underlying differential responses to H5N1 virus infection in a genetically diverse population, we assessed the host responses and lung viral loads in 21 inbred mouse strains upon intranasal inoculation with A/Hong Kong/213/03 (H5N1). Resistant mouse strains survived large inocula while susceptible strains succumbed to infection with 1,000- to 10,000-fold-lower doses. Quantitative analysis of the viral load after inoculation with an intermediate dose found significant associations with lethality as early as 2 days postinoculation, earlier than any other disease indicator. The increased viral titers in the highly susceptible strains mediated a hyperinflamed environment, indicated by the distinct expression profiles and increased production of inflammatory mediators on day 3. Supporting the hypothesis that viral load rather than an inappropriate response to the virus was the key severity-determining factor, we performed quantitative real-time PCR measuring the cytokine/viral RNA ratio. No significant differences between susceptible and resistant mouse strains were detected, confirming that it is the host genetic component controlling viral load, and therefore replication dynamics, that is primarily responsible for a host's susceptibility to a given H5N1 virus.

IMPORTANCE Highly pathogenic H5N1 influenza virus has circulated in Southeast Asia since 2003 but has been confirmed in relatively few individuals. It has been postulated that host genetic polymorphisms increase the susceptibility to infection and severe disease. The mechanisms and host proteins affected during severe disease are unknown. Inbred mouse strains vary considerably in their ability to resist H5N1 virus and were used to identify the primary mechanism determining disease severity. After inoculation with H5N1, resistant mouse strains had reduced amounts of virus in their lungs, which subsequently resulted in lower production of proinflammatory mediators and less pathology. We therefore conclude that the host genetic component controlling disease severity is primarily influencing viral replication. This is an important concept, as it emphasizes the need to limit virus replication through antiviral therapies and it shows that the hyperinflammatory environment is simply a reflection of more viral genetic material inducing a response.
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Genetic polymorphisms within the genome of the infected host play an important role in the response to and outcome of microbial infections. In humans, several polymorphisms that affect HIV, hepatitis C virus (HCV), and herpes simplex virus (HSV) pathogenesis (1–6) have been described. However, very few data are available on how host genetic differences influence the course of influenza A virus infection, and what is available is at best inconclusive. Studies on highly pathogenic H5N1 influenza virus in Asia support the notion of host genetic polymorphisms affecting susceptibility to H5N1 virus (7, 8), with a high proportion of infected contacts being genetically related to the index case within family clusters. Also, during the 2009 H1N1 virus pandemic, individuals of indigenous descent in the Americas, Australia, and the Pacific had higher hospitalization rates than did the overall population (9, 10). Although the increased incidence of risk factors such as diabetes and asthma may have contributed to this difference, gene polymorphisms likely played an important role in susceptibility to influenza virus.

Despite the evidence favoring a role for host genetic polymorphisms in susceptibility to influenza virus infection, no human polymorphisms have been discovered. More importantly, we have yet to understand the mechanistic basis for the difference in pathogenesis: does the genetic change in susceptible hosts allow for increased replication dynamics of the virus or an altered immune environment, or does it completely change the hosts’ response to the pathogen independently of viral burden? Existing
The literature reporting large differences in the host responses after infection with low- or highly pathogenic viruses (11–17) would suggest that individuals with severe disease have an aberrant immune response to the virus. Alternatively, the genetic differences between the hosts allow for an increased virus replication rate, resulting in the induction of a more vigorous immune response. In humans, H5N1 virus pathogenesis is characterized by high viral load and increased production of proinflammatory cytokines culminating in severe disease and often death (i.e., 60% mortality rate in humans) (12, 15). Due to the correlative nature of the 2 parameters, it is unclear how they are linked and how each affects survival after infection. The importance of replication dynamics was recently highlighted in a paper by Hatta et al. demonstrating that the more virulent H5N1 virus also had the highest replication rate of the viruses studied (18).

To increase our understanding of H5N1 virus pathogenesis and to study the effects of host genetic variation, we initiated a large systematic effort to define the underlying mechanism involved in susceptibility or resistance to influenza virus infection. This knowledge is crucial for the identification of genes or gene networks associated with differences in pathogenesis. In summary, H5N1 virus pathogenesis in genetically diverse hosts is largely determined by the host factors controlling viral load in the lungs. Increased viral loads initiate the production of excessive amounts of proinflammatory cytokines, causing tissue damage and ultimately mortality of the susceptible host.

RESULTS

H5N1 virus pathogenic phenotypes among inbred mouse strains. We experimentally inoculated 21 mouse strains with the highly pathogenic H5N1 influenza A virus A/Hong Kong/213/03 (HK213) and monitored the animals for 30 days thereafter for signs of morbidity and mortality. The 50% mouse lethal dose (MLD_{50}) values varied from 40 50% egg infective doses (EID_{50}) for the influenza virus-susceptible strain DBA/2 (susceptibility indicated by “S”) to more than 10^6 EID_{50} for the influenza virus-resistant strains BALB/c_R and BALB/c_BY (resistance indicated by “R”) (Fig. 1).

Several strains were resistant to the high-dose challenge and had MLD_{50} values between 10^5 and 10^6 EID_{50}. Others were considered either susceptible (MLD_{50} < 10^4 EID_{50}) or highly susceptible (MLD_{50} < 10^4 EID_{50}). The diversity in pathogenic potential of a single highly pathogenic H5N1 virus prompted us to define a dose of virus that was lethal to the susceptible mouse strains but induced only mild morbidity without mortality in the resistant strains. Thus, we set the dose of 10^4 EID_{50} as the cutoff for H5N1 virus resistance/susceptibility and subsequently used it in all host response experiments.

Transfer of hematopoietic cells from resistant strains does not rescue the pathogenic phenotype of susceptible strains. An appropriate immune response mediated by hematopoietic cells is essential for clearance of influenza viruses and subsequent survival of the infected host. To test whether susceptible mouse strains have an inferior immune response due to one or more genetic polymorphisms, we generated chimeric DBA/2 mice whose bone marrow (BM) was replaced with that of C57BL/6_R (DBA/2C57), BALB/c_R (DBA/2_BALB) or DBA/2 (DBA/2_BALB) as a control. Twelve weeks post-BM transfer, successful engraftment was determined using strain-specific cell surface markers. The chimeric mice were subsequently infected with 1 of 2 doses of HK213 virus.

At a dose of 10^4 EID_{50}, the DBA/2C57 and DBA/2_BALB mice succumbed to infection approximately 7 to 8 days postinoculation (dpi). This finding was similar to that seen in age-matched DBA/2 control mice and DBA/2_BALB mice (Fig. 2A). Intranasal inoculation with a 10-fold-lower dose (10^3 EID_{50}) produced similar results: DBA/2_BALB mice died around the same time (postinoculation day 8) as did the DBA/2_BALB control mice. DBA/2_BALB mice survived a few days longer; however, all of the mice had died by day 12 postinoculation (Fig. 2B). Thus, the immune response of hematopoietic origin from resistant mouse strains was unable to rescue the phenotype of a susceptible strain, consistent with the hypothesis that the genetic polymorphism(s) affecting H5N1 virus pathogenesis in susceptible mouse strains promotes viral replication in the epithelial cells of the respiratory tract.

RNA expression profile early after H5N1 virus infection differentiates susceptible from resistant mouse strains. To identify differences in the molecular responses to HK213 virus infection in the susceptible and resistant mouse strains, we performed large-scale expression analysis of lung tissue before and at various time points after inoculation in 3 susceptible strains (DBA/2, 129/ SvIm^s, and A/J) and 3 resistant strains (SM1, C57BL/6, and BALB/c_R). Probes (26,000) that were detected in one or more strains at any time point after infection were included in subsequent analyses. Prior to detailed gene and pathway expression analysis, we performed an unsupervised principal component analysis (PCA) to identify similarities or differences in overall gene expression between strains of mice before inoculation and 1, 3 and 7 days postinoculation (dpi). If all biological replicates of a particular condition (mouse strain) form a cluster and are located elsewhere on the plot compared to the rest of the data, that particular mouse strain is considered to have a distinct expression profile. Our goal was to identify similarities and differences among the strains and correlate those with our disease phenotype. Prior to infection or shortly thereafter (day 1 postinfection), no
Pathway analysis of the response to H5N1 virus infection in inbred mouse strains. To identify qualitative and quantitative differences in the host responses associated with survival, we probed the transcriptomes of susceptible and resistant mouse strains before and after inoculation with H5N1 virus. Because our phenotype occurred after H5N1 virus infection, we focused on genes whose expression increased or decreased ≥2-fold compared to that in uninfected controls in at least two of the three susceptible or resistant mouse strains; this approach yielded a comprehensive set of 2,038 genes.

At day 1 postinoculation, 76 genes were differentially expressed, of which the majority (64) were shared by the susceptible and resistant strains (see Fig. S1A in the supplemental material). By day 3, the number of differentially expressed genes increased dramatically to 829, and 569 (68.6%) of those were shared by the two groups. Surprisingly, only 28 (3.4%) genes were uniquely up- or downregulated in the resistant strains and 232 (70.5%) were found only in the susceptible strains. These included several genes that encode cytokines associated with increased inflammation, e.g., Ifnα4, Ifnα5, and Tnfrsf1b. Similar results were found at day 7, with 582 of 1,084 (53.7%) genes differentially expressed in the susceptible strains only. Overall, these data suggest that the resistant mouse strains do not express a unique set of genes or a pathway(s) controlling replication or disease. Rather, the difference in expression profiles identified by PCA (Fig. 3) was caused by altered or increased gene expression in the susceptible mouse strains.

Next, we performed pathway analysis of the up- or downregulated genes within each mouse strain. At day 1 postinoculation, gene sets in 5 of 6 strains were enriched for the glutathione pathway (SMR was the exception). By day 3, the identified pathways were similar among all 6 strains (see Fig. S1B in the supplemental material), with significant P values for all the well-known pathways, including the cytokine-cytokine receptor interaction pathway, Toll-like receptor pathway, NOD-like receptor pathway, and chemokine signaling pathway. The increased expression of many of these pathway-associated genes in all strains suggested that the difference in resistance to H5N1 virus pathology is not due to a defect in innate or antiviral immune signaling in the susceptible strains. On the contrary, our analysis of the total number of genes identified within a particular pathway (Fig. S1C) showed many more upregulated genes in the DBA/2S and 129/SvImS strains than in other strains. At day 7 postinfection, we found an enriched gene expression profile in the resistant mouse strains that is associated with systemic lupus erythematosus, cell adhesion molecules, the antigen processing and presentation pathway, and the graft-versus-host disease pathway. This profile is indicative of adequate virus-specific T- and B-cell responses in these mice. In contrast, the 3 susceptible strains continued to have many cytokine genes upregulated, as evidenced by the low P value for the cytokine-cytokine receptor interaction pathway (Fig. S1B and S1C; Table S1).

Finally, we performed statistical analysis on the array data to identify genes whose expression values correlated with the PCA clustering observed on days 3 and 7 postinoculation (see Table S2 in the supplemental material). The majority of the 85 identified genes belonged to proinflammatory pathways, including cytokine-cytokine receptor pathways, the Jak-Stat pathway, and innate sensing pathways like the Toll-like receptor pathway. To summarize, the difference between resistant and susceptible

**FIG 2** The hematopoietic component does not confer resistance in susceptible strains. Chimeric DBA/2S mice containing bone marrow from resistant (C57BL/6R or BALB/cR) or susceptible (DBA/2S) mice were inoculated with 10⁴ EID₅₀ (A) or 10³ EID₅₀ (B) of A/Hong Kong/213/03 virus and monitored for morbidity and mortality for 21 days.

clustering was observed, and individual data were scattered throughout the plot (Fig. 3). At day 3 postinfection, the expression profiles of the mice clustered into 3 groups. Group 1 (red circle) contained only highly susceptible strains (DBA/2S and 129/SvImS). Group 2 (green circle) was composed of resistant strains (C57BL/6R and BALB/cR) only. Group 3 (blue circle) was composed of a susceptible strain and a resistant strain (A/Jₜ and SMR, respectively) and was situated between groups 1 and 2 on the second component. By day 7, the clustering of susceptible (group 1) and resistant (group 2) strains remained intact. More importantly, the susceptible strain in group 3, A/Jₜ, had joined group 1, and the resistant strain (SMR) was found in close proximity to the other resistant strains of group 2. These plots clearly indicate that a gene expression signature is associated with death or survival in these mice but also that these signatures are not necessarily fixed until later in the infectious process.
strains is predominantly quantitative, with the excessive production of proinflammatory cytokines in the susceptible strains most likely affecting downstream induction of robust adaptive immune responses. The overrepresentation of proinflammatory genes in the susceptible strains is indicative of ongoing viral replication and suggests higher replication rates and higher viral loads in these strains.

**Increased production of inflammatory mediators in susceptible mouse strains.** Many of the genes associated with severe disease that were identified by expression analysis are considered proinflammatory. Although inflammation is important for the induction of an innate and adaptive immune response, too much inflammation can be pathological and exacerbate disease. To validate the expression data and demonstrate increased production of proinflammatory mediators in the susceptible strains, we measured the production of CCL2, alpha interferon (IFN-α), IFN-β, tumor necrosis factor alpha (TNF-α), CXCL2, and CSF3 after inoculation with 10^4 EID_{50} of A/Hong Kong/213/03 in 3 susceptible mouse strains (DBA/2S, 129/SvImS, and A/JS) and 3 resistant strains (SMR, C57BL/6R, and BALB/cR). At day 3 postinfection, lung homogenates of susceptible strains contained significantly higher concentrations of proinflammatory cytokines than did those of most of the resistant strains (Fig. 4); however, intriguing patterns emerged. The concentration of CSF3 was significantly higher in all susceptible strains and in the SMR strain, which, based on expression analysis, clustered with the susceptible A/JS strain. A similar pattern was found for IFN-α and IFN-β. In contrast, the production levels of CCL2 and CXCL2 were significantly higher in the DBA/2S and 129/SvImS strains than in the other 4 strains. Finally, we found significantly higher levels of TNF-α in the susceptible strains than in the resistant strains. The production of certain cytokines, i.e., CCL2, TNF-α, and CXCL2, was significantly correlated with the MLD_{50} (P < 0.01; R^2 = 0.77, 0.96, and 0.72, respectively). These results were similar to those identified earlier by array analysis.

**Viral load determines the outcome after infection with the HK213 virus.** We hypothesized that increased pathogenicity coupled with enhanced inflammation in the susceptible strains may be the result of higher viral titers. To test this hypothesis, we quantified the amount of infectious virus at days 2, 4, and 7 postinoculation with 10^4 EID_{50} of HK213 in the lungs of the 6 mouse

---

**FIG 3** Principal component analysis identifies the gene expression profile associated with severity of H5N1 virus disease. Principal component analysis using ~26,000 probes in lung tissue RNA of DBA/2S, 129/SvImS, A/JS, SMR, C57BL/6R, and BALB/cR mice prior to infection (control) and on days 1, 3, and 7 after inoculation with 10^4 EID_{50} of A/Hong Kong/213/03. Each dot represents the RNA expression profile of a single mouse. Colored circles indicate the three clusters of highly susceptible (red), intermediate susceptible (blue), and resistant (green) mouse strains. The x, y, and z axes correspond to principal components 1, 2, and 3, respectively.
strains used for expression and cytokine analysis. At day 2, the virus titer ranged from $10^{4.9}$ 50% tissue culture infective doses (TCID$_{50}$/ml) in C57BL/6R and SMR strains to $10^{6.5}$ TCID$_{50}$/ml in the DBA/2S strain (Table 1). The virus titer differed significantly between susceptible and resistant strains ($P < 0.05$), and it correlated well with the MLD$_{50}$ ($R^2 = 0.70$, $P < 0.05$). In addition, we found significant associations between virus titer and MLD$_{50}$ on day 4 ($R^2 = 0.82$, $P < 0.05$) and day 7 ($R^2 = 0.81$, $P < 0.05$). To estimate the viral burden over a period of 7 days, we calculated the area under the curve (AUC) for all 6 strains; again, we found a significant correlation with MLD$_{50}$ ($R^2 = 0.87$, $P < 0.01$).

To confirm the association between high viral load and increased susceptibility, we applied computer-assisted immunohistochemical analysis of lung tissue from 3 susceptible strains (DBA/2S, 129/SvImS, and A/J S) and 2 resistant strains (C57BL/6R and BALB/cR) to detect the frequency of influenza A virus nucleoprotein-positive (NP$^+$) nuclei in cross sections of an entire formalin-fixed lung. Despite the small number of mice used in this experiment, it was clear that the susceptible strains had more NP$^+$ nuclei than did the resistant strains on days 2, 4, and 7 postinfection (see Table S3 in the supplemental material).

To demonstrate the effect of increased viral load on proinflammatory cytokine production and survival, we inoculated DBA/2S and C57BL/6R mice with a 100-fold-higher dose ($10^6$ EID$_{50}$). As predicted, the production of CCL2 and TNF-$\alpha$ 3 dpi was significantly higher ($P < 0.01$) (see Fig. S4 in the supplemental material) in the mice inoculated with $10^6$ EID$_{50}$ than in the mice inoculated with $10^4$ EID$_{50}$. More importantly, the amounts of CCL2 and TNF-$\alpha$ produced in the lethally infected C57BL/6R mice were similar to those found in DBA/2S mice infected with a much lower, but for this strain similarly lethal, dose of $10^4$ EID$_{50}$.

Elevated production of proinflammatory mediators correlates with increased viral load in susceptible mouse strains. The newfound associations between viral loads, proinflammatory cytokine production, and outcome after infection were confirmed using quantitative real-time PCR on a select set of proinflammatory mediators in conjunction with influenza A virus matrix RNA species. Twenty-four hours postinoculation, the amount of influenza virus RNA was significantly higher (analysis of variance

**TABLE 1** Virus titers in the lungs of genetically diverse mouse strains inoculated with A/Hong Kong/213/03 H5N1 virus

<table>
<thead>
<tr>
<th>Mouse strain</th>
<th>Virus titera (log$<em>{10}$ TCID$</em>{50}$/ml)</th>
<th>Viral burdenb (AUC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBA/2s</td>
<td>6.5 5.7 4.8</td>
<td>34.6</td>
</tr>
<tr>
<td>129/SvImS</td>
<td>5.9 5.1 4.6</td>
<td>31.4</td>
</tr>
<tr>
<td>A/Js</td>
<td>5.8 5.0 4.0</td>
<td>30.0</td>
</tr>
<tr>
<td>SMR</td>
<td>4.9 4.6 3.2</td>
<td>26.1</td>
</tr>
<tr>
<td>C57BL/6R</td>
<td>4.9 5.0 3.6</td>
<td>27.8</td>
</tr>
<tr>
<td>BALB/cR</td>
<td>5.6 4.6 2.2</td>
<td>25.9</td>
</tr>
</tbody>
</table>

a Lung virus titers (50% tissue culture infectious doses [TCID$_{50}$/ml]) at days 2, 4, and 7 after inoculation with $10^4$ EID$_{50}$ of A/Hong Kong/213/03 influenza virus are shown.

b Area under the curve (AUC) for influenza virus titers between days 0 and 7 after inoculation with $10^4$ EID$_{50}$ of A/Hong Kong/213/03 influenza virus are shown.

**FIG 4** Elevated production of proinflammatory mediators in susceptible mouse strains after inoculation with H5N1 virus. Cytokine concentrations (pg/ml) were measured in homogenized lung tissues of DBA/2s, 129/SvImS, A/Js, SMR, C57BL/6R, and BALB/cR mice 3 days after inoculation with highly pathogenic A/Hong Kong/213/03 H5N1 virus. Bars represent mean cytokine production levels ± SEMs. Statistical significance ($P < 0.01$) between the six mouse strains is represented by letters above each column, with different letters signifying distinct statistical groups.
ANOVA, $P < 0.001$) in the three susceptible strains DBA/2J, 129SvImJ, and A/J than in the two most resistant strains, C57BL/6J and BALB/cR, and all susceptible strains 1 and 3 days postinoculation (dpi) with $10^5$ EID$_{50}$ of H5N1 virus. Dots indicate individual mice, and the average values + SEMs are indicated by the solid bars. (B) Resistant mouse strains (SMR, C57BL/6J, and BALB/cR) more effectively limit virus replication between 1 and 3 dpi than do susceptible strains. Bars represent average fold increases in viral RNA + SEMs. (C) Higher viral load in susceptible mouse strains plus SMR triggers an increase in production of proinflammatory mediators CCL2, IFN-$\beta_1$, and TNF-$\alpha$ at 3 dpi (gray bars; $P < 0.01$) but not at 1 dpi (black bars; $P > 0.05$). Bars represent average $\Delta \Delta C_T$ values + SEMs.

FIG 5 Viral load determines proinflammatory cytokine production in genetically diverse mice. (A) Higher viral load ($\Delta \Delta C_T$ value) in susceptible mouse strains (DBA/2J, 129SvImJ, and A/J) than in the resistant strains C57BL/6J and BALB/cR 1 and 3 days postinoculation (dpi) with $10^5$ EID$_{50}$ of H5N1 virus. Dots indicate individual mice, and the average values + SEMs are indicated by the solid bars. (B) Resistant mouse strains (SMR, C57BL/6J, and BALB/cR) more effectively limit virus replication between 1 and 3 dpi than do susceptible strains. Bars represent average fold increases in viral RNA + SEMs. (C) Higher viral load in susceptible mouse strains plus SMR triggers an increase in production of proinflammatory mediators CCL2, IFN-$\beta_1$, and TNF-$\alpha$ at 3 dpi (gray bars; $P < 0.01$) but not at 1 dpi (black bars; $P > 0.05$). Bars represent average $\Delta \Delta C_T$ values + SEMs.

[ANOVA], $P < 0.001$) in the three susceptible strains DBA/2J, 129SvImJ, and A/J than in the two most resistant strains, C57BL/6J and BALB/cR (Fig. 5A). Not surprisingly the reduced viral load in the resistant strains minimized the production of proinflammatory cytokines on day 3 (Fig. 4) and allowed these two mouse strains to cluster at the transcriptional level (Fig. 3), displaying a “normal” inflammatory response to the invading pathogen. The third resistant strain, SMR, had a high viral RNA load at 1 dpi similar to those of the susceptible strains and therefore clustered with a susceptible (A/J) strain at the transcriptional level and also produced more proinflammatory mediators. Three days postinoculation, the resistant C57BL/6R and BALB/cR strains continued to have smaller amounts of viral RNA (ANOVA, $P < 0.0001$) than did the susceptible strains. In addition, the viral load in the third resistant strain, SMR, was lower than those in all three susceptible strains, providing further support for our hypothesis that viral load dictates the pathogenic response to infection in genetically diverse mice. Interestingly, the increase in amount of viral RNA between 1 and 3 dpi is significantly lower ($P < 0.01$) in the resistant strains than in the susceptible strains (Fig. 5B), confirming that lower viral load and early control of viral replication are key to minimizing disease and promoting survival.

To exclude the possibility that excessive production of cytokines promotes virus replication and therefore increases the viral load, we determined the mRNA levels of several proinflammatory
mediators after inoculation with H5N1 influenza A virus. On day 1 postinoculation, the increases in expression of ccl2, ifnb1, and tnfa (threshold cycle \( \Delta \Delta C_{\text{T}} \) value) were similar between all 6 mouse strains (Fig. 5C; see also Fig. S3 in the supplemental material), indicating that the production of proinflammatory cytokines is not responsible for the observed difference in viral RNA at 3 dpi. At 3 dpi, the fold increase in mRNA associated with ccl2, ifnb1, and tnfa was significantly lower \((P < 0.001)\) in the resistant strains C57BL/6J and BALB/cAn than in the three susceptible strains plus SM/Jp, providing further support that early viral load determines the inflammatory response and as such the outcome after infection.

To demonstrate that the genetic differences do not affect the production of proinflammatory cytokines per unit of viral RNA, we computed the ratio between cytokine RNA and viral RNA \( \Delta \Delta C_{\text{T}} \) values (see Fig. S3 in the supplemental material). At 1 and 3 dpi, the ratios for IFN-\( \beta \)-1 were similar across all strains tested. For the other cytokines, we observed significant differences in the expression ratios among the different mouse strains; however, limited evidence for an association of these differences with disease severity or susceptibility to H5N1 virus infection was found. Combined, these analyses suggest not that the increased susceptibility is caused by an intrinsic difference in the response to infection but rather that it is caused by a higher viral load inducing excessive production of proinflammatory cytokines and hence increased morbidity and mortality in the susceptible mouse strains.

**DISCUSSION**

Polymorphisms in the genome of the host play an important role in the severity of infection with a highly pathogenic H5N1 influenza A virus. The mechanism dictating the difference in H5N1 pathogenicities among genetically diverse hosts is, however, unknown. Detailed analysis of 6 H5N1 virus-infected inbred mouse strains demonstrated that the viral load is responsible for the heightened inflammation in susceptible hosts. This produces a pathogenic environment as early as 3 days postinoculation, ultimately causing the host to succumb.

Several studies have compared high- and low-pathogenic influenza A viruses in various host species and, without exception, identified a strong association between pathogenicity and excessive production of proinflammatory mediators (16, 18–25). Two possible mechanisms explain this difference: first, increased replication dynamics of the more pathogenic viruses may result in the infection of more epithelial cells and subsequent production of higher levels of cytokines. Second, altered intracellular signaling properties of viral proteins (e.g., PB1-F2, NS1, or hemagglutinin [HA]) of the pathogenic virus may trigger cells to produce more or different cytokines. Although both of these mechanisms are likely involved when comparing subtypes of influenza A viruses in a single homogenous host species, it is not well understood how a single highly pathogenic H5N1 virus produces such varied pathologies in genetically diverse hosts. Does the genetic change in susceptible hosts allow for increased replication dynamics or an altered immune environment, or does it completely change the hosts’ response to the pathogen independently of viral burden?

Based on the data presented, we conclude that the susceptible host provides a milieu that allows for increased viral replication, which subsequently induces the production of more proinflammatory cytokines and tissue damage and ultimately results in the death of the animal. Although this study is the first of its kind, detailed analysis of H5N1 virus-infected humans in Vietnam also demonstrated a significant correlation between viral load, cytokine concentration, and severity of disease (12), thereby supporting the conclusion that differences in pathogenesis within a single host species are the result of variable replication dynamics.

The difference in viral load between susceptible and resistant strains was presented very early after inoculation (24 to 48 h), suggesting that the virus replication rate in the susceptible mouse strain is higher than that in the resistant strains. At this point, it is unclear whether this increase in replication rate is due to an inefficient antiviral mechanism or to an increase in cell metabolism and/or the availability of nutrients required for replication. The observation that the viral load increased nearly 8-fold in the susceptible strains between 1 and 3 dpi compared to <4-fold in the resistant strains suggests that the increased replication rate is caused by one or more defective antiviral effector molecules induced by the production of type I and II interferons shortly after infection. Alternatively, there could be a difference in infectious dose (50% infectious dose [ID\(_{50}\)] between the resistant and susceptible mouse strains due to variations such as the sialic acid receptor content of the respiratory tract. Previously, we had shown a 100% infection rate in a resistant strain and a susceptible strain following inoculation with a very low dose of 100 EID\(_{50}\) of HK213, suggesting that the ID\(_{50}\)s are similar between resistant and susceptible mice and that this is unlikely the reason for the differences observed.

The importance of replication kinetics or polymerase activity in pathogenicity is well established (18, 26–30). The PB2 E627K and PB2 D701N mutations are associated with increased polymerase activity and faster replication; thus, viruses containing these mutations are often more pathogenic in mice (18, 27, 31). Molecular characterization of a variant PR8 virus adapted to induce severe disease in Mx1-positive mice found several mutations in the polymerase complex that allowed the virus to grow faster and therefore be more pathogenic than its wild-type counterpart (32). A recent comparison of A/Hong Kong/483/97 and A/Hong Kong/486/97 H5N1 viruses also surmised that replication rate regulates disease severity and the magnitude of the virus-specific CD8\(^+\) T-cell response (18). After low-dose infection, the HK483 virus harboring a PB2 protein with a lysine residue at position 627 grew to significantly higher titers early during infection than did the variant containing a glutamic acid at this position. This difference in viral loads resulted in quantitative and qualitative differences in the cytotoxic T-cell responses that could be reversed upon administration of oseltamivir, a drug that limits viral replication. Combined, these studies suggest that the replication rate of the virus and hence viral load are responsible for the increase in inflammation and therefore pathogenesis of the virus. Reducing viral load or replication rate will most likely reduce morbidity and mortality upon infection.

As a result of the heightened viral load during the early stages of infection, the immune response in susceptible mice is excessive and can be detected within 3 days of infection. This relatively brief period of time has implications for potential intervention strategies for severe cases of influenza virus infection. It also explains the relatively short time period during which current commercially available antiviral therapy has proven effective. Similar observations have been made with monoclonal antibodies, whose treatment window is 3 to 4 days postinfection (33, 34). The opportunity to treat susceptible mice is much shorter (less than 1 day...
postinfection) than that for resistant strains of mice (3 days postinfection [unpublished data]). In our study, one mouse strain that displayed an intermediate pathogenic profile (SMR) recovered from the infection. This finding indicates that with the right treatment a pathogenic profile can be reversed and the animal can survive.

Clues about what biological trait is important for survival of influenza virus infection may be found in the A/I/S and SMR strains. Although the strains had similar pathogenic expression profiles, the SMR mice survived the infection while the A/I/S mice did not. The absence of glutathione metabolism pathway-associated gene expression in the SMR mice may provide us with a mechanism for the difference in pathogenesis. Glutathione metabolism gene transcription is initiated early after infection to reduce harmful reactive oxygen species (ROS). Mice lacking a functional NADPH oxidase (Cybb-deficient mice) can no longer produce ROS, and intranasal infection with influenza virus was shown to increase the production of proinflammatory cytokines and promote cellular infiltration into the lungs (35, 36). Despite the increase in inflammation, Cybb-deficient mice had lower viral loads and improved resolution of the infection, similar to what we observed in SMR mice. As such, further studies to determine the production of ROS and proinflammatory cytokines and to measure the induction of the glutathione metabolism response pathway in activated macrophages of SMR and C57BL/6r mice would be of interest. A lack of ROS production, minimal expression of glutathione response genes, and reduced proinflammatory cytokine production in the SM mouse macrophages will form the basis for future studies into the role of ROS in influenza virus pathogenesis. An alternative explanation is the presence of one or more genetic changes affecting viral clearance. An example of this is the hemolytic complement (Hc) gene, which affects T-cell responses and therefore viral load at later time points during infection. The SMR strain expresses a fully functional Hc gene; thus, viral load is reduced, inflammation is limited, and the animals are more likely to survive infection than are A/I/S mice, which do not express a fully functional Hc gene.

Although the susceptible strains and SMR produced large amounts of proinflammatory cytokines (e.g., IFN-β and CSF3), certain cytokines were predominantly produced in the extremely susceptible strains such as DBA/2r and 129/SvIm. The excessive production of certain proinflammatory mediators such as CSF3 and type I interferons may cause a mild, controllable form of inflammation, though the addition of a second signal such as CCL2 and/or TNF-α may create an uncontrollable cascade of events resulting in tissue damage and diminished adaptive immune responses in these mice. Results from in vitro experiments suggest that IFN-β and TNF-α act synergistically to induce a response quantitatively and qualitatively different from that of either cytokine alone (37, 38). Also, TNF-α affects morbidity after H5N1 virus infection (17, 39).

While the current study focused on identifying the mechanism of severe disease, e.g., virus replication, there is obvious merit in identifying the specific genetic polymorphisms responsible for this phenotype. The MLD50 curve for highly pathogenic H5N1 virus (Fig. 1) suggests that several genetic polymorphisms are involved. A similar complexity was previously identified with the recombinant inbred BXD strain family, in which 3 genetic loci contribute to the response to influenza virus infection (40). To identify the responsible polymorphisms, genetic tools like the BXD RI strains, conomic strains set, or the Collaborative Cross will be extremely useful (41–44). Several of the candidate genes identified in our earlier BXD study were evaluated for their association with disease severity in our larger mouse panel using the available single nucleotide polymorphism (SNP) data. Hemolytic complement, on Qivr2, did not differentiate the resistant and susceptible mouse strains. Qivr7 contains several potential antiviral genes (Trim genes); however, there are not enough public SNP data available to do the analysis. The candidate genes on Qivr11 (Grim, Ifi35, and Dhk58) all associated significantly (P < 0.01) with disease severity and are currently under investigation for their role in influenza virus pathogenesis. Finally, none of the candidate genes on Qivr17 (Xdh, Eif2ak2, Emilin2, and Nhrc4) separated with our phenotype.

In conclusion, gene polymorphisms in the genome of the infected host can have a profound impact on the course of an H5N1 influenza virus infection. Although featured as too much inflammation with excessive production of proinflammatory cytokines, the pathogenicity of influenza virus infection is rooted in increased virus titers in the lungs of the susceptible hosts.

MATERIALS AND METHODS

Inbred mouse strains and influenza A virus. Female mice (6 to 8 weeks old) from the following strains were purchased from Jackson Laboratories (Bar Harbor, ME) and housed in the Animal Resource Center at St. Jude Children’s Research Hospital: C57BL/6r (stock no. 664), BALB/c (stock no. 651), SM/J (stock no. 687), DBA/2r (stock no. 671), FVB/N (stock no. 1800), L/P (stock no. 676), NZB/Bln (stock no. 684), C3H/Hej (stock no. 659), BALB/cByl (stock no. 1026), AKR/J (stock no. 648), B10.D2-H2/Osnj (stock no. 461), A/J (stock no. 646), A/Hej (stock no. 645), 129/SvIm (stock no. 2448), MRL/Mj (stock no. 486), NZW/Lacj (stock no. 1058), Bmr TR + /1f (stock no. 2282), KK/Hj (stock no. 2106), 129X1/Sv (stock no. 691), DBA/II (stock no. 670), and NOD/ShiLtj (stock no. 1976). Strain selection was based on representation in large mouse genetic databases like HaploType Mapping by Roche Pharmaceuticals, Ancestry Mapping by Perlegen, and full-genome sequencing by the Sanger Institute (45–47). The mice received water and food ad libitum, and all experimental procedures were approved by the Animal Care and Use Committee of St. Jude Children’s Research Hospital.

A reverse genetics variant of A/Hong Kong/213/03, a highly pathogenic H5N1 influenza A virus, was propagated in 10-day-old embryonated chicken eggs. The allantoic fluid containing the infectious virus was harvested, and the infectious virus titer was determined in eggs. The A/Hong Kong/213/03 virus (H5N1) variant contains 7 segments of A/Hong Kong/213/03 and 1 segment of A/Chicken/Hong Kong/52/03 H5N1 virus (40). This virus is referred to as HK213 throughout the paper.

Influenza A virus infection of mice. Experimental inoculation of mice with HK213 virus was done intranasally in 30 μl phosphate-buffered saline (PBS) as described previously (40, 48). MLD50 experiments were repeated, and the reported results were calculated from the cumulative results.

Generation of bone marrow chimera DBA/2 mice. CD4+ and CD8+ cells were depleted in vivo after intraperitoneal (i.p.) injection of DBA/2r, C57BL/6r, and BALB/c donor mice with anti-CD4 and anti-CD8 antibodies. BM was then collected from the femurs of these mice, and approximately 6 million cells were injected intravenously into 9-Gy-irradiated DBA/2r mice. The mice were treated with Sulfadimethoxine for 3.5 weeks to prevent any opportunistic infection.

At 12 weeks postengraftment, a small volume of peripheral blood was collected and subjected to flow cytometric analysis to test for the expression of cell surface markers of the respective donor mouse strains. In the C57BL/6r BM-recipient mice, we measured the percentage of H-2b+ (C57BL/6r) and H-2a+ (DBA/2r) cells within the CD3+ T-cell population. In the BALB/c BM-recipient mice, we measured the percentage of...
CD22.1+ (DBA/2) and CD22.2+ (BALB/c) cells within the CD19+ T-cell population. Animals in which more than 90% of the T or B cells were donor-derived cells were considered successful BM chimeras.

**Lung viral titers and immunohistochemistry.** Following intranasal inoculation with 10^4 EID_{50} of HK213 virus, lungs were harvested on days 2, 4, and 7 postinfection, and virus titers were determined on Madin-Darby canine kidney cells (40). At each time point, 4 to 6 animals from each mouse strain were used. The average virus titer was calculated, and the AUC was calculated between days 0 and 7 postinfection.

Immunohistochemical analysis was performed on formalin-fixed lung tissue harvested from HK213 virus-infected or uninfected DBA/2o, 129SvImG, A/J, C57BL/6o, and BALB/c mice, as described previously (40). Digital images were obtained with a ScanScope (Aperio, Vista, CA), and the percentage of NP-positive nuclei was determined with Imagescope (Aperio, Vista, CA) using a nucleus-based algorithm.

**Cytopathic effects.** Lungs from 6 strains of mice inoculated with 10^4 EID_{50} of HK213 virus were harvested on day 3 postinfection and homogenized in 1.0 ml PBS for two 30-s intervals at 30 Hz (TissueLyser II; Qiagen). The homogenates were then thawed to quantitate the amounts of CCL2, TNF-α, CSF3, and CXC2L2 in the lungs of infected animals by using Quantikine enzyme-linked immunosorbent assay (ELISA) kits (R&D Systems, Minneapolis, MN). The amounts of IFN-α and β in the lungs were determined with the respective ELISA kits (PBL Laboratories, Piscataway, NJ). Each cytokine at a given time point, 4 to 6 animals were tested, and the average concentration ± standard error of the mean (SEM) is reported.

**RNA isolation and functional genomics.** Six mouse strains, DBA/2o, 129SvImG, A/J, C57BL/6o, and BALB/c were selected for an extensive RNA expression analysis before and after inoculation with 10^4 EID_{50} of HK213 virus. Lungs were isolated in 2 batches from uninfected mice and infected mice at days 1, 3, and 7 postinfection. RNA was extracted using TRIzol (Invitrogen, Carlsbad, CA), as previously reported (40) and submitted to a DNA cleanup protocol (Qiagen). Next, microarray analysis was done on RNA obtained from DBA/2o, 129SvImG, A/J, C57BL/6o, and BALB/c mice, using Illumina MouseWG-6 v1.1 Expression BeadChips (Illumina, San Diego, CA). PCA analysis identified a large batch effect; however, both batches included uninfected samples, which allowed us to calculate fold differences in gene expression. Also, batches were done according to the day postinfection, and all 6 strains were assessed simultaneously for each day.

Before analysis, probes without a signal (i.e., detection P value of >0.05) in any of the 104 samples were removed from the data set. Signal values were ln-transformed, ln(signal + 20), to stabilize variance across the range of intensities and approximate normalities in preparation for parametric tests. Using Partek Genomics Suite 6.3, we visualized the structure of the data via PCA. As a result of the complexity of the disease, we compared expression patterns of genes up- or downregulated in most of the susceptible or resistant strains. For a gene to qualify for an individual strain, we required a 2-fold increase or decrease in expression in the majority of the individual samples for that strain on that day. Once a gene qualified for a particular strain, we next assessed whether that gene was shared among the majority of the resistant or susceptible (2/3 or 3/4) mouse strains. Pathway analysis was performed using the online bioinformatics tool DAVID (49).

**Quantitative real-time PCR.** Samples of cDNA were prepared from lung tissue RNA (200 ng) by using Superscript III (Invitrogen) and random hexamers and used for quantitative real-time PCR. The Ct values for murine interleukin-6 (IL-6) (Mm00446190_m1), CCL2 (Mm00441242_m1), CCL4 (Mm00443111_m1), IFN-β1 (Mm00439532_s1), TNF-α (Mm00999906_m1), CSF3 (Mm00438334_m1), and β-actin were determined using commercially available primer-probe pairs from Applied Biosystems (Foster City, CA). To quantify the amount of virus in each RNA sample, we used the cDNA prepared with random hexamers in combination with a primer probe mix that was specific for the matrix gene (50). Baseline levels of each cytokine (ΔCt value) were determined after normalization against β-actin, and the increase in expression (ΔΔCt value) was calculated. No RNA species for IFN-β1, CSF3, or influenza virus matrix RNA were detected prior to infection. To calculate the increase, we used a C_{0.7} value of 40 for the uninfected samples. RNA samples (n = 3 to 4) were tested for each strain and time point prior to or after infection with HK213 virus.

**Statistical analysis.** Statistical analysis of differences in lung virus titers was determined by a Student t test following transformation of the data. Cytokine and chemokine production and quantitative PCR results were analyzed using a Student t test or ANOVA when comparing more than two samples. For Fig. 4, statistical significance between the six mouse strains was determined by letters above each column, with different letters signaling distinct statistical groups. Linear regression analyses were done to analyze the viral load (log_{10} TCID_{50}/ml and ΔΔCt value) with MLD_{50} (log_{10} EID_{50}). P values less than 0.05 were considered significant.
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Genome-wide analysis of the mouse lung transcriptome reveals novel molecular gene interaction networks and cell-specific expression signatures
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Abstract

Background: The lung is critical in surveillance and initial defense against pathogens. In humans, as in mice, individual genetic differences strongly modulate pulmonary responses to infectious agents, severity of lung disease, and potential allergic reactions. In a first step towards understanding genetic predisposition and pulmonary molecular networks that underlie individual differences in disease vulnerability, we performed a global analysis of normative lung gene expression levels in inbred mouse strains and a large family of BXD strains that are widely used for systems genetics. Our goal is to provide a key community resource on the genetics of the normative lung transcriptome that can serve as a foundation for experimental analysis and allow predicting genetic predisposition and response to pathogens, allergens, and xenobiotics.

Methods: Steady-state polyA+ mRNA levels were assayed across a diverse and fully genotyped panel of 57 isogenic strains using the Affymetrix M430 2.0 array. Correlations of expression levels between genes were determined. Global expression QTL (eQTL) analysis and network covariance analysis was performed using tools and resources in GeneNetwork http://www.genenetwork.org.

Results: Expression values were highly variable across strains and in many cases exhibited a high heritability factor. Several genes which showed a restricted expression to lung tissue were identified. Using correlations between gene expression values across all strains, we defined and extended memberships of several important molecular networks in the lung. Furthermore, we were able to extract signatures of immune cell subpopulations and characterize co-variation and shared genetic modulation. Known QTL regions for respiratory infection susceptibility were investigated and several cis-eQTL genes were identified. Numerous cis- and trans-regulated transcripts and chromosomal intervals with strong regulatory activity were mapped. The Cyp1a1 P450 transcript had a strong trans-acting eQTL (LOD 11.8) on Chr 12 at 36 ± 1 Mb. This interval contains the transcription factor Ahr that has a critical mis-sense allele in the DBA/2J haplotype and evidently modulates transcriptional activation by AhR.

Conclusions: Large-scale gene expression analyses in genetic reference populations revealed lung-specific and immune-cell gene expression profiles and suggested specific gene regulatory interactions.
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Background
The lung is the first line of defense against many pathogens and inhaled xenobiotics and is therefore a key part of the immune system. Host defense is strongly influenced by genetic differences and several studies have shown that the genetic background and sequence difference among humans and other host species modulate susceptibility and resistance to infectious diseases, allergens, and xenobiotics. Systems genetics is a modern extension of complex trait analysis that jointly analyzes and integrates large sets of genotypes and phenotypes to explain and predict variation in outcome measures and disease severity (for review see [1,2]). A typical systems genetics study relies on extensive single nucleotide polymorphism (SNP) data sets, matched data on RNA expression in key cells, tissues, or organs and a core set of key dependent measures such as disease susceptibility [3]. These data are collected across a panel or population of genetically diverse individuals or strains. This group of individuals represents a natural genetic perturbation, with well defined genotype and haplotype differences comprising the “treatment.” The independent measurements in this case can consist either of the genotype or of crucial intervening variables such as the expression of genes and proteins.

In this study, we exploited a very well characterized panel of inbred strains of mice (a mouse genetic reference panel) that consists of two parts—a small set of standard inbred strains and a larger family of BXD type recombinant inbred strains. The genome of each BXD strain represents a mixture of the C57BL/6J and DBA/2J parental background and is homozygous at almost every genomic location. The genomic make-up of each BXD line has been determined by extensive mapping with molecular markers. After performing microarray expression analysis for each of the BXD mice, the expression level of each gene can be used as a quantitative trait (e. g. [4–6]). By comparing these expression values for all BXD mice with their molecular markers data along the genome, genomic expression quantitative trait loci (eQTL) can be identified that are likely to regulate the expression of one or several genes [2,5,7-12]. When an eQTL is located at the same genomic position as the gene itself (within a 10Mb interval of the gene) it is considered as a cis-eQTL. In this case, variations in the promoter sequence or in elements that determine the stability of the mRNA of the gene are the most likely causes for the observed differences in expression levels. If the eQTL is at a distant location from the regulated gene, the eQTL is referred to as a trans-eQTL.

Here, we performed a global gene expression analysis from the lungs of 47 BXD and eight widely used inbred strains. The aim of our study was to reveal genes and gene networks in mouse lung in steady state condition. We found that many genes had high variation in expression and that often this variation was highly heritable. This allowed us to identify many cis- and trans-eQTLs. In addition, we used the correlation structure in the data to obtain expression signatures for specific cell types within the lung.

Methods
Mouse strains and sample preparation
C57BL/6J, BALB/cByJ, FVB/NJ, and WSB/EiJ, as well as B6D2F1 and D2B6F1 lines were obtained from the University of Tennessee Health Science Center (UTHSC). DBA/2J, 129X1/SvJ, LP/J and SJL/J were obtained from The Jackson Laboratory. Mice from 38 BXD recombinant inbred strains were obtained from UTHSC and mice from nine BXD strains were obtained from The Jackson Laboratory. All animals were housed at UTHSC before sacrifice. Mice were killed by cervical dislocation and whole lungs including blood were removed and placed in RNAlater. Total RNA was extracted from the lungs using RNA STAT-60 (Tel-Test Inc.). RNA from two to five animals per strain were pooled and used for gene expression analysis. Animals used in this study were between 49 and 93 days of age. All inbred strains were profiled for both sexes, and for a given BXD strain either males or females were used. Mice were maintained under specific pathogen free conditions. All protocols involving mice were approved by the UTHSC Animal Care and Use Committee.

Microarray analysis
Gene expression profiling was performed using Affymetrix GeneChip Mouse Genome 430 2.0 Arrays at UTHSC. Samples were amplified according to the recommended protocols by the manufacturer (Affymetrix, Santa Clara, CA, USA). In all cases, 4–5 µg of each biotinylated cRNA preparation was fragmented and included in a hybridization cocktail containing four biotinylated hybridization controls (BioB, BioC, BioD, and Cre), as recommended by the manufacturer. Samples were hybridized for 16 hours. After hybridization, GeneChips were washed, stained with SAPE, and read using an Affymetrix GeneChip fluidic station and scanner.

Data preprocessing and analysis
Data analysis was performed using the GeneNetwork web service [13], a large resource with phenotypes and mRNA expression data for several genetic reference populations and multiple organisms. The expression data were preprocessed like all other datasets in GeneNetwork: adding an offset of 1 unit to each signal intensity value to ensure that the logarithm of all values were positive, computing the log_2 value, performing a quantile normalization of the log_2 values for the total set of
arrays using the same initial steps used by the RMA transform [14], computing the Z scores for each cell value, multiplying all Z scores by 2 and adding 8 to the value of all Z scores. The advantage of this variant of a Z transformation is that all values are positive and that 1 unit represents approximately a 2-fold difference in expression as determined using the spike-in control probe sets (see [8] for details). For correlation analyses we used Pearson’s correlation unless otherwise stated. Heritability was determined using ANOVA with one factor mouse strain, and by dividing the mean between-mouse-strain variance by the sum of the mean between-mouse-strain variance plus the mean within-strain variance.

QTL Mapping and expression analyses

All probe sets were mapped using standard interval mapping methods at 1 cM intervals (~2 Mb) along all autosomes and the X chromosome. This procedure generates estimates of linkage between variation in transcript expression levels and chromosomal location. The entire set of values can be used to construct a set of QTL maps for all chromosomes (except Chr Y and the mitochondrial genome) in which position is plotted on the x-axis and the strength of linkage—the likelihood ratio statistic (LRS) or log of the odds ratio (LOD)—is plotted on the y-axis. An LRS of 18 or higher is significant at a genome-wide $p$ value of $< 0.5$. To compute LRS values we exploited the computationally efficient Haley-Knott regression equations [15] and a set of 3796 SNPs and microsatellite markers that we and others have genotyped over the past decade [16,17]. In order to rapidly map all 45,101 probe sets we used our customized QTL Reaper code http://qtlreaper.sourceforge.net/. QTL Reaper performs up to a million permutations of an expression trait to calculate the genome-wide empirical $p$ value and the LRS scores associated with each interval or marker. The peak linkage value and position was databased in GeneNetwork and users can rapidly retrieve and view these mapping results for any probe set. Any of the QTL maps can also be rapidly regenerated using the same Haley-Knott methods, again using functions imbedded in GeneNetwork. GeneNetwork also enable a search for epistatic interactions (pair scanning function) and composite interval mapping with control for a single marker.

Data quality control

We used two simple but effective methods to confirm correct sample identification of all data entered into GeneNetwork. Expression of the Xist transcript (probe set 1427262_at) was used to validate the sex of the sample. Xist is involved in the inactivation of one X chromosome in females [18] and is only expressed at high levels in females. Other genes that show strong sex-specific expression are Eif2s3y, Jarid1d and Ddx3y. In addition, we investigated several genes that exhibit a strongly bimodal Mendelian expression pattern, meaning that one parental allele exhibits a high expression level whereas the other allele exhibits a low expression and only the F1 hybrids are intermediate. The expression level of such transcripts is directly correlated with the genotype at this locus and they can collectively be used to confirm sample genotype and hence strain. For example, expression of the Rpgrip1 transcript (probe set 1421144_at) has a distinctly bimodal distribution, intermediate values for F1 animals, and is associated with a LOD score peak of 50 that corresponds precisely to the location of the cognate gene on Chr 14 at 52.5 Mb.

Results

Variation in gene expression

The Affymetrix M430 2.0 array that we used includes 45,101 probe sets and provides consensus estimates of expression for the vast majority of all protein coding genes. Table 1 gives an overview of the range of variation across strains in each of the probe sets used. Strikingly, more than 2,000 genes showed a range of expression that was larger than four-fold different between the strain with the lowest and the highest expression. Among the genes with the most extreme range in expression levels were Krt4 (keratin 4), Krt13 (keratin 13) and Krtdap (keratinocyte differentiation associated protein). Another gene with highly variable expression was Cftr (cystic fibrosis transmembrane conductance regulator homolog). This important lung disease-causing gene showed a four-fold variation in expression levels between strains. Several other genes with high variation were sex-specifically expressed genes, like Xist (inactive X specific transcripts), Ddx3y (DEAD (Asp-Glu-Ala-Asp) box polypeptide 3, Y-linked) and Serpina1b (serine (or cysteine) preptidase inhibitor, clade A, member 1B).

<table>
<thead>
<tr>
<th>Fold change range</th>
<th>Log2 range</th>
<th>No. of genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>0-1</td>
<td>30,392</td>
</tr>
<tr>
<td>2-4</td>
<td>1-2</td>
<td>11,965</td>
</tr>
<tr>
<td>4-8</td>
<td>2-3</td>
<td>1,980</td>
</tr>
<tr>
<td>8-16</td>
<td>3-4</td>
<td>498</td>
</tr>
<tr>
<td>16-32</td>
<td>4-5</td>
<td>132</td>
</tr>
<tr>
<td>32-64</td>
<td>5-6</td>
<td>60</td>
</tr>
<tr>
<td>64-inf</td>
<td>6-inf</td>
<td>42</td>
</tr>
</tbody>
</table>

Fold changes between the lowest and highest expressed mouse stains per probe sets were calculated and divided in seven bins. The corresponding range on log2 scale and the amount of genes in each range are given.
Heritability of variation in gene expression

To investigate to which extent the variation in expression was due to genetic effects, we calculated the heritability for each of the genes, which is the fraction of variation in expression caused by genetics. The heritability values ranged from as high as 0.96 (most of the variance was associated with between-strain differences) until as low as 0.01. Genes with the largest heritability were Cdk17/Pctk2 (cyclin-dependent kinase 17, probe set 1446130_at), Gm1337 (predicted gene 1337, 1443287_at) and Pdxdc1/KIAA0251 (pyridoxal-dependent decarboxylase domain containing 1, 1452705_at), all having a value above 0.99. High heritability values indicate that it is likely to successfully map QTLs that influence gene expression values.

Lung-specific genes

The large dataset in GeneNetwork and its built-in features allowed us to compare the gene expression patterns in the lung with data from 25 other tissues. First, we identified the most highly expressed genes in lung (Table 2 lists the 15 highest expression signals). Two of these genes were highly restricted to the lung and trachea: SftpC (surfactant associated protein C) and Ager (advanced glycosylation end product-specific receptor) (Figure 1A, B) whereas Scgb1a1 (secretoglobin, family 1A, member 1 (uteroglobin)) was highly expressed in lung but also showed expression in some other tissues (Figure 1C). On the other hand, Hba-a1 (hemoglobin alpha, adult chain 1) was expressed at high levels in most tissues (Figure 1D). We then used SftpC in a tissue

Figure 1 Tissue distribution in 25 other tissues of some of the most highly expressed genes in the lung. The expression levels for (A) SftpC, (B) Ager, (C) Scgb1a1 and (D) Hba-a1 in different tissues are shown. Please note that in this representation the gene is correlated with itself to illustrate only its tissue distribution.
Correlation analysis to identify other genes that may not be as highly expressed but still be restricted to lung tissue. The first 70 probe sets found were then analyzed as above for lung-specific expression, and 15 genes were identified (Table 3). A comparison to the expression patterns described in the BioGPS database [19] confirmed that the majority was only expressed in lung, most of them at high level. Two genes were not restricted to the lung according to BioGPS, and five genes were also found at lower levels in one other tissue (Table 3).

Identification of gene networks using correlations

The large data set for expression values for ~39,000 transcripts in 57 mouse strains allowed us to calculate correlations between any pair of genes. A Spearman rank correlation analysis identified 12,985 pairs of genes with a correlation value above 0.8, and 604 pairs showed a correlation value of 0.9 or higher. For example, the expression of Klra3 (killer cell lectin-like receptor subfamily A, member 3) was strongly correlated with the expression of Gzma (granzyme A) (Figure 2A). Klra3 also appeared to be strongly correlated with Il18rap (interleukin 18 receptor accessory protein, Figure 2B). We then calculated the first principal component of the Klra3, Gzma, Il18rap and KlrG1 (killer cell lectin-like receptor subfamily G, member 1) genes and used it to determine the correlations with all other genes in the lung data set. In this way, we could identify a network of nine genes exhibiting a correlation of >= 0.8 with this principal component (Figure 2C). One of the newly identified genes was Prf1 (perforin 1) which was correlated with a p-value of < 10^-16 with the principal component. If genes exhibit a strong correlation of their expression values, one may hypothesize that they are involved in the same biological process or pathway, or they may be expressed in the same cell type.

In a similar way, we identified another gene network of 20 genes that exhibited very high correlations of their
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**Table 2 List of 15 probe sets with highest expression signals in the lung**

<table>
<thead>
<tr>
<th>Probe set</th>
<th>Symbol</th>
<th>Description</th>
<th>Location (Chr, Mb)</th>
<th>Mean Expr</th>
<th>Tissue-specific expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1428361_x_at</td>
<td>Hba-a1</td>
<td>hemoglobin alpha, adult chain 1</td>
<td>Chr11: 32.184441</td>
<td>15.10</td>
<td>MT</td>
</tr>
<tr>
<td>1418639_at</td>
<td>Sftpc</td>
<td>surfactant associated protein C</td>
<td>Chr14: 70.920826</td>
<td>14.92</td>
<td>LS</td>
</tr>
<tr>
<td>1452543_a_at</td>
<td>Sgcb1a1</td>
<td>secretoglobin, family 1A, member 1 (uteroglobin)</td>
<td>Chr19: 9.158206</td>
<td>14.78</td>
<td>LHOT</td>
</tr>
<tr>
<td>1417184_s_at</td>
<td>Hbb-b2</td>
<td>hemoglobin, beta adult minor chain</td>
<td>Chr7: 110.976103</td>
<td>14.74</td>
<td>MT</td>
</tr>
<tr>
<td>1441958_s_at</td>
<td>Ager</td>
<td>advanced glycosylation end product-specific receptor</td>
<td>Chr17: 34.737745</td>
<td>14.69</td>
<td>LS</td>
</tr>
<tr>
<td>AFFX-b-ActinMur/M12481_3_at</td>
<td>Actb</td>
<td>actin beta, cytoplasmic</td>
<td>Chr5: 143.665528</td>
<td>14.67</td>
<td>MT</td>
</tr>
<tr>
<td>1452757_s_at</td>
<td>Hba-a1</td>
<td>hemoglobin alpha, adult chain 1</td>
<td>Chr11: 32.196742</td>
<td>14.66</td>
<td>MT</td>
</tr>
<tr>
<td>1416642_a_at</td>
<td>Tptl</td>
<td>tumor protein, translationally-controlled 1</td>
<td>Chr14: 76.246098</td>
<td>14.62</td>
<td>MT</td>
</tr>
<tr>
<td>1418509_at</td>
<td>Cbr2</td>
<td>carbonyl reductase 2</td>
<td>Chr11: 120.628111</td>
<td>14.62</td>
<td>LHOT</td>
</tr>
<tr>
<td>1436996_x_at</td>
<td>Lzp-s</td>
<td>P lysozyme structural and lysozyme</td>
<td>Chr10: 116.724902</td>
<td>14.62</td>
<td>ND</td>
</tr>
<tr>
<td>1416624_a_at</td>
<td>Uba52</td>
<td>ubiquitin A-52 residue ribosomal protein fusion product 1</td>
<td>Chr8: 73.032191</td>
<td>14.58</td>
<td>MT</td>
</tr>
<tr>
<td>1427021_s_at</td>
<td>Fth1</td>
<td>ferritin heavy chain 1</td>
<td>Chr19: 10.057382</td>
<td>14.57</td>
<td>ND</td>
</tr>
<tr>
<td>AFFX-MURINE_B2_at</td>
<td>B2</td>
<td>AFFX-MURINE_B2_at short interspersed nuclear element (SINE) class of repeat (probes target Chr 1 and Chr 2 most heavily)</td>
<td>N/A</td>
<td>14.52</td>
<td>ND</td>
</tr>
<tr>
<td>1415906_at</td>
<td>Tmsb4x</td>
<td>thymosin, beta 4, X chromosome</td>
<td>ChrX: 163.645132</td>
<td>14.51</td>
<td>MT</td>
</tr>
<tr>
<td>1449436_s_at</td>
<td>Ub6b</td>
<td>ubiquitin B</td>
<td>Chr11: 62.366564</td>
<td>14.50</td>
<td>MT</td>
</tr>
</tbody>
</table>

Mean Expr: mean expression in lung for BXD strains. LS: lung specific expression, LHOT: highly expressed in lung but also in other tissues, MT: expressed in many tissues or mainly in non-lung tissues, ND: no data for other tissues than lung available.
expression levels across all mouse strains. All possible pairs of genes in this network showed a correlation above 0.95 (Figure 3). The network contained two keratin genes, *Krt4* (keratin 4) and *Krt13* (keratin 13) and genes involved in cytoskeleton functions, again pointing to a possible interaction of these genes in the same pathway or biological process. Further gene networks found by correlation studies were related to B and T cells (see below).

**Correlation analysis identified gene expression signatures for T and B cells**

The hemoglobin genes *Hba-a1* (hemoglobin alpha, adult chain 1) and *Hbb-b2* (hemoglobin beta, adult minor chain) were among the top 10 genes with highest expression values in our lung data set. The high levels of hemoglobin transcripts suggested that circulating blood cells, including immune cells, may also be analyzed in our data set. Therefore, we investigated the gene expression networks of known immune cell markers, e.g. *Cd3* genes as specific markers for T cells. We calculated the correlations of *Cd3d* (*Cd3* antigen, delta polypeptide) expression levels over all BXD lines with all other genes. This analysis revealed 20 genes with very high correlation expression value (p-value below $10^{-14}$, Figure 4). Most of these genes were known T cell markers or involved in T cell regulation. Eight out of the 12 genes with the strongest correlations were also exclusively expressed in T cells according to the BioGPS database (Wu et al., 2009): *Cd3d, Itk, Tcrb-13V, Cd3e, Cd3g, Scap1, Cd6* and *Cd5* (see Figure 4 for full gene names). Similarly, we searched for B cell-specific signatures starting with the B cell marker gene *Cd19* (CD19 antigen). The probe set "1450570_a_at" detected *Cd19* mRNA levels and showed a mean expression level of 9.3. We found 14 probe sets with a correlation above 0.80 (p-value < $10^{-14}$, Figure 5). A comparison with the BioGPS database revealed that eight of them, *Cd19, Cd79b, Faim3, Cd79a, Blk, B3gnt5, Cd22* and *Blr1* (see Figure 5 for full gene names) were also exclusively
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**Table 3 List of genes with lung-restricted expression found by tissue correlation analysis with Sftpc**

<table>
<thead>
<tr>
<th>Probe set</th>
<th>Symbol</th>
<th>Description</th>
<th>Location (Chr, Mb)</th>
<th>Mean Expr</th>
<th>BioGPS expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1418639_at</td>
<td>Sftpc</td>
<td>surfactant associated protein C</td>
<td>Chr14: 70.920826</td>
<td>14.92</td>
<td>high in lung, low in nucleus accumbens</td>
</tr>
<tr>
<td>1437028_at</td>
<td>Sftpb</td>
<td>surfactant associated protein B (nonciliated bronchiolar and alveolar type 2 cell signature)</td>
<td>Chr6: 72.260763</td>
<td>13.68</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1422334_a_at</td>
<td>Sftpa1</td>
<td>surfactant associated protein A1</td>
<td>Chr14: 41.946994</td>
<td>14.24</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1422346_at</td>
<td>Nkx2-1 (Trf1)</td>
<td>thyroid transcription factor 1</td>
<td>Chr12: 57.634187</td>
<td>8.07</td>
<td>lung only</td>
</tr>
<tr>
<td>1417057_a_at</td>
<td>Lamp3</td>
<td>lysosomal-associated membrane protein 3</td>
<td>Chr16: 19.653875</td>
<td>12.09</td>
<td>high in lung, low in ES cells and some cell lines</td>
</tr>
<tr>
<td>1421404_at</td>
<td>Cxcl15</td>
<td>chemokine (C-X-C motif) ligand 15</td>
<td>Chr5: 91.230349</td>
<td>13.87</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1441958_s_at</td>
<td>Ager</td>
<td>advanced glycosylation end product-specific receptor</td>
<td>Chr17: 34.737745</td>
<td>14.69</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1436787_x_at</td>
<td>Sec14l3</td>
<td>SEC14-like protein 3</td>
<td>Chr11: 3.978573</td>
<td>13.21</td>
<td>only data for human available - not lung specific</td>
</tr>
<tr>
<td>1425218_a_at</td>
<td>Scgb3a2</td>
<td>secretoglobin, family 3A, member 2</td>
<td>Chr18: 43.924081</td>
<td>14.17</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1449428_at</td>
<td>Cldn18</td>
<td>claudin 18</td>
<td>Chr9: 99.591247</td>
<td>12.70</td>
<td>highest in lung, lower in stomach</td>
</tr>
<tr>
<td>1449525_at</td>
<td>Fmo3</td>
<td>flavin containing monoxygenase 3</td>
<td>Chr1: 164.884088</td>
<td>10.90</td>
<td>high in lung, maybe weak in some other tissues</td>
</tr>
<tr>
<td>1423814_a_at</td>
<td>Calcrl</td>
<td>calcitonin receptor-like</td>
<td>Chr2: 84.170818</td>
<td>12.91</td>
<td>high in lung, weak in macrophages</td>
</tr>
<tr>
<td>1421373_at</td>
<td>Cox4i2</td>
<td>cytochrome c oxidase subunit IV isoform 2</td>
<td>Chr2: 152.582819</td>
<td>9.24</td>
<td>not specific for lung</td>
</tr>
<tr>
<td>1419699_at</td>
<td>Scgb3a1</td>
<td>secretoglobin, family 3A, member 1</td>
<td>Chr11: 49.477871</td>
<td>13.68</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1451604_a_at</td>
<td>Acvrl1</td>
<td>activin A receptor, type II-like 1</td>
<td>Chr15: 100.968668</td>
<td>11.86</td>
<td>high in lung only</td>
</tr>
<tr>
<td>1420347_at</td>
<td>Plunc</td>
<td>palate, lung, and nasal epithelium carcinoma associated</td>
<td>Chr2: 153.973359</td>
<td>13.42</td>
<td>high in lung, low in heart</td>
</tr>
</tbody>
</table>

Mean Expr: mean expression in lung for BXD strains. BioGPS: evaluation of expression pattern as described in BioGPS.
expressed in B cells. Therefore, these genes can be considered as T and B cell signature genes which may be used to follow the presence and infiltration of T and B cells in the lung under normal and pathological conditions.

Identification of candidate genes regulating phenotypic traits in the lung

Once a QTL for a phenotypic trait has been found, it will be important to identify the underlying quantitative gene (QTG) which is causing the variation. Searching cis-eQTLs in the QTL interval represents one suitable approach [8]. As a prototype for this approach in our lung data set, we examined two traits for which lung phenotypes were studied in the BXD population and which were available in GeneNetwork. Boon et al. [20] described several QTLs for the susceptibility of BXD mice to influenza A infections. We analyzed one significant QTL peak on chromosome 2 and two suggestive peaks on chromosomes 7 and 17. Seven cis-eQTL regulated genes were found in the chromosome 2 QTL interval (Table 4), including the \(Hc\) (hemolytic complement) gene which was shown to contribute to influenza susceptibility [20]. The analysis of the QTL region on chromosome 7 revealed 12 cis-regulated genes in the lung, including \(\text{Trim12}\) (tripartite motif protein 12) and \(\text{Trim34}\) (tripartite motif protein 34) which were also described as potential candidate QTGs by [20]. In the chromosome 17 QTL region, we found 17 cis-eQTL genes, of which \(\text{Prkcn}\) (protein kinase C, nu), \(\text{Qpct}\)
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**Figure 2** Expression signals for strongly correlated genes in the lung. Numbers indicate BXD strains, and the parental C57BL/6J and DBA/2J strains as well as F1 individuals are presented. Expression signals of (A) \(\text{KrA3}\) and \(\text{Gzm}\) (p < 10^{-15}) and (B) \(\text{KrA3}\) versus \(\text{I18rap}\) (p < 10^{-11}) were strongly correlated. (C) List of nine genes highly correlated with the first principal component of the expression of \(\text{Gzm}\), \(\text{KrA1}\), \(\text{KrA3}\) and \(\text{I18rap}\). (D) Strong correlation between the first principal component and \(\text{Prf1}\) (p < 10^{-15}). X- and Y-axis of the plots show the names of genes used for the analysis.
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(glutaminyl-peptide cyclotransferase (glutaminyl cyclase) and Mta3 (metastasis associated 3) were suggested as potential QTGs by [20]. Another lung-specific phenotype in the GeneNetwork database is "Mycoplasmosis susceptibility, alveolar exudate" (GeneNetwork ID 10692, [21] and Cartner et al. unpublished). This trait showed a significant QTL on chromosome 10, between 105 and 130 Mb. The analysis of our lung expression data revealed 16 cis-eQTLs in the genomic interval (Table 5). Three of the cis-QTL genes have been...
associated previously with immune functions and thus represent suitable candidates to regulate this trait: Chst (carbohydrate (keratan sulfate Gal-6) sulfotransferase 1) was found to exhibit a critical role in lymphocyte trafficking during chronic inflammation [22]. The transcription factor Maf (avian musculoaponeurotic fibrosarcoma (v-maf) AS42 oncogene homolog) was shown to play a role in the transcriptional regulation of cytokine expression and immune cell markers, e.g. [23-29]. Nrp1 (neuropilin 1) has been primarily described as neuronal receptor but appears also to play a role in the primary immune response and formation of the immunological synapse [30,31].

Cis- and trans-eQTLs

We then performed a search for eQTLs on a global level, for all probe sets. In this analysis, 5,214 cis- and 15,485 trans-regulated genes were identified at an LRS threshold of 12 (Table 6 and Figure 6). When the LRS threshold was increased to 50, 1,332 cis-regulated genes were found, whereas the number of trans-regulated genes was reduced to 15. This observation indicates that many of the trans-eQTL showed a much lower significance value than the cis-eQTL. Next, we present examples for one cis- and one trans-eQTL. A strong eQTL was detected on chromosome 14, at 52 megabases (Mb; Figure 7B) regulating the expression levels of Ang (angiogenin, ribonuclease, RNase A family, 5) (Figure 7A). Since Ang is located at the same position as the eQTL (51.7 Mb on chromosome 14) it represents a cis-eQTL. Furthermore, a strong eQTL was found on chromosome 12 regulating the expression levels of the Cyp1a1 gene (cytochrome P450, family 1, subfamily a, polypeptide 1) (Figure 7C,D). Cyp1a1 is located on chromosome 9 and the corresponding eQTL was found on chromosome 12 (trans-eQTL). The eQTL significance interval contained nine genes, four of which were expressed in lung at a level above 10. Ahr (aryl-hydrocarbon receptor) was one of the four genes and was at the top of the QTL peak (Figure 8). It is the most likely candidate for Cyp1a1 regulation. In conclusion, our data set contained a large number of genes whose expression levels are likely to be influenced by allelic variations in the genomes of C57BL/6J and DBA/2J. Therefore, the

![Figure 5] Gene signatures for B-cells. List of the strongest correlates for Cd19 (probe set 1450570_at), all correlated at p < 10^{-12}.
presence of pairs of regulated genes and their corresponding eQTLs predicts possible regulatory interactions and will allow searching for yet unknown regulatory networks.

**Discussion**

Here, we performed global gene expression profiling in eight inbred mouse strains and a cohort of BXD recombinant inbred strains from whole lung tissues. Our studies identified several lung-specific genes, large variations in gene expression levels, and a strong heritability in many gene expression traits. Correlation analysis of gene expression and genotypes identified potential gene interaction networks, pairs of trans- and cis-eQTLs, and genes with cis-eQTLs that may represent candidate genes involved in susceptibility to respiratory infections. In addition, one specific gene interaction pathway was identified in which Ahr regulates the Cyp1a1 gene.

Using tissue correlations of gene expression patterns across the BXD strains, we identified 16 genes with a highly restricted expression in the lung of which 14 could be validated by comparison to the BioGPS database [19]. The second most strongly expressed gene in the lung tissues was Sftpc which has been shown to play a role in lung development and the prevention of pneumonitis and emphysema [32,33]. Also, Sftpdc deficiency increases the severity of respiratory syncytial virus-induced pulmonary inflammation [34]. Furthermore, Scgb3a1 and Ager were amongst the five most strongly expressed genes. Scgb3a1 is expressed in lung clara cells and its deficiency results in enhanced susceptibility to environmental agents [35]. Scgb3a1 (secretoglobin, family 3A, member 1) and Scgb3a2 (secretoglobin, family 3A, member 2) were shown by others to be highly expressed in the lung and lower levels in other organs [36]. Scgb3a2 is down-regulated in inflamed airways [37] and plays an important role in lung development [38]. Sftpdb (surfactant-associated protein B (non-ciliated bronchiolar and aleveolar type 2 cell signature)) is a hydrophobic peptide which enhances the surface properties of pulmonary surfactant and is expressed in non-ciliated bronchiolar and aleveolar type 2 cells [39]. Maintenance of Sftpdb expression is critical for survival during acute lung injury [40] and reduction of alveolar expression causes surfactant dysfunction and respiratory failure [41]. Plunc (palate, lung, and nasal epithelium carcinoma associated) is expressed in the oral, lingual, pharyngeal and respiratory epithelia [42] and members of the Plunc gene family are thought to play a role in the innate immune response [43]. The presence of Plunc protein in the lung decreases the levels of Mycoplasma

---

**Table 5 Cis-eQTLs identified in QTL on chromosome 8 for Mycoplasmosis susceptibility trait**

<table>
<thead>
<tr>
<th>Probe set</th>
<th>Symbol</th>
<th>Description</th>
<th>Location (Chr, Mb)</th>
<th>Mean Expr</th>
<th>Max LRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1435883_at</td>
<td>AW413431</td>
<td>expressed sequence AW413431</td>
<td>Chr8: 109.374192</td>
<td>8.27</td>
<td>37</td>
</tr>
<tr>
<td>1436986_at</td>
<td>Sntb2</td>
<td>syntrophin, basic 2</td>
<td>Chr8: 109.537595</td>
<td>6.94</td>
<td>23.6</td>
</tr>
<tr>
<td>1437003_at</td>
<td>S73041909Rk</td>
<td>RIKEN cDNA S73041909 gene</td>
<td>Chr8: 109.543026</td>
<td>9.79</td>
<td>24.6</td>
</tr>
<tr>
<td>1451052_at</td>
<td>Cog8</td>
<td>component of oligomeric golgi complex 8</td>
<td>Chr8: 109.570082</td>
<td>10.35</td>
<td>23.7</td>
</tr>
<tr>
<td>1417766_at</td>
<td>1810044O22Rik</td>
<td>RIKEN cDNA 1810044O22 gene</td>
<td>Chr8: 109.710789</td>
<td>11.80</td>
<td>38</td>
</tr>
<tr>
<td>1429725_at</td>
<td>Atbf1</td>
<td>AT motif binding factor 1</td>
<td>Chr8: 111.481987</td>
<td>8.84</td>
<td>70.1</td>
</tr>
<tr>
<td>1453393_a_at</td>
<td>Chst4</td>
<td>carbohydrate (chondroitin 6/keratan) sulfotransferase 4</td>
<td>Chr8: 112.553165</td>
<td>7.33</td>
<td>71.9</td>
</tr>
<tr>
<td>1427513_at</td>
<td>Nudt7</td>
<td>nudix (nucleoside diphosphate linked moiety X)-type motif 7</td>
<td>Chr8: 116.678269</td>
<td>6.95</td>
<td>22.7</td>
</tr>
<tr>
<td>1444073_at</td>
<td>Maf</td>
<td>avian musculoaponeurotic fibrosarcoma (v-maf) AS42 oncogene homolog</td>
<td>Chr8: 118.225461</td>
<td>7.93</td>
<td>121</td>
</tr>
<tr>
<td>1449964_a_at</td>
<td>Mjcd</td>
<td>malonyl-CoA decarboxylase (test Mendelian in BXDs with high DBA/2J allele)</td>
<td>Chr8: 121.934407</td>
<td>9.63</td>
<td>34.8</td>
</tr>
<tr>
<td>1418856_a_at</td>
<td>Fanca</td>
<td>Fanconi anemia, complementation group A</td>
<td>Chr8: 125.792224</td>
<td>7.98</td>
<td>78.5</td>
</tr>
<tr>
<td>1460109_at</td>
<td>D8Erd325e</td>
<td>DNA segment, Chr 8, ERATO Doi 325, expressed</td>
<td>Chr8: 125.915951</td>
<td>7.60</td>
<td>89.8</td>
</tr>
<tr>
<td>1449307_at</td>
<td>Dndd1</td>
<td>dysbindin (dytrobrevin binding protein 1)</td>
<td>Chr8: 126.029666</td>
<td>7.14</td>
<td>24.1</td>
</tr>
<tr>
<td>1446982_at</td>
<td>Pard3</td>
<td>par-3 (partitioning defective 3) homolog (C. elegans)</td>
<td>Chr8: 130.036847</td>
<td>8.02</td>
<td>87.9</td>
</tr>
<tr>
<td>1448944_at</td>
<td>Nnp1</td>
<td>neuroplin 1</td>
<td>Chr8: 131.027919</td>
<td>11.95</td>
<td>42.4</td>
</tr>
</tbody>
</table>

For each gene, only the highest LRS is shown. Mean Expr: mean expression in lung for BXD strains.
pneumoniae and its levels are reduced in allergic inflammatory conditions [44]. Thus, the lung data set allowed us to find important genes that are expressed primarily in the lung and are important for lung homeostasis and prevention of disease.

It should be noted that our analysis of genes with “restricted expression to the lung” is not exclusive; it only refers to the tissues that are represented in GeneNetwork and BioGPS. Also, the analysis performed here should not be considered to be comprehensive. More sophisticated approaches may be employed to identify additional genes which also fulfill the criterion of “lung-restricted” expression.

Furthermore, genes may not be apparent in the lung transcriptome because they are expressed only in a small fraction of cells within the lung. This issue of dilution of expression signals is an important one and we have studied it in several tissues with considerable care (eye, retina, and numerous brain regions) using the same genetic methods and the same array platform. We were consistently able to detect expression of genes that are only expressed in very small cell subpopulations (<0.1%) such as rare amacrine cell subclasses in the retina [8] or very rare oxytocin-expressing neurons (<2000) in whole brain samples. The reason for the increased sensitivity is that with such large sample sizes (~70 lung arrays) the signal-to-noise ratios are much better than standard studies using Affymetrix arrays. These studies typically use far fewer arrays and do not use genetic methods to “validate” the source of signal.

The strong signal for hemoglobin and lymphocyte-specific genes clearly showed that gene expression patterns of circulating blood cells are readily detectable in the lung transcriptome. This raises the question if an organ should be studied with or without containing blood. The correct answer to this question depends on the particular circumstances. However, we feel strongly that a global systems and genetic approach requires the analysis of the entire organ. The expression of genes is not cell-autonomous and depends on cellular micro environment, physical factors (gas pressure and gradients, etc), pathogen exposure, and many types of interactions. These factors also influence the expression of genes in blood cells. Therefore, we think that it is
Figure 7 Examples for variations of expression levels in different BXD and inbred mouse strains and genome-wide analysis of cis- and trans-eQTLs. (A) Log2 expression levels for *Ang1* and (B) corresponding cis-eQTL signal. The numbers at the top are chromosomes. The blue line represents the significance level of the QTL expressed as LRS score (likelihood ratio statistic). A positive additive coefficient (green line) indicates that DBA/2J alleles increased trait values. A negative additive coefficient (red line) indicates that C57BL/6J alleles increased trait values. The two horizontal lines mark the genome-wide significance levels at p < 0.05 (red line) and p < 0.63 (gray line). *Ang1* is located on Chr 14 (triangle) and the QTL peak is at the same location as the gene. (C) Log2 expression levels for *Cyp1a1* and (D) corresponding trans-eQTL peak. *Cyp1a1* is on chromosome 9 (triangle) and the QTL was found on chromosome 12.

Figure 8 The transcription factor *Ahr* is located within the trans-eQTL region for *Cyp1a1*. The strongest eQTL for *Cyp1a1* maps to Chromosome 12 and the QTL peaks between 36 and 37 megabases. The gene *Ahr*, indicated by an arrow, is located exactly at the top of the QTL peak.
imperative to look simultaneously at all cells in a function unit: in this case the whole lung plus its containing blood.

In conclusion, the combined analysis of expression levels and correlations in a variety of tissues tissue allowed us to determine genes with restricted or preferential expression in the lung. For several of these genes, an important function in the lung has been described and the same may be assumed for the others. This information will also contribute to a better understanding of the biological function of these genes.

Many phenotypic traits have been studied for the BXD mouse populations and several QTLs were identified which influence diseases or vulnerability in the lung. The detection of cis-eQTLs in the very same tissue is one method to identify potential candidate genes under the QTL which may causally influence the trait. Here, we investigated two traits in more detail, susceptibility to influenza virus and susceptibility to mycoplasmosis. Several cis-eQTLs were found in the corresponding QTL regions and in each case, genes could be identified with a presumed role in the host immune defense (discussed already in the results section). Thus, the study of cis-eQTLs in our data set may provide valuable candidates for other quantitative trait genes that influence important lung phenotypes. Furthermore, we found 13 BXD lines with low expression signals for Krt4, Krt13 and Krtdap, Krt4 and Krt13 have been shown to be responsible for White sponge nevus (WSN), also known as Cannon’s disease, which is an autosomal dominant skin condition in humans [45-47]. We propose that the 13 mouse strains have genetic alterations which result in low transcript levels of these genes and they may represent a good model for Cannon’s disease. It should be noted, however, that no cis-eQTLs found were found for any of the Krt genes.

We also identified a set of genes for which the expression levels correlated highly with members of the Klr gene family. Klra3 and Klrg1 are killer cell lectin-like receptors that are exclusively expressed on natural killer cells (NK cells). NK cells form a major component of the innate immune system and kill cells by releasing small cytoplasmic granules of proteins called perforins and granzymes [48]. Both Gzma and Prf1 were in the gene network that we identified. In addition, correlations can also be used to expand already known gene networks in specific cell populations. When starting with the Cd3 T cell marker and calculating correlations with all other transcripts measured, we identified a strongly correlated network of genes, in which most of the genes were known as T cell markers or to be involved in T cell activation or homeostasis. In a similar way, when starting with the Cd19 B cell marker, we could identify a strongly correlated network of B cell signature genes. The analysis of these T cell and B cell expression signatures in the Bi-oGPS data base with expression profiles in mouse tissues revealed that indeed >90% of the T and B cell markers were specifically expressed in either T or B cells. Furthermore, most of the T and B cell signature genes represented genes with known function in B and T cell differentiation, activation and homeostasis. For example, the T cell signature included genes encoding subunits of the T cell receptor: Cd3d (CD3 antigen, delta polypeptide), Cd3g (CD3 antigen, gamma polypeptide), Tcra (T-cell receptor alpha chain) and Tcra-V13 (T-cell receptor beta, variable 13) and Lat (linker for activation of T cells) which are involved in T cell activation. The B cell signature contained components of the B cell antigen receptor complex, Cd19 (CD19 antigen) and Cd79a (CD79A antigen (immunoglobulin-associated alpha)), as well as Blk (B lymphoid kinase) tyrosine kinase which is associated with the receptors. Also, the correlations for both signatures in the spleen expression data set in GeneNetwork could indeed confirm that the signatures were strongly correlated (data not shown). In summary, these studies demonstrate that correlation analyses are able to identify genes which very likely interact in a common network or biological process. The approach used here may thus have a great potential to identify new networks and biological processes in the lung. In addition, starting with a known bona-fide cell-specific gene and then analyzing gene expression values across strains, it is possible to identify a set of highly correlated genes. These gene sets genes can now be used as cell-specific signature genes in complex transcriptome studies, e.g. to detect infiltrating immune cells in the lungs after infection.

The genetic mapping of lung expression profiles revealed many cis- and trans-eQTLs, indicating that many gene expression patterns in lung have a strong genetic component. Trans-eQTLs allow the identification of gene-gene regulatory networks. As an example, we found that the transcription factor Ahr was present in a trans-eQTL region detected for the Cyp1a1 gene. Ahr is a transcription factor known to induce Cyp1a1 transcription levels after ligand binding [49-51]. Six binding sites for the Ahr receptor ligand have been revealed in the 700-basepair DNA domain upstream of Cyp1a1 [52]. However, a critical leucine-to-proline substitution in Ahr results in a 15 to 20-fold reduction in the binding affinity of the proline variant found in DBA/2J compared to the leucine variant found in C57BL/6J [53]. Indeed, in our data set, expression values for Cyp1a1 were low for BXD strains carrying the DBA/2J allele at the Ahr locus and high for the strains carrying the C57BL/6J allele. Since Ahr is not cis-regulated in lung, the downstream effects appear to be only caused by changes in Ahr protein binding affinity. Although the
interaction between Cyp1a1 and Ahr as such is not a new finding, it is quite remarkable that the interaction becomes apparent in lungs which were not exposed to an inducing xenobiotic. Furthermore, we do not see this relationship in several other tissues, such as liver. Therefore, our observation suggests that in the lung, which is potentially exposed to many xenobiotics, the Ahr receptor may always be activated at a low level. Alternatively, Ahr expression may be stimulated by yet unknown ligands that are also present under normal environmental conditions.

Conclusions
Here, we showed that whole genome expression analysis of the lungs from a large set of strains of the BXD mouse population can be exploited to identify important gene regulatory networks. We found a large number of expression correlations and QTLs which can be further investigated to better understand molecular interaction networks in the lung. The search for cis-eQTLs in genomic intervals that were identified previously as QTLs for infectious diseases revealed several quantitative trait candidate genes. In addition, we demonstrated that the analysis of gene expression correlations, starting with a few cell-specific genes, could identify a larger set of genes which allows detecting the presence of B and T cells within the transcriptome of the whole lung. Such expression signatures will be very important to follow normal and abnormal host responses during infections and other diseases of the lung.
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Inflammasome-dependent Pyroptosis and IL-18 Protect against *Burkholderia pseudomallei* Lung Infection while IL-1β Is Deleterious

Ivonne Ceballos-Olvera, Manoranjan Sahoo, Mark A. Miller, Laura del Barrio, Fabio Re

Department of Microbiology, Immunology, and Biochemistry, University of Tennessee Health Science Center, Memphis, Tennessee, United States of America

**Abstract**

*B. pseudomallei* is a Gram-negative bacterium that infects macrophages and other cell types and causes melioidosis. The interaction of *B. pseudomallei* with the inflammasome and the role of pyroptosis, IL-1β, and IL-18 during melioidosis have not been investigated in detail. Here we show that the Nod-like receptors (NLR) NLRC4 and NLRP3 differentially regulate pyroptosis and production of IL-1β and IL-18 and are critical for inflammasome-mediated resistance to melioidosis. In *vitro* production of IL-1β by macrophages or dendritic cells infected with *B. pseudomallei* was dependent on NLRC4 and NLRP3 while pyroptosis required only NLRC4. Mice deficient in the inflammasome components ASC, caspase-1, NLRC4, and NLRP3 were dramatically more susceptible to lung infection with *B. pseudomallei* than WT mice. The heightened susceptibility of *Nlrp3*−/− mice was due to decreased production of IL-18 and IL-1β. In contrast, *Nlrc4*−/− mice produced IL-1β and IL-18 in higher amount than WT mice and their high susceptibility was due to decreased pyroptosis and consequently higher bacterial burdens. Analyses of IL-18-deficient mice revealed that IL-18 is essential for survival primarily because of its ability to induce IFNγ production. In contrast, studies using IL-1R1-deficient mice or WT mice treated with either IL-1β or IL-1 receptor agonist revealed that IL-1β has deleterious effects during melioidosis. The detrimental role of IL-1β appeared to be due, in part, to excessive recruitment of neutrophils to the lung. Because neutrophils do not express NLRC4 and therefore fail to undergo pyroptosis, they may be permissive to *B. pseudomallei* intracellular growth. Administration of neutrophil-recruitment inhibitors IL-1ra or the CXCR2 neutrophil chemokine receptor antagonist antileukinate protected mice from lethal doses of *B. pseudomallei* and decreased systemic dissemination of bacteria. Thus, the NLRP3 and NLRC4 inflammasomes have non-redundant protective roles in melioidosis: NLRC4 regulates pyroptosis while NLRP3 regulates production of protective IL-18 and deleterious IL-1β.
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**Introduction**

The ability to detect infection by pathogenic microbes and to restrict their growth are fundamental for the wellbeing of multicellular organisms. Pattern recognition receptors, including the Toll-like receptor (TLR) and the NLR, recognize microbial products and “danger signals” released by stressed cells and, in turn, activate signaling pathways that initiate the inflammatory response and regulate development of adaptive immunity. TLR are expressed on the cell surface or in endosomal compartments and their stimulation results in activation of the NF-κB, MAPK, and IRF signaling pathways culminating in transcriptional induction of a large number of genes. NLR, in contrast, are located in the cytoplasm, which they survey for evidence of danger or infection [reviewed in ref. [1]]. Some NLR control activation of the inflammasome, a multiprotein complex that contains, in addition to a NLR, the adaptor molecule ASC and the pro- and bio-activity of these proinflammatory cytokines. Activation of caspase-1 also triggers a form of cell death, known as pyroptosis, that effectively restricts intracellular bacterial growth [2,3]. Production of IL-1β and IL-18 and induction of pyroptosis have been shown to be protective effector mechanisms against many infectious agents. NLRP3 and NLRC4 are the best characterized NLR molecules. NLRP3 controls caspase-1 activation in response to “danger signals”, several particles and crystals, and various bacteria, virus, and fungi. Although the logic that oversees the activation of the NLRP3 inflammasome is still elusive, it appears that disruption of cell membrane integrity may be a common event triggered by the NLRP3 activators. The NLRC4 inflammasome is responsive to a narrower spectrum of activators including cytoplasmically delivered bacterial flagellin and the basal rod constituent of various bacterial Type III secretion systems (T3SS). The T3SS apparatus is used by several bacteria, including Salmonella, Yersinia, Pseudomonas, Shigella, Legionella, and *Burkholderia* to inject virulence factors into the cytoplasm of target cells. Recent
The disease melioidosis is caused by the intracellular bacterium *Burkholderia pseudomallei*, a potential bioterrorism agent. Here we examined the interaction of *B. pseudomallei* with the inflammasome, an important innate immune pathway that regulates at least two host responses protective against infections: 1) secretion of the proinflammatory cytokines IL-1β and IL-18 and 2) induction of pyroptosis, a form of cell death that restricts intracellular bacteria growth. Using a mouse model of melioidosis we show that two distinct inflammasomes are activated by *B. pseudomallei* infection. One, containing the Nod-like receptor (NLR) NLRP3, mediates IL-1β and IL-18 induction. The other contains a different NLR called NLRC4 and mediates pyroptosis. Pyroptosis and IL-18 production were equally important for resistance to *B. pseudomallei*. Surprisingly, IL-1β was found to be deleterious in melioidosis. The detrimental role of IL-1β during melioidosis was due, in part, to excessive recruitment of neutrophils to the lung. We show that neutrophils do not express NLRC4, fail to undergo pyroptosis, and, therefore, may be permissive to *B. pseudomallei* intracellular replication leading to increased bacterial burden and morbidity/mortality. Thus, the NLRP3 and NLRC4 inflammasomes have non-redundant protective roles in melioidosis: NLRC4 regulates pyroptosis while NLRP3 regulates production of protective IL-18 and deleterious IL-1β.

**Results**

NLRP3 and NLRC4 differentially regulate production of IL-1β and pyroptosis

To identify the pathway responsible for IL-1β and IL-18 secretion in response to infection with *B. pseudomallei*, bone marrow-derived macrophages (BMDM) or dendritic cells (BMDC) derived from WT mice or mice deficient in the inflammasome components ASC, NLRP3, NLRC4, or caspase-1 were infected in vitro with *B. pseudomallei* and secretion of IL-1β in culture supernatants was measured. As shown in figure 1A, secretion of IL-1β by *Asc−/−*, *Nip3−/−*, and *Casp1−/−* BMDM was markedly reduced compared to WT BMDM. Production of IL-1β during the first hours of the infection was also significantly reduced in *Nip4−/−* cells. However, later in the infection process (8 hours) *Nip4−/−* cells secreted IL-1β at levels considerably higher than WT cells. Secretion of IL-18 followed a similar pattern (data not shown). Immunoblotting of the supernatants confirmed processing of IL-1β and of caspase-1 to the mature 17 kDa and p20 forms, respectively (figure 1B). Interestingly, although caspase-1 was activated in *Asc−/−* cells, processing and secretion of IL-1β was not observed. NLRC4 possesses an amino-terminal CARD domain that can recruit and activate caspase-1 independently of ASC. It is unclear at present why activation of caspase-1 in *Asc−/−* cells is not sufficient to trigger secretion of mature IL-1β, a phenomenon previously reported by other groups [16]. The differences in IL-1β and IL-18 secretion were observed regardless of the number of bacteria used to infect cells (MOI 10, 50, or 100, data not shown) and were not due to differential induction of pro-IL-1β, which was present at comparable amounts in all the cell lysates. Thus, the NLRC4 and NLRC3 inflammasomes are both mediating release of IL-1β and IL-18 by myeloid cells infected with *B. pseudomallei*.

Inflammasome-mediated induction of pyroptosis has been demonstrated to be a mechanism that restricts growth of certain intracellular bacteria [2,3]. To measure induction of pyroptosis in cells infected with *B. pseudomallei* we used a kanamycin protection assay that allows only replication of intracellular bacteria whereas cells that undergo pyroptosis expose the bacteria to the microbicidal action of the antibiotic present in the medium. Induction of pyroptosis and intracellular bacterial replication were measured in WT or inflammasome-deficient BMDM infected with *B. pseudomallei*. As shown in figure 1C (upper graph), pyroptosis of infected cells (as measured by release of LDH in culture supernatants) was significantly reduced in *Casp1−/−* and *Nip4−/−* cells compared to WT and *Nip3−/−* cells. Importantly, induction of pyroptosis was not lost in *Asc−/−* cells. NLRC4-mediated pyroptosis induced by other bacteria is also reported to be ASC-independent [16–19]. Consistent with the role of pyroptosis as a mechanism to restrict intracellular bacteria growth, considerably less intracellular bacteria were recovered from WT, *Nip3−/−*, and *Asc−/−* cells than *Casp1−/−* or *Nip4−/−* cells at all time points (figure 1C, lower graph). Similar results regarding IL-1β processing and secretion and induction of pyroptosis were obtained using BMDC derived from the inflammasome-deficient mice (supplementary figure S1).

Taken together these results show that infection of macrophages and dendritic cells with *B. pseudomallei* leads to activation of the NLRC4 and NLRC3 inflammasomes. NLRC4 contributes to IL-1β during the early phase of the infection and induction of pyroptosis that restricts bacterial growth. NLRC3 does not control pyroptosis and primarily controls IL-1β secretion. It should be noted that the defective IL-1β production of *Nip4−/−* and *Nip3−/−* cells cannot be ascribed to the difference in induction of pyroptosis: thus *Nip3−/−* cells produce less cytokine than WT cells despite undergoing pyroptosis to the same extent as WT cells. Conversely, *Nip4−/−* cells, which are resistant to pyroptosis, still produce less cytokine than WT cells at the early time point. However, at later time points *Nip4−/−* cells produce considerably more IL-1β than WT cells. This is likely due to the fact that WT cells rapidly die after infection while *Nip4−/−* cells remain viable and continue to synthesize and secrete IL-1β.
Role of inflammasomes in murine melioidosis

The role of the inflammasome during in vivo B. pseudomallei infection was next analyzed using a mouse model of melioidosis (figure 2). WT mice or inflammasome-deficient mice were infected intranasally with B. pseudomallei (100 CFU) and their weight (not shown) and survival were monitored (figure 2A). All mice started to lose weight 2 days post-infection. Generally, mice that survived the infection started to recover weight 7 days post-infection. Casp1−/−, Nlrc4−/−, and Asc−/− mice were extremely susceptible to melioidosis compared to WT mice. Nlrc4−/− mice were also considerably more susceptible than WT mice but slightly more resistant than the other inflammasome deficient mice. Measurement of the bacterial burdens in lungs, spleens, and livers of infected mice 24 hours (data not shown) and 48 hours post-infection revealed that Nlrc4−/− and Casp1−/− mice carried considerably higher burdens in all three organs than WT mice (figure 2B). Surprisingly, the bacterial burden of Asc−/− and Nlrc4−/− mice was not significantly different from that of WT mice at the tested time points despite their higher mortality.

Cytokine levels were measured in bronchio-alveolar lavage fluids (BALF) obtained from infected mice (figure 2C). Confirming the in vitro results, IL-1β and IL-18 levels were severely reduced in Asc−/−, Casp1−/− and Nlrc4−/− mice. In contrast, IL-1β and IL-18 were present in the lungs of Nlrc4−/− mice in amounts considerably higher than WT mice. Immunoblotting experiments confirmed that the IL-1β measured by ELISA was in fact the p17 mature form of IL-1β (figure 2D). Thus, although the in vitro experiments demonstrated that both the NLRP3 and the NLRC4 inflammasome contribute to IL-1β and IL-18 production in response to B. pseudomallei infection, it is the NLRP3 inflammasome that primarily mediates production of these cytokines in vivo. The levels of several other proinflammatory cytokines, including IL-1α (figure S2), were significantly elevated in Nlrc4−/− BALF. It is interesting to note that the levels of IL-18 in BALF of Asc−/− and Casp1−/− mice, although very low, were higher than uninfected mice suggesting the existence of inflammasome-independent mechanisms to produce IL-1β and IL-18, as it has been previously shown in models of highly neutrophilic inflammation [20-23].

Histological analysis of the infected lungs revealed extensive inflammatory cell infiltration in the lung parenchyma (data not shown). The area of the inflammatory nodules, relative to the total area of the lung lobe, was calculated for each given section and found to be significantly greater in Nlrc4−/− mice compared to WT mice (figure 2E). This result was consistent with the elevated levels of inflammatory cytokines and chemokines produced by Nlrc4−/− mice. Taken together these results suggest a scenario where failure of Nlrc4−/− infected macrophages to undergo pyroptosis results in higher bacterial burden and continued production of IL-1β and other factors that attract more inflammatory cells, perpetuating lung inflammation and promoting bacteria dissemination.

Thus, our results identified two distinct inflammasome-mediated mechanisms that efficiently restrict B. pseudomallei growth and pathogenesis: production of the cytokines IL-1β and IL-18 and induction of pyroptosis. The high susceptibility of Nlrc4−/− and Asc−/− mice to melioidosis is due to defective cytokine production while that of the Nlrc4−/− mice likely results from defective pyroptosis. Casp1−/− mice are impaired in both inflammasome effector mechanisms and, therefore, we predicted that they would...
Role of Pyroptosis, IL-18 and IL-1β in Melioidosis

We next analyzed the role of the inflammasome-dependent cytokines IL-1β and IL-18 during murine melioidosis. IL-18-deficient mice were extremely susceptible to B. pseudomallei infection even when infected with 25 CFU, a dose of bacteria that caused no mortality and only mild weight loss in WT mice (figure 3A). In contrast, IL-1r1−/− mice displayed increased resistance to B. pseudomallei infection compared to WT mice (figure 3A and see below). The survival of mice deficient in both IL-18 and IL-1RI (DKO) was indistinguishable from the mice infected with 25 CFU (figure 3A, right panel) the concomitant absence of IL-18 and IL-1RI provided a significant advantage over IL-18−/− mice (p<0.005) suggesting a detrimental role of IL-1RI-mediated signaling in melioidosis (see below).

Confirming the different susceptibilities of IL-18−/− and IL-1r1−/− mice to melioidiosis, the bacterial burdens observed in the lungs, spleens, livers, and BALF of infected IL-18−/− mice were dramatically higher than that of WT mice even at early time points (24 hours post infection, figure 3B). In contrast, significantly lower amounts of bacteria were recovered 48 hours post infection from IL-1r1−/− mice compared to WT mice confirming their higher resistance.

Measurements of cytokines in the BALF obtained from mice at 24 and 48 hours post-infection (figure 3C) indicated that the levels of IFNγ were drastically reduced in IL-18−/− mice, a finding consistent with the established function of IL-18 as an IFNγ-inducing cytokine. Remarkably, IFNγ levels in IL-1r1−/− mice were greatly increased compared to WT mice. The levels of the neutrophil attractants Mip-2, KC, and IL-17 were also decreased in IL-1r1−/− mice and increased in IL-18−/− mice (figure S2). The number of inflammatory cells recovered from the BALF of infected IL-1r1−/− mice was significantly decreased compared to WT mice (see figure 4B, left panel). Histological analysis of the infected lungs revealed extensive inflammatory cell infiltration in the lung parenchyma of IL-18−/− mice (see figure 4C). The area of the inflammatory nodules, relative to the total area of the lung lobe, was calculated for each given section and found to be significantly greater in IL-18−/− mice compared to WT mice (figure 4D).

Considering that IFNγ is known to play a protective role during several bacterial infections, including B. pseudomallei [8–10], these results suggested that the reduced resistance of IL-18−/− mice to B. pseudomallei infection may be due to lack of IFNγ induction. To test this hypothesis, a group of IL-18−/− mice infected with B. pseudomallei were given daily intraperitoneal injections of either recombinant IFNγ or PBS. As shown in figure 3D, exogenous IFNγ completely protected the mice suggesting that IL-18 exerts its protective action primarily through induction of IFNγ.

Deleterious role of IL-1β in melioidosis

The results of figure 3 showed that IL-1r1−/− mice were more resistant to lung infection with B. pseudomallei. This appeared even...
more evident when mice were infected with higher doses of *B. pseudomallei* that killed all WT mice but only a fraction of the Il-1r1-/− mice (figure 4A). Recruitment of neutrophils, macrophages, and dendritic cells into alveolar spaces was decreased in Il-1r1-/− mice compared to WT mice (figure 4B, left graph). Lower levels of the neutrophil enzyme myeloperoxidase (MPO) were detected in the BALF of Il-1r1-/− mice compared to WT (figure S3). The extent of lung inflammation, as measured by the number and size of inflammatory nodules, was also significantly decreased in Il-1r1-/− mice (figure 4C, and 4D).

To further test the hypothesis that IL-1R-mediated signaling has a deleterious role in this model of melioidosis, WT mice were infected with 100 CFU *B. pseudomallei* and were given daily intraperitoneal injections of IL-1β or PBS (figure 4E). All mice that received the cytokine succumbed to the infection compared to significantly higher survival of the control group. Injection of IL-1β in non-infected mice had no deleterious effect aside from a transient, negligible weight loss (not shown). The bacteria burdens in organs of IL-1β-treated mice 72 hours post infection were dramatically higher than the control group and bacteremia was detected in IL-1β-treated mice but not control mice (figure 4F). Higher number of neutrophils, macrophages, and dendritic cells were found in the BALF of IL-1β-treated mice (figure 4B, center graph). This correlated with increased level of MPO in BALF (figure S3). The increased inflammatory cell recruitment to the lungs of IL-1β-treated mice was likely due to the induction, by IL-1β, of neutrophil chemoattractants KC (CXCL1) and MIP-2 (CXCL-2), which in fact were detected at very high levels in the BALF of IL-1β-treated mice (figure S2). Histological analysis of lung sections of mice treated with IL-1β showed a dramatic increase in the number and size of the foci of infiltrating inflammatory cells (figure 4C, lower left panels) and evidence of perivascular edema and airway obstruction (figure 4C, lower right panels).

If IL-1β in fact has a detrimental effect during melioidosis, inhibition of its activity should lower morbidity and mortality of mice infected with *B. pseudomallei*. As shown in figure 4G, administration of the IL-1 receptor antagonist IL-1ra protected mice from infection with lethal doses of *B. pseudomallei*. Mice treated with IL-1ra had decreased recruitment of inflammatory cells to the alveolar spaces (figure 4B, right graph) lower level of MPO in BALF (figure S3), and less severe lung pathology (data not shown).

Neutrophils fail to restrict *B. pseudomallei* intracellular growth and are resistant to pyroptosis

Surprisingly, in our experiments lower numbers of neutrophils in Il-1r1-/− mice correlated with lower bacterial burdens while IL-1β administration resulted in increased neutrophil recruitment but also increased bacterial burdens and systemic dissemination. These results would be consistent with the notion that neutrophils are not very effective at containing *B. pseudomallei* infection and, in fact, may foster its spread. In support of this idea, human neutrophils infected with *B. pseudomallei* underwent pyroptosis at a much slower rate than infected monocytes (figure 5A). Concomitantly, intra-
cellular bacteria growth increased with time in infected neutrophils but decreased in monocytes. Consistent with previously published results [3], neutrophils did not express NLRC4 mRNA (figure 5B) suggesting they may be resistant to pyroptosis. Similar results were obtained using neutrophils and CD11b\(^+\) monocytic cells isolated from mouse bone marrow (figure 5C). WT monocytes infected with \textit{B. pseudomallei}\(\text{\textsuperscript{u}}\) underwent pyroptosis and failed to support bacteria replication whereas \textit{Nlrc4}\(^{-/-}\) cells were resistant to pyropotosis and supported \textit{B. pseudomallei}\(\text{\textsuperscript{i}}\) intracellular replication. In contrast, both WT and \textit{Nlrc4}\(^{-/-}\) neutrophils did not undergo pyroptosis and supported \textit{B. pseudomallei} intracellular replication to the same extent. These results suggest that the deleterious role of IL-1\(\beta\) during melioidosis may be due, in part, to excessive recruitment of neutrophils, a cell type that may be permissive for \textit{B. pseudomallei} replication. We decided to test this hypothesis in \textit{Nle4}\(^{-/-}\) mice. As shown in figure 2E, infected \textit{Nle4}\(^{-/-}\) mice showed a significantly higher degree of lung inflammation. Consistent with higher neutrophil influx in the lung of \textit{Nle4}\(^{-/-}\) mice, the levels of the neutrophil enzyme MPO were significantly increased in their BALF compared to WT mice (figure 6A). To test the hypothesis that excessive neutrophil influx is deleterious during melioidosis, \textit{Nle4}\(^{-/-}\) mice were treated with IL-1\(\beta\) but not infected. **\(p<0.01\), ***\(p<0.001\) (Kaplan-Meyer). (F) Mice infected and IL-1\(\beta\)-injected as in E were sacrificed 72 h post-infection and the bacterial burden was measured in organs and blood. *\(p<0.05\), **\(p<0.01\) (1way ANOVA). (G) WT mice were infected intranasally with \textit{B. pseudomallei} (150 CFU) and were administered daily injections of PBS or IL-1\ra. *\(p<0.05\) (Kaplan-Meyer).
PBS injection (figure 6C) and lower levels of MPO were detected in the BALF of injected mice (figure S3). Moreover, systemic spread of bacteria to spleen or liver was reduced by administration of either drug (figure 6D).

Discussion

The inflammatory response to infection consists of several protective effector mechanisms that must be activated and orchestrated in order to maximize microbicidal functions and stimulation of adaptive immunity while, at the same time, minimize damage to the host tissues. Alteration in this balance may result in excessive and non-resolving inflammation that leads to severe morbidity and mortality [27]. It is becoming clear that to be effective but non-pathogenic the inflammatory response must be tailored to each specific pathogen. Here we have analyzed the role of a very important inflammatory pathway during infection with the lung pathogen *B. pseudomallei*. Using a murine model of melioidosis we have determined the role of various components of the inflammasome and the downstream effector mechanisms (production of IL-1β, IL-18, and pyroptosis) and we report several novel discoveries that greatly increase our understanding of the pathogenesis of melioidosis (see model in figure 7).

First, we found that both NLRC4 and NLRP3 play non-redundant roles during detection of *B. pseudomallei*. Analysis of *in vitro* infected macrophages or dendritic cells allowed us to estimate the relative contribution of NLRC4 and NLRP3 to IL-1β production. Our findings indicated that production of IL-1β is primarily dependent on the NLRP3 inflammasome. During the early phase of the infection the NLRC4 inflammasome also significantly contributes to IL-1β production. We posit that this pattern likely reflects the fact that the NLRC4 inflammasome responds to T3SS deployment, which occurs early in the infection cycle, while activation of NLRP3 may require escape from the phagosome, which is a relatively slower event [28]. *B. pseudomallei*, including the strain used in our study, possesses at least three T3SS

---

**Figure 5. Neutrophils do not undergo pyroptosis and fail to restrict *B. pseudomallei* replication.** (A) Human neutrophils or monocytes were infected with *B. pseudomallei* (MOI 50) and pyroptosis and intracellular bacterial growth were measured at the indicated time points. One experiment representative of two is shown. Data are shown as the fold increase normalized to the 2 h values. (B) RT-PCR analysis of total RNA from the indicated cell types. (C) WT or Nlrc4−/− mouse neutrophils and monocytic cells were infected with *B. pseudomallei* (MOI 50) and pyroptosis and intracellular bacterial growth were measured 8 hours post infection. * p<0.05, **p<0.01, ***p<0.001 (2way ANOVA, post-test Bonferroni). doi:10.1371/journal.ppat.1002452.g005
gene clusters, one of which is similar to the *Salmonella* SP-1 pathogenicity island and has been shown to be an important virulence factor required for escape from the phagosome, induction of IL-1β production, and pathogenicity [13,28]. In addition to mediating host recognition of cytosol-delivered flagellin, NLRC4 also recognizes a structural motif found in the basal body rod components of the T3SS of various bacteria, including *B. pseudomallei* [29]. We have determined (data not shown) that transfection of *B. pseudomallei* flagellin protein into the cytoplasm of BMDC leads to NLRC4-dependent production of IL-1β. This result agrees with previously published evidence and indicates that *B. pseudomallei* (like some other bacteria) expresses multiple factors (e.g. flagellin, basal rods) that are recognized by the NLRC4 inflammasome. The mechanism responsible for NLRP3 activation by *B. pseudomallei* remains unclear.

In addition to controlling IL-1β and IL-18 production, NLRC4 also mediates pyroptosis, a form of cell death that is an effective mechanism to restrict growth and dissemination of intracellular bacteria [3]. Here we showed that *B. pseudomallei*-induced pyroptosis was caspase-1-dependent but ASC-independent, in agreement with works that showed ASC redundancy for pyroptosis induced by other bacteria [16–19]. However, the fact that production of IL-1β in response to *B. pseudomallei* infection is seriously compromised in *Asc-/−* cells indicates that this adaptor molecule plays a critical role in NLRC4-mediated cytokine production and suggests that NLRC4 can form two distinct inflammasomes: one that contains ASC and regulates IL-1β processing, and one devoid of ASC that activates caspase-1 and triggers pyroptosis, as recently proposed [30]. It has been recently shown [4,5] that NAIP molecules determine the specificity of NLRC4 for its activators and, we would further speculate, for its down-stream effector mechanisms. Whether NLRC4 relies on other molecules to recognize *B. pseudomallei* remains to be ascertained. We tested the susceptibility to *B. pseudomallei* of...
Figure 7. Inflammasomes-dependent protective and deleterious responses activated by B. pseudomallei. B. pseudomallei induces NLRC4-dependent pyroptosis that restricts intracellular bacterial growth. Activation of NLRP3-inflammasome leads to production of IL-18 and IL-1β. IL-18 is protective because of its induction of IFNγ. IL-1β deleterious role may be due to several reasons including excessive recruitment of neutrophils, which may support intracellular growth of B. pseudomallei, tissue damage, and inhibition of IFNγ production. doi:10.1371/journal.ppat.1002452.g007

C57BL/6J-Chr13A/J/NaJ mice, a consomic C57BL/6 strain that carries the A/J NAIP5 allele that renders them susceptible to Legionella infection [31-34], and found that they were indistinguishable from WT mice (data not shown).

Analysis of inflammasomes-deficient mice intranasally infected with B. pseudomallei confirmed the importance of ASC, caspase-1, and both NLRP3 and NLRC4 inflammasomes for resistance to melioidosis. However, quite surprisingly, although production of IL-1β and IL-18 in vitro is mediated by both NLRP3 and NLRC4, in vivo it is exclusively dependent on the NLRP3-ASC-caspase-1 inflammasome (figure 2C). In contrast, Nle4−/− mice produce these cytokines in amounts that exceed even those detected in WT mice. Remarkably, despite the abundance of IL-1β and IL-18, Nle4−/− mice were dramatically more susceptible to melioidosis than WT mice, rapidly succumbing to the infection, and had very high organ’s bacteria burden and worst neutrophilic lung inflammation. Thus, the critical role of NLRC4 during melioidosis is independent of IL-1β and IL-18 production. Rather, our results suggest that pyroptosis, which we show is defective in Nle4−/− cells, is a critical NLRC4 effector mechanism to fight B. pseudomallei and, in its absence, bacterial replication and IL-1β production proceeds unrestrained causing severe inflammation, morbidity and mortality. Moreover, our analysis indicates that pyroptosis and IL-18 are both required and contribute equally to resistance to melioidosis. Thus, deficiency of either is equally lethal while deficiency of both (Casp1−/− mice) further worsens the outcome. It is important to emphasize that our study is the first to demonstrate the importance of pyroptosis in the context of an infection with a clinically relevant human pathogen that has not been genetically manipulated, as opposed to the previous seminal work by Miao et al. [3] that elegantly employed genetically manipulated bacteria and mouse strains to identify pyroptosis as an effective innate immune defence mechanism against bacterial infections. Previous reports have demonstrated activation of both NLRP3 and NLRC4 inflammasomes in response to infection with Legionella pneumophila [16], Listeria monocytogenes [35], and Salmonella typhimurium [36]. However, in those infection models NLRP3 and NLRC4 appeared to play redundant roles while in our model we were able to assign distinct functions to each inflammasome.

A great number of publications have documented the role of IL-18 and IL-1β during infections with a variety of pathogens. Almost invariably, both cytokines were found to have a protective function. Remarkably, our results show that while IL-18−/− mice are profoundly vulnerable to melioidosis, as previously shown [37], B-1R+−/− mice were unexpectedly more resistant than WT mice. The protective role of IL-18 during melioidosis appears to be related to its ability to induce IFNγ, as administration of exogenous IFNγ completely rescued the survival of IL-18−/− infected mice. IFNγ activates the microbicidal activity of macrophages and has been shown to be important for resistance against infection with many pathogens including B. pseudomallei [3–10]. It is interesting and surprising to see that Asc−/− and Nlp3−/− mice, which are defective in IL-1β and IL-18 production, are more resistant to B. pseudomallei than mice lacking IL-18. It is worth noting that although IL-18 production is drastically reduced in Asc−/− and Nlp3−/− mice, it is still detectable in these mice at higher level than uninfected mice. It is conceivable that this inflammasome-independent production of IL-18 may be sufficient to provide some level of protection to Asc−/− and Nlp3−/− mice against infection with low B. pseudomallei CFU.

Our discovery that IL-1R1−/− mice were more resistant than WT to B. pseudomallei infection is quite surprising considering that this cytokine has been shown to be protective in several bacterial, viral, and fungal infection models [38]. Studies in humans have also shown that inhibition of the function of IL-1 using the IL-1R antagonist IL-1ra (Kineret) is associated with increased susceptibility to bacterial infection. Infected B-1R+−/− mice had lower BALF levels of proinflammatory cytokines as well as a reduction of neutrophil influx into the lungs, bacterial burdens, and lung pathology. Consistent with a deleterious role of IL-1β in melioidosis, administration of recombinant IL-1β drastically increased mortality, inflammation, pathology, and bacteria burdens while administration of IL-1ra (Kineret) rescued the survival of WT mice infected with a lethal dose of B. pseudomallei.

The reason for the detrimental effect of IL-1β during melioidosis is unclear and it is likely that several factors determine this outcome. IL-1β is one of the most powerful proinflammatory cytokines, it affects virtually every organ, and several human pathologies are primarily driven by unrestrained IL-1β production. One possible mechanism to account for IL-1β’s deleterious role in melioidosis may be related to its ability to inhibit IFNγ production through the induction of the cyclooxygenase COX-2 and release of prostaglandin PGE2 [39,40]. Our observation that the level of IFNγ, a protective factor against B. pseudomallei, was significantly higher in infected IL-1R1−/− than WT mice (figure 3C) supports this type of scenario in melioidosis. Interestingly IL-8, a potent neutrophil chemoattractant, was shown to enhance the
intracellular growth and survival of *B. cepacia* in bronchial epithelial cell lines [41]. Whether IL-1β promotes *B. pseudomallei* intracellular replication is not known but our preliminary results indicated that induction of pyroptosis by *B. pseudomallei* was not affected by IL-1β.

IL-1β regulates neutrophil recruitment to inflammatory sites through multiple mechanisms including induction of KC, MIP-2, and IL-17, inflammatory mediators whose expression in our experiments correlated with the presence/absence of IL-1RI-mediated signaling. Excessive PMN recruitment is known to cause tissue damage leading to functional impairment of multiple organs, including the lungs [42,43]. One of the most remarkable observations reported here is that the absence of IL-1 signaling was associated with reduced lung neutrophilic inflammation but also lower bacterial burdens in the lungs (figure 3B, 4B). Conversely, IL-1β administration resulted in increased neutrophil recruitment but also increased bacterial burdens and systemic dissemination. These results would be consistent with the idea that neutrophils are not very effective at containing *B. pseudomallei* infection and, in fact, may foster its spread despite their strong microbicidal activities. This notion is supported by our observation that human or mouse neutrophils infected with *B. pseudomallei* failed to undergo pyroptosis (figure 5), consistent with the finding that neutrophils do not express NLRC4 [3]. At the same time, intracellular *B. pseudomallei* replication proceeded unaffected in both WT and Nlrc4-/- neutrophils in agreement with a report that showed that *B. pseudomallei* is intrinsically resistant to killing by infected PMN [44]. In support for a deleterious role of neutrophils in melioidosis we found that inhibition of their recruitment by administration of IL-1ra or the CXCR2 neutrophil chemokine receptor antagonist antiluekininate protected Nlrc4-/- mice from infection with low doses of *B. pseudomallei* and decreased systemic spread of bacteria (figure 6).

Taken together our results suggest the following scenario: failure of Nlrc4-/- infected macrophages to undergo pyroptosis results in higher bacteria burden and continued production of IL-1β and other factors that attract more inflammatory cells, including neutrophils, perpetuating excessive lung inflammation and promoting bacteria dissemination. It is tempting to speculate that IL-1β promotes *B. pseudomallei* growth possibly by increasing the local pool of infectable permissive cells, including PMN. Our conclusion that neutrophils are a permissive cell type for *B. pseudomallei* replication seems to contrast with a report [45] that indicated that depletion of neutrophils resulted in severe increase in mortality in a model of marine melioidosis. However, caution should be used in the interpretation of these types of experiments because systemic depletion of neutrophils deoids the host not only of their microbicidal function but also of the many immunomodulatory functions these cells exert [46]. Of note, mice deficient in osteopontin, a pleiotropic cytokine that is chemotactic for neutrophils, were shown to be more resistant to *B. pseudomallei* infection [47], supporting our conclusion that neutrophils have a detrimental role in melioidosis.

The notion that excessive inflammation may be detrimental in certain infection models is well accepted. For example, TLR-mediated signaling negatively affects the outcome of infections with West Nile Virus [48] or influenza virus [49]. The fact that IL-1β is deleterious in melioidosis but protective against other lung pathogens like *Klebsiella*, *Francisella*, *Mycobacterium*, Respiratory Syncytial Virus, and influenza virus likely reflects differences between the virulence strategy of *B. pseudomallei* and those other pathogens. The intensity, kinetics, and quality of the inflammatory response elicited by *B. pseudomallei* and its ability to suppress the induction of anti-inflammatory circuitries are phenomena that we are interested to investigate in detail. Despite an extensive literature search we could identify only a single report [26] where IL-1β was shown to be deleterious in bacterial infections. It was demonstrated that this cytokine had a negative effect on bacterial clearance in a model of pneumonia caused by *Pseudomonas aeruginosa*, an organism that shares features with *Burkholderia*, which was in fact previously classified in the *Pseudomonas* genus. Surprisingly, the same group also reported a deleterious role for IL-1β in this type of infection [50], a further indication that each pathogen displays unique virulence strategies. It has been shown that activation of the inflammasome exacerbates inflammation without restricting bacterial growth in a model of *Mycobacterial* infection [51]. That report did not examine the role of IL-1β but other work showed it is protective during tuberculosis [23].

This is the first report that has analyzed in detail the role of the inflammasome during melioidosis. Previous work has implicated caspase-1 [52] and IL-18 [37] in this infectious disease although the pathways that led to their activation were not investigated. Other species of *Burkholderia* have been used as model organisms to study aspects of inflammasome biology. Surprisingly, *B. thailandensis*, which is has been used as a model for melioidosis although it rarely causes disease in humans, was reported to cause similar disease in WT and IL-1β-/- double deficient mice [3] suggesting that species of *Burkholderia* other than *B. pseudomallei* may not be reliable models for melioidosis.

In summary, our work shows that NLRP3 and NLRC4 play non-redundant roles during *B. pseudomallei* infection by differentially regulating pyroptosis and production of IL-1β and IL-18: it demonstrates that pyroptosis is an efficient effector mechanism to restrict in vivo bacterial growth and dissemination; it identifies a deleterious role of IL-1β in melioidosis possibly due to excessive recruitment of neutrophils, a cell type that may be permissive to replication of *B. pseudomallei*; and, finally, it indicates that inhibition of IL-1RI-mediated signaling may be a beneficial therapeutical approach for the treatment of melioidosis.

**Materials and Methods**

**Ethics statement**

All the animal experiments described in the present study were conducted in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. All animal studies were conducted under a protocol approved by the University of Tennessee Health Science Center (UTHSC) Institutional Animal Care and Use Committee (IACUC, protocol #1854). All efforts were made to minimize suffering and ensure the highest ethical and humane standards. Research involving human blood is exempt from the human subjects regulations. Human neutrophils and monocytes were isolated from healthy donors Leukopacks obtained from Lifeblood Mid-South Regional Blood Center, Memphis TN. All leukopacks are obtained anonymously. The gender, race, and age of each donor are unknown to the investigators.

**Mice**

C57BL/6, Il-11TR-/-, Il-18-/-, C57BL/6J-Chr13A/J/Naj mice were purchased from Jackson lab. Il-18-/-Il-11TR-/- double deficient mice (DKO) were obtained by crossing the parental single knock-out mice. Asc-/-, Nip5-/-, Nlrc4-/- (from Vishva Dixit, Genentec) and Casp1-/- (from Fayyz Sutterwala) were bred in our facility. All mouse strains were on C57BL/6 genetic background and were bred under specific pathogen-free conditions. Age-(8–12 weeks old) and sex-matched animals were used in all experiments. Generally, experimental groups were composed of at least 5 mice.
Animal and in vitro experiments involving *B. pseudomallei* were performed under biosafety level 3 conditions in accordance with standard operating procedures approved by the Regional Biocontainment Laboratory at UTHSC.

**Bacteria, mice infection, and treatments**

For all experiment the *B. pseudomallei* 1026b strain (a clinical virulent isolate) was used. Bacteria were grown in Luria broth (Difco) to mid-logarithmic phase, their titer was determined by plating serial dilutions on LB agar, and stocks were maintained frozen at −80°C in 20% glycerol. No loss in viability was observed over prolonged storage. For infections, frozen stocks were diluted in sterile PBS to the desired titer. Aliquots were plated on LB agar to confirm actual CFU. Mice were anesthetized with isoflurane using a Surgivet apparatus and 50 μl of bacteria suspension were applied to the nares. In some experiments, mice were injected i.p. daily with recombinant mouse IL-1β (1 μg) or IFNγ (1 μg). IL-1ra (Biovitrum) was administered by alternating s.c. and i.p. injections every 12 hours (60 mg/kg body weight). Antileukimine (American Peptide Company) was administered by s.c. injection (8 mg/kg body weight).

**Generation of mouse BMDM and BMDC**

Mouse macrophages or dendritic cells were generated by incubating bone marrow cells in RPMI 1640-10%FCS supplemented with either rmM-CSF or rmGM-CSF (20 ng/ml) for 8 days, respectively.

**Isolation of mouse neutrophils**

Neutrophils and monocytic cells were isolated from the bone marrow cells of WT or *Nlr4*−/− mice using Miltenyi Ly6G microbeads. Flow-through cells, consisting mostly of mononuclear cells, were further purified using Miltenyi CD11b microbeads.

**Isolation of human neutrophils and monocytes**

Human neutrophils and monocytes were isolated from healthy donors Leukopacks obtained from Lifeblood Mid-South Regional Blood Center, Memphis TN. Blood was mixed with Isolymph (CTL Scientific Supply Corp.) (5:1 ratio) and RBC were allowed to sediment for 60 min at RT. The leukocytes-enriched supernatant was washed, resuspended in PBS, and straffed at Isolymph cushion and centrifuged at 1,350 rpm for 40 min. The cell pellet containing RBC and neutrophils was treated with 0.2% NaCl for 30 seconds to lyse RBC and immediately treated with an equal volume of 1.6% NaCl. The PBMC containing ring from the Isolymph centrifugation step was collected, washed, and monocytes were purified using CD11b microbeads (Miltenyi). The procedure routinely yield populations of purity greater than 95%.

**Pyroptosis and intracellular bacteria growth (kanamycin protection assay)**

Release of LDH in tissue culture media, a reflection of pyroptosis, was measured using the Roche Cytotox detection kit. BMDM, PMN, or monocytes (5×10^7 cells) were plated in 24 well plates. Bacteria at different MOI were added to the cell culture and the plates were centrifuged at 1500 rpm for 10 minutes to maximize and synchronize infection and incubated for 30 minutes at 37°C. Cells were lysed with PBS to remove extracellular bacteria and medium containing kanamycin (200 μg/ml) was added to inhibit extracellular bacteria growth. Media were collected at 1, 2, 4, 8, 12 hours post infection for LDH measurement. Cells were lysed in PBS-2% saponin-15% BSA and serial dilutions of the lysates were plated on LB agar plates containing streptomycin (100 μg/ml) using the Eddy Jet Spiral Plater (Neutec). Bacterial colonies were counted 40 hours later using the Flash & Grow Automated Bacterial Colony Counter (Neutec).

**Determination of bacteria growth in tissue culture and organs**

Organs aseptically collected were weighted and homogenized in 1 ml PBS using 1 mm zirconium beads and the Mini16 bead beater. Serial dilutions were plated as described above.

**Western blot**

Conditioned supernatants were separated by 12% PAGE electrophoresis, transferred to PVDF membranes, and probed with rabbit anti-caspase-1 (Upstate Biotechnologies) or goat anti-mIL-1β (R&D Systems).

**BALS collection and cytokines measurements**

BALF were collected from euthanized mice by intratracheal injection and aspiration of 1 ml PBS. Cytokines levels in tissue culture conditioned supernatants and BALF were measured using the Milliplex mouse cytokine/chemokine panel (Millipore) and confirmed by ELISA using the following paired antibodies kits: mIL-1β and mIFNγ (eBioscience), mIL-18 (MBL Nagoya, Japan). MPO level in BALF were measured using the HyCult Biotech ELISA kit.

**Flow cytometry**

Cells obtained from BALF were counted and stained with CD45, CD11b, CD11c, F4/80, GR1 (Ly6G), and analyzed with an LSRII BD flow cytometer.

**Histology and measurement of area of inflammatory foci**

Formalin-fixed paraffin-embedded lung sections were stained with H&E and scanned using the Aperio Scanscope XT. The Aperio ImageScope software was used to quantitate the area of the inflammatory foci compared to the total lung lobe area. Results from lungs from 5 animals per group were combined.

**RT-PCR**

Total RNA was extracted using Trizol (Invitrogen) and 100 ng were amplified (27 cycles) using Superscript III One-step RT-PCR (Invitrogen) and primers specific for human Nlr4, Nlrp3, Asc, and GAPDH (primers’ sequence available upon request).

**Statistical analysis**

All data were expressed as mean ± S.E.M. Survival curves were compared using the log rank Kaplan-Meier test. 1way ANOVA and Tukey Post-test was used for analysis of the rest of data unless specified in the figure legends. Significance was set at p<0.05. Statistical analyses were performed using the GraphPad Prism 5.0.

**Accession numbers**

UniProtKB/Swiss-Prot ID: IL-1β, P10749; IL-1R1, P13504; IL-18, P70380; NLRP3, Q8RR48; NLRC4, Q8UP21; ASC, Q9EBP4; Casp-1, P29452; NAIP5, Q8CGT2.

**Supporting Information**

Figure S1 NLRP3 and NLRC4 differentially regulate production of IL-1β and IL-18 and pyroptosis. BMDC were infected with *B. pseudomallei* at MOI of 10. (A) Secretion of mature IL-1β was measured in conditioned supernatants at the
indicated times. (B) Processing of IL-1β and caspase-1 were detected by immunoblot in 8h conditioned supernatants from A. (C) BMDC infected with B. pseudomallei (MOI 10) were lysed at the indicated time points after infection and intracellular bacterial growth was quantitated (upper panel). Induction of pyroptosis was measured by LDH release in conditioned supernatants (lower panel). One experiment representative of four (A) or three (C) is shown. *p<0.05, **p<0.01, ***p<0.001 (1way ANOVA).
(TIF)

Figure S2 Cytokines and chemokines were measured in BALF obtained from the indicated mouse strains 48 hours or 72 hours post-infection, as shown. *p<0.05, **p<0.01, ***p<0.001 (1way ANOVA).
(TIF)

Figure S3 Myeloperoxidase (MPO) was measured in BALF of the indicated mouse strains corresponding to the experiments of figures 3B, 4F, and 6D. *p<0.05, **p<0.01, ***p<0.001 (1way ANOVA).
(TIF)
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Abstract

Viruses have evolved elaborate mechanisms to evade or inactivate the complex system of sensors and signaling molecules that make up the innate immune response. Here we show that human coronavirus (HCoV) NL63 and severe acute respiratory syndrome (SARS) CoV papain-like proteases (PLP) antagonize innate immune signaling mediated by STING (stimulator of interferon genes, also known as MITA/ERIS/MYPS). STING resides in the endoplasmic reticulum and upon activation, forms dimers which assemble with MAVS, TBK-1 and IκKα, leading to IRF-3 activation and subsequent induction of interferon (IFN). We found that expression of the membrane anchored PLP domain from human HCoV-NL63 (PLP2-TM) or SARS-CoV (PLpro-TM) inhibits STING-mediated activation of IRF-3 nuclear translocation and induction of IRF-3 dependent promoters. Both catalytically active and inactive forms of CoV PLPs co-immunoprecipitated with STING, and viral replicase proteins co-localize with STING in HCoV-NL63-infected cells. Ecopic expression of catalytically active PLP2-TM blocks STING dimer formation and negatively regulates assembly of STING-MAVS-TBK1/IκKα complexes required for activation of IRF-3. STING dimerization was also substantially reduced in cells infected with SARS-CoV. Furthermore, the level of ubiquitinated forms of STING, RIG-I, TBK1 and IRF-3 are reduced in cells expressing wild type or catalytic mutants of PLP2-TM, likely contributing to disruption of signaling required for IFN induction. These results describe a new mechanism used by CoVs in which CoV PLPs negatively regulate antiviral defenses by disrupting the STING-mediated IFN induction.

Introduction

The innate immune system is the first line of defense that protects the host against viral infection. Viral infections are sensed by pattern-recognition receptors (PRRs) of the innate immune system that recognize pathogen-associated molecular patterns (PAMPs) and then trigger an antiviral response [1]. Viral nucleic acids, such as the viral genome or replicative intermediates produced during viral replication, can be recognized by toll-like receptors (TLR3/7/8/9) or the retinoid acid-inducible gene (RIG)-I-like helicase (RLH) family members RIG-I and melanoma differentiation-associated protein 5 (MDA-5) [2,3]. Viral double stranded RNA can be sensed by membrane bound TLRs or cytosolic sensors like MDA-5, whereas RIG-I detects intracellular viral RNAs bearing 5'-triphosphate ends with base-paired structures to activate antiviral signaling [4–7]. Upon engagement with viral RNA, these PRRs recruit different adaptor proteins (MAVS/IPS-1/VISA/Cardiff for RIG-I, and TRIF for TLR3 and MyD88 for TLR7/8/9), and transduce signals to the downstream kinase complexes which activate IFN regulatory factor-3 (IRF-3), nuclear factor κB (NF-κB) and ATF-2/c-jun. These transcription factors coordinately regulate the expression of type I Interferons (IFN-β and -α). Type I IFNs induce the activation of STAT transcription factors that induce the expression of hundreds of IFN-stimulated genes (ISGs) which establish an antiviral state in surrounding cells, thereby limiting viral replication and spread.

Recent investigations into the induction of the type I IFN response identified a new player in the pathway, designated here as STING (stimulator of interferon genes; also called MITA, ERIS and MPYS) [8–11]. STING was identified by investigators screening cDNA libraries for genes that, when overexpressed, were sufficient to activate production of IFN. Further studies revealed that STING-knockout mice are susceptible to lethal infection with herpes simplex virus 1 and vesicular stomatitis virus, demonstrating the critical role of STING in facilitating immune...
Coronaviruses (CoV) are positive strand RNA viruses that replicate in the cytoplasm of infected cells and produce a nested set of double-stranded RNA intermediates during viral RNA synthesis [13]. Despite the generation of dsRNA intermediates, CoV infection generally does not induce high levels of IFN production [14–18]. The new-emerging and most pathogenic CoV, severe acute respiratory syndrome coronavirus (SARS-CoV) inhibits the induction of IFN-β through blocking translocation of the transcription factor interferon regulatory factor 3 (IRF-3) from the cytoplasm to the nucleus at a later time point in infection [15]. However, activation of innate immunity in specific cell types is likely essential for generating a protective immune response. Studies using knockout mice or siRNA treatment of cell lines indicate that PRR TLR-7 and TLR-8 in plasmacytoid dendritic cells [19]; MDA5 in brain macrophages [20], MAVS and RIG-I in oligodendrocytes [21], and the adapter protein MyD88 are critical for activation of the innate response and protection from lethal coronavirus infection [22]. These studies are consistent with the idea that coronavirus infection induces a type I interferon response in a subset of cells and that the ability to mount an effective innate immune response is essential for clearing the viral infection and generating protective immunity.

Furthermore, recent studies indicate that the inefficient activation of the innate immune response may contribute to development of more severe disease [23], [24]. At least two mechanisms have been proposed to explain the low level of type I interferon response to coronavirus infection: the sequestering of viral RNA in double membrane vesicles [25], [26] which prevents or reduces recognition by PRRs; and/or the expression of viral proteins that antagonize the innate response (reviewed in [13]). The most pathogenic CoV, severe acute respiratory syndrome coronavirus (SARS-CoV), which resulted in a 10% mortality rate, encodes at least 6 innate immune antagonists, including nonstructural protein 1 (nsp1) [27], the papain-like protease domain in nsps [17], nucleocapsid protein [28,30], membrane protein [29] and the products of open reading frame 6 (ORF6) and ORF3b [30]. Another important human CoV is NL63, which causes croup in children and is associated with pneumonia in the elderly [31]. HCoV-NL63 also encodes a papain-like protease, termed PLP2, which antagonizes IFN induction [14]. These coronavirus papain-like protease domains (PLPs) are contained within the nonstructural protein 3 (nsps), which is expressed as part of a replicase polyprotein. The PLPs along with a 3C-like protease (3C_Lpro) cleave the replicase polyprotein to generate nonstructural proteins (nsps) that associate with ER membranes to generate convoluted membranes and double membrane vesicles (DMVs), which are the site of viral replication [25,26]. The CoV PLPs are tethered to the DMVs by a transmembrane domain (Figure 1A). Analysis of enzymatic activity and structural studies revealed that SARS-CoV PLpro and HCoV-NL63 PLP2 function as both proteases and deubiquitinating (DUB) enzymes [14,32–35]. Initially, we speculated that CoV PLPs may act as IFN antagonists via their protease or DUB activities, however we found that both catalytic dependent and catalytic independent mechanisms contribute to PLP-mediated IFN antagonism [14,17]. Our previous studies indicated that SARS-CoV PLpro inhibits host antiviral innate immune response by inhibiting phosphorylation, dimerization and nuclear translocation of IRF-3, likely by forming a complex with IRF-3 [17]. However, the precise mechanism by which CoV PLPs inhibit IRF-3 activation is still unclear. In this work, we demonstrate that CoV PLPs antagonize IRF-3 signaling by targeting the IRF-3 scaffolding protein STING for inhibition. We also characterize both catalytic-dependent and catalytic-independent roles for PLPs in blocking the activation of IFN response.

**Results**

CoV PLPs antagonize STING-mediated activation of IRF-3

To determine if CoV PLPs are capable of blocking STING-mediated activation of an IRF-3 dependent promoter [36,37], we assessed the level of IFN stimulated response element reporter (ISRE-Luc) activity in the presence of STING with increasing amounts of coronavirus PLPs. Stimulation of HEK-293T cells with STING alone resulted in greater than 20-fold increase in activity of the ISRE-dependent reporter. Co-expression of STING with wild-type PLP2-TM or PLpro-TM resulted in a dose dependent decrease in ISRE activity indicating that these PLPs can antagonize STING-mediated activation of an IRF-3 dependent promoter (Fig. 1 B and C and supporting information (SI) Fig. S1). To determine if this antagonism is dependent on PLP catalytic activity, cells were co-transfected with plasmid DNA expressing STING and catalytic cysteine mutants of either PLP2-TM or PLpro-TM. Consistent with previous studies, CoV PLP catalytic mutants also act as antagonists, although they are less effective than wild-type PLPs in antagonizing the IFN response [14,17]. The effect of PLP2-TM on STING-mediated activation was also visualized using confocal microscopy. HEK-293T cells were transfected with STING-HA in the absence or presence of PLP2-TM and the localization of IRF-3 was monitored by immunofluorescence assay. In cells expressing STING-HA, IRF-3 translocates to the nucleus. However, in cells co-expressing PLP2-TM, IRF-3 remains in the cytoplasm (Fig. 1D). In addition, STING-HA and PLP2-TM co-localize in the cytoplasm of transfected cells. These results indicate that CoV PLPs antagonize STING-mediated activation of IRF-3.

CoV PLPs associate with STING

One possible mechanism for HCoV PLPs antagonism of STING-mediated activation of IFN is to associate with STING, either directly or as part of a multi-protein complex. Co-immunoprecipitation experiments were performed to determine if CoV PLPs associate with STING. HEK-293T cells were co-transfected with plasmid DNA expressing an epitope tagged version of STING (STING-Flag) in the presence or absence of PLP2-TM and cell lysates were subjected to immunoprecipitation with anti-Flag antibody. The products of the immunoprecipitation were separated by SDS-PAGE and visualized by immunoblotting (Fig. 2A). The results show that both NL63 wild-type and catalytic mutant PLPs are detected in association with STING. Similar co-immunoprecipitation results were obtained using PLpro-TM (Fig. S2) Next, we wanted to determine if STING is sequestered in HCoV-NL63-infected cells. HEK-293-ACE2 cells, which express angiotensin-converting enzyme 2 (ACE2), a key receptor for SARS and NL63 coronaviruses, were transfected with STING-V5, infected with HCoV-NL63 and analyzed by confocal microscopy at 24 hrs postinfection. HCoV-NL63 replicate protein nsps3 which contains the PLP2-TM region is detected as punctate, perinuclear staining in virus-infected cells [33,38]. Interestingly, we detected partial co-localization of STING and nsps3 in virus-infected cells suggesting that STING may be sequestered in the viral replication.
complex and unable to mediate signaling (Fig. 2B). These results indicate that these CoV PLPs associate with STING either directly or as part of a multi-protein complex.

**STING dimerization is reduced in the presence of CoV PLPs**

Recent studies indicate that activation of the innate immune response signaling pathway induces dimerization and phosphorylation of STING, which are required for activation of the IFN response [9]. STING dimers can be visualized as a band at 80 kDa when resolved on SDS-PAGE [9]. We hypothesize that PLPs inhibit STING-mediated signaling through the disruption of assembly or stability of STING dimers. To test this hypothesis, cells were co-transfected with plasmid DNA expressing STING-Flag in the presence or absence of PLP2-TM and Sendai virus (SeV), and cell lysates were evaluated for STING dimers by immunoblotting with anti-Flag (Figure 3A). We detected STING dimers in STING-transfected and SeV-infected cells (Fig. 3A, lanes 2 and 4). In contrast, STING dimers were reduced in cells co-expressing PLP2-TM (Fig. 3A, lanes 3 and 5). Similar results were obtained when we evaluated PLpro-TM for disruption of STING dimers (Fig. S3), indicating that these CoV PLPs either prevent assembly or promote dissociation of STING dimers. A similar reduction in STING dimers was seen in cells transfected with STING-HA and infected with SARS-CoV (Fig. 3B, lane 2). In contrast, STING dimers were not reduced when infected with SeV (Fig. 3B, lane 3). Collectively, these results indicate that STING dimerization was reduced in the presence of CoV PLPs, and was also substantially reduced in cells infected with SARS-CoV.
To determine if PLP catalytic activity is important for disruption of STING dimers, cells were co-transfected with plasmid DNA expressing STING-HA and STING-Flag and plasmid DNA expressing wt or catalytic mutants of PLP2-TM. Disruption of dimers was assessed by immunoprecipitation and immunoblotting (Fig. 3C). If STING-HA and STING-Flag form heterodimers,
then immunoprecipitation with anti-HA and immunoblotting with anti-Flag will allow detection of these heterodimers, as shown in Fig. 3C, lane 2. A reduction in STING dimers was detected in cells expressing wt PLP2-TM and the D1849A mutant which retains DUB activity (lanes 3 and 6), but not in cells expressing the C1678A or H1836A mutants which do not possess DUB activity [33]. These results indicate that PLP2 DUB activity is important for disruption of STING dimers. Similar results were obtained when we evaluated PLpro-TM for disruption of STING dimers (Fig. S3) A previous report indicates that only the dimer form of STING is ubiquitinated [9], which coupled with our observation that PLPs with DUB activity reduce the accumulation of STING dimers, supports a role for DUB activity in negatively regulating STING. Thus, these results are consistent with a role for viral DUB activity in antagonizing either the assembly or stability of STING dimers.

**PLP2-TM disrupts MAVS-STING-IKK\(\epsilon\) interaction**

Next, we wanted to determine if PLP2-TM altered the assembly of complexes required for activation of IRF-3 and the IFN response. MAVS, a mitochondrial-associated adaptor protein is a critical player in viral activation of the IFN response. Activation of MAVS mediates the assembly of a multi-protein complex that activates TBK-1/IKK\(\epsilon\) to phosphorylate IRF-3 [39]. Recent studies revealed that STING associates with MAVS to recruit TBK-1/IKK\(\epsilon\) and IRF-3 to a complex [8], and that activation of STING is critical for activation of IRF-3 [11,12]. Therefore, we investigated if PLP2-TM had any effect on assembly of these signaling complexes. HEK-293T cells were co-transfected with plasmid DNAs expressing STING-HA along with Flag-RIG-I, Flag-MAVS or Flag-IKK\(\epsilon\) in the presence or absence of PLP2-TM. Cell lysates were harvested and evaluated for co-immunoprecipitation of complexes by immunoblotting. We found that expression of PLP2-TM had no effect on co-immunoprecipitation of RIG-I with STING (Fig. 4A), but that co-immunoprecipitation of MAVS and IKK\(\epsilon\) was disrupted by expression of PLP2-TM (Fig. 4B, lane 4 and Fig. 4C, lane 4). Overall, these results are consistent with an important role for CoV PLPs in blocking activation of IFN by disrupting STING-mediated activation and complex formation.

**PLP2-TM blocks ubiquitination of signaling molecules**

Modification of signaling molecules by ubiquitination plays a critical role in activation of the IFN response [40–42]. Here, we asked if PLP2-TM can recognize and deubiquitinate key complexes in the IFN signaling pathway. HEK-293T cells were transfected with HA-Ub and epitope-tagged versions of either RIG-I, TBK-1, IRF-3 or STING and cell lysates were subjected to immunoprecipitation and immunoblotting to determine the ubiquitination status of the immunoprecipitated proteins (Fig. 5). We found that there was a dramatic reduction in the amount of ubiquitinated RIG-I (A), TBK-1 (B), IRF-3 (C) and STING (D) in cells expressing PLP2-TM. We also investigated the role of the PLP2-TM catalytic activity in mediating deubiquitination. Cells were transfected with HA-Ub and either wild-type or catalytic mutants of PLP2-TM and as expected, we detected a reduction in the level of ubiquitinated STING in the presence of wt and the D1849A mutant of PLP2-TM (Fig. 5D, lanes 4 and 7). Interestingly, expression of the PLP2-TM C1678A and H1836A mutants, which are catalytically inactive [35], still resulted in reduced levels of ubiquitinated STING compared to the control (Fig. 5D, lanes 5 and 6). These results suggest that the catalytically inactive mutants of PLP2-TM may block access of STING to the ubiquitination machinery, thereby resulting in reduced levels of ubiquitinated STING.
Thus, these results are consistent with a role for viral DUB activity supports a role for DUB activity in negatively regulating STING. with DUB activity reduce the accumulation of STING dimers, ubiquitinated [9], which coupled with our observation that PLPs previous report indicates that only the dimer form of STING is enzymes that are required for efficient signaling [43,44]. A Ub-conjugated STING. Thus, the IFN antagonism of the catalytic TBK1 and IRF-3 in the presence of NL63 PLP2-TM. HEK293 cells were transfected with Flag-tagged RIG-I(A), TBK1(B), myc-IRF-3(C), or STING-Flag (D) together with plasmid DNA expressing HA-tagged Ub in the presence or absence of V5-tagged PLP2-TM-V5. Cells were incubated for 24 hours after transfection and treated with 25 μM MG132 for 4 hours prior to harvesting lysates. Lysates were immunoprecipitated with the indicated antibody and the products were subjected to immunoblotting with anti-HA to evaluate ubiquitinated proteins (upper panels). The whole cell lysates (WCL) were blotted to evaluate expression of each epitope-tagged product (bottom panels).

Figure 5. Reduction of ubiquitinated forms of RIG-I, STING, TBK1 and IRF-3 in the presence of NL63 PLP2-TM. HEK293 cells were transfected with Flag-tagged RIG-I(A), TBK1(B), myc-IRF-3(C), or STING-Flag (D) together with plasmid DNA expressing HA-tagged Ub in the presence or absence of V5-tagged PLP2-TM-V5. Cells were incubated for 24 hours after transfection and treated with 25 μM MG132 for 4 hours prior to harvesting lysates. Lysates were immunoprecipitated with the indicated antibody and the products were subjected to immunoblotting with anti-HA to evaluate ubiquitinated proteins (upper panels). The whole cell lysates (WCL) were blotted to evaluate expression of each epitope-tagged product (bottom panels).

doi:10.1371/journal.pone.0030802.g005

Ub-conjugated STING. Thus, the IFN antagonism of the catalytic mutants may be due to physical interaction with STING which blocks access of ubiquitin chains or Ub-ligases or other modifying enzymes that are required for efficient signaling [43,44]. A previous report indicates that only the dimer form of STING is ubiquitinated [9], which coupled with our observation that PLPs with DUB activity reduce the accumulation of STING dimers, supports a role for DUB activity in negatively regulating STING. Thus, these results are consistent with a role for viral DUB activity in antagonizing either the assembly or stability of STING dimers.

Discussion

In this study, we investigated the mechanisms of the IFN antagonism imposed by the coronavirus papain-like proteases (CoV PLPs). Previous studies suggested that CoV PLPs block IFN synthesis by inhibiting virus-activated IRF-3 phosphorylation and nuclear translocation, but the underlying mechanism was unclear [14,17,32]. Here we show that both SARS-CoV PLpro-TM and HCoV-NL63 PLP2-TM associate with an ER-associated protein, STING and block assembly or stability of STING dimers which are important for downstream signaling and induction of the IFN response. Importantly, we have demonstrated that STING colocalizes with nsp3 (which contains PLPs) in HCoV-NL63 infected cells, and that STING dimerization was substantially reduced in cells infected with SARS-CoV. In addition, we found that ubiquitination of signaling molecules is dramatically reduced in the presence of HCoV-NL63 PLP2-TM, which may contribute to destabilizing the signaling complex. Targeting of the signaling complex by blocking ubiquitination and disruption of STING dimers presents yet another mechanism used by coronaviruses to prevent activation of innate immunity and illustrates how coronavirus PLPs negatively regulate the IFN antiviral immune response in host cells.

Targeting the stimulator of IFN genes, STING

Recent studies have revealed the arsenal of proteins that viruses use to evade and subvert recognition by pattern-recognition receptors (PRRs) or activation of signaling molecules that are designed to respond to infectious agents [45]. STING is a key scaffolding protein that links the cytosolic viral RNA sensors RIG-I, rather than the MDA5, to the mitochondria protein MAVS [8,11]. These cytosolic sensors have been shown to be important for recognition of coronavirus RNA in oligodendrocytes [21] and brain macrophages/microglia [20]. Activation of STING, either by expression of N-RIG, the constitutive active caspase recruitment domain of RIG-I or ectopic expression of STING itself, induces the formation of STING dimers, which are modified by phosphorylation and ubiquitylation [9]. The activation of STING facilitates the recruitment of IRF-3 and TBK-1 into a complex where IRF-3 is phosphorylated. Phosphorylated IRF-3 forms dimers and is transported to the nucleus to activate transcription of type I IFN genes. CoV PLPs target STING and prevent this key scaffolding protein from activating IRF-3. Previously, we showed that PLpro blocks NF-κB-dependent promoter activity and that antagonism is abrogated using protease inhibitors [14]. Thus, CoV PLPs interact with key signaling molecules and exploit both catalytic dependent and catalytic-independent mechanisms to block the innate immune response. CoV-PLPs disrupt signal transduction to both IRF-3 and NF-κB, the key transcription factors required for activation of IFN-β (Fig. 6). Interestingly, CoV PLPs seem to exploit both catalytic dependent and independent mechanisms to block STING activity and a catalytic-dependent mechanism to disrupt NF-κB activity.

Previous studies have shown a role for viral proteases in cleavage of key IFN signaling molecules [45]. For example, the NS3/4A protease of hepatitis C virus and GB virus B and the 3ABC precursor of hepatitis A virus cleave MAVS/IPS-1, the mitochondria-associated signaling molecule, which blocks activation of IFN synthesis [46–51]. Therefore, it seemed reasonable to hypothesize that CoV PLPs exploited their protease or DUB activity to antagonize the innate immune response. However, we had previously shown that catalytically defective PLP mutants were still capable of inhibiting IRF-3 activation [17]. Furthermore, addition of a protease inhibitor that blocks both protease and DUB activity [52] failed to abrogate the PLP inhibition on activation of IRF-3 dependent promoters [14]. This led us to suspect that CoV PLPs were interacting with a component in the IFN signaling pathway. The fact that CoV PLPs are expressed as a polyprotein that localizes to the ER [25,26] led us to evaluate ER resident signaling molecules as targets of antagonism. The results presented in this study indicate that CoV PLPs are particularly potent antagonists because they can block: 1) STING dimerization; 2) the MAVS-STING-IKKβ interaction required for signaling and 3) the ubiquitination of key signaling molecules such as RIG-I, STING, IRF-3 and TBK-1. Interestingly, catalytically inactive mutants of PLPs can interact, either directly or as part of a signaling complex, with STING and moderately inhibit IRF-3 activation for IFN induction, but wild type PLPs exhibit the most robust inhibition. We found that catalytic activity was important for blocking either the assembly or the stability of STING dimers. In addition, we found that PLP2-TM either
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actively deubiquitinates or blocks the ubiquitination of the signaling molecules. This is consistent with these reported works that STING dimers were modified by ubiquitin [9]. By associating with STING, either directly or as part of a signaling complex, CoV PLPs can target and either block or deubiquitinate this important signaling molecule. Of course the question still remains if the PLP-STING interaction is direct or indirect, and what region(s) of the PLP are required for this potential interaction. These studies are currently ongoing. Understanding how to negatively regulate STING-mediated innate antiviral signaling by CoV PLPs may lead to the development of novel antiviral therapies and new insights for regulating the IFN response during acute and chronic infections.

DUBs as negative regulators of IFN activation

One of the striking findings in this report is the similarity in the function of CoV PLPs and cellular DUBs such as the NF-kB responsive gene A20, deubiquitinating enzyme A (DUBA), and the tumor suppressor protein associated with cylindromatosis (CYLD) [53–55]. Like CoV PLPs, cellular DUBs were identified as negative regulators of the innate immune response. A20 is considered a “central gatekeeper in inflammation and immunity” [56] because of its ability to interact with and modulate ubiquitin-editing on signaling molecules such as RIP1, TRAF6, RIP2 and NEMO. A20 DUB activity removes K-63 linked polyubiquitin chains from RIP1, TRAF6, RIP2 and NEMO which results in negative regulation of the innate immune response. In addition, A20 has been shown to act by antagonizing interactions between signaling molecules and ubiquitin conjugating enzymes [57]. Interestingly, both A20 and CoV PLPs can act on K-63 linked ubiquitin chains [14,50]. Further experiments are needed to determine if recognition, processing or sequestering of K-63 linked ubiquitin is important for CoV PLPs negative regulation of the IFN response. Cellular proteins DUBA and CYLD also negatively regulate the innate immune response. Kayagaki and co-workers found that DUBA targets and deubiquitinates TRAF3, a signaling molecule required for activation of IRF-3 [53]. They showed that reducing the expression of DUBA augments the IFN response to poly(I:C) whereas ectopic expression of DUBA blocks the IFN response. CYLD has been shown to deubiquitinate RIG-I to inhibit IFN production [53,54]. Ectopic expression of CYLD antagonizes the IFN response whereas siRNA-mediated knockdown of CYLD expression allows for a more robust IFN response. It seems that CoV PLPs are usurping the function of cellular DUBs by behaving as negative regulators of the innate immune response through targeting STING for both deubiquitination and dimer disruption.

Another possibility is that CoV PLPs function by sequestering STING as a mechanism of blocking activation of IFN. Both catalytically active and inactive CoV PLPs could interact and sequester STING and thereby prevent activation of IRF-3. Coronavirus PLPs are part of the viral replicase polyprotein that associates with ER membranes to form convoluted membranes and double membrane vesicles (DMVs) which are the sites of viral RNA synthesis [25,26,59]. Interestingly, STING also resides in the ER and upon activation assembles with Sec5 into exocyst vesicles [12]. The interaction of STING with PLP2-TM may block the signals required for STING to translocate to exocyst vesicles. Thus, further studies with CoV PLPs may reveal specific targets of STING that modulate this arm of the innate immune response.

In summary, the results of this study indicate that HCoV-NL63 and SARS-CoV PLPs inhibit host IFN-β production by targeting and nullifying STING. Blocking this key scaffolding protein prevents activation of IRF-3 and subsequent transcription of IFN-β. The antagonism functions of CoV PLPs are important negative regulators of the innate immune response and may be important in the virulence and pathogenesis of human coronavirus infection. Further characterization of the PLP-STING interaction may provide new targets for antiviral interventions.

Materials and Methods

Cells and virus

HEK293T cells [44] were cultured using Dulbecco’s modified Eagle’s medium containing 10% (v/v) fetal calf serum, supplemented with penicillin (100 U/ml) and streptomycin (100 µg/ml). HEK293-ACE2 cells, which express angiotensin-converting enzyme 2 (ACE2), a key receptor for SARS and NL63 coronaviruses, were kindly provided by Dr. Kui Li (University of Tennessee Health Science Center, Memphis, USA) and cultured as above with the addition of puromycin (10 µg/ml). HCoV-NL63 was propagated in LLC-MK2 cells [33] which were kindly provided by Lia van der Hock (University of Amsterdam, The Netherlands) and as previously described [35]. SARS-CoV was propagated in VeroE6 cells as previously described [32]. All work with SARS-CoV was performed in a biosafety level 3 facility using approved protocols. Sendai virus was kindly provided to the Chen lab by Dr. Shaobo Xiao (Huazhong Agricultural University, Wuhan, China) or purchased from Charles River Laboratories.

Figure 6. Model depicting the mechanisms used by CoV PLPs to block STING from signaling the activation of the IFN-β induction pathway. (A) Activation of sensors such as RIG-I induces interaction with the signaling complex including MAVS, STING, IRF-3 and TBK-1. Activated MAVS interacts with STING, which dimerizes, leading to the activation of IKK complex, TBK1 and IKKc [8]. The activation of this complex leads to the ubiquitination of RIG-I, STING, IRF-3 and TBK1 and the phosphorylation of STING and IRF-3. Activated the transcription factor IRF-3 translocates to the nucleus inducing production of IFN. (B) Coronavirus papain-like protease domains (depicted here as PLP) interact with STING to block signaling by blocking assembly or stability of STING dimers and preventing the ubiquitination of signaling proteins, such as RIG-I, TBK1, and IRF-3. doi:10.1371/journal.pone.0030802.g006
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**Plasmid DNAs**

DNA constructs containing wild type and catalytic mutants of NL63 PLP2-TM SARS-CoV PLpro-TM and plasmids of IFN-β-Luc, PRD/III-I+4-Luc, ISRE-Luc and HA-tagged Ub were previously described [14,17]. Flag-hPS-I(MAVS), BOS-Myc-hIRF3, Flag-hTBK1, Flag-hRIG-I were kindly provided by Dr. Himanshu Kuma and Shizuo Akira (Immunology Frontier Research Center Osaka University, Osaka, Japan). pcDNA3.1-HA-ERIS (designated here as STING-HA) and pCMV14-Flag-ERIS (designated STING-Flag) were kindly provided by Dr. Zhengfan Jiang (School of Life Sciences, Peking University, Beijing, China).

**Luciferase reporter gene assay**

HEK293T cells were transfected with the indicated stimulator plasmid DNA (STING-HA), reporter plasmid DNA [pRL-TK, ISRE-Luc, IFN-β-Luc, or PRD/III-I+4-Luc] and either NL63 PLP2-TM or SARS-CoV PLpro-TM using either Lipofectamine 2000 or Mirus LT1 according to the manufacturer’s protocol and incubated for 24 hours. Firefly luciferase and Renilla luciferase activities were assayed using the Dual Luciferase Reporter Assay Kit (Promega). Data were shown as mean relative luciferase (firefly luciferase activity divided by Renilla luciferase activity) with standard deviation from a representative experiment carried out in triplicate. For statistical analysis, the data between Vector (300 ng) and PLP (PLpro)-TM with various concentrations were subjected to unpaired, two-tailed Student’s t test using the Microsoft SPSS 12.0 software, and P values of <0.05 were considered to indicate statistical significance.

**Immunofluorescence assays**

HEK293 or HEK293-ACE2 cells were plated on fibronectin treated glass coverslips in 12-well plates. To evaluate localization of STING and NL63 PLP2-TM, plasmid DNA expressing STING-HA (225 ng per well) was transfected in the presence or absence of 300 ng of PLP2-TM using Mirus LT1 according to the manufacturer’s protocol. At 16 hours post transfection, cells were fixed with 3.7% formaldehyde for 10 min at room temperature. Cells were then incubated with 1:200 dilution of rabbit anti-IRF-3 (Active Motif), mouse anti-HA (Covance), and goat anti-V5 (Genscript) in ADPS (PBS+0.1% Triton-×100+5% fetal calf serum) for 1 hour at room temperature. Cells were washed three times with PBS and incubated with 1:200 dilution of chicken anti-rabbit Alexa Fluor (AF) 488, donkey anti-mouse AF568, and donkey anti-goat AF647 (Molecular Probes) in ADPS for 1 hour in the dark. Following the incubation, cells were washed three times with PBS, mounted, and imaged with the Zeiss LSM-510 confocal microscope.

To evaluate STING localization in NL63 infected cells, HEK293-ACE2 cells were transfected with 100 ng of a plasmid expressing human STING-V5 for 4 hours. Cells were subsequently infected with 200 μl of HCoV-NL63 (1 × 10⁶ pfu/ml). At 24 hours post infection, cells were fixed with 3.7% formaldehyde for 10 minutes at room temperature. Cells were then diluted with a 1:1000 dilution of rabbit anti-nsp3 [35] and 1:1000 dilution of mouse anti-V5 for 1 hour at room temperature in ADPS. Cells were washed three times with PBS and incubated with a 1:200 dilution of goat anti-rabbit AF568 and chicken anti-mouse AF488, and 1:1000 dilution of DAPI for 30 minutes at room temperature in the dark. The cells were then washed three times with PBS, mounted, and imaged with the Zeiss LSM-510 confocal microscope.

**Assessing ubiquitination of signaling molecules in cultured cells**

The effect of HCoV-NL63 PLP2-TM on ubiquitinated proteins in cultured cells was assessed as described previously [53,55]. Briefly, Flag-tagged RIG-I, TBK1, STING, IRF-3 were co-transformed into HEK293T cells together with pcDNA3.1-HA-Ub, plus wild type or catalytic mutant PLP2-TM DNA using Lipofectamine 2000 according to the manufacturer’s instructions. Empty vector pcDNA3.1/V5-HisB was used to standardize the total amount of DNA used for transfection. 24 hours post-transfection, cells were incubated with 25 μM MG132 for 4 hours, and then lysed in 300 μl of RIPA buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 2 mM EDTA, 1% NP-40, 0.1% SDS) containing protease inhibitor cocktail (1 mM, Roche) and 10 μM NEM. Non-covalently bound proteins were dissociated by boiling in 1% SDS, and samples diluted 1:10 in lysis buffer (50 mM Tris-HCl pH 7.4, 150 mM NaCl, 2 mM EDTA, 1% NP-40) containing protease inhibitor cocktail and 10 μM NEM. The soluble lysates were then immunoprecipitated with anti-Flag antibody followed by washing with RIPA buffer for three times. Flag-tagged proteins were resolved by SDS-PAGE and sequentially blotted with anti-HA and anti-Flag antibodies. 150 μl of lysis was used for each immunoprecipitation reaction. To confirm the PLP and the catalytic mutant expression level, western blotting with anti-V5 antibody (Invitrogen) was used to detect wild type and catalytic mutant PLP2-TM-V5 protein expression.

**Detection of STING dimers**

To assess STING dimers, HEK293T cells were transfected with STING-HA or STING-Flag (0.5 μg per 100 nm dish) and lysates subjected to immunoprecipitation and western blotting as described [9] with the indicated antibodies. To detect STING dimers induced by Sendai Virus (SeV) infection, HEK293T cells were transfected with STING-Flag and then infected with SeV (HAU = 100). 24 hours later, cells were lysed and immunoblotted with anti-Flag antibodies. To assess STING dimers in transfected and SARS-CoV- or Sendai Virus (SeV)-infected cells, HEK293-ACE2 cells were seeded at 10⁵ cells/well in 12 well plates. 24 hours later, cells were transfected with either 0.5 μg of mSTING-HA expressing plasmid DNA or 0.5 μg pcDNA3.1V5-HisB vector DNA (Invitrogen). Following six hours of incubation, the cells were infected with either SARS-CoV Urbani (MOI = 0.1)
or SeV (HAU = 100). 24 hours later, the cells were lysed in 300 μl of lysis buffer containing 0.5% Triton-X-100, 150 mM NaCl, 12.5 mM β-glycerophosphate, 1.5 mM MgCl2, 2 mM EGTA, 10 mM NaF, 1 mM Na3VO4, 2 mM DTT plus protease inhibitor cocktail (Sigma). 150 μl of lysate was used for each immunoprecipitation reaction. After pre-clearing the lysate with protein G magnetic beads (Millipore), 0.5 μg of rabbit anti-HA antibodies (Invitrogen) was incubated with the lysate overnight at 4°C. 25 μl protein G magnetic beads was added to the immunoprecipitation reactions and incubated for 2 hours at 4°C. Protein G magnetic beads were precipitated and washed 3 times with 1 ml lysis buffer. 80 μl of 2× sample buffer containing 10% glycerol, 5% - mercaptoethanol, 3% SDS, 12.5% upper buffer (0.5 M Trizma base and 0.4% SDS), and 0.01 mg bromophenol blue was added to the beads, and protein-antibody complexes were eluted by incubating at 37°C for 30 min. Samples were separated on SDS-PAGE gel and transferred to a PVDF membrane. Blots were incubated with mouse anti-HA antibody (Sigma) or anti-nsp3 antiserum [17] at 0.5 μg/μl and 0.125 μg/μl concentrations, respectively. After washing three times in TBS-T buffer, blots were subsequently incubated with either goat-anti-mouse-HRP or donkey-anti-rabbit-HRP (Southern Biotech). Antibody-antigen reactions were detected using the Western Lighting Plus-HCL chemiluminescence reagents from Perkin Elmer.

Supporting Information

Figure S1  (A) Schematic diagram of SARS-CoV illustrating the processing of replicase polyproteins to generate nonstructural proteins (nsp’s). The papain-like protease domains, the catalytic residues, and the transmembrane (TM) domain within nsp3 are indicated. (B) Western blot detection of STING-V5 and dose response of PLP2-TM-V5 and PLpro-TM-V5.
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**Abstract**

Genetic mapping studies may provide association between sequence variants and disease susceptibility that can, with further experimental and computational analysis, lead to discovery of causal mechanisms and effective intervention. We have previously demonstrated that polymorphisms in immunity-related GTPases (IRG) confer a significant difference in susceptibility to *Chlamydia psittaci* infection in BXD recombinant mice. Here we combine genetic mapping and network modeling to identify causal pathways underlying this association. We infected a large panel of BXD strains with *C. psittaci* and assessed host genotype, IRG protein polymorphisms, pathogen load, expression of 32 cytokines, inflammatory cell populations, and weight change. Polymorphisms in cytokines correlated with each other and were controlled by a novel genetic locus on chromosome 1, but did not affect disease status, as quantified by weight change 6 days after infection. In contrast, weight change correlated strongly with levels of inflammatory cell populations and pathogen load that were controlled by an IRG encoding genetic locus (*Ctq3*) on chromosome 11. These data provided content to generate a predictive model of infection using a Bayesian framework incorporating genotypes, immune system parameters, and weight change as a measure of disease severity. Two predictions derived from the model were tested and confirmed in a second round of experiments. First, strains with the susceptible IRG haplotype lost weight as a function of pathogen load whereas strains with the resistant haplotype were almost completely unaffected over a very wide range of pathogen load. Second, we predicted that macrophage activation by *Ctq3* would be central in conferring pathogen tolerance. We demonstrated that macrophage depletion in strains with the resistant haplotype led to neutrophil influx and greater weight loss despite a lower pathogen burden. Our results show that genetic mapping and network modeling can be combined to identify causal pathways underlying chlamydial disease susceptibility.

**Introduction**

The genus *Chlamydia* comprises a number of species of highly related obligate intracellular prokaryotic pathogens that cause clinical disease in humans ranging from blinding trachoma [1] and sexually transmitted infection by *Chlamydia trachomatis* [2], community-acquired pneumonia by *Chlamydia pneumoniae* [3] and life-threatening respiratory and systemic zoonosis by *Chlamydia psittaci* [4]. In a previous study, we determined that a known QTL on chromosome 11 (*Ctq3*) [5,6] containing two polymorphic innate immune genes (*Irgm2* and *Ighb10*) in the family of immunity-related GTPases (IRG) were responsible for the innate difference in susceptibility to a systemic infection with *C. psittaci* among the BXD recombinant inbred strains [7]. Each member of this mouse reference strain set inherits a unique and approximately equal fraction of their genomes from two fully inbred progenitors—strain C57BL/6J (B6 or B) and DBA/2J (D2 or D). These two parental strains differ at roughly 5 million sites across the genome. The set of 80 BXD strains is being used for systematic multiscalar genetic studies of host-pathogen interactions [8,9,10]. This large set of genetically related strains can provide comparatively high precision mapping, with a resolution of 1–2 Mb in several cases [7,11]. Characterization of the disease susceptibility differences between the B6 and D2 parental strains revealed significant differences in *C. psittaci* load, inflammatory responses, and cytokine profiles. While the IRGs have been shown to control *Chlamydia* load [6,7,12], alternative immunomodulatory functions of these genes have also been reported [13,14,15] making it unclear if IRGs influence disease outcome by regulating pathogen load or by influencing other immunomodulatory functions [16].

Recent advances in high-throughput genomic technologies and computational methods allow us to formulate and test genetic network models without explicit data on molecular function. Translating large-scale genomic data into network models with
predictive power is a challenging task. The most valid approach is to systematically evaluate the possible hypothetical network models against data and then select the most probable models for experimental validation. The probability of a genetic network model conditioned on the data can be calculated using Bayesian network methods. A Bayesian network is a graphic probabilistic model representing the dependence structure among multiple interacting variables [17,18,19]. The probabilistic modelling provides a natural treatment for the stochastic aspects of biological processes and noisy measurements [20]. Bayesian networks can be used to integrate prior knowledge and new data to capture and express causal relationships [21,22,23].

We combined forward genetics and Bayesian network analysis to model the biological pathway of how Ctrq3 or polymorphisms in immunity-related GTPases (IRGs) confer susceptibility and resistance to *Chlamydia* infection in strains of mice with different genetic backgrounds. We then predicted how individual mice would respond to different intervention and validated these predictions. The model predicted that Ctn33 conferred protection against disease through macrophage activation, which then controls pathogen load and neutrophil influx. The factor with the greatest impact on disease severity, as quantified by weight change in strains infected with *Chlamydia*, was predicted to be neutrophil influx rather than pathogen load. We validated these predictions experimentally. Thus, our work provides an experimentally validated model for an immune-regulatory function of the IRG containing Ctn33 locus in contributing to the control of systemic *C. psittaci* infection.

**Results**

Immune responses and disease severity to *Chlamydia psittaci* infection is controlled by two major genetic loci

We infected the C57BL/6j parental strain and 40 BXD strains intraperitoneally, and measured peak C. *psittaci* load, levels of macrophages and neutrophils in the peritoneal cavity, 32 cytokines on days 3 and 6; and disease status as quantified by weight change from the day of infection. Strains exhibited a spectrum of disease ranging from 30% weight loss to 10% weight gain over 6 days. Significant variation in cytokine protein expression was detected for 17 of 32 cytokines (all results will be deposited and will be accessible in GeneNetwork, www.genenetwork.org). We confirmed that the previously mapped and cloned Ctn33 locus on chromosome 11 is a major controller of weight change, macrophage activation status (MAS), level of neutrophil recruitment, and C. *psittaci* load on day 6 (Figure 1). A novel secondary locus was mapped to distal Chr 1 at ~190 Mb. This locus modulates levels of several key cytokines—GM-CSF, IL1α, MIP1α, MIP1β, MIP2—but has no effect on disease severity as measured by weight changes (Figure 2). To further investigate the influence of the genetic polymorphisms at Ctrq3, we analyzed the expression pattern of the IRGM2 protein in the peritoneal lavage specimens from infected BXD strains and found that it had two distinct band sizes that are directly correlated with the Ctn33 genotype [7].

Correlation network analysis reveals the immune phenotypes associated with disease severity

We constructed a correlation network, including cytokines, genotypes, immune parameters and disease phenotypes (Figure 3). The network nodes clustered into two groups. The first group correlated tightly with the Ctn33 genotype, IRGM2 expression pattern and several disease-related parameters, including weight change, macrophage activation status (MAS), pathogen load, and neutrophil recruitment. A single cytokine, G-CSF, had a high correlation with weight change and neutrophil level, but was not controlled by Ctn33 (Figure 1E, no significant QTL). The second group comprised the cytokines, many of which are highly correlated with each other, and the genotype at rs13476293, a marker located at ~190 Mb on Chr 1, but not directly with disease-related parameters.

Bayesian network model identifies the central role of macrophages in the disease pathway

We constructed a Bayesian network model to identify casual pathways through which genotype at Ctn33 influences disease outcome after infection with *C. psittaci* (Figure 4). The Bayesian network included variables that were highly correlated with weight change and influenced by the genotype at Ctn33: IRGM2 expression pattern, macrophage activation status, neutrophils, and pathogen load. Because of the perfect correlation between the Ctn33 genotype and IRGM2 expression pattern, these variables were combined into a single node. In the most likely model structure, the genotype at Ctn33 was the immediate parent of all of the other variables in the model, signifying that each of these variables is directly influenced by the genotype. However, the model also suggests that Ctn33 genotype was not sufficient in explaining these variables, as there were additional conditional dependencies in the model structure. Weight change, for example, was directly influenced by neutrophil recruitment and macrophage activation status (MAS) in addition to genotype at Ctn33, indicating that the levels of neutrophils and MAS influence weight change independent of the Ctn33 genotype. The model also suggested that macrophage activation influences weight change via regulation of neutrophil recruitment but not by pathogen load restriction.

Macrophage and neutrophil influx levels defines disease severity

We used the Bayesian network model to investigate the effect of depletion of macrophages on neutrophil influx, *C. psittaci* load, and weight change (Figure 5 network C and D). To discretize the predictions of the model, a threshold was determined by averaging the mean value of strains with a B genotype and the mean value of strains with a D genotype for the original data sample. Then, the probability that the predicted value for each variable was greater than (High) or less than (Low) this threshold was calculated from the conditional Gaussian distributions learned from the network for the original data and after macrophage depletion (Methods). Nodes with a yellow background have been assigned the value to represent data for only a given genotype and status of intervention on MAS. The magnitude of these changes is expected to be much more pronounced in strains with a B genotype at Ctn33 than in strains with a D genotype at this locus. (Figure 5 and Figure S2) Strains with the D genotype at Ctn33 typically have innately low macrophage activation, and as a result the model predicts only slight changes in the levels of neutrophils, pathogen load, and weight after depleting macrophages.

We tested these predictions by performing chemical depletion of macrophages with clodronate before infecting B6 and D2 strains with *C. psittaci*. The experiments validated many of the model’s predictions (Figure 6). In the D2 strain, depletion of macrophages increased neutrophil influx, *C. psittaci* load, and induced a more rapid decline in weight and mice were therefore euthanized on day 4 post infection. Pathogen load in the liver was greater in macrophage depleted mice by nearly 2 logs (PBS control: $1.21 \times 10^7$ IFU/gram, Clodronate treated; $9.37 \times 10^6$ IFU/gram, $p = 0.05$). As predicted, in the resistant B6 strain, depletion of
macrophages increased neutrophils and exacerbated the weight loss. These mice were moribund 5 days post-infection. Pathogen load in the liver was similar in B6 irrespective of whether macrophages were depleted or not (PBS control: 4.26 × 10⁶ IFU/gram, Clodronate treated: 3.81 × 10⁶ IFU/gram, p = 0.06) but their peritoneal pathogen load was decreased after depleting macrophages, suggesting that pathogen load restriction may not be entirely responsible for controlling disease severity.

**Ctrq3** confers genetic resistance and tolerance to Chlamydia

Several reports have documented that IRGs reduce pathogen burden in vitro and in vivo, which is expected to influence disease severity [6,7,12,24]. To investigate the possibility that the status of the Ctrq3 genotype switches disease modality, we performed the Bayesian analysis for strains with the B genotype at the Ctrq3 locus separately from strains with the D genotype. The influence of load on weight change was much stronger for strains with the susceptible D genotype than strains with the resistant B genotype (described further in Methods). Because of the genotype-specific switching between pathogen load and weight change in the model, we expanded this analysis to 197 BXD mice and correlated the weight loss with pathogen load in individual mice according to the genotype at the Ctrq3 locus (Figure 7). Overall, mice with the B genotype had lower pathogen load compared to mice with a D genotype, although a considerable overlap existed. The mice with the B genotype were tolerant of increases in pathogen burden whereas mice with D genotype lost more weight with increases in pathogen burden as demonstrated by the differences in the slope of the load to weight linear regression lines (p = 0.02).

**Discussion**

Individualized medicine requires the capability of predicting an individual's susceptibility to diseases and response to medical treatments, based on genetic profile. Individual differences in disease susceptibility and response to therapeutic interventions are complex phenotypes modulated by genetic factors. We formulated an approach using Bayesian networks to model the pathways through which gene variants operate on phenotypes. Results of our study demonstrate experimental validation of the combined...
systems genetics and Bayesian network approaches to immune pathway modeling and disease prediction. This approach provides a way to develop models for designing genetic association studies that can define causal pathways with the predictive power required in individualized medicine.

We had previously demonstrated that Ctrq3 controls systemic C. psittaci disease outcome and found an association with IRG polymorphisms. While IRGs have cell autonomous functions of pathogen restriction, the immunological pathway that links this genotype to phenotype has not been defined. It has recently been reported that infected hosts employ two different strategies to defend themselves against pathogens—resistance and tolerance [25,26,27]. Resistance is defined as the ability to limit pathogen burden, whereas tolerance is defined as the ability to limit the damage caused by a given pathogen burden [28,29]. While most studies on genetic susceptibility to infectious diseases implicate resistance as a mechanism of host protection, there are several examples of genetic tolerance to infection in animal models [29,30,31].

In this study, we predicted that Ctrq3 conferred resistance but with relatively little impact on weight change. We also predicted an expanded role for Ctrq3 that included macrophage activation and weight change. Indeed mice with a B6 genotype at the Ctrq3 locus tended to have a lower pathogen load than mice with D2 genotype and thus were more resistant. However, there was significant variability in the pathogen load within mice with the same genotype suggesting the presence of other factors that affect resistance. The mechanism of resistance by Ctrq3 is likely to be due to the cell autonomous bactericidal functions of the B6 derived Irgb10 and Irgm2 genes given results of our previous ex vivo siRNA experiments [5,6,7]. On the other hand, we found that mice with a B6 genotype at the Ctrq3 locus can maintain body weight over a wide range of pathogen load and thus have tolerance to C. psittaci infection. In contrast, mice with a D2 genotype lost weight as a function of increased pathogen burden and were thus less tolerant. The molecular basis of tolerance is still unclear.

An obvious limitation of our model is that we are assessing the function of the 2 MB Ctrq3 locus. This locus encodes three IRGs (Irgb10, Irgm2, and Irgm3), 18 other genes, as well as non-coding regions with unknown functions. While IRGs remain a primary candidate given its association with immunoregulatory functions [13,14,15,16,32,33], it is possible that resistance and tolerance is

Figure 2. A QTL on chromosome 1 regulating cytokines. QTL mapping results for (A) GM-CSF, (B) IL-1a, (C) MIP-1a, (D) MIP-1b, and (E) MIP-2 on chromosome 1. Significant (genome-wide adjusted \( p < 0.05 \)) and suggestive (adjusted \( p < 0.63 \)) QTLs are indicated by the solid red and grey lines, respectively. Blue lines indicate the likelihood-ratio statistic (LRS) that the phenotype is associated with the genomic locus. The colored lines following the trend of the LRS show the additive effect of the influence of the locus, with red lines indicating that D alleles increase trait values, while green alleles indicate that B alleles increase trait values.

doi:10.1371/journal.pone.0033781.g002
conveyed by one or more of the other genes in this interval. Furthermore, the exact nature of the B6 and D2 Irgm2 alleles (e.g. “wildtype,” loss-of-function, hypomorph, constitutively active, etc) is unclear and warrant additional biological validation.

While the mechanism of tolerance is unclear, our model suggests that mice that do not recruit activated macrophages to the site of infection have an increased number of recruited neutrophils and more severe disease as evidenced by greater weight loss. Specifically, Bayesian analysis predicted that mice with a D genotype at the Ctrq3 locus would lose less weight if neutrophils were depleted (day 6 to day 0 weight ratio: 0.83 for mice without neutrophil depletion and 0.89 with neutrophils depleted) without any change in pathogen load. This prediction was consistent with our previous observations where Cxcr2 knockout mice that cannot recruit neutrophils to the site of infection, survived challenge without any detectable changes in pathogen load. In contrast, the BALB/c wild type strain succumbed to infection with significant neutrophil recruitment in a manner similar to the D2 strain [7]. We speculate that in our model, loss of tolerance leads to uncontrolled inflammation and severe disease high-lighted by neutrophil influx.

Interestingly, we found that macrophage depleted B6 mice have a reduced number of C. psittaci in the infected peritoneal cavity; whereas macrophage depleted D2 mice had a greater number. We also found that after macrophage depletion, C. psittaci load in the liver of D2 mice increased by 2 logs whereas loads were similar in the liver of B6 mice. We speculate that in B6 mice, loss of a growth niche led to a decrease in pathogen load, whereas the apparent increase in pathogen load in the peritoneal cavity in D2 mice is being supported by an increase in C. psittaci growth in the surrounding tissues. While this indicates there may be a difference in tissue/cell tropism between B6 and D2 mice, the underlying mechanism is unknown at this point.

There are clear limitations of our model and approach. First, we are limited by the variables we chose to screen, which did not account for various other cell types, cytokines, physiological parameters, etc. Second, we are limited by the dynamic process of infectious diseases, which include the important variable of time, where our longitudinal analyses were limited (<1 week) due to the severity of disease in D2 mice. Third, we are limited by the nature of the intervention we can employ. In our model, we found that macrophage activation, which occurs gradually over the course of infection, was an important variable that determines disease outcome. In our validation experiment, we eliminated macrophages prior to infection in order to simulate the extreme end of this variable, which may have led to activation of alternative pathways or immune cells. Despite these limitations, our results demonstrate a proof of principal model of how genetic mapping and network modeling can be combined to identify causal pathways underlying infectious disease susceptibility.

Figure 3. The correlation network of immune parameters during Chlamydia infection in BXD mice. Correlation network linking BXD genotypes (Ctrq3 and rs13476293), C. psittaci load, inflammatory responses, cytokine profiles, IRGM2 protein expression pattern, and weight change after C. psittaci infection in BXD strains. Positive (red) and negative (blue) correlations between variables with magnitudes of Pearson’s correlation coefficient greater than 0.6 (dashed lines) and 0.7 (solid lines) are shown. doi:10.1371/journal.pone.0033781.g003

Figure 4. Structure of Bayesian network (BN) model of C. psittaci infection. The number next to each directed arc of the BN indicates the confidence (posterior probability) in the arc after model averaging as described in the Methods. doi:10.1371/journal.pone.0033781.g004
Materials and Methods

Ethics Statement
This study was carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. The protocol (internal protocol number 1709R1) was approved by the Animal Care and Use Committee of the University of Tennessee Health Science Center (PHS assurance - A-3325-01). No surgical procedures were performed. All efforts were made to minimize suffering.

Infection and sample collection

*Chlamydia psittaci* infection: *C. psittaci* 6BC was propagated in L cells, titrated and stored at −80°C. Intraperitoneal infection with *C. psittaci* 6BC (10⁴ IFU) was performed using the same stock source to minimize variations across experiments. 8–16 week old male mice (C57BL/6J, and 40 BXD strains) were infected in groups of 2 mice/strain. Infected mice were monitored daily for weight changes. On days 3 or 6-post infection, mice were euthanized to obtain peritoneal lavage samples for pathogen load, flow cytometry, and cytokine analysis. Additional mice, totaling 197 mice representing 56 BXD strains, were infected with *C. psittaci* 6BC (10⁴ IFU) and monitored for weight changes and euthanized on day 6 for IFU analysis.

Assessment of immune phenotypes

**Chlamydia psittaci load.** Titration was performed by a cell culture based IFU assay for day 6 samples as previously described [7]. DNA was extracted from 1 ml of peritoneal lavage fluid from day 3 and *C. psittaci* load was measured as a ratio of *C. psittaci* ompA DNA/host GAPDH by quantitative DNA PCR.

**Flow cytometry.** Standard methods were used as described previously [7]. Briefly, murine peritoneal exudates were blocked with Fc block and incubated with fluorochrome-conjugated antibodies. The following antibodies were used: Macrophage marker; F4/80-APC, Neutrophil marker; Ly6G (clone IA8)-PE, and MHC class II marker; IA/IE-PE. Data was expressed as percent of macrophages or neutrophils in the entire population. MHC class II expression was used as a marker for macrophage activation status and data was expressed as percent of F4/80 positive cells that were also positive for IA/IE.

**Cytokine analysis.** Peritoneal lavage supernatants were analyzed using the Luminex based Mouse 32-plex kit to analyze levels of 32 cytokines (CATALOG).

**Western blot analysis.** Peritoneal lavage specimens were analyzed by Western blot analysis using standard methods with GTPI antibody (M-14) Santa Cruz (sc-11088) and secondary antibody using Goat true blot (eBioscience 18-8814-31).
Data analysis

QTL mapping. Quantitative trait locus (QTL) mapping was performed for 17 cytokine profiles that exhibited variation across strains; immune responses including levels of neutrophils, macrophages, and macrophage activation status (MAS); and weight change of BXD strain infection with *C. psittaci* with the GeneNetwork (www.genenetwork.org). Single marker regression was performed across the entire mouse chromosome at 3795 markers typed across BXD strains. A likelihood ratio statistic (LRS) was calculated at each marker comparing the hypothesis that the marker is associated with the phenotype with the null hypothesis that there is no association between marker and phenotype. Genome-wide significance was determined by performing 1000 permutations. Two significant (genome-wide p-value<0.05) QTLs were found: one QTL was located near 55 Mb on chromosome 11 and was associated with weight change, MAS, pathogen load, and neutrophil levels (Figure 1), while the other significant QTL was located on chromosome 1 near 190 Mb and was associated with several cytokines (Figure 2).

Bayesian network modeling. Structural learning of the Bayesian network was performed using the R package deal (http://cran.r-project.org/web/packages/deal/index.html). The network was constructed from data for C57BL/6J and 40 BXD strains using one discrete node, representing the *Ctg3* genotype and IRGM2 protein expression pattern, and four continuous nodes (neutrophils, *C. psittaci* load, macrophage activation status, and the ratio of the weight of the mice 6 days after infection to the weight before infection), which were modeled with conditional Gaussian distributions. The Bayesian network score [34], which is basically a version of the BDe scoring metric [35] extended to include conditional Gaussian distributions, was calculated in deal for all, except those that violated two restrictions. First, potential models in which the genotype node was the child of any other nodes in the network were not considered. This restriction does not require that the genotype node be the parent of the other nodes, as model structures in which continuous nodes were independent of genotype were allowed. Second, the weight node could not be the parent of any other node. The Bayesian score metric inherently handles the problem of over fitting data to complex models [36]. However, selecting a single best network model and ignoring all other models may still lead to over-fitting the data. Model averaging can be used to reduce this risk [37]. An indicator function *f* is defined as: if a network *G* learned from data *D* has the feature (here a feature is a directed edge representing a regulatory relationship), *f*(*G*)=1, otherwise, *f*(*G*)=0. The posterior probability of a feature is *P*(*f*(*G*)|*D*)=Σ*f*(*G*)*P*(*G*|*D*). This probability reflects our confidence in the feature *f*. We calculated the posterior probability of features by averaging over all possible models, with the restrictions noted above. All features with a posterior probability greater than 0.5 were included in the network.

The reproducibility of the structure learning method was investigated with the use of simulated data. Briefly, the model learned for the original network was used to generate simulated data sets. Then, the structure learning method was repeated with the simulated data sets and the network structures learned from the simulated data sets were compared to the structure of the original network. A high correspondence between the simulated structures and the original structure indicates that the size of the original data set was sufficient to learn the structure of the network. To create the simulated data, parameter learning of the network was performed with the maximum likelihood estimator provided in the Bayes Net Toolbox [38], available for download at: http://code.google.com/p/bnt/. Before the parameters of the network were learned, the data for the four continuous nodes was normalized to have a mean of 0 and standard deviation of 1. 1000 simulated data sets with 41 samples were then generated with the sample_bnet function of the Bayes Net Toolbox. The structure learning method used to learn the original network was then used for each of the simulated data sets. The edges in the original network were highly reproduced in the simulated data (Figure S1).

Prediction of effects of macrophage depletion. We predicted the effects of intervention using a hybrid Bayesian network including both the discrete genotype node and continuous nodes modeled with conditional Gaussian distributions with the Bayes Net Toolbox. The parameters of the network were learned with a maximum likelihood approach. Macrophage depletion is an external intervention to the model. The intervention sets the value of the MAS node and relieves it from the influence of its parent node. Therefore, prediction was performed by removing the link *Ctg3*→IRGM2→MAS and setting macrophage activation status to the minimum value observed in the data used for parameter learning [action do (MAS = MIN), where MIN = 0.032 is the minimum observed MAS value]. The probabilistic inference was executed using the Bayes Net Toolbox. The effects of macrophage depletion on the parameters of the conditional Gaussian

Figure 6. Impact of macrophage depletion on the course of *C. psittaci* infection in B6 and D2 strains. B6 and D2 mice received either liposome clodronate or liposome PBS iv (day –1 post infection) and ip. (day –1, 1, and 3 post infection) and infected with *C. psittaci* 10^5 IFU intraperitoneally (N=5/group). Mice were monitored daily for weight (A) and appearance. Data points where differences in weight met statistical significance are indicated in asterix (*p* = 0.003, **p** = 3.7×10E-5, *p* = 0.04). Clodronate treated D2 strain became moribund on day 4 and B6 on day 5 post infection and were euthanized. Brackets and *p* values are provided to indicate differences in, number of neutrophils (B), and *C. psittaci* load (C) between clodronate (black) and liposome (white) treated mice for both B6 and D2 strains. Data is representative of two experiments. doi:10.1371/journal.pone.0033781.g006

Figure 7. Genetic resistance and tolerance to *Chlamydia* infection in mice. Plot of weight change as a function of IFU for 197 BXD mice infected with *C. psittaci*. Mice with the susceptible D genotype at the *Ctg3* (open symbols) lose weight as pathogen load increases, while mice with the resistant B genotype at the *Ctg3* marker (filled circles) do not. The slopes of the linear regression lines for the B (solid line) and D (dashed line) data are significantly different (*p* = 0.02). doi:10.1371/journal.pone.0033781.g007
distributions for each node are compared in Table S1 and Figure S2. Depletion of macrophages causes increases in the levels of neutrophils and pathogen load and decreased weight. The magnitude of these changes is larger for mice with the D genotype and Ctrq3.

**Bayesian network cross-validation.** Leave-one-out cross-validation was also used to test the performance of the hybrid Bayesian network. For each test strain, parameter learning of the remaining 40 strains and inference was performed with the Bayes Net Toolbox with the methods mentioned above. To evaluate the quality of the continuous predictions, we used the $Q^2$ parameter [39], which is given by:

$$Q^2 = 1 - \frac{\sum (y_i - \bar{y})^2}{\sum (y_i - \bar{y})^2}$$

where $y_i$ is the value of the ith sample, $\bar{y}_i$ is the predicted value of the ith sample, and $\bar{y}$ is the sample mean. The values of $Q^2$ for MAS, neutrophil level, pathogen load, and weight were 0.51, 0.59, 0.45, and 0.68, respectively. Additionally, we discretized the original data and the predictions from the leave-one-out-cross-validation for each strain and used this discretized data to test the accuracy of the predictions. A threshold for each of the continuous variables was determined by averaging the mean value of the original data for all strains with the B genotype and the mean value for all strains with the D genotype. Then, the continuous variables for the original data and the predictions were classified as being either High or Low through comparison with these threshold values for each strain. The accuracy was then determined by dividing the number of predictions that matched the original data by the total number of strains. For MAS, neutrophil level, pathogen load, and weight, the accuracy was accuracy 85%, 93%, 80%, and 88%, respectively.

Strain dependent influence of pathogen load on weight change after infection: To test if the arc from pathogen load to weight ratio was genotype dependent, the data for mice with B and D genotypes at the Ctrq3 locus were separated. As each data set only contained data from strains with one genotype, the genotype node was removed from the network, and the structure of the network, using model averaging of an exhaustive search of possible structures with doal, was learned for both the B and D data. For strains with the D genotype, a directed edge from pathogen load to weight ratio had a posterior probability of 0.64, while the same edge for strains with the B genotype had a posterior probability of only 0.16, indicating that weight change was dependent on C. psittaci load only for strains with the susceptible D genotype. This conclusion was confirmed by grouping the pathogen load and weight ratio for a total of 197 mice into B and D groups using the genotype at Ctrq3. Slopes of the linear regression lines of pathogen load vs. weight ratio for each group were calculated and compared using the analysis of covariance tool in Matlab 7.8 (R2009a). The slopes of the lines were significantly different with a p-value of 0.02.

**Validation experiments**

B6 and D2 mice were each grouped into two groups (N = 5) that received clodronate containing liposome or PBS containing liposome injections on day −1, 1, 3, 5 (day −1: 200 ul.i.v., 200 ul.i.p., day 1, 3, 5: 200 ul.i.p.) [40]. All mice were infected on day 0 with C. psittaci 66BC at 10^3 IFU i.p. and monitored daily for weight changes. On day 6 post infection, mice were euthanized and peritoneal lavage was obtained. The peritoneal lavage was processed for pathogen load, cell population (number of neutrophils and macrophages) and macrophage activation status by flow cytometry as described before. The total number of cells in the lavage was enumerated by cytometer and total numbers of neutrophils were calculated.

**Supporting Information**

**Figure S1** Reproducibility of network structures. The number next to each edge is the fraction of times that the edge was present in the structure of 1000 simulated data sets. The simulated data sets were generated from the parameters of the original network and contained 41 samples, the same number of samples as in the original data set. The structure learning method used for the simulated data sets was the same as that used for the original network. No edges not present in the original network occurred in more than 0.29 of the simulated data sets. (TIF)

**Figure S2** Effect of macrophage depletion on predictions of continuous data by Bayesian network. Probability density functions for Gaussian distributions describing the predicted values of macrophage activation status (A), pathogen load (B), neutrophils (C), and weight (D) in normal mice (solid lines) and in mice with depleted macrophages after treatment with clodronate (dashed lines). The effect of macrophage depletion has a much larger effect on predictions for mice with the resistant B6 genotype (blue lines) than with the susceptible D2 genotype (orange lines). (TIF)

**Table S1** Mean values of Bayesian network predictions as a function of genotype and macrophage intervention. (DOC)
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Visualization of Murine Intranasal Dosing Efficiency Using Luminescent Francisella tularensis: Effect of Instillation Volume and Form of Anesthesia
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Abstract

Intranasal instillation is a widely used procedure for pneumonic delivery of drugs, vaccine candidates, or infectious agents into the respiratory tract of research mice. However, there is a paucity of published literature describing the efficiency of this delivery technique. In this report we have used the murine model of tularemia, with Francisella tularensis live vaccine strain (FTLVS) infection, to evaluate the efficiency of pneumonic delivery via intranasal dosing performed either with differing instillation volumes or different types of anesthesia. FTLVS was rendered luminescent via transformation with a reporter plasmid that constitutively expressed the Photorhabdus luminescens lux operon from a Francisella promoter. We then used an IVIS Spectrum whole animal imaging system to visualize FT dissemination at various time points following intranasal instillation. We found that instillation of FT in a dose volume of 10 μl routinely resulted in infection of the upper airways but failed to initiate infection of the pulmonary compartment. Efficient delivery of FT into the lungs via intranasal instillation required a dose volume of 50 μl or more. These studies also demonstrated that intranasal instillation was significantly more efficient for pneumonic delivery of FTLVS in mice that had been anesthetized with inhaled (isoflurane) vs. parenteral (ketamine/xylazine) anesthesia. The collective results underscore the need for researchers to consider both the dose volume and the anesthesia type when either performing pneumonic delivery via intranasal instillation, or when comparing studies that employed this technique.
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Introduction

Intranasal instillation is currently the most widely used method for delivery of drugs, vaccines, or pathogen challenges targeted for either the upper respiratory tract (URT) or lungs of research mice. Intubation is an alternative method [1,2,3,4,5,6,7] that allows for very efficient delivery of materials into the lungs, but the procedure is technically much more demanding and more time-consuming than intranasal administration. In addition, intubation includes a much higher risk of injury to the animal that could compromise the study. Aerosol administration via a nebulizer-based device [8,9,10,11] also offers very efficient delivery of materials to the lungs with little risk of injury to the animal; however, this method is technically demanding and requires expensive equipment that is not widely available. Moreover, the use of aerosol generators for studies involving dangerous pathogens involves safety issues for research personnel that do not exist when using the intranasal delivery method. In light of these factors, it seems certain that intranasal administration will continue to be the most popular method for pneumonic instillation for the foreseeable future. Surprisingly, there is a paucity of published literature describing the efficiency of intranasal instillation of drugs, vaccines, or infectious agents. Therefore, an analysis of the efficiency of pneumonic delivery via intranasal instillation that would allow for standardization of the two most critical variables associated with this technique, namely dose volume and type of anesthesia, would be of great benefit to researchers working with murine models.

Francisella tularensis (FT) is a gram-negative facultative intracellular bacterium that causes a high morbidity/mortality zoonotic disease known as tularemia. FT is one of the most virulent bacterial pathogens in humans, as evidenced by its published LD50 of less than 10 CFU [12,13]. Because of its high infectivity and the relative ease with which it can be disseminated via the aerosol route, FT is considered to have high potential for use as a biological weapon. The Francisellaceae family of bacteria has a single genus, Francisella, which has been divided into two species: Francisella philomiragia (a muskrat pathogen) and Francisella tularensis. F. tularensis has been further subdivided into four subspecies: tularensis (type A), holarctica (type B), novicida, and mediasiatica [14]. Of these, only subs. tularensis and subs. holarctica cause disease in humans [15]. The live vaccine strain (LVS) of FT (FTLVS) is an
attenuated *F. holarctica* strain that was developed as a vaccine candidate in the former Soviet Union [16]. While FTLVS is highly attenuated in humans, it remains virulent in mice and causes a tularemic disease syndrome similar to that observed in humans [17].

Technological advances in small animal imaging have made it possible to monitor in real-time the growth and dissemination of fluorescent or bioluminescent bacteria in individual animals over the entire course of infection, offering a powerful alternative to traditional methodologies. Bioluminescence has proven to be particularly useful for this application. We recently created a novel bioluminescence reporter vector (pXB173-lux) that encodes the *P. luminescens* lux operon downstream of the FT *Pgro* promoter. The lux operon contains genes that are required for production of both luciferase and luciferin, and transformation of FTLVS with this vector causes the bacteria to constitutively produce light during *in vitro* or *in vivo* growth [18]. In this report, we employed an IVIS Spectrum whole-animal live imaging system, coupled with bacterial load determinations, to evaluate in real-time the efficiency of intranasal installation for initiation of lower respiratory tract (LRT) infections in mice. The results presented here provide striking visual evidence that both the instillation volume and the type of anesthesia used during instillation have a significant impact on the efficiency of pulmonary delivery of FTLVS.

**Results**

To evaluate the efficiency of intranasal administration for delivery of FT to the lungs, BALB/c mice (5/group) were anesthetized with inhaled isoﬂurane and then challenged with 1×10^6 CFU of FTLVS bearing a luminescent reporter vector (pXB173-lux, Figure 1, see [18]) in a total volume (PBS) of either 10 μl, 20 μl, 50 μl, or 100 μl. Each mouse was subjected to live whole animal luminescent imaging using an IVIS Spectrum imaging system beginning 24 hours post-challenge (Figure 2A). The imaging studies revealed a clear difference in luminescent signal from the lungs that correlated with the dose volume used for intranasal instillation. While very little luminescent signal was observed emanating from the lungs of mice challenged using a 10 μl or 20 μl dose, the mice that were dosed using the larger instillation volumes (50 μl or 100 μl) displayed significantly higher levels of luminescent signal. These findings were confirmed by sacrificing the mice immediately after imaging was completed to determine the bacterial burdens in the lungs using standard dilution plating techniques (Figure 2B).

To determine the impact of dose volume-dependent challenge efficiencies on the course of experimental tularemic disease, we performed a kinetic IVIS imaging analysis of BALB/c mice (5/group) were anesthetized with inhaled isoﬂurane and then challenged with 1×10^6 FTLVS-lux using a range of instillation volumes (10 μl, 20 μl, 50 μl, or 100 μl). Each mouse was subjected to live whole-animal luminescent imaging at 24 hr intervals post-infection. These imaging studies revealed striking differences in both the rate and tissue specificity of FT dissemination (Figure 3A). At the 24-hour time point, the luminescence emanating from the lungs of challenged mice confirmed that the larger instillation volumes more efficiently delivered bacteria into the lungs. By 48 hrs post-challenge, luminescent signatures were detected in or around the upper airways of all of the animals. In the mice that were challenged using a 10 μl volume, the luminescent signature remained confined to the upper airways over the entire timecourse, suggesting that the bacteria never disseminated from the upper airways to the lungs, liver or spleen. In contrast, the luminescent signatures observed in the lungs of mice challenged using instillation volumes of 20 μl, 50 μl, and 100 μl increased in intensity over the timecourse. Moreover, the infection appeared to disseminate from the lungs to the liver and spleen in each of these experimental groups, and the rate of dissemination increased with increasing instillation volume used to administer intranasal challenge. Each mouse was also weighed daily as an assessment of disease state. Weight retention results confirmed that the dose volume used for intranasal instillation had a significant impact on the course of tularemic disease (Figure 3B). A significant difference (p<0.05) in weight retention between mice that were dosed using a volume of 10 μl vs. 100 μl was observed as early as 2 days post-infection, and by day 4 post-infection there was a highly significant difference (p<0.001) between the 10 μl volume group and each of the other experimental groups.

To examine the efficiency of intranasal dosing for pneumonic delivery under differing forms of anesthesia, BALB/c mice (5/group) that had been anesthetized with either parenteral (ketamine/xylazine) or inhaled (isoﬂurane) anesthesia were challenged with FTLVS-lux in an instillation volume of either 50 μl or 100 μl. IVIS imaging studies and lung bacterial burden determinations were performed 24 hrs post-infection (Figure 4). The intensity of luminescence emanating from the lungs of mice challenged under inhaled anesthesia was more intense than observed in mice anesthetized with parenterally-administered ketamine/xylazine. The bacterial burden in the lungs was then determined via dilution plating. Mice that were anesthetized using inhaled isoﬂurane had significantly higher bacterial burdens in their lungs than mice that had been anesthetized with parenteral ketamine/xylazine (Figure 4), confirming the IVIS imaging results.

**Discussion**

Intranasal instillation is the most widely used method for delivery of drugs, vaccines, and/or infectious agents into the respiratory tract of research mice. However, over the years there have only been a handful of published studies designed to analyse the efficiency of intranasal dosing. The primary variables that should be considered when employing this technique are: i) type of diluent used as vehicle for instillation, ii) physical positioning of the

---

Figure 1. Genetic Map of pXB173-lux. pXB173-lux constitutively expresses the *Photorhabdus luminescens* luciferase (*lux A*B) and luciferase substrate (*luxCDE*) from the *Francisella groE* promoter. This vector also encodes a selectable marker for kanamycin resistance (*aph3*').

doi:10.1371/journal.pone.0031359.g001
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mouse during and after instillation, iii) instillation volume, and iv) the type of anesthesia used during instillation. Two of these variables, namely instillation vehicle and physical positioning of the mouse, were not considered in this report. Previously published findings revealed that aqueous diluents were preferable for intranasal instillation [19], therefore, PBS was used as the vehicle for all of the experiments described herein. Moreover, there have been several published studies in which positioning of the mouse during intranasal instillation was considered, and while some of the findings indicated that supine positioning was best for promoting delivery of inocula to the lungs [19], other findings suggested that positioning of the mouse did not have a significant impact on pneumonic delivery efficiency [20]. Therefore, for all of the studies reported here, mice were held in a tilted supine position with their heads elevated to between 60 and 75 degrees above their feet during and after (for approximately 1 minute) instillation.

Dose volume is the best characterized variable associated with intranasal instillation. Published studies have evaluated instillation volumes between 2 μl [21] and 100 μl [22]. Several reports used either dyes or radioactive tracers to investigate the relative efficiencies of various instillation volumes. Visweswaraiah and colleagues performed instillations with Evan’s blue dye to evaluate the efficiency of lung delivery using instillation volumes between 5 μl and 50 μl [23] and found that lower instillation volumes resulted in retention of the inoculum in the URT while delivery of dye to the lungs was accomplished only with the larger bolus volumes. A similar study using a radioactive tracer (99mTc-SC) also concluded that instillation in a total volume of 5 μl resulted in retention of the tracer in the URT with no detectable delivery to the lungs [20]. This study also concluded that 35 μl was the optimal instillation volume for delivery of tracer into the lungs. Eyles and colleagues performed instillations of radiolabeled microspheres in either 10 μl or 50 μl volumes and found that the radioactive microspheres accumulated in the URT when delivered in the lower volume while approximately 50% of the microspheres were delivered to the lungs when administered in the larger volume [24]. Because we could find no studies in which efficiency of pneumonic delivery via intranasal instillation was tested using a bacterial agent, we performed a series of intranasal instillation studies using luminescent FTLVS. Our findings were consistent with those employing dyes or radioactive tracers and confirmed that instillation in small volumes (10 μl) resulted in delivery of luminescent bacteria to the lungs.

The use of anesthesia and the type of anesthesia used during intranasal instillation is another variable that could have a significant impact on its efficiency for delivery of inocula to the lungs. It has been previously shown that delivery of materials to the lungs via this technique is significantly more effective when instillation of mice is performed under anesthesia during the

Figure 2. Correlation between whole animal in vivo imaging with viable bacterial counts 24 hours after challenge. BALB/c mice (5/group) were challenged with 1 x 10^6 CFU of FTLVS bearing the pXB173-lux reporter plasmid via the intranasal route in a total bolus volume of either 10 μl, 20 μl, 50 μl, or 100 μl. Panel A: Dissemination of FTLVS was then monitored 24 hrs later using an IVIS Spectrum whole animal imaging system. Images were collected at the indicated time points post-infection and were normalized to reflect photons per second per cm^2/2π. (Panel B): Lungs were collected after imaging was completed for bacterial burden determination via dilution plating. Statistical analyses were performed via one-way ANOVA using a Bonferroni multiple comparisons posttest. Statistically significant differences are indicated as follows: p<0.05 (*) and p<0.01 (**). doi:10.1371/journal.pone.0031359.g002
procedure [19,20,23]. In fact, one of these studies showed that when intranasal instillation is performed on unanesthetized mice, much of the instilled material was delivered to the gastrointestinal tract suggesting that alert mice tend to swallow a significant portion of the inoculum [23]. In light of these findings, and likely because intranasal instillation is technically much easier to perform on anesthetized mice, the majority of researchers using this technique routinely anesthetize mice prior to the procedure. Therefore, it is surprising that there has only been one other published study that examined the effects of different types of anesthesia (parenteral vs. inhaled) on the efficiency of this procedure for delivery of materials to the lower respiratory tract (LRT) [20].

Figure 3. Kinetic in vivo localization of luminescent FTLVS following intranasal dosing in titrated volumes of inocula. BALB/c mice (3/group) were challenged via the intranasal route with $1 \times 10^6$ CFU of FTLVS-lux suspended in a volume of 10 µl, 20 µl, 50 µl, or 100 µl of sterile PBS.

Panel A: All mice were then subjected to whole animal imaging using an IVIS Spectrum Imaging system at the indicated time points. Scaling intensity of all images was normalized and data are reported as photons/sec/cm$^2$/sr. Panel B: All mice were weighed daily as a measure of disease-state. Statistical analysis was performed via 2-way ANOVA with Bonferroni post-tests. Significant differences between the 10 µl instillation volume group and all other groups are indicated toward the top of the graph and are color-coded. Significant differences between the 100 µl instillation volume group and either the 20 µl or 50 µl dose volume groups are indicated toward the bottom of the graph and are color-coded. The calculated p values are indicated as follows: $p<0.05$ (*), $p<0.01$ (**), and $p<0.001$ (**). doi:10.1371/journal.pone.0031359.g003
Because isoflurane and ketamine/xylazine are commonly used for anesthesia in rodent-based research [25], we performed a direct comparison of the efficiency of pneumonic delivery of FTLVS-lux via intranasal instillation under these two types of anesthesia. In light of our general observation that mice anesthetized using parenteral-administered ketamine/xylazine maintain a steadier breathing pattern than mice anesthetized for relatively short periods using inhaled isoflurane, we hypothesized that intranasal instillation would be more efficient for pulmonary delivery of bacteria in mice that had been anesthetized with ketamine/xylazine. To our surprise, delivery of bacteria to the lungs was significantly more efficient when instillation was performed under ketamine/xylazine anesthesia compared to isoflurane anesthesia.

**Figure 4. Pulmonary delivery of FTLVS-lux was more efficient under inhaled vs. parenteral anesthesia.** BALB/c mice (5/group) were anesthetized using either inhaled isoflurane or parenterally-administered ketamine/xylazine and then challenged with either 1 x 10^5 CFU FTLVS-lux in a volume of 50 µl (Panel A) or 1 x 10^6 CFU FTLVS-lux in a volume of 100 µl (Panel B). Dissemination of FTLVS was monitored 24 hrs later using an IVIS Spectrum whole animal imaging system. Lungs were collected after imaging was completed for bacterial burden determination via dilution plating. All IVIS images were normalized to reflect photons per second per cm^2/2/sr. Statistical analyses were performed using the student t test. doi:10.1371/journal.pone.0031359.g004
Materials and Methods

Bacterial Strains and Growth Conditions
E. tularensis strain LVS (live vaccine strain) was obtained from the Centers for Disease Control and Prevention (CDC, Atlanta, GA). E. tularensis was cultured in modified Mueller Hinton broth (MMH broth supplemented with 10 g/L tryptone, 0.1% glucose, 0.025% ferrous pyrophosphate, 0.1% L-cysteine, and 2.5% calf serum) or on MMH agar (supplemented with 5% calf serum and 1% IsoVitalex). FTLVS was transformed with the luminescence reporter plasmid (pXB173-lux) as described previously [18]. Kanamycin (km) was used at 10 μg/mL to maintain selection for FTLVS bearing the lux-reporter plasmid. We received authorization from the CDC, the Department of Health and Human Services, and from the University of Tennessee Health Science Center (UTHSC) Institutional Biosafety Committee for the use of aph3’ in FT.

Mice
Female BALB/c mice were purchased from either Jackson Laboratories or Charles River Laboratories. Mice were age-matched and used between 8 and 16 weeks of age. Mice were housed in an AALAC accredited facility in microisolator cages with food and water available ad libitum. All experimental protocols were reviewed and approved by the UTHSC IACUC.

Anesthesia and Intranasal Instillation
Prior to instillation, mice were anesthetized using either inhaled (isoflurane) or parenteral (ketamine/xylazine) anesthesia. Isoflurane was delivered using a SurgiVet® Vaporstick small animal anesthesia machine equipped with a Classic T3™ isoflurane vaporizer (Smith Medical, Dublin, OH) and mice were exposed to 2.5% isoflurane delivered in O2 (2 L/min) within a 1 liter induction chamber until a state of areflexia was reached. Ketamine (KetaVed, VEDCO, St. Joseph, MO; 9 mg/10 g body weight) and xylazine (AnaSed, Lloyd Laboratories, Shenandoah, IA; 1 mg/g body weight) were administered intraperitoneally and mice were challenged once a stable plane of anesthesia was reached. Intranasal administration of each challenge dose was performed by pipetting approximately half of the designated volume of PBS (containing the indicated number of FTLVS) onto the outer edge of each nare of the mice. Mice receiving isoflurane anesthesia were removed from the induction chamber and instillation was performed immediately; no supplemental anesthesia or oxygen was administered following removal from the induction chamber.

Whole-Animal Luminescent Imaging
The photon emissions from mice that had been infected with FTLVS-lux were measured using an IVIS Spectrum whole live-animal imaging system (Caliper Life Sciences, Hopkinton, MA). Mice were anesthetized with isoflurane using a precision vaporizer and oxygen before and during imaging. Images were collected using medium binning with an F-stop of 1, and the maximum exposure time was 5 minutes. The luminescent signals for all images in any individual study were normalized and reported as photons/second/cm²/sr.

Bacterial Burden Determination
Lungs of challenged mice were removed aseptically and homogenized (using a closed tissue grinder system, Fisher Scientific, Pittsburgh, PA) in one ml of sterile PBS, and the final volume was adjusted to 1.25 ml with PBS. To disrupt cells (releasing FT), 0.25 ml disruption buffer (2.5% saponin, 15%
BSA, in PBS) was added with light vortexing. Appropriate dilutions of each sample were then plated in duplicate using an Eddy Jet spiral plater (Neutec Group Inc., Farmingdale, NY) on MMH agar plates and incubated at 37°C for 48–72 hours. Colonies were counted using a Flash & Go automated colony counter (Neutec Group Inc.).

Statistical Methodology
Statistical analyses of each figure were performed using GraphPad Prism software (GraphPad Software, La Jolla, CA). The specific statistical method used for each dataset is described in the figure legends.
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INTRODUCTION
In the third edition of the Wilson et al. text on bacterial pathogenesis (Wilson et al., 2011) the authors make a point of explaining that a major reason for bacteria to be in the public health spotlight in the 21st century is their capacity to develop resistance to antibiotics, to acquire genes from other bacteria and thereby accrue new virulence traits, or to emerge as opportunistic pathogens due to host abatement to combat innocuous microbes. These arguments are in fact true for many infectious disease pathogens, but they categorically do not apply to chlamydiae. The genus Chlamydia is essentially pathogenic by definition (it has no other niche but the eukaryotic host to exploit) and virtually ubiquitous; yet it fits none of the criteria deemed to be essential for success as an infectious disease agent these days.

First, at present antibiotic resistance is not a major issue with chlamydiae. It is true that a tetracycline resistance cassette has been identified in the genome of some isolates of Chlamydia suis, a porcine pathogen that is constantly exposed to tetracycline in hog feeds; but this finding has not emerged as a problem in hogs, let alone other species. Certainly we should be ever vigilant for emergent drug resistance against both human and animal infections, since the repertoire of effective classes of drugs against chlamydiae is limited. But other than for porcine infections, the reasons that chronic chlamydial infections are difficult to effectively manage are not related to the development of true genetic resistance, but rather to a drug tolerant phenotype. By and large, human isolates have remained fully susceptible to tetracyclines, erythromycin, and azalides.

Second, the Chlamydiaceae are not very genetically diverse. All members of the Chlamydiaceae have very similar genomes (reviewed in chapter 2, "Deep and wide: comparative genomics of Chlamydia"). They code for roughly 1,000 proteins, and most of the same genes are not only present in all strains but also preserved in the same order in the genome. This fact argues strongly that transfer of genes to chlamydiae from other bacteria does not occur with any degree of frequency. Even development of experimental gene transfer systems for chlamydiae has been problematical (reviewed in chapter 15, "Chlamydial genetics: decades of efforts,
very recent successes”). This research specialty field has been fraught with stops and starts, with hopeful signs followed by long periods of silence. A tractable gene transfer system has not been developed to study chlamydial virulence and pathogenesis. Thus, exchange of genes is something chlamydiae neither do on their own nor can be coerced to do experimentally under idealized laboratory conditions.

Finally, the chlamydiae are anything but opportunistic. Some of the earliest recorded accurate descriptions of an infectious disease are a hieroglyphic description of remedies for trachoma from an ancient Egyptian text written some 3,400 years ago (Stem, 1875) and a written comment about eye disease from the Chang dynasty in China from more than 3,000 years ago (Taylor, 2008). Chlamydia continues to be a serious reproductive health problem for women globally despite quantum–like improvements in screening and treatment. In the United States, Chlamydia trachomatis is the most frequently reported bacterial infectious disease, period; and similar reporting frequencies are seen everywhere around the world. Chlamydia spp. continue to cause problems both in domesticated animals and in sylvatic populations (e.g., koalas).

How is it that Chlamydia, a bacterial genus that has none of the features associated with textbook traits for success as a pathogen, has been successfully causing disease in eukaryotes for the past 700 million years or so (Horn et al., 2004)? Obviously the chlamydiae have found another way. The relationships that chlamydiae have evolved with their eukaryotic hosts, in terms of both successfully invading epithelial or mononuclear phagocytic cells and dealing with the innate and acquired immune response generated in their presence, are key elements in understanding the success that chlamydiae enjoy. We have made dramatic strides in the postgenomic era in understanding what chlamydiae can and cannot do biochemically and metabolically and how the host responds to the presence of these pathogens. However, a still unresolved question is whether the encounter of chlamydiae with the host involves what has come to be known as persistence, which has been defined as a reversible interruption in the productive intracellular chlamydial growth cycle that is mediated by environmental factors (Fig. 1). It is the purpose of this chapter to define what we do and do not know about chlamydial persistence with the goal of determining the extent of the role that persistence plays in chlamydial disease (if at all) and what we should be doing to better understand this chlamydial attribute.

PERSISTENCE AS A FUNCTION OF MICROBIAL PATHOGENESIS: WHAT DO OTHER MICROBIAL PATHOGENS DO, AND ARE THERE ANALOGIES FOR CHLAMYDIAE?

One of the problems encountered in the study of chlamydiae is that often the basic biology of the pathogen, worked out in cell culture systems, is then applied to speculate about actual disease pathogenesis, without knowing if there are strong in vivo correlates to cell culture observations. In contrast, there are a number of important microbial pathogens that clearly have a persistent, dormant, or latent stage associated with disease. These infections may serve as examples of well–characterized persistence phenotypes associated with disease. For the pathogens described below, persistence was first documented as a feature of the disease, and this was followed by characterization of persistence mechanisms, which is just the opposite of how the problem of persistence has been developed in the case of Chlamydia.

Vivax Malaria

Malaria is arguably the most significant infectious disease on the planet. Although four species of Plasmodium cause infections in people (P. falciparum, P. vivax, P. malariae, and P. ovale), two dominate: P. falciparum and P. vivax. P. falciparum, which causes a form of malaria called malignant tertian malaria, is considered a major killer due to its capacity to modify the surface of infected erythrocytes such that they stick to each other and to the endothelial cells lining vessels and capillaries.
FIGURE 1 Schematic diagram of the chlamydial developmental cycle. Red arrows indicate altered intracellular chlamydial development mediated by environmental factors. (A) Immunofluorescence images and schematic show mature C. trachomatis serovar B inclusions with elementary bodies (EBs) in green (anti-OMP85), reticulate bodies (RBs) in red (anti-major outer membrane protein), and the inclusion membrane in orange (anti-incG). (B) Persistence in vitro in response to IFN-γ results in enlarged, aberrant RBs that can be maintained in this state for extended periods of time, with subsequent reversion to normal intracellular development. doi:10.1128/9781555817329.ch12.fl
This sequestration of infected erythrocytes has numerous consequences important for both diagnosis (e.g., only ring stages are found in the circulation) and pathogenesis, as blockage of capillaries causes ischemic consequences. The most serious capillary blockage complication is cerebral malaria, the principal immediate cause of malaria mortality in children. But vivax malaria also can have severe consequences, often disproportional to the level of parasitemia, which is generally less than for \textit{P. falciparum} due to the \textit{P. vivax} preference for young erythrocytes. \textit{P. vivax} and \textit{P. ovale} also have the unusual capacity to cause a clinical relapse months to years after the initial illness has cleared, even though the individual has left the area of endemicity and is not at risk of becoming reinfected. Although all plasmodia are intracellular pathogens of erythrocytes, they must go through an obligatory stage in the liver before merozoites are released into the circulation. This preerythrocytic stage is a one-time-only portion of the infectious cycle for \textit{falciparum} malaria, but an added developmental form is produced by \textit{P. vivax} and \textit{P. ovale}, called the hypnozoite, that remains within hepatic cells in a non-growing dormant state. This form of the parasite can reactivate to produce red blood cell-invading merozoites from weeks to months and even years after the initial circulating parasitemia has been cleared or treated. Although the nature of the hypnozoite remains mysterious, recent findings (Wells et al., 2010; Imwong et al., 2007; Chen et al., 2007) demonstrate that these "dormant" forms are clonal and are frequently genetic variants of the original infecting strain. The existence of hypnozoites not only is well founded in the clinical literature but also has practical ramifications for malaria management because additional therapeutics are required to eradicate the liver-bound hypnozoites.

**WHAT ABOUT CHLAMYDIAE?**

\textit{Vivax} malaria represents a classic example of persistence of a unique developmental form that can emerge at a later time and cause disease. Are there data to suggest that something similar exists for chlamydiae? It is important to recognize that the first consideration should be whether or not clinical conditions or indications suggest the presence of a dormant persistent form similar to the \textit{P. vivax} hypnozoite. For example, there are a smattering of reports describing individuals with reactivation of ocular disease years after they have left regions of the world where trachoma is endemic (reviewed by Taylor [2008]). One might predict that if a dormant form of \textit{C. trachomatis} could reactivate and cause trachoma, this type of presentation would be frequently reported; but it is not. In sharp contrast, everyone who is infected with vivax malaria runs the risk of reactivated infections. The hypnozoite is part of the \textit{P. vivax} developmental process within the mammalian host; but there is little evidence that there is an analogous dormant but reactivatable stage of chlamydial infection.

Interestingly, there may be a developmental form of \textit{Chlamydia}, at least for \textit{Chlamydia psittaci}, that resembles a hypnozoite. This is the "cryptic" form originally described by Moulder in the late 1970s (Moulder et al., 1980) in a mouse fibroblast cell culture model, which has been completely understudied since. Cryptic chlamydiae emerge after the developmental cycle is complete and the host cell population experiences "wipeout." That is to say, virtually all of the host cells in the cell culture population support a productive infection and are then destroyed, releasing infectious elementary bodies (EBs). However, if one saves the flask and adds fresh medium that is allowed to incubate, a new population of host cells will emerge in about 2 weeks. Interestingly, these cells are not capable of being reinfected by the same strain that yielded the initial wipeout. This might very well be because the surviving host cells are variants that no longer take up the invading strain; but the curious finding that Moulder noticed was that if the incubation time is extended for another 2 weeks or so without the reinfecion step, the cells eventually become infected with chlamydiae again and another wipeout soon follows. The conclusion drawn from these
studies was that the surviving host cells harbor cryptic chlamydiae, which initiate a new round of productive infection under favorable environmental conditions. The search for cryptic chlamydiae during the initial stages of host cell regrowth proved futile, and therefore the cryptic form of the pathogen was proposed by inference. These interesting observations have never been properly followed up and are worthy of reexamination.

Are there cryptic chlamydiae that emerge during a natural infection and act in a manner similar to that of hypnzoites? Unfortunately, the appropriate in vivo investigation has not been done. An important lesson that can be drawn from these studies is that it may be dangerous to base any type of disease property exclusively on in vitro findings, but unfortunately this has been done time and time again for Chlamydia. The case of cryptic chlamydiae may simply represent a cell culture-based mechanism for survival of the pathogen. If cryptic chlamydiae exist in nature, they might be unique to C. psittaci and related species (Moulder never found the equivalent in C. trachomatis infections [Lee and Moulder, 1981]). Therefore, reactivation of bird infections, genital infections in sheep, or intestinal infections in swine might be a good method to look for these enigmatic chlamydial developmental forms with unique properties.

**Toxoplasmosis**

*Toxoplasma gondii* is an obligate intracellular protozoan parasite that is acquired by eating undercooked meat (mainly pork and lamb, but also beef) containing *Toxoplasma* cysts or by ingesting mature oocysts associated with cat feces, felines being the definitive host for *T. gondii* (Montoya and Liesenfeld, 2004). Congenital transmission places the fetus at risk for serious disease as the parasite can enter the fetal circulation by infection of the placenta when maternal primary disease occurs during gestation. Infection also can occur as a result of organ transplant from an asymptomatic, seropositive donor to a seronegative recipient. This is because once the acute stage of the disease has resolved (often asymptomatic in immunocompetent individuals), the infection goes into a persistent phase characterized by the presence of slow-growing forms, contained within an intracellular cyst-like structure. These developmental forms are called bradyzoites to distinguish them from the fast-growing tachyzoites that characterize acute infections. This latent or persistent stage of *T. gondii* development is a critical component in the pathogenesis and transmission of this parasite. The significance of the bradyzoite form of the parasite became apparent when it was recognized that transmission frequently occurs via ingestion of contaminated meat (reviewed by Sullivan et al. [2009]), but the clinical significance of tissue cysts was not recognized until immunosuppression became more frequent as a result of organ transplantation or cancer therapy. Then, when AIDS emerged as a major new immunosuppressive disease, reactivated toxoplasmosis became one of the most frequently encountered opportunistic infections in AIDS patients with low CD4+ cell counts (Sullivan et al., 2009; Weiss and Kim, 2000).

**WHAT ABOUT CHLAMYDIAE?**

There are many analogies between *Toxoplasma* and *Chlamydia*, as these two intracellular pathogens represent remarkable examples of convergent evolution of very different life forms. *Toxoplasma* and *Chlamydia* both invade a variety of host cell types, ranging from epithelial cells to mononuclear phagocytes. They both reside within the confines of a cytoplasmic vesicle termed the parasitophorous vacuole in the case of *Toxoplasma* and the inclusion in the case of *Chlamydia*. They both initiate a sequence of events that probably starts during the uptake process to prevent lysosomes from fusing with the pathogen-containing cytoplasmic vesicle, thus sequestering themselves from host cell-specific antimicrobial factors. They both cause extensive remodeling of vesicle membranes and initiate reprogramming events that alter host cell physiology to the benefit of the pathogen.

Given the similarities of their intracellular niches, it may not be too surprising that
intracellular growth of both of these pathogens can be curtailed by similar immune mechanisms. Both are affected by intracellular starvation conditions imposed by induction of a tryptophan-decyclizing enzyme IDO (indoleamine 2,3 dioxygenase), which is induced in the presence of the immune-regulated cytokine gamma interferon (IFN-γ) (Byrne et al., 1986; Pfefferkorn et al., 1986). This may not be completely unique to Chlamydia and Toxoplasma (for example, see Peng and Monack, 2010), yet it represents a nutrient starvation-based mechanism to slow intracellular growth without pathogen eradication. The idea that the induction of IDO by the host cell, through the innate or acquired immune response, and the reversible inhibition of intracellular growth contribute to the development of Toxoplasma bradyzoites and development of slow-growing aberrant chlamydial forms is a compelling model for the development of persistence. Unfortunately this model is also overly simplistic. Bradyzoite development in Toxoplasma is by no means fully understood but is thought to be a stress response regulated by a multilayered cascade of steps that involves production of an intracellular protective “cyst” coat around the parasitophorous vacuole, a shutdown of general protein synthesis, and interference with replication (Montoya and Liesenfeld, 2004; Sullivan et al., 2009; Weiss and Kim, 2000). It is also known that the likelihood of bradyzoite formation is to some extent strain-dependent, with slower-growing, less virulent strains being more adept at shifting from the tachyzoite to the bradyzoite stage (Soete et al., 1994; Howe and Sibley, 1995). Depletion of intracellular tryptophan via IDO may contribute to this morphogenesis, but the reversible shift between a tachyzoite and a bradyzoite is thought to be stochastic, with intact immunity better able to control the tachyzoite stage.

The details of cell culture models of chlamydial persistence have been reviewed extensively (for examples, see Beatty et al., 1994; Hogan et al., 2004; Wyrick, 2010; and Schoborg, 2011), and correlations to in vivo conditions have been developed (Hogan et al., 2004). The overall process involves virtually complete absence of intracellular replication, the appearance of greatly enlarged aberrant reticulate body (RB) forms, and dramatic re-programming of protein expression patterns. There are some data to support altered transcriptional patterns (Mathews et al., 2001; Gerard et al., 2004; Goellner et al., 2006; Maurer et al., 2007), disconnected transcriptions and translation (Ouelette et al., 2006), and regulated gene expression via noncoding small RNAs during cell culture-induced chlamydial persistence (Abdelrahman et al., 2011). However, little is known about structural changes to the inclusion membrane, and there are no reports of clinical complications stemming from chlamydial reactivation in immunocompromised individuals. In fact, in most natural animal infections in which persistence has been documented, the persistent state is associated with asymptomatic infection (Pospischil et al., 2009; Reinhold et al., 2010, 2011). A notable exception may be persistence of chlamydiae in ewes subsequent to infectious abortion, where the persistence of the pathogen is thought to contribute to diminished reproductive capacity and genital tract pathology (Papp and Shewen, 1996, 1997). Thus, although stress-induced (through nutrient deprivation, temperature shifts, or changes in host cell physiology as a result of immune-regulated cytokines), slow-growing developmental forms of Toxoplasma and Chlamydia share common features, the bradyzoite-containing Toxoplasma cyst and the aberrant RB-containing inclusion are clearly not equivalent. The Toxoplasma cyst is the main reason why Toxoplasma infections are incurable. Cysts survive passage through the stomach, are impervious to host immunity and drug treatments, and allow the parasite to persist benignly. Yet bradyzoites remain infectious and are capable of reactivating and being efficiently transmitted. In contrast, aberrant RBs observed in the cell culture model of chlamydial persistence have not been shown to reactivate in the context of chlamydial disease. If persistence were a major feature of
chlamydial genital tract disease, associations between reactivated infections and immune suppression should be evident. This is not the case in general, although there is at least one report showing that HIV-infected sex workers with depleted CD4+ T cells have a higher risk of pelvic inflammatory disease (Kimani et al., 1996). It may be that the interaction between chlamydiae and their host is more subtle, but compelling arguments for in vivo persistence in human chlamydial diseases have not been made. In addition, there remains an unexplained gap between in vitro descriptions of persistence and clinical disease syndromes, and more details are needed about the growth state of persistent chlamydiae in vivo and its pathologic consequences on the host.

**Syphilis**

*Treponema pallidum* is a human-specific microaerophilic spirochete that causes syphilis. Since the mid-19th century, this sexually transmitted infection has been recognized to progress through three distinct stages, referred to as primary, secondary, and tertiary syphilis (reviewed by Singh and Romanowski [1999]). Syphilis is one of the best-described infectious diseases, with a long history of academic and practical interest, including the infamous infectious diseases study carried out by the well-intentioned 18th century British physician John Hunter, who set out to demonstrate that the signs and symptoms of what turned out to be a mixed infection by *N. gonorrhoeae* and *T. pallidum* were caused by *N. gonorrhoeae* (Hunter, 1818). This experiment seems to be a little like testing the laws of gravity by jumping off a bridge to assess the effects of acceleration. The foolhardy nature of the investigation was made worse by the fact that Dr. Hunter was wrong. The good doctor suffered not only from gonococcal infection but also from syphilis, an unfortunate segue since syphilis was an incurable disease with life-threatening complications at that time (Singh and Romanowski, 1999; Baughn and Musser, 2005; LaFond and Lukehart, 2006). Other 18th and 19th century investigators completed their studies without delusions of grandeur. Philippe Ricord is credited with the first accurate account of primary, secondary, and tertiary syphilis in 1837, a time that predated popularization of the germ theory of disease by such luminaries as Robert Koch, Louis Pasteur, and Rudolf Virchow (reviewed by Baughn and Musher [2005]).

Syphilis is a multistage disease. The progression of syphilis, from the primary lesion through the tertiary stages of disease, is an extremely well-studied example of the natural history of a chronic infection. The primary lesion appears within 2 or 3 weeks of sexual exposure to an infected individual. It initially appears as a red, painless papule that progresses to an ulcerative chancre, which is loaded with treponemes and often has an exudate and an indurated margin. The primary lesion occurs most frequently in the genital, perianal, anal, or oral area as a reflection of recent sexual activity. At this early stage of the infection the organisms have already disseminated throughout the body via the lymphatics and the bloodstream, although it is not yet clinically apparent. Unless present in an obviously visible location, primary lesions often go unnoticed and will spontaneously heal within a month or two without treatment.

Despite the disappearance of the primary lesion, the infection may not have been cleared, and 25% of patients with untreated primary syphilis will develop secondary syphilis. The lesions of secondary syphilis result from hematogenous dissemination of treponemes from the primary chancre. Generally, secondary lesions appear 2 to 3 months after the initial appearance of the primary lesion and manifest as a variety of skin rashes containing transmissible treponemes. The general sequence is for a macular rash to erupt into papular lesions. Secondary syphilis is basically a systemic disease that also includes a variety of nonspecific complaints that accompany the dermatologic manifestations. Although the presence of treponemes in secondary lesions is plentiful, as demonstrated by dark-field microscopy or nucleic acid detection methods, the lesions spontaneously resolve within 1 or 2 months.
The next stage in the progression of disease is latency, characterized by continuous seroreactivity in the absence of symptoms. Sometimes reactivation of secondary syphilis can occur during this time, usually within 1 year of the initial secondary episode. If latency continues for more than a year, this is referred to as late latent syphilis. Individuals who have late latent syphilis are refractory to reinfection. However, following successful treatment, patients are susceptible to reinfection.

Tertiary syphilis, although mainly of historic importance, represents an excellent example of how progressive inflammation may manifest decades after the initial infection. As early as 2 years after primary infection, granulomatous nodular lesions may develop in the skin, bone, or other tissue. These are referred to as gummas. *T. pallidum* can be identified in these lesions, and the lesions resolve when antibiotics are administered (LaFond and Lukehart, 2006). Cardiovascular and late neurologic complications can develop 20 to 30 years after exposure. Historically, cardiovascular syphilis was responsible for the majority of deaths due to this infection. Late neurologic complications lead to personality disorder (e.g., delusions of grandeur—get it now!), impaired movement (general paresis), and muscle weakness resulting from nerve damage (tabes dorsalis). The presence of the pathogen has only rarely been identified in tertiary syphilis, but PCR methods have been used to demonstrate the presence of the organism in cardiovascular disease (O'Regan et al., 2002).

*T. pallidum* may be one of only a very few bacterial pathogens that is more difficult to work with than *Chlamydia*. We are more than 100 years removed from the initial specific identification of *T. pallidum* as an important human pathogen, and it still has not been routinely cultivated except by inoculation into experimental animals (reviewed by LaFond and Lukehart [2006]). The organism is virtually impossible to keep alive in vitro. However, in an in vivo infection, it rapidly disseminates from the skin via lymphatic and bloodstream invasion. Within an infected individual, it replicates and survives for lengthy periods of time, initiating an inflammatory cascade that may have dire consequences for the host in the absence of any well-established traditional virulence factors. It is almost entirely unclear how this pathogen has been so successful in the human host, although it is likely that a small proportion of infecting pathogens resist macrophage ingestion and killing. It is this subpopulation that survives subsequent to secondary stages of disease, maintains treponemal latency, and ultimately contributes to the development of tertiary syphilis. There are indications that a family of treponemal outer envelope proteins (Teps) may undergo antigenic variation via gene conversion mechanisms and that expression of different Tpr variants are important in changes the pathogen undergoes in surviving through to latency and tertiary stages of disease (LaFond and Lukehart, 2006).

**WHAT ABOUT CHLAMYDIAE?**

Syphilis is the ultimate example of a chronic clinical syndrome (primary, secondary, latency, and tertiary phases) that was well described before anything was known about the properties of the pathogen that might contribute to the disease process. Even today, very little mechanistically is known about how *T. pallidum* orchestrates progression from a primary chancre to tertiary disease. Perhaps the stages of trachoma come closest to mimicking the distinct stages of syphilis, but for trachoma, the pathologic changes that accompany disease progression are very different from those seen with syphilis. The presence of the pathogen is required for each stage of syphilis. For trachoma, it is clear that follicular scarring, a process that occurs relatively early in the pathogenesis of disease, sets the stage for eyelid deformities, trichiasis, and corneal abrasion. Blinding trachoma is a direct function of mechanical malfunctions of the eyelid and eyelashes that may be exacerbated by events unrelated to chlamydial infection per se but are rather a function of other infections or even irritants like sand or grit. Certainly there is nothing described in the pathogenesis of trachoma that would suggest
either dissemination or long-term persistence of the pathogen. Trachoma is best thought of as an acute conjunctival infection of the very young, where repeated exposures lead to follicular scarring resulting in mechanical deformities that culminate in abrasions of the cornea and may lead to blindness. If ocular C. trachomatis infection does persist, it is rare, because literally millions of exposed individuals leave regions of endemicity for trachoma, yet reports of positive cultures in individuals having lived for years afterwards in regions of nonendemiocity are few; and even in these cases aberrant forms (persistence) have not been identified.

It is known that some women who recover from chlamydial genital tract infections may harbor the organism for more than a year (McCormack et al., 1979; Oriel and Ridgway, 1982b). However, in these cases it is always difficult to sort out reinfection from persistent infections; and, as of yet, there is no clear chlamydial persistence phenotype that is associated with chronically infected women. In addition, unlike syphilis, a distinct clinical syndrome that requires long-term persistence from a primary infection for chlamydial genital tract infection has not been described.

Infections caused by Chlamydia pneumoniae may have disseminating chronic manifestations (Watson and Alp, 2008), and these conditions (e.g., heart disease and atopic asthma) implicate the presence of persisting forms of the pathogen, especially in either macrophages, endothelial cells, or smooth muscle cells in atherosclerotic plaque of the coronary arteries (Watson and Alp, 2008; Mahoney and Coombes, 2001). C. pneumoniae has been identified, although rarely cultivated, in atherosclerotic plaques. Although in vitro and in vivo studies suggest that C. pneumoniae can persist in infected cardiac tissues (Watson and Alp, 2008; Mahoney and Coombes, 2001), these findings have been disputed (Regan et al., 2002; Leen and Hoymans, 2005). If these organisms causally contribute to heart disease, then the microbiology of the disease must be very different from that of chronic syphilis since secondary and tertiary stages of syphilis respond to antibiotics, while, at least for treatment of heart disease patients, antibiotics effective against chlamydiae do not prevent secondary events (collated by Song et al. [2008]). A role for C. pneumoniae in other chronic diseases, such as nonatopic asthma or neurologic diseases, has not been studied in a prospective manner and remains highly speculative at this time both in terms of a true role for chlamydiae and for the presence of persistent chlamydiae.

On the other hand, veterinary chlamydial infections, including C. suis infections of swine, C. psittaci infections of birds, or Chlamydia abortus and Chlamydia pecorum infection of livestock may have true persistent components. For example, the presence of classic aberrant chlamydial developmental forms (Fig. 2) has been documented in the gastrointestinal tract of pigs that have C. suis infection (Pospischil et al., 2009), and short-term antibiotic treatment of infected animals is not effective in eliminating subclinical infection (Reinhold et al., 2011). Evidence for the development of antibiotic resistance to tetracyclines via acquisition of resistance gene cassettes has been reported for C. suis (Lenart et al., 2001). Is it possible that one of the consequences of the presence of persistent forms is competence for genetic exchange? C. abortus, a sexually acquired infection in sheep, is a major cause of infectious abortion. Chronic chlamydial infection of the reproductive tract of ewes that experience pregnancy failure has been reported to limit the breeding life of affected ewes and eventually results in upper genital tract pathology (Papp and Shewen, 1997). It is unfortunate that a detailed characterization of the nature of chlamydial development in chronically infected ewes has not been done. Are these persistent infections, and is there an equivalent in the upper genital tract of women who harbor C. trachomatis?

Are there chlamydial attributes that are similar to those perceived to be important in the development of syphilis latency? The chlamydial Pnp family of proteins may share features with the T. pallidum Tpr family. It is known that some chlamydial Pnp family members are surface expressed and may be developmentally regulated. Pnp expression in vivo has been
FIGURE 2  Chlamydial inclusions in intestinal enterocytes of naturally infected swine. (A) Lower-magnification electron micrograph showing both a typical inclusion (indicated by arrow) with an abundance of dense EBs and inclusions containing somewhat enlarged RBs (arrowheads). (B) Higher-magnification electron micrograph showing an inclusion containing typical EBs and RBs, in addition to enlarged, aberrant RBs (arrowheads). It is interesting that both normal and abnormal developmental forms are seen, as if persistence is a stochastic event for C. suis infecting the pig intestine. Images generously provided by Andreas Pospischil, University of Zurich. doi: 10.1128/9781555817329.ch12.2.
investigated by assessing immune responses to these proteins (Tan et al., 2009). In vivo studies are needed to determine if subsets of chlamydial Pmps are associated with acute versus chronic disease.

**Tuberculosis**

Tuberculosis is a chronic disease caused by the bacterium *Mycobacterium tuberculosis*. Recognition of asymptomatic carriage punctuated by episodes of active infection is very well described in the literature, with a rich history of both clinical and basic investigations. Control of tuberculosis is a function of the immune response and the development of granulomas, generally in the lung, consisting of a necrotic core surrounded by immune effector cells. Tubercle bacilli are often found in the necrotic core, existing under highly hypoxic conditions (Chao and Rubin, 2010). Reactivation of disease is a result of interference with the immune response. Identification of immune mechanisms that control primary infection and prevent reactivation is an area of intense investigation (Lin and Flynn, 2010). Studies of the natural history of tuberculosis and the cell and molecular biology of the pathogen have provided us not only with a fundamentally precise understanding of disease progression but also with an excellent lexicon of terms that help to precisely define disease status and characterizations of the pathogen in ways that help understand shifts in disease state. For example, according to Chao and Rubin (Chao and Rubin, 2010) latency and reactivation reflect disease states, whereas dormancy and resuscitation reflect pathogen phenotypes. Latency is defined as "a state of asymptomatic infection characterized by low bacterial counts and a lack of clinical signs of disease." Reactivation is defined as "the transition from asymptomatic *M. tuberculosis* infection to visible signs of active disease." Dormancy is defined as "a state of nonreplication that is characterized by long-term viability despite metabolic down-regulation." Resuscitation is defined as "a metabolic transformation from a relatively inert, nonreplicating state into an actively dividing state." According to these definitions, pathogen dormancy correlates with latency and pathogen resuscitation correlates with reactivation.

Tuberculosis researchers have successfully exploited molecular genetic techniques to understand conditions that elicit pathogen dormancy. Knowledge of how *M. tuberculosis* modulates gene expression and metabolism to enter and exit the nonreplicating dormant state has then been applied to develop in vivo models of latency and reactivation. Environmental factors that trigger dormancy include starvation for nutrients and hypoxia (Chao and Rubin, 2010; Shleeve et al., 2004; Wayne and Sohaskey, 2001). When these stress-related conditions are applied to *M. tuberculosis*, striking metabolic reprogramming occurs, including upregulation of stress response genes and downregulation of many central metabolism genes. Microarray studies have provided evidence for a hypoxic regulon called dos (an acronym for dormancy survival) (Voskuil et al., 2004). The dos regulon includes activation of genes needed for catabolism of novel carbon sources, including fatty acids and cholesterol (Chao and Rubin, 2010). Mutants unable to control the dos regulon do not resuscitate from hypoxia normally (Kumar et al., 2007) and have a defect in a two-component signaling system regulator called DosR (also known as DevR). Activity controlled by dos eventually matures into a longer-term hypoxia response controlled by a stress-related sigma factor (Rustad et al., 2008). Some of the dos-regulated genes are thought to restrain virulence by slowing down bacterial growth. DosR-mediated events also may confer phenotypic resistance to antibiotics via toxin-antitoxin mechanisms that involve rapid mRNA degradation when the levels of the toxin gene product exceed those of the antitoxin (Ramage et al., 2009).

Resuscitation from dormancy involves up-regulation of enzymes that alter peptidoglycan structure. It is known that dormancy results in a peptidoglycan structure that is cross-linked differently from that found in vegetative cells.
It is thought that this creates a more stable cell wall for dormant-phase organisms. Switching to the vegetative form of peptidoglycan produces a muropeptide ligand that initiates a signal transduction cascade, which leads to metabolic upregulation and thereby facilitates resuscitation (Chao and Rubin, 2010; Lavollay et al., 2008).

It is very clear that *M. tuberculosis* reactivates from a latent state and that this results in episodes of active disease. The roles of in vitro-defined dormancy and resuscitation have not yet been proven to be the mechanisms that account for latency/reactivation disease states of tuberculosis. However, the investigation of programmed changes in the pathogen’s growth status is a logical strategy toward understanding active versus latent tuberculosis, as it involves the pathogen responding to environmental cues that ultimately reflect changes in the immune status of the host.

**WHAT ABOUT CHLAMYDIAE?**

Clinical data for chlamydial infections do not provide strong support for alternation between active and latent states, except perhaps for *C. psittaci* infections in birds under highly stressed conditions in the abattoir, which may cause reactivation of latent gastrointestinal infection. This potentially interesting example of reactivation has not been systematically studied, and very little is known about either the status of the host or the status of the pathogen under conditions of latency or reactivation for avian infections.

An alternative possibility is that active chlamydial infection may irreversibly transition into latent disease without any possibility of reactivation. Perhaps female genital tract infections best exemplify this scenario. Active chlamydial infection must occur in the lower genital tract. It is there that chlamydiae are required to complete a productive infectious cycle (EB → RB → EB) to be effectively transmitted. In contrast, transmission is never associated with upper genital tract disease, and therefore the necessity of completing the developmental cycle to yield infectious EB populations is not an essential component of chlamydial infection of the upper genital tract. Thus, latency in the form of persistence or development of other metabolically dormant phenotypes would not compromise transmissibility, since the upper genital tract is, in effect, a dead-end locale.

The problem with this scenario is that data have not been obtained to determine if R Bs, cryptic chlamydiae, or noninfectious aberrant forms are enriched in upper genital tract disease. But can we take some cues from the work done in tuberculosis research to assess pathogen phenotypes that are programmed according to environmental modulation to gain insights into the pathogenesis of chlamydial genital tract infections in women? It turns out that much like what has been seen in studies on *M. tuberculosis* dormancy in vitro, chlamydiae may have a way of regulating a productive versus a nonproductive growth status. Indeed the development of acquired immunity in the form of Th1-dependent immune-regulated cytokines induces changes in the physiology of the infected host cell known to elicit persistent chlamydial growth in vitro. We come once again to the IFN-γ-mediated induction of IDO, the intracellular degradation of tryptophan, and its effects on chlamydial growth (Beatty et al., 1994). The development of aberrant chlamydial growth under these conditions, all done in cell culture models, provides a potentially physiologically relevant mechanism for the induction of chlamydial latency. The relevance of this model of chlamydial persistence was bolstered by chlamydial proteome studies (Shaw et al., 2000) and genome-sequencing studies (Caldwell et al., 2003). These studies demonstrated that (i) *C. trachomatis* has a partial tryptophan operon that is activated under conditions of tryptophan starvation and (ii) the required substrate for the production of tryptophan, a required amino acid, is indole (Wood et al., 2003). Neither chlamydiae nor the mammalian host can make indole, but intriguingly, members of the vaginal microbiota are very often indole producers. With these findings, in vitro observations made without in vivo correlations begin to make sense.
Now we have a scenario where chlamydiae have evolved a mechanism that utilizes the polymicrobial environment in the lower genital tract to overcome tryptophan starvation induced by the host immune response. This mechanism involves the ability of chlamydiae to sense tryptophan availability through the requirement of this amino acid as a corepressor for the transcriptional regulator TrpR. When tryptophan is readily available, TrpR represses expression of the enzyme tryptophan synthase from the partial tryptophan operon of genital C. trachomatis (Carlson et al., 2006; Akers and Tan, 2006). However, when the host cell induces IDO and degrades tryptophan to inhibit chlamydia growth, the absence of tryptophan prevents TrpR from functioning as a repressor and allows tryptophan synthase to be expressed. Indole, provided by the polymicrobial environment of the lower genital tract, can then be used as a substrate for production of tryptophan, allowing normal chlamydia growth and generation of infectious progeny. In the upper genital tract, however, other microbial flora may not be present and chlamydiae may be unable to overcome IDO-induced tryptophan starvation. But this is of little importance to the chlamydiae that reside in this locale, since a productive infection in the upper genital tract is not important for transmission. These differences in the pathogen phenotype at different sites in the female reproductive tract may explain some fundamental features of chlamydial genital disease: productive infection in the lower genital tract leads to spread, while a nonproductive persistent infection may lead to smoldering inflammation, which is a hallmark of chlamydial upper genital tract disease in women.

This is a compelling story that builds on cell culture systems of immune effector functions, the development of chlamydial persistence in vitro, and chlamydial genomic and gene regulation studies. Indeed, the implication that the evolution of this genital tract pathogen involves the need to acquire tryptophan in a way that engages polymicrobial involvement is often overlooked in infectious disease research. But let us step back from this hypothetical example of how chlamydial genital tract disease in women may occur and consider what is actually known. We speculate about the role of immunoregulated cytokines in altering chlamydial growth to induce persistence. All data about this part of the story are from cell culture systems, and in vivo correlates have not been established. We discuss the inducible partial tryptophan operon and indole requirements as if this is what actually is occurring in vivo, but correlates between indole-producing microbiota and chlamydial EB production as defined by infectivity assays have not been obtained. We consider the differences in indole-producing microbiotas between upper and lower tract compartments, but this remains speculative; and we conclude that persistent forms may account for the insidious inflammation associated with upper genital tract disease in women, but we have not identified persistent infections as contributing factors to chlamydial genital tract disease in women. The problem is not that the hypotheses concerning chlamydial persistence and disease status are not attractive but that required in vivo data are lacking. If nonproductive, long-lasting chlamydial phenotypes are residing in cells of the upper genital tract of women with chlamydial disease, then these forms must be identified either in an appropriate animal model or in specimens taken from patients. If conversion from productive to nonproductive, persistent infections is impacted by the genital tract microbiota and its capacity to produce indole, then investigation of the metabolome of the genital microbiota in women and the status of chlamydial infections should be done. These studies are necessary to support or refute the role of persistent infections in chlamydial disease.

**Typhoid Fever**

Typhoid fever is a systemic infection caused by *Salmonella enterica* serovar Typhi and acquired via the oral route (Monack et al., 2004b). Infection is characterized by inflammation in the small intestine at Peyer's patches. This intestinal compartment, comprised of lymph
nODULES DESIGNED TO PROVIDE ANTIGEN SAMPLING
FOR MACROPHAGES, DENDRTIC CELLS, AND T AND B
LYMPHOCYTES, IS THE SITE OF SALMONELLA SEROVAR
TYPHI DISSEMINATION, WHERE PHAGOCYTES ARE
INFECTED WITHIN THE LAMINA PROPIA. INFECTED
PHAGOCYTES GAIN ACCESS TO THE LYMPHATICS AND
BLOODSTREAM, RESULTING IN SPREAD OF THE INFECTION
TO THE LIVER, SPLEEN, GALL BLADDER, AND BONE
MARROW. SOME INDIVIDUALS BECOME LIFELONG
CARRIERS, PERIODICALLY SHED SALMONELLA TYPHI IN
THEIR STOOLS, AND ARE THEREFORE IMPORTANT RESERVOIRS OF INFECTION (SIMMOTT AND TEALL, 1987).
THE CARRIER STATE IS CHARACTERIZED BY A ROBUST
 IMMUNE RESPONSE TO SEROVAR TYPHI AND THE
ABSENCE OF DISEASE SYMPTOMS. STUDIES OF PER­
sistent SALMONELLA DISEASE IN MICE INDICATE THAT
PERSISTENCE IS A FUNCTION OF THE CAPACITY OF THE
PATHOGEN TO SURVIVE IN MACROPHAGES (MONACK
ET AL., 2004A), AND AT LEAST FOR NONTYPHOIDAL SAL­
MONELLA, MACROPHAGE PERSISTENCE CONTRIBUTES TO
INCREASED DISEASE SEVERITY IN AIDS PATIENTS
(GORDON, 2008). IT IS ALSO KNOWN THAT MACRO­
PHAGE PERSISTENCE REQUIRES THE SP11 AND SP12
TYPE THREE SECRETION (T3S) SYSTEMS AND EFFECTOR
GENE PRODUCTS THAT HELP RESIST THE EFFECTS OF
ANTIMICROBIAL PEPTIDES AND PHAGOCYTE OXIDASES
AND OTHER ANTIMICROBIAL EFFECTS (MONACK ET AL.,
2004B; HENSEL, 2000).

WHAT ABOUT CHLAMYDIAE?
Persistent salmonellae reside in monocytes and macrophages. There are reports of chla­
mydialae existing as persistent, aberrant RBs in macrophages in the joints of patients with
reactive arthritis (CARTER AND HUDSON, 2010), but the characteristics of the pathogen within
infected joints have not been established. Reactive arthritis is an illness characterized by
joint inflammation occurring shortly after gastroenteritis caused by gram-negative bacteria
or genital infections caused by C. trachomatis (TOWNES, 2010).

MEMBERS OF THE GENUS SALMONELLA ARE ABLE TO
EFFECT CHANGES IN HOST CELL FUNCTION AFTER INFECTION BY VIRTUE OF THEIR T3S SYSTEM, WHICH IS
DESIGNED TO DELIVER PATHOGEN-PRODUCED EFFECTORS INTO MEMBRANE STRUCTURES AND CYTOPLASM
OF THE HOST CELL. CHLAMYDIA, LIKE SALMONELLA,
POSES A T3S SYSTEM, AND SECRETED EFFECTORS
HAVE BEEN SHOWN TO MODULATE HOST CELL FUNCTION (HOWER ET AL., 2009; MITEL ET AL., 2010).
ONE IMPORTANT CRITERION FOR LONG-TERM PERSISTENCE IS THE ABILITY TO MAINTAIN A STABLE RELATIONSHIP WITH THE INFECTED HOST CELL OVER A LONG TERM. INTRACELLULAR CHLAMYDIAE ARE REPORTED TO PRODUCE INFECTED HOST CELL PHYSIOLOGY TO ACTIVELY ELICIT AN ANTIPAPPTOTIC STATE, ESPECIALLY UNDER CONDITIONS OF NONPRODUCIVE, PERSISTENT GROWTH (BYRNE AND OJCIUS, 2004). THIS ACTIVITY MAY INVOLVE THE SECRETION OF CHLAMYDIAL EFFECTOR MOLECULES INTO THE HOST CELL CYTOPLASM VIA T3S. IT IS NOT KNOWN IF THIS MECHANISM OF HOST CELL REPROGRAMMING OCCURS IN VIVO OR IF IT IN ANY WAY CONTRIBUTES TO THE DEVELOPMENT OR MAINTENANCE OF CHRONIC CHLAMYDIAL INFECTIONS, BUT IT IS A FEATURE SHARED WITH SALMONELLA, A WELL-KNOWN CAUSE OF PERSISTENT DISEASE.

WHAT IN VIVO CONDITIONS FALL UNDER THE RUBRIC OF
CHLAMYDIAL PERSISTENCE?
Chlamydial infections of animals, including birds, sheep, swine, and bovines are common,
often subclinical and chronic, and are reported to have a measurable adverse impact on the
health and well-being of economically important livestock (POPSCHIL ET AL., 2009; REINHOLD
ABOUT THE GROWTH STATUS OF THE PATHOGEN IN THESE CHRONIC INFECTIONS. WORK ON C. SUI S
INFECTIONS IN SWINE HAS CLEARLY DEMONSTRATED THE PRESENCE OF CHLAMYDIAL INCLUSIONS CONTAINING
MORPHOTYPES THAT HAVE FEATURES IN COMMON WITH CLASSICAL CELL CULTURE-BASED CHLAMYDIAL
PERSISTENCE (POPSCHIL ET AL., 2009). THIS PROVIDES A RATIONALE FOR STUDY OF VETERINARY CHL­
AMYDIAL INFECTIONS TO GAIN A PERSPECTIVE ON HOW MODULATION OF PATHOGEN FUNCTION AND PRODUC­
TIVE VERSUS PERSISTENT INFECTION MAY RELATE TO THE PROBLEM OF CHRONIC CHLAMYDIAL DISEASE.
ROGER RANK AND COLLEAGUES (SEE CHAPTER 13, "IN VIVO CHLAMYDIAL INFECTION") HAVE SHOWN THAT C. MURIDANUM INFECTION OF MICE DEPLETED OF NEUTROPHILS PROMOTES THE DEVELOPMENT OF THE ABBRENT CHLAMYDIAL PHENOTYPE AND THAT NU/
Nu nude mice maintain long-term chronic *C. trachomatis* infections. Study of these models should be exploited more fully.

For human chlamydial infections, postgonococcal urethritis may provide an example of clinical persistence. Postgonococcal urethritis is defined as a persistent or recurrent sexually acquired urethral infection occurring in men who had been successfully treated for gonorrhea with beta-lactam antibiotics (Oriel and Ridgway, 1982a). Most of these patients were found to be positive for *Chlamydia*. This syndrome is now of historical significance because antichlamydial antibiotics are now routinely added to the treatment of gonococcal infections. However, when intracellular chlamydiae are exposed to penicillin or other beta-lactam antibiotics in vitro, they stop dividing and display the large aberrant phenotype associated with cell culture persistence (Matsumoto and Manire, 1970). While aberrant chlamydial forms have not been identified in postgonococcal urethritis, the detection of chlamydiae after treatment with beta-lactam antibiotics suggests that *C. trachomatis* may persist in the human host and reactivate to cause disease. This is not an insignificant observation, although it is curious that the best example of chlamydial persistence in human disease arises from an exogenous source of persistence induction (penicillin) rather than as a result of a pathogen-driven mechanism.

Curiously, there were no reports of the equivalent of post-gonococcal-treatment disease in women when it was established that *C. trachomatis* caused postgonococcal urethritis in the 1970s (Richmond et al., 1972). At that time there were reports to indicate that chlamydial cervicitis could persist for more than a year in untreated women who denied having had intercourse since their initially positive examination (McCormack et al., 1979). Geissler recently commented on the practical and ethical issues associated with human natural history of infection studies (Geissler, 2010). It is difficult to know with certainty the time at which initial exposure to the pathogen occurs or whether reinfections play a role. Most importantly, once the pathogen is identified, treatment, if available, must begin. In the absence of natural history studies, but with reasonable indications that persistence is important in upper genital tract disease in women, it is of critical importance to establish reliable biomarkers to help characterize the presence of chronic chlamydiae with a high degree of specificity and sensitivity.

**WHERE DO WE GO FROM HERE?**

We began this chapter by suggesting that chlamydiae were different from other pathogens. This chapter has posed the question of how similar or different chlamydiae are from other microbial pathogens that are also different from run-of-the-mill pathogens. All comparative examples chosen represent pathogens well established in causing persistent, chronic, or latent disease (Fig. 3). The pathogens selected for comparison here were chosen because we thought they provided excellent examples of chronic disease that have correlates with chlamydiae as assessed by cell culture models. But this list is by no means complete, and we may not even have chosen the best examples. Why not take the time to make your own list and see how chlamydiae are similar to or different from the pathogens that you select. It is fun—and educational!

Evidence suggests that chlamydiae also are different from the group of persistent pathogens described here, although they share features with many of them. There are very few examples of chlamydial infections that cause reactivation of infection in ways that have been described for vivax malaria, toxoplasmosis, or tuberculosis, except when the conditions for persistence are established exogenously, such as via induction of the persistence phenotype by administration of penicillin, setting the stage for postgonococcal urethritis, but apparently (and curiously) with no recognized equivalent in women. Similarly, chlamydial infections do not appear to progress through defined stages of primary, secondary, and tertiary disease in a manner similar to *T. pallidum* infection and syphilis, where stealth in avoiding immune
<table>
<thead>
<tr>
<th>Plasmodium vivax</th>
<th>Toxoplasma gondii</th>
<th>Treponema pallidum</th>
<th>Mycobacterium tuberculosis</th>
<th>Salmonella typhi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sporozoite -&gt; Hypnozoite -&gt; Schizonts</td>
<td>Tachyzoites -&gt; Bradyzoites</td>
<td>Bacterial surface proteins</td>
<td>Altered gene expression</td>
<td>Type three secretion system</td>
</tr>
<tr>
<td>Hepatocytes</td>
<td>Cyst</td>
<td>Antigenic variation of Tps</td>
<td>Enzymes</td>
<td>Differentiation: SPI of T3S and gene products</td>
</tr>
<tr>
<td>&gt;28 days</td>
<td>IFN-γ stress</td>
<td>Removal of IFN, stress</td>
<td>DogR regulation</td>
<td>Evidence for role in persistence</td>
</tr>
<tr>
<td>7 days</td>
<td>Dormancy</td>
<td>Resuscitation</td>
<td>Normal physiological structure</td>
<td></td>
</tr>
<tr>
<td>Chlamydia</td>
<td>Rbs</td>
<td>Variable expression of surface-exposed Pmps in vitro</td>
<td>PmpA-I</td>
<td>Resuscitation or reactivation of normal chlamydial growth</td>
</tr>
<tr>
<td>14 days</td>
<td>Aberrant Rbs 'Persistence' in vitro</td>
<td>Pmps</td>
<td>Cryptophan expression</td>
<td>Potential role in chlamydial persistence unknown</td>
</tr>
<tr>
<td>100% infection</td>
<td>Rbs/EBs</td>
<td>'Persistence' in vitro</td>
<td>PmpA-I</td>
<td></td>
</tr>
<tr>
<td>Cryptic chlamydia in vitro survives 'wiped out'</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIGURE 3** Factors contributing to persistence of other microorganisms and potential correlates in Chlamydia. Attributes of other microorganisms are shown in upper panels, and potential correlates in Chlamydia are shown in the corresponding lower panels. Please see the text for details.

elimination from an extracellular residence must be paramount.

Established examples of chronic chlamydial infections may share similarities with typhoid fever. The carrier state in typhoid fever is basically that of an asymptomatic shedder. This condition seems similar to chlamydial infections reported in swine and other livestock. In these cases, severe acute infections (e.g., infectious abortion) mature into chronic relationships between the microbes and the host with debatable pathogenic potential (Pospischil et al., 2009; Reinhold et al., 2011; Papp and Shewen, 1997). There are a number of available animal models that could be developed to study chronic chlamydial infections using natural infection models. These include studies of C. suis in pigs (Pospischil et al., 2009) and C. abortus in sheep (Papp and Shewen, 1996, 1997). Development of these models is likely to provide direct information relevant to swine and sheep infectious diseases and may provide insight relevant to human chlamydial infections. At the very least, we will learn how animal-infesting Chlamydia strains and diseases of livestock are similar to, or different from, human chlamydial strains and chlamydial diseases of humans.

But is there more to the relationship between chlamydiae and their hosts than currently meets the eye? Chimera is an interesting word. Sometimes it refers to something that is real and very abnormal, but usually it conceptualizes a creation in one’s mind, a figment of the imagination, a phantom from lost worlds—not an everyday reality. Antonyms for chimera include on the one hand terms like reality and truth but on the other hand terms like normal, ordinary, and regular. The mythological fire-breathing monster with a lion’s head, a goat’s body, and a serpent’s tail is the most common vision of a chimera; clearly a creature of dreams (or nightmares). But what of a microbial pathogen with the dormancy potential of P. vivax, the capacity to survive an immune response like T. gondii and M. tuberculosis, and a tendency toward asymptomatic carriage like Salmonella but with the potential for causing long-term consequences like T. pallidum? Is this a chimera or the definition of a highly successful, well-adapted pathogen that has found a novel way to survive within its host? Is this the definition of Chlamydia?

A major question continues to be where human C. trachomatis infections fit in the spectrum of acute versus chronic infection. Chronic stages of blinding trachoma represent a mechanical disorder where the pathogen is irrelevant once the lid distortion process begins. Reactive arthritis is clearly a chronic disease in which chlamydiae may be involved, and the story of C. pneumoniae and heart disease is well known. Urethritis and cervicitis may evolve into more chronic conditions, but natural history studies are difficult to conduct and relevant animal models are not well established vis-à-vis persistence. Upper genital tract disease in women may reflect chronic disease, but sorting through the process in the natural host is not practical or ethical. Animal models may be useful tools to better understand chlamydial persistence in the upper genital tract, but in vivo approaches have provided only limited information, thus far.

Systems biology studies are needed to address key questions that will link details regarding pathogen phenotypes and the development of chronic disease. In developing these types of strategies, it will be important first to carefully select an appropriate, tractable model host that reflects conditions relevant to the experimental questions under investigation. Mouse models probably represent the most valuable available tool because these animals can be genetically modified to suit the type of infection under investigation. The mouse as host may not be the only experimental system likely to yield a body of systems biology data; but it is relevant and highly tractable in that production of designer mouse strains featuring traits specific for best mimicking human disease is feasible, and data sets using mice lend themselves readily to bioinformatic and systems biology approaches. When “omics” tools are applied to the study of chlamydial disease, the problem of persistence and chlamydial disease severity may finally
mature to the point where reliable biomarkers are discovered that will enable translation to human infections in ways that will help us to better understand the true role of chronic infections in the repertoire of important human diseases that are caused by chlamydiae.
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Cytosolic bacterial pathogens require extensive metabolic adaptations within the host to replicate intracellularly and cause disease. In phagocytic cells such as macrophages, these pathogens must respond rapidly to nutrient limitation within the harsh environment of the phagosome. Many cytosolic pathogens escape the phagosome quickly (15–60 min) and thereby subvert this host defense, reaching the cytosol where they can replicate. Although a great deal of research has focused on strategies used by bacteria to resist antimicrobial phagosomal defenses and transiently pass through this compartment, the metabolic requirements of bacteria in the phagosome are largely uncharacterized. We previously identified a Francisella protein, FTN_0818, as being essential for intracellular replication and involved in virulence in vivo. We now show that FTN_0818 is involved in biotin biosynthesis and required for rapid escape from the Francisella-containing phagosome (FCP). Addition of biotin complemented the phagosomal escape defect of the FTN_0818 mutant, demonstrating that biotin is critical for promoting rapid escape during the short time that the bacteria are in the phagosome. Biotin also rescued the attenuation of the FTN_0818 mutant during infection in vitro and in vivo, highlighting the importance of this process. The key role of biotin in phagosomal escape implies biotin may be a limiting factor during infection. We demonstrate that a bacterial metabolite is required for phagosomal escape of an intracellular pathogen, providing insight into the link between bacterial metabolism and virulence, likely serving as a paradigm for other cytosolic pathogens.

Subversion of the hostile phagosomal environment is required for the survival of intracellular bacteria. Although bacterial strategies to resist antimicrobial phagosomal defenses have been studied in great detail (1, 2), the ways in which bacteria counter phagosomal nutrient limitation are largely unknown. This is especially true for cytosolic pathogens that are often in the phagosome for a very limited time (15–60 min), before escaping this compartment to reach their replicative niche in the cytoplasm. During this brief and dynamic time, it is unclear if cytosolic pathogens require sequestration of nutrients or synthesis of de novo metabolites to promote their virulence strategies and escape the toxic phagosome.

Francisella tularensis is a cytosolic intracellular Gram-negative bacterial pathogen that uses a multitude of mechanisms to evade phagosomal host defenses (3). This pathogen is highly virulent and causes the potentially fatal disease tularemia. Francisella novicida U112 and Francisella holarctica LVS (live vaccine strain) are less virulent yet highly related strains that are often used as models to study F. tularensis. Like other cytosolic bacterial pathogens, after initial contact with the host macrophage, Francisella spp. are taken up into a phagosome and rapidly escape (30–60 min) this compartment to reach and replicate within the cytosol (3–5). The mechanism by which Francisella escapes the Francisella-containing phagosome (FCP) is unknown; however, this process requires expression of the Francisella pathogenicity island (FPxi), a cluster of 17 genes encoding a putative type VI secretion system (T6SS) (6–8).

We previously identified FTN_0818, a hypothetical protein with no known function, as one of the most critical genes for F. novicida replication in mouse macrophages (9). We also identified FTN_0818 as being required for infection of mice using an unbiased genome-wide, in vivo negative selection screen (10), a finding later supported by another group as well (11). FTN_0818 was also identified in an intracellular replication screen in arthropod-derived cells (12). Here, we characterize FTN_0818 and highlight an adaptation of Francisella to the FCP by linking intraphagosomal metabolic requirements with rapid escape from this compartment.

Our studies demonstrate that FTN_0818 is required for growth in nutrient-limiting environments, and by use of a phenotypic microarray, we identified the enzymatic cofactor biotin as being able to fully complement the growth defect of the FTN_0818 mutant. The addition of exogenous biotin alleviated the requirement of FTN_0818 for rapid FCP escape, intracellular replication, and pathogenesis in mice. Our data suggest that biotin may be a limiting factor that, when absent, restricts cytosolic pathogens to the phagosome, blocking their escape and preventing them from reaching their replicative niche in the cytoplasm. We show that bacterial metabolism within the phagosome is vital for rapid phagosomal escape and likely serves as a paradigm for other cytosolic bacterial pathogens.

Results

FTN_0818 Is Required for Rapid Escape from the FCP and Intracellular Replication. The screens that identified FTN_0818 as being required for Francisella virulence used transposon insertion mutants that can have defects in genes other than the one targeted. We therefore wanted to validate the identification of FTN_0818 and constructed a clean deletion mutant in F. novicida (ΔFTN_0818). We infected macrophages and found that at 7.5 h postinfection (pi), wild-type (WT) bacteria replicated almost 10-fold, whereas ΔFTN_0818 was unable to replicate (Fig. S1). To ensure that this phenotype was attributable solely to deletion of FTN_0818 and not an unknown second-site mutation, we complemented the deletion strain with a WT copy of FTN_0818 and found that ΔFTN_0818 was indeed required for F. novicida replication in macrophages.

Several steps are required for Francisella replication in macrophages including passage through the highly nutrient-limiting FCP (13), and we set out to determine at which step ΔFTN_0818 was...
defective. To test whether \( \Delta FTN_{0818} \) had a deficiency in entry, we infected macrophages and determined the levels of intracellular colony-forming units at 30 min pi, before any bacterial replication occurs. WT, \( \Delta FTN_{0818} \), and the complemented strain were present at similar levels (Fig. 1A), demonstrating that \( FTN_{0818} \) is not required for initial uptake of \( F. novicida \) by macrophages.

Escape from the FCP is essential for Francisella to evade this nonpermissive environment to successfully replicate in the cytosol (4), and this process requires the expression of \( Fr \) pathogenicity island (FPI) genes. We, therefore, measured the expression of the FPI gene \( iglA \) during macrophage infection with either the WT or \( \Delta FTN_{0818} \) strain. At 30 min pi, \( iglA \) expression in the \( \Delta FTN_{0818} \) mutant was significantly lower than that in the WT strain, although its expression increased by 4 h pi (Fig. 1B). The kinetics of FCP escape correlated with this \( iglA \) expression defect. At 30 min pi, both WT and \( \Delta FTN_{0818} \) were almost exclusively (>95%) within phagosomes (Fig. 1E and Fig. S2). At 3 h pi, WT had largely escaped as >95% of the bacteria were cytosolic (Fig. 1 C and E), whereas \( FTN_{0818} \) was still almost completely retained within the FCP (Fig. 1D and E). However, \( \Delta FTN_{0818} \) escaped the FCP at 6 h pi after \( iglA \) expression increased in this strain (Fig. 1E). These results indicate that \( FTN_{0818} \) is required for WT expression of an FPI gene early in infection and subsequent rapid escape from the FCP, correlating with the severe growth defect of the \( \Delta FTN_{0818} \) mutant during macrophage infection.

**FTN_{0818} Plays a Role in Biotin Metabolism.** Because \( FTN_{0818} \) is required for regulation of \( iglA \) in the nutrient-limiting FCP, a process critical for escape from this compartment (Fig. 1B), and recent literature has emphasized the importance of the metabolic state of Francisella for virulence (14), we hypothesized that \( FTN_{0818} \) may play a role in the acquisition of nutrients or production of metabolites. To determine whether \( FTN_{0818} \) might be involved in these processes, we compared the growth of \( \Delta FTN_{0818} \) in rich [tryptic soy broth (TSB)] and defined minimal medium [Chamberlain’s medium (CHB; Table S1)] (15). We found that \( \Delta FTN_{0818} \) replicated to WT levels in TSB (Fig. S3A); however, it exhibited a severe growth defect in CHB in comparison with the WT and complemented strains (Fig. S3B). These data demonstrate that \( FTN_{0818} \) is specifically required for growth in a nutrient-limiting environment (13), suggesting that it may contribute to the acquisition and/or biosynthesis of nutrients that are required for growth in these conditions.

To determine whether a specific metabolite could complement the growth defect of \( \Delta FTN_{0818} \) in minimal media, we used a Biolog Phenotypic Microarray. As expected, the WT strain grew well in minimal medium (modified CHB), whereas the \( FTN_{0818} \) mutant did not (Fig. S4). Only biotin was able to complement growth of the \( FTN_{0818} \) mutant (Fig. S4). We further validated these results, showing that biotin complemented \( \Delta FTN_{0818} \) growth in CHB (Fig. 2A). These data suggest that the \( FTN_{0818} \) mutant has insufficient levels of biotin and that \( FTN_{0818} \) is involved in the acquisition or synthesis of biotin in \( F. novicida \).

Biotin is required for numerous metabolic pathways and is covalently attached (biotinylation) to proteins to facilitate their activity. Therefore, one method for quantifying biotin levels in bacteria is to measure the level of biotinylated proteins. Using immunoprecipitation with streptavidin, we quantified the total concentration of biotinylated proteins and detected much lower levels in the \( FTN_{0818} \) mutant compared with WT (Fig. 2B). Furthermore, exogenous addition of biotin to CHB restored the levels of biotinylated proteins in \( \Delta FTN_{0818} \) to those of the WT.

---

**Fig. 1.** \( FTN_{0818} \) is required for rapid phagosomal escape. (A and B) Macrophages were infected with the indicated strains, and colony-forming units were quantified at 30 min pi (A) or qRT-PCR was used to measure the expression of \( iglA \) and normalized to the expression of \( uvrD \) at 30 min and 4 h pi (B). (C and D) Transmission electron microscopy of infected macrophages at 3 h pi (arrows, intact FCP). (E) Phagosomal escape of WT (black) and \( \Delta FTN_{0818} \) (gray) was quantified 30 min to 6 h pi. One hundred bacteria per condition were viewed and the percentage of phagosomal escape was determined for three independent experiments. *P < 0.05; **P < 0.001; ***P < 0.0001.
pimelate was added to CHB, it rescued the growth defect of in the pathway, we tested whether pimelate could complement 2quired to generate the aforementioned valeryl side chain (Fig. 2). FTN_0818 is required for the production of pimelate and sub-9matic of the biotin biosynthesis pathway with the proposed placement of proteins in whole cell lysates of all strains was quanti-1ed after immuno-precipitation with anti-biotin antibodies. *P < 0.05; **P < 0.001. (C) Schematic of the biotin biosynthesis pathway with the proposed placement of FTN_0818 (steps before the generation of pimelate have not been defined in Francisella). (D) WT and ΔFTN_0818 were grown in CHB with or without pimelate and the OD600 was measured every hour.

Therefore, these data further suggest that the FTN_0818 mutant has a biotin deficiency.

Biotin biosynthesis in E. coli consists of two major steps: the well-characterized latter step involves the synthesis of two fused heterocyclic rings on a valeryl side chain, and the first step is dedicated to the acquisition of a pimelate moiety, which is required to generate the aforementioned valeryl side chain (Fig. 2C) [16]. To gain an indication of where FTN_0818 is required in the pathway, we tested whether pimelate could complement the growth defect of ΔFTN_0818 in CHB. Interestingly, when pimelate was added to CHB, it rescued the ΔFTN_0818 growth defect with a minor delay (Fig. 2D). These data suggest that FTN_0818 is required for the production of pimelate and subsequent biotin biosynthesis.

Biotin Alleviates the Requirement of FTN_0818 for Phagosomal Escape and Replication in Macrophages. We next tested whether exogenous biotin could also rescue the intracellular defects of the ΔFTN_0818 mutant. At 30 min pi, exogenous biotin complemented iglA expression in the ΔFTN_0818 mutant (Fig. 3A). We used immuno-fluorescence microscopy to determine whether FCP escape kinetics correlated with the rescue of iglA expression in the presence of biotin. We observed that ΔFTN_0818 had a phagosomal escape defect (Fig. 3B–G and K), similar to our previous results using electron microscopy (Fig. 1C–E). At 30 min pi, biotin-supplemented ΔFTN_0818 localized to the FCP (Fig. 3K). However, at 2 h pi, this strain was within the cytosol (Fig. 3H–K), similar to WT. These data clearly demonstrate that biotin is required for the rapid escape of Francisella from the FCP.

Because biotin rescued iglA gene expression and subsequent escape of the FTN_0818 mutant, and escape is required for intracellular replication, we tested whether biotin could also rescue replication. During macrophage infection, the WT strain replicated nearly 30-fold, whereas ΔFTN_0818 exhibited a severe replication defect (Fig. 3L), in agreement with our previous data (Fig. S1). However, when biotin was added to the macrophages at the time of infection, the ΔFTN_0818 replication defect was significantly complemented (Fig. 3L). We further tested whether pretreatment with biotin before infection would rescue the intracellular growth defect of the FTN_0818 mutant, or whether biotin had to be present during the infection. ΔFTN_0818 grown in CHB supplemented with biotin overnight, but without exogenous biotin during infection, was unable to replicate in macro- phages (Fig. S5). This demonstrates that biotin must be present at the time of infection to facilitate replication. These data show that biotin is required to promote escape when the bacteria are present within the FCP.

FTN_0818 Is Required for FCP Escape in Multiple Francisella Species. To determine whether the role of FTN_0818 was conserved in other Francisella species, we first generated a deletion mutant lacking the FTN_0818 ortholog, FTT_0941 (99% amino acid identity), in the human pathogenic Francisella tularensis strain SchuS4. Similar to our findings with F. novicida, the FTT_0941 mutant in F. tularensis had a defect in escape from the FCP (Fig. S6). However, when biotin was added to the media, the FTT_0941 mutant escaped with WT kinetics (Fig. S6). We also generated and tested a mutant in the live vaccine strain (LVS), a derivative of highly pathogenic F. holarctica. We found that the FTT_0818 ortholog, FTL_1266 (99% amino acid identity), was also required for LVS escape from the phagosome, as well as growth in minimal media, and that these phenotypes were complemented by biotin (Fig. S7A–D). Furthermore, FTL_1266 was also required for replication in macrophages (Fig. S7E), in agreement with the role of FTN_0818 in F. novicida. Together, these data highlight the conserved role of FTN_0818 in multiple Francisella species.

FTN_0818 Is Necessary for Pathogenesis in Mice, and This Requirement Is Alleviated by Biotin. We and others identified FTN_0818 as being required for Francisella virulence in mice using in vivo screens (10, 11). To validate these findings, we performed competition experiments in which a 1:1 mixture of the WT and ΔFTN_0818 or the complemented strain was used to infect mice. Forty-eight hours pi, ΔFTN_0818 levels were 1–2 logs lower in spleens compared with WT (Fig. 4A). In contrast, the complemented strain colonized the spleen of mice similarly to WT bacteria (Fig. 4A). We also infected mice with the WT or ΔFTN_0818 strain separately and determined that ΔFTN_0818 was attenuated 10-fold in the spleen (Fig. 4B) and almost 10-fold in the skin (Fig. 4C), compared with WT. In agreement, the FTN_0818 ortholog, FTL_1266, was required to reach WT LVS levels in spleens 48 h pi (Fig. S7F). Together, these results demonstrate the requirement of FTN_0818 for Francisella virulence in vivo.

To determine whether exogenous biotin could rescue the attenuation of the FTN_0818 mutant during in vivo infection, as we observed during macrophage infection, we added biotin to the inoculum. ΔFTN_0818 without biotin was attenuated nearly 10-fold compared with WT in the skin at the site of infection, whereas when biotin was added, ΔFTN_0818 was present at WT levels (Fig. 4D). Furthermore, addition of biotin resulted in rescue to levels similar as genetic complementation, as observed with the complemented strain (Fig. 4D). These results confirm that FTN_0818 is required for virulence in mice and that biotin can
alleviate this requirement. Taken together, we have characterized a metabolic protein that links the requirement for biotin in the phagosome with rapid phagosomal escape and virulence in vivo.

Discussion
Evasion of the harsh phagosomal environment is imperative for the survival of intracellular bacterial pathogens. We have characterized a metabolic protein, FTN_0818, revealing a unique link between metabolism and rapid escape from the FCP during *F. novicida* infection of macrophages. Exogenous biotin overrode the requirement of FTN_0818 for rapid phagosomal escape, replication in macrophages, and in vivo pathogenesis. Pretreatment with biotin before infection of macrophages was unable to complement the mutant strain. However, when the mutant was microinjected with biotin into the host cytosol (bypassing the phagosome), or when biotin was added at 6 h (after the mutant escaped the phagosome), the mutant's replication defect was rescued (Fig. S8A and B). This suggests that *Francisella* requires biotin in the FCP to promote rapid escape and in the cytosol for intracellular replication. These data contribute to current literature highlighting the link between *Francisella* metabolism and virulence (3). Specifically, it has been shown that utilization of glutathione as a cysteine source is required for intracellular replication (14). Similarly, utilization of uracil has been shown to be required for inhibition of the neutrophil respiratory burst (17). It would be interesting to delineate the full metabolic requirements of *Francisella* within host cells and, specifically, to determine how these control phagosomal escape and other virulence traits.

In support of our current data, biotin biosynthetic genes have been identified as being important for *Francisella* replication in vitro and in vivo (9, 10, 18). In addition, Wehrly et al. previously published a transcriptional profile of *F. tularensis* within the macrophage and identified *bioB*, a gene required for step 2 (Fig. 2C) of biotin biosynthesis, as being up-regulated (19). Additionally, Asare and Abu Kwaik published a screen for mutants with defects in phagosomal escape and identified *birA*, a biotin associated gene (18). Taken together, these data provide additional evidence that biotin, and biotin-associated genes, play important roles during intracellular infection by *Francisella*.

Fig. 3. Biotin rescues rapid phagosomal escape and the ΔFTN_0818 replication defect in macrophages. (A–J) Macrophages were infected, and qRT-PCR was used to measure the expression of *iglA* and normalized to the expression of *uvrD* at 30 min pi (*P* < 0.05) (A) and immunofluorescence microscopy was used to determine escape kinetics of WT (B–D), ΔFTN_0818 (E–G), and ΔFTN_0818 supplemented with biotin (H–J) 2 h pi (FITC-stained LAMP-1, green; anti-*Francisella*, red; DAPI, blue). (K) Two hundred bacteria were counted per sample, and colocalization with lysosomal-associated membrane protein 1 (LAMP-1) was used as a marker for phagosomal localization. *P* < 0.05; ***P* < 0.0001. (L) Macrophages were infected with WT or ΔFTN_0818 strains in media with or without biotin. Colony-forming units were quantified 30 min and 6 h pi, and fold replication was calculated.
Bioinformatic analysis revealed that FTN_0818 shares high sequence similarity with the hormone-sensitive lipase (HSL) superfamily of proteins. Mammalian HSL family proteins hydrolyze triacylglycerols for release into the circulation to provide energy for other tissues (20). They are also the rate-limiting enzyme in the mobilization of free fatty acids and are, therefore, critical for lipid metabolism and energy homeostasis (21, 22). Interestingly, most HSL family proteins characterized in Mycobacterium tuberculosis are also required for utilization of stored triacylglycerols under starvation conditions (23). Alignment of the amino acid sequence of FTN_0818 with human HSL, rat HSL, and the M. tuberculosis HSL family proteins LipY and LipN revealed two regions that contained conserved active site residues (Fig. 5A) (22, 23). Additionally, these HSL family proteins have between 21–31% identity and 35–46% similarity with FTN_0818 (Fig. 5B). The first region (FTN_0818, amino acids 77–158) contains the characteristic HGGG motif present in most HSL family proteins and the GDSAGGNL motif that includes the catalytic serine residue (Fig. 5A) (24). The second region (FTN_0818, amino acids 247–278) includes the conserved aspartate and histidine catalytic residues (Fig. 5A) (24). These data show that critical catalytic residues conserved in HSL family proteins are present in FTN_0818 and suggest that this protein may act as an HSL.

Interestingly, we showed that when the putative catalytic serine (S151) in FTN_0818 was mutated to an alanine residue, Francisella could no longer grow in minimal media (this phenotype was rescued by the addition of biotin) (Fig. S9A). This was not attributable to a decrease in the level of expression of the point mutant compared with WT FTN_0818 (Fig. S9B). Furthermore, disruption of this catalytic residue led to retention of Francisella within the FCP (which could be rescued by the addition of biotin) (Fig. S9C), and inhibition of replication in macrophages and during in vivo infection (Fig. S9 D and E). These data provide further support for the hypothesis that FTN_0818 is an HSL family protein.

The role of FTN_0818 in biotin metabolism and its homology to HSL family lipases raises the question of how fatty acid metabolism might contribute to biotin biosynthesis. The link between fatty acid metabolism and biotin biosynthesis has long been unclear but recent insights have been made. Recently, Lin et al. demonstrated that pimelate is the product of a modified fatty acid synthesis pathway in E. coli (Fig. 2C) (16, 25). The fact that (i) fatty acid metabolism has been shown to play an important role in generating the pimelate intermediate required for biotin biosynthesis, (ii) FTN_0818 has homology to the HSL family of lipases that cleave triacylglycerols, (iii) the FTN_0818 catalytic serine point mutant abolishes function of the protein, and (iv) pimelate and biotin rescue the growth defect of the FTN_0818 mutant, together, strongly suggest that FTN_0818 is an HSL family member that acts early in the biotin metabolic pathway to liberate free fatty acids for biotin biosynthesis.

Taken together, the work presented here strongly suggests that biotin availability may be a limiting factor for Francisella spp., and likely other bacterial pathogens, during infection. Biotin has been reported as being required for Mycobacterium tuberculosis virulence in mice and Vibrio cholera colonization of the mouse intestine, both through unknown mechanisms (26–28). In addition, several antimicrobials target the biotin pathway by causing the degradation of biotin or biotin precursors including amicinomycin, acitihiaic acid, and the biotin analog α-dehydrobiotin (29–31), further demonstrating the importance of biotin during infection, as well as the therapeutic utility of limiting biotin availability to pathogens.

Our data show that biotin is required in the phagosome to promote rapid escape, suggesting that biotin is limiting in this compartment. Iron is also limiting in the phagosome and numerous host factors such as transferrin play a critical role in the control of
infection by depleting phagosomal iron. Similarly, the host innate immune system has been shown to target biotin. Chicken embryo fibroblasts and yolk-sac macrophages induce the production of avidin, which binds and sequesters biotin in response to *Escherichia coli* infection, treatment with lipopolysaccharide (LPS), or interleukin-6 (32, 33). These data suggest that sequestration of biotin may be a form of nutritional immunity by the host innate immune system and support the idea that biotin might be a critical and limited commodity during infection. Sequestration of biotin could restrict cytosolic pathogens to the phagosome, blocking their escape and preventing from reaching their replicative niche in the cytoplasm. Understanding more about how specific bacterial metabolites are generated and how the host attempts to sequester biotin are key events in the host defense and may reveal targets for the development of antimicrobials to inhibit bacteria at an early step in pathogenesis and combat infection.

**Materials and Methods**

WT *F. novicida* strain U112 and *F. holarctica* LVS growth conditions were described previously (9), and *F. tularensis* (SchuS4) growth conditions are described in *SI Materials and Methods*. Details of the construction of mutant/supplemented strains and growth curve protocols are in *SI Materials and Methods*. Macrophage preparation and infections described in *SI Materials and Methods*. RNA was collected during macrophage infections as described previously (9). Quantitative (q)RT-PCR (real-time PCR) was performed with the Power SYBR Green RNA-to-cDNA 1-Step Kit (Applied Biosystems) and primers (Table S2) using the StepOnePlus Real-time PCR System (Applied Biosystems). Immunoprecipitation and microscopy complete descriptions found in *SI Materials and Methods*. For mouse infections, female C57BL/6 mice (6–8 wk) (Jackson Laboratory) were housed under specific pathogen-free housing at Emory University. Experimental studies were performed in accordance with the Institutional Animal Care and Use Committee guidelines. Competitive index (CI) [(mutant output/WT output)/(mutant input/WT input)] and infections with single strains were carried out as described previously (9). Statistical analysis for CI experiments was as described previously (10). Macrophage experiments were analyzed by using the Student’s unpaired t test (in escape experiments, average percentage escape per strain for three independent experiments were compared).
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component lipid A in Francisella. Mass spectrometry analysis revealed that NaxD is essential for the modification of a lipid A phosphate with galactosamine in Francisella novicida, a model organism for the study of highly virulent Francisella tularensis. Significantly, enzymatic assays confirmed that this protein is necessary for deacetylation of its substrate. In addition, NaxD was involved in resistance to the antimicrobial peptide polymyxin B and critical for replication in macrophages and in vivo virulence. Importantly, this protein is also required for lipid A modification in F. tularensis as well as Bordetella bronchiseptica. Since NaxD homologues are conserved among many Gram-negative pathogens, this work has broad implications for our understanding of host subversion mechanisms of other virulent bacteria.

Introduction

Mammalian host defences include multiple pathways for recognition of, and action against, Gram-negative bacterial cell wall components including capsule, O-antigen and lipid A. Accordingly, many such pathogens have evolved modifications of these structural elements in order to evade host responses. The lipid A molecules of Francisella species have multiple unique modifications, although the details of the pathways involved in generating these alterations are still being elucidated.

Francisella tularensis is a Gram-negative intracellular pathogen and the causative agent of tularemia. Due to its extreme infectivity, high morbidity and mortality rates, history of weaponization, and ease of aerosolization and dissemination, it is considered a category A select agent (potential bioweapon) by the Centers for Disease Control and Prevention (CDC) (Darling et al., 2002). Francisella novicida is a less virulent species that rarely causes disease in humans but is frequently used as a laboratory model as it causes a tularemia-like disease in mice, is easily genetically manipulated, and is known to use many of the same virulence determinants as F. tularensis (Titball and Petrofsino, 2007). These include the Francisella pathogenicity island (FPI), which is thought to encode a putative type VI secretion system, oxidative stress resistance proteins, siderophores, and outer membrane lipid A modifications that enable the bacteria to evade recognition and

Summary

Modification of specific Gram-negative bacterial cell envelope components, such as capsule, O-antigen and lipid A, are often essential for the successful establishment of infection. Francisella species express lipid A molecules with unique characteristics involved in circumventing host defences, which significantly contribute to their virulence. In this study, we show that NaxD, a member of the highly conserved YdjC superfamily, is a deacetylase required for an important modification of the outer membrane
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damage by host phagocytes (Bakshi et al., 2006; Gunn and Ernst, 2007; Nano and Schmerk, 2007; Ramakrishnan et al., 2008; Honn et al., 2012).

Francisella LPS has a unique lipid A moiety that is distinct from canonical lipid A structures of other Gram-negative pathogens. For example, compared with the hexa-acylated lipid A expressed by Escherichia coli, Francisella lipid A features only four acyl chains that are longer than those of E. coli by as many as six carbons (Raetz and Whitfield, 2002; Trent, 2004; Raetz et al., 2009) (Fig. 1A and B). In addition, Francisella LPS lacks both the 4′ and 1 position distal phosphates (Raetz et al., 2009). Also unique to Francisella species, 70% of the total lipid A in the outer membrane exists in a ‘free’ form that lacks the traditional Kdo, core and O-antigen polysaccharides of complete LPS (Wang et al., 2006; Zhao and Raetz, 2010) (Fig. 1C). Unlike the lipid A of complete LPS, free lipid A retains the 1 position phosphate that is further modified with a galactosamine residue.

As highly successful intracellular pathogens, Francisella species are able to utilize multiple phagocytic and non-phagocytic cell types for replication (Fujita et al., 1993; Qin and Mann, 2006; Hall et al., 2007; 2008; Schult et al., 2009). Entry into host macrophages often occurs by a novel process involving the formation of unusually large and asymmetrical pseudopod loops (Clemens and Horwitz, 2007). One to 3 h after uptake by phagocytes, Francisella species escape the phagosome before replicating within the host cytosol. However, many of the details of Francisella’s intracellular life cycle are still unknown (Clemens and Horwitz, 2007).

Although much progress has been made in understanding Francisella virulence mechanisms, there are still many questions regarding how this pathogen is able to so effectively replicate within host cells and cause disease. To begin to answer these questions, we performed a genome-wide in vivo negative selection screen to identify genes required for pathogenesis (Weiss et al., 2007).
Next, we conducted an intracellular replication screen to determine which of those genes were important specifically for replication in macrophages (Llewellyn et al., 2011). FTN_0544 was identified in both of these screens. Although annotated as a hypothetical protein of unknown function in the NCBI database, FTN_0544 belongs to the YdjC superfamily of proteins. Interestingly, proteins belonging to this family are encoded by multiple Gram-negative pathogens including *Bordetella bronchiseptica*, *Brucella abortus*, *Coxiella burnetii* and *Legionella pneumophila*.

In this study, we show that FTN_0544 is a deacetylase involved in the galactosamine modification of *Francisella*’s unique free lipid A molecules. We have thus renamed this protein NaxD (*N*-acetylhexosamine deacetylase). Furthermore, we show that the action of NaxD is required for resistance to the cationic antimicrobial peptide polymyxin B, intracellular replication and virulence in vivo. Importantly, we have shown that the role of this protein is conserved in human pathogenic *F. tularensis*, as well as *B. bronchiseptica*. Since NaxD is highly conserved in numerous Gram-negative pathogens, this work has broad implications for the elucidation of mechanisms of pathogenesis in other virulent bacteria.

**Results**

**NaxD is a member of the YdjC superfamily of proteins**

Although *naxD* is annotated as encoding a hypothetical protein in the NCBI database, protein sequence analysis revealed that NaxD belongs to the YdjC superfamily. This family is highly conserved, with over 3000 entries in the NCBI database. Homologues of NaxD are encoded by numerous pathogens including *B. bronchiseptica*, *B. abortus*, *L. pneumophila* and *C. burnetii* (Fig. 2A).

While a member of this family from *Bacillus stearothermophilus* had been putatively identified as a part of a cryptic cellobiose metabolism operon (Lai and Ingram, 1993), another member from *Thermus thermophilus*, TTHB029, has been shown to have structural similarity to a deacetylase from *Streptococcus pneumoniae* (Imagawa

---

**Fig. 2.** NaxD is a member of the YdjC superfamily. The amino acid sequences of *F. novicida* and *F. tularensis* NaxD (FTN_0544 and FTT_0453 respectively) were aligned with YdjC superfamily proteins from *Thermus thermophilus* (TTHB029), *Bordetella bronchiseptica* (BB4267), *Legionella pneumophila* (lp12_2472), *Brucella abortus* (BAbS19_II01260) and *Coxiella burnetii* (CBU_0580) using CLUSTALO (http://www.ebi.ac.uk/Tools/msa/clustalo/).

A. The per cent amino acid identity and similarity to *F. novicida* NaxD are shown. Proteins in bold and highlighted in red are described in this manuscript.

B. Amino acids surrounding putative active-site residues are shown and numbers indicate their position in the sequence. Highlighting indicates conserved putative active-site residues (red, asterisk), identical (black) and similar (grey) residues.
et al., 2008). Structural analysis revealed a putative active site containing three potential catalytic residues (Imagawa et al., 2008). Importantly, these residues are conserved among YdjC superfamily proteins (Fig. 2B), suggesting that NaxD and other YdjC proteins may function as deacetylases.

NaxD is required for F. novicida replication in macrophages and virulence in vivo

We originally identified naxD as being required for virulence in an in vivo genome-wide negative selection screen (Weiss et al., 2007). In addition, we showed that this gene was required for intracellular proliferation in a macrophage replication screen (Llewellyn et al., 2011). Since both of these screens utilized transposon mutants, we wanted to ensure that the observed phenotypes resulted from disruption of naxD and not unintended secondary mutations. To do this, we generated an F. novicida naxD deletion mutant and a complemented strain. The naxD mutant exhibited wild-type growth kinetics in both rich and minimal media (Fig. S1). Macrophage replication experiments revealed that the naxD mutant was unable to replicate in either RAW264.7 macrophages or primary murine bone marrow-derived macrophages (BMM) (Fig. 3A and B). In fact, the level of attenuation of the naxD mutant was similar to that of a previously characterized strain lacking a functional copy of the gene encoding the virulence factor MglA, which is known to persist but not replicate in macrophages (Baron and Nano, 1998). In addition, the naxD complemented strain replicated to levels similar to wild-type. Given that Francisella must escape the phagosome in order to replicate, we used fluorescence microscopy to measure escape kinetics via colocalization of intracellular bacteria with the phagosomal marker LAMP-1 (Fig. S2). These experiments demonstrated that wild-type and naxD mutant F. novicida escaped the phagosomes of BMM with similar kinetics, indicating that the mutant’s attenuation in macrophages is not due to a deficiency in phagosomal escape (Fig. S2). Overall, these results show that NaxD is required for intracellular proliferation but not for phagosomal escape.

While our in vivo negative selection screen identified naxD as being important for virulence, it did not provide quantitative data regarding the degree of attenuation of a naxD mutant. To determine this, we performed competition experiments. Briefly, mice were infected with a 1:1 ratio of wild-type F. novicida and either the naxD deletion mutant or complemented strain. Forty-eight hours post-infection, the naxD mutant displayed an approximate 2.5 log attenuation in the skin and a nearly 5 log attenuation in both the liver and spleen compared with wild-type (Fig. 3C). All mutant phenotypes were restored to wild-type levels in the complemented strain (Fig. 3C). To determine the consequence of the naxD mutant’s virulence defect, we infected mice with either the wild-type or mutant strain and monitored survival. While mice infected with wild-type bacteria were moribund by 4 days after infection, the mutant did not kill mice up to 28 days post infection (Fig. 3D). Taken together, these data show that naxD is required for both replication in host macrophages and virulence in vivo.

NaxD is involved in altering surface charge and resistance to polymyxin B

After validating the importance of NaxD in F. novicida infection of macrophages and mice, our next aim was to determine the role of this protein in pathogenesis. To further characterize the phenotypes of the naxD mutant, we subjected both wild-type and the deletion mutant to different antimicrobials and compared the survival of each strain. While the wild-type was unaffected at the concentrations tested, the mutant displayed dose-dependent sensitivity to the cationic antimicrobial peptide polymyxin B (Fig. 4A), which acts on Gram-negative bacteria by binding to the negatively charged lipid A component of LPS (Morrison and Jacobs, 1976). Conversely, the mutant showed increased resistance to the anionic detergent SDS (Fig. 4B) and displayed wild-type levels of sensitivity to the non-ionic detergent Triton X-100 (Fig. 4C). The altered response of the mutant to charged antimicrobials that act on the cell membrane suggested that NaxD might be involved in altering the net charge of the bacterial surface. To test this hypothesis, we measured the zeta electrokinetic potential of each strain, which gives an indirect reading of the bacterial surface charge. We determined that the mutant exhibited approximately a twofold decrease in zeta potential compared with wild-type bacteria (Fig. 4D), indicating that NaxD is involved in increasing the charge of the bacterial surface. Taken together, the naxD mutant’s decreased surface charge and increased sensitivity to cationic polymyxin B, which targets negatively charged lipid A, suggested that NaxD could be required for a modification to lipid A that alters its charge.

NaxD is required for lipid A modification with galactosamine

In order to determine if NaxD is involved in lipid A modification, we analysed the lipid fractions of the wild-type and mutant strains using liquid chromatography electrospray ionization mass spectrometry (LC-ESI/MS). As mentioned previously, the majority of Francisella lipid A exists as free lipid A (Vinogradov et al., 2002; Wang et al., 2006). ESI/MS analysis via direct infusion of wild-type F. novicida free lipid A revealed an anticipated peak at m/z...
Fig. 3. NaxD is required for replication in murine macrophages and mice.

A and B. (A) RAW264.7 or (B) primary murine bone marrow-derived macrophages (BMM) were infected with a 20:1 moi of wild-type F. novicida (WT), the mglA mutant (mglA), the naxD deletion strain (∆naxD) or the complemented strain (comp). Colony-forming units from lysates 30 min post infection were compared with those from (A) 24 or (B) 6 h post infection to determine fold intracellular replication (n = 3 biological replicates).

C. Mice were subcutaneously infected with a 1:1 mixture of 10^5 cfu each of wild-type and ∆naxD (red) or wild-type and the complemented strain (grey). Forty-eight hours after infection, organs were harvested, cfu enumerated and the competitive index (CI) calculated for the skin at the site of infection, spleen and liver. CI = (cfu mutant output/cfu WT output)/(cfu mutant input/cfu WT input). Bars represent the geometric mean CI values from each group of mice (n = 5 mice). CI values below 1 (dashed line) indicate attenuation of the mutant strain.

D. Mice were subcutaneously infected with 2 × 10^7 cfu of either wild-type or ∆naxD and sacrificed if they appeared moribund (n = 4 mice).

In (A) and (B), bars represent the average and error bars represent the standard deviation of three biological replicates from one experiment. Data shown in all panels are representative of at least three independent experiments. Asterisks indicate significance as compared with wild-type (A, B, D) or compared with 1 (C). **P < 0.005, ***P < 0.0005.

1665.22 (Fig. 5A) (Phillips et al., 2004; Wang et al., 2006), while the naxD mutant lipid A exhibited a peak at m/z 1504.15 (Fig. 5B). Interestingly, this shift corresponds to the molecular weight of galactosamine, and wild-type Francisella free lipid A is modified with a galactosamine at the 1 position phosphate (Phillips et al., 2004; Wang et al., 2006; 2009; Schilling et al., 2007; Shaffer et al., 2007; Kanistanon et al., 2008; Kalhorn et al., 2009; Song et al., 2009; Soni et al., 2010; Beasley et al., 2012). The absence of the galactosamine moiety on the free lipid A of the mutant would result in an exposed, negatively charged phosphate group, which correlates with the decreased surface charge of the mutant strain (Fig. 4D) (Phillips et al., 2004; Wang et al., 2006).

To determine why the naxD deletion mutant lacks galactosamine and where NaxD might act in the lipid A biosynthetic pathway, we measured the presence and quantities of precursor molecules required for the galactosamine modification. Galactosamine is added to Francisella free lipid A from undecaprenyl phosphate-galactosamine (undecaprenyl phosphate-GalN) (Song et al., 2009), a complex of the sugar with a lipid carrier.
molecule. Analysis of the wild-type lipid fraction revealed a singly charged peak corresponding to undecaprenyl phosphate-GalN at m/z 1006.76 (Fig. 5C). However, this glycolipid was not present in the mutant strain (Fig. 5D). Instead, the mutant exhibited a peak at m/z 1048.79, corresponding to undecaprenyl phosphate-N-acetylgalactosamine (undecaprenyl phosphate-GalNAc), the acetylated precursor of undecaprenyl phosphate-GalN (Fig. 5D and E). Conversely, this acetylated precursor was not detected in the wild-type lipid fraction (Fig. 5C). Taken together, these data show that NaxD is required for deacetylation of undecaprenyl phosphate-GalNAc and that the absence of this deacetylation event prevents the galactosamine modification to F. novicida free lipid A.

NaxD is necessary for deacetylation of undecaprenyl phosphate-GalNAc

After MS analysis revealed NaxD was involved in deacetylation of undecaprenyl phosphate-GalNAc, we set out to determine whether NaxD was directly responsible for this reaction. First, using a strain in which NaxD was labelled with an 8x histidine tag, we found that NaxD localizes to the F. novicida membrane fraction (Fig. S4). To determine if NaxD could deacetylate undecaprenyl phosphate-GalNAc in the membrane, we harvested crude membrane fractions from either wild-type or mutant strains and incubated them with synthetic undecaprenyl phosphate-GalNAc. The lipids were extracted from each reaction and analyzed using LC-ESI/MS. For both
wild-type and mutant, the substrate peak (undecaprenyl phosphate-GalNAc, expected m/z 1048.74) was present at time zero (Fig. 6). After a 5 h incubation, deacetylation of undecaprenyl phosphate-GalNAc was observed in the wild-type reaction, since a peak consistent with undecaprenyl phosphate-GalN was detected (Fig. 6A). In contrast, no product peak was observed in the mutant reaction (Fig. 6B). These results showed that NaxD in the membrane fraction was necessary for undecaprenyl phosphate-GalNAc deacetylation.

To determine if NaxD was responsible for this enzymatic activity, we overexpressed naxD in E. coli, which does not encode a NaxD homologue, does not synthesize undecaprenyl phosphate-GalNAc or undecaprenyl phosphate-GalN, and does not modify its lipid A with galactosamine. We demonstrated that NaxD localized to the E. coli membrane fraction (Fig. S5), isolated membranes from strains that were transformed with either an empty vector control or the naxD expression plasmid, and assayed for enzymatic activity as described for F. novicida above. LC-ESI/MS analysis revealed that there was no deacetylated product (expected m/z 1006.73) detected for the reactions using a whole-cell lysate from the E. coli empty vector control strain (Fig. 7A) or with the soluble fraction from E. coli expressing naxD (Fig. 7B). However, the deacetylated product, undecaprenyl phosphate-GalN, was detected in assays that contained the membrane fraction from E. coli expressing NaxD (Fig. 7C). Together, these results using membrane fractions from F. novicida and E. coli respectively demonstrate that NaxD is necessary and suggest that it is sufficient for deacetylation of undecaprenyl phosphate-GalNAc.

The NaxD orthologue in F. tularensis is required for lipid A modification and virulence

The NaxD orthologue from human pathogenic F. tularensis, FTT_0453, retains 99% amino acid identity with F. novicida NaxD (Fig. 2A). In order to ascertain if NaxD function is conserved in F. tularensis, we generated a FTT_0453 (naxD) deletion mutant in strain SchuS4. LC-ESI/MS analysis of wild-type F. tularensis free lipid A...
revealed the m/z 1665.21 peak that corresponds to Francisella lipid A modified with galactosamine (Fig. 8A), although this species was not detected in the mutant. Instead, the naxD mutant displayed a peak at m/z 1504.13 that corresponds to lipid A without galactosamine (Fig. 8B). This demonstrates the conserved role of NaxD in lipid A modification in highly virulent *F. tularensis*.

Next we tested the functional role of *F. tularensis* NaxD in polymyxin B resistance, intracellular replication and *in vivo* survival. The naxD deletion mutant displayed an increased susceptibility to polymyxin B as compared with wild-type (Fig. 8C). Given that *F. tularensis* is a virulent human pathogen, we wanted to determine the importance of NaxD function during infection of human cells. Indeed, we observed a severe defect in replication of the naxD deletion mutant compared with wild-type *F. tularensis* 24 h after infection of human THP-1 macrophage-like cells (Fig. 8D). In addition, similar to the *F. novicida* naxD mutant (Fig. 3B), the *F. tularensis* naxD deletion mutant was unable to proliferate in primary murine BMM (Fig. S3). Importantly, NaxD was also required for replication in mice, since 48 h after subcutaneous infection, wild-type *F. tularensis* was recovered at a level 2.5 logs higher in the spleen of mice (Fig. 8E) and nearly 1.5 logs higher in the liver than the mutant strain (Fig. 8F). These data show that NaxD function is conserved in human pathogenic *F. tularensis*, in which it is required for the addition of galactosamine to free lipid A and is required for resistance to the cationic antimicrobial peptide polymyxin B, replication within human cells and virulence in mice.

Conserved role of the NaxD homologue in *Bordetella bronchiseptica*

Given that the YdjC superfamily of proteins is conserved among many virulent bacteria, we wanted to determine if a NaxD homologue from a different pathogen shared a similar function in lipid A modification. To test this, we generated a *B. bronchiseptica* deletion mutant lacking the gene encoding the NaxD homologue BB4267 (Fig. 2). *B. bronchiseptica* is a Gram-negative bacterium that colonizes mammalian respiratory tracts and is considered a primary pathogen of domestic animals such as dogs, cats, rabbits and pigs, but can also establish chronic infections in immunocompromised humans (Egberink *et al*., 2009). Lipid A from this pathogen has two phosphate groups that are known to be modified with glucosamine, a stereoisomer of galactosamine (Tirsoaga *et al*., 2007; Marr *et al*., 2008; Basheer *et al*., 2011). Although BB4267 is nearly 100 amino acids larger than NaxD, the majority of the

**Fig. 6.** NaxD is necessary for deacetylation of undecaprenyl phosphate-N-acetylgalactosamine. Deacetylase activity assays using synthesized undecaprenyl phosphate-N-acetylgalactosamine (GalNAc) and (A) 0.5 mg ml⁻¹ *F. novicida* wild-type (WT) membrane fraction or (B) *F. novicida* naxD mutant (ΔnaxD) membrane fraction were incubated at 30°C for the indicated times and then analysed using LC-ESI/MS in negative ion mode.
protein is comprised of the YdjC superfamily domain, including the conserved putative active-site residues, which suggests conserved function (Fig. 2B).

Indeed, LC-ESI/MS analysis of the wild-type lipid fractions revealed a doubly charged lipid A peak at m/z 1072.70 that corresponds to lipid A with glucosamine modifications at both the 4′ and 1 position phosphates (Fig. 9A). This peak was absent in the mutant fractions, which instead displayed a doubly charged peak at m/z 911.64, corresponding to the lipid A molecule missing both glucosamine modifications (Fig. 9B). These data show that the NaxD homologue BB4267, like NaxD in Francisella, is required for the modification of lipid A phosphates with hexosamine sugars.

Similar to the addition of galactosamine to Francisella lipid A, the modification of B. bronchiseptica lipid A with glucosamine requires the deacetylation of undecaprenyl phosphate-N-acetylglucosamine (undecaprenyl phosphate-GlcNAc) to form undecaprenyl phosphate-glucosamine (undecaprenyl phosphate-GlcN). LC-ESI/MS from the lipid fraction of the wild-type strain showed a singly charged peak at m/z 1006.85, corresponding to undecaprenyl phosphate-GlcN (Fig. 9C). In contrast, the bb4267 mutant displayed a peak at m/z 1048.88, corresponding to

Fig. 7. NaxD is required for deacetylation of undecaprenyl phosphate-N-acetylgalactosamine when exogenously expressed in E. coli. Deacetylase activity assays using synthesized undecaprenyl phosphate-N-acetylgalactosamine (GalNAc) and (A) whole-cell lysate from E. coli with an empty vector, (B) the soluble fraction from E. coli expressing naxD, or (C) the membrane fraction from E. coli expressing naxD were incubated at 30°C for the indicated times and then analysed using LC-ESI/MS in negative ion mode.
undecaprenyl phosphate-GlcNAc (Fig. 9D), which was undetectable in the wild-type. This demonstrates that, similar to NaxD function in Francisella, BB4267 is required for a deacetylation reaction in B. bronchiseptica. To test the functional relevance of the lipid A modification with glucosamine, we measured the polymyxin B sensitivity of the wild-type and mutant strains and found that the \( \Delta \text{naxD} \) mutant exhibited a dose-dependent increase in susceptibility to polymyxin B as compared with wild-type (Fig. 9E).

These data confirm that the function of NaxD is conserved among multiple Gram-negative pathogens.

**Discussion**

Using *in vivo* negative selection (Weiss *et al.*, 2007) and intramacrophage replication (Llewellyn *et al.*, 2011) screens, we have recently identified NaxD as an important virulence factor of Francisella. Here we have
extended those findings by showing that this member of the YdjC protein superfamily is a deacetylase that is required for lipid A modifications that render bacteria more resistant to killing by the cationic antimicrobial peptide polymyxin B. Given our findings that the B. bronchiseptica NaxD homologue is also required for lipid A modification, this report suggests that NaxD/YdjC proteins are likely to have an important role in the pathogenesis of other virulent Gram-negative bacteria.

This work contributes to a greater understanding of the mechanisms by which Francisella is able to so effectively evade killing by antimicrobial peptides compared with other Gram-negative pathogens (Ishimoto et al., 2006; Mohapatra et al., 2007). For example, Francisella is nearly 1000× more resistant to polymyxin B than E. coli (Mohapatra et al., 2007). Because polymyxin B is known to bind Gram-negative lipid A, it is interesting that the majority of the exposed surface of the Francisella outer membrane consists of free lipid A (Zhao and Raetz, 2010). To our knowledge, Francisella is the only Gram-negative pathogen shown to exhibit this sort of unique outer membrane composition. Mutants that lack the galactosamine modification on free lipid A have an exposed phosphate at the 1 position (Phillips et al., 2004; Bina et al., 2006; Schilling et al., 2007; Shaffer et al., 2007; Kanistanon et al., 2008; Kalhorn et al., 2009; Song et al., 2009; Wang et al., 2009; Soni et al., 2010; Beasley et al., 2012), significantly altering the charge and likely the topography of the majority of the outer leaflet of the outer membrane. Interestingly, the small percentage of lipid A that is part of complete LPS lacks the 1 position phosphate and, therefore, the galactosamine modification as well (Zhao and Raetz, 2010). It is

Fig. 9. Conserved role of the Bordetella bronchiseptica NaxD homologue in lipid A modification.
A–D. Total lipids were extracted from wild-type (WT) and naxD homologue mutant (mut) strains of B. bronchiseptica in mid-log phase and (A, B) lipid A, (C) undecaprenyl phosphate-glucosamine (GlcN) and (D) undecaprenyl phosphate-N-acetylgalcosamine (GlcNAc) analysed by LC-ESI/MS. In (A), glucosamine groups are highlighted in green. E. WT, mut or the complemented strain (comp) were incubated with the indicated concentrations of polymyxin B for 6 h and cfu were enumerated (n = 3 biological replicates). Bars represent the average and error bars represent the standard deviation of three biological replicates from one experiment. Data shown are representative of at least three independent experiments. Asterisks indicate significance as compared with wild-type. **P < 0.005.
not clear why Francisella produces such a large amount of lipid A without O-antigen, given that O-antigen is critical for virulence (Sandstrom et al., 1988; Sorokin et al., 1996; Clay et al., 2008). However, since the majority of Francisella's outer membrane is composed of free lipid A, it is intuitive that the galactosamine modification to this moiety would be critical in resistance to host stresses, similar to the importance of modifications to complete LPS in other bacteria (Wang and Quinn, 2010). Indeed, given that this modification is important for resistance to polymyxin B, replication in macrophages, and during in vivo infection, it likely contributes to Francisella resistance to host cationic antimicrobial peptides such as cathelicidins, defensins and ubiquicidin (Weiss et al., 2007; Kanistanton et al., 2008; Flannagan et al., 2009; Llewellyn et al., 2011). Future work will aim to elucidate whether there are advantages conferred by the novel cell surface component free lipid A, e.g. whether free lipid A promotes enhanced resistance to host antimicrobials compared with full LPS.

The Gram-negative pathogen B. bronchiseptica has been shown to express lipid A species that have one or both phosphates modified with glucosamine, a stereoisomer of galactosamine (Tirsoaga et al., 2007; Marr et al., 2008; Basheer et al., 2011). Like galactosamine, addition of glucosamine neutralizes the negative charge of lipid A phosphates (Marr et al., 2008). In this study we show that the B. bronchiseptica NaxD homologue BB4267 is required for the glucosamine modification of lipid A phosphates and specifically is necessary for the deacetylation of undecaprenyl phosphate-N-acetylglucosamine. Similar to the Francisella galactosamine modification, we show that this glucosamine modification is important for resistance to the lipid A-binding cationic antimicrobial peptide polymyxin B. While no bacteria other than Francisella species have been reported to utilize free lipid A, our B. bronchiseptica data indicate that NaxD homologues could be involved in modifying the lipid A component of complete LPS of other Gram-negative pathogens.

This study has generated new insight into Francisella pathogenesis and lipid A biosynthesis as well as the function of YdjC superfamily proteins. Significantly, this study has broad implications for host–pathogen interactions of other highly virulent NaxD homologode-encoding Gram-negative bacteria, particularly intracellular pathogens such as B. abortus, L. pneumophila and C. burnetii. Future studies on the role of this family of proteins will likely further illuminate the virulence mechanisms of other NaxD homologue-encoding pathogenic bacteria.

Experimental procedures

Bacterial strains and growth conditions

Wild-type F. novicida strain U112 and a previously described mglA point mutant, GB2 (Baron and Nano, 1998), were a generous gift from Dr Denise Monack (Stanford University, Stanford, CA). These strains, the naxD deletion mutant and the naxD complemented strain were grown at 37°C on a rolling drum in tryptic soy broth (TSB; Difco/BD, Sparks, MD) supplemented with 0.02% L-cysteine (Sigma-Aldrich, St. Louis, MO). F. novicida was plated for colony-forming units (cfu) on tryptic soy agar (TSA; Difco/BD) and supplemented with 0.01% L-cysteine, with the exception of bacteria from mouse experiments, which were plated on modified Mueller Hinton (mMH) agar plates (Difco/BD) supplemented with 0.025% ferric pyrophosphate (Sigma-Aldrich), 0.1% glucose (Sigma-Aldrich) and 0.01% L-cysteine. When appropriate, kanamycin (Fisher Scientific, Fair Lawn, NJ) was added to media at a concentration of 30 µg ml⁻¹. F. tularensis strains were grown in mMH broth or on Brain Heart Infusion (BHI) agar (BHI supplemented with 50 µg ml⁻¹ haemin, 1.4% agar (w/v) and 1% (v/v) IsoVitalex (BBL, Cockeysville, MD). Counter selection for resolution of F. tularensis FTT0453 deletion plasmid co-integrants was performed on cytoeine heart agar containing 5% sucrose. Kanamycin was added to the plates when necessary at 10 µg ml⁻¹ for F. tularensis. B. bronchiseptica wild-type strain RB50, the bb4267 deletion mutant and the bb4267 complemented strain were grown under similar conditions as F. novicida, except using Stainer-Scholte broth supplemented with nicotinic acid, glutathione and ascorbic acid as previously described (Hulbert and Cotter, 2009), or Bordet-Gengou blood agar plates (Remel, Lenexa, KS). When appropriate, streptomycin (Fisher Scientific) and kanamycin were added at concentrations of 25 µg ml⁻¹ and 50 µg ml⁻¹ respectively.

Mutagenesis and complementation

To generate the naxD deletion mutant in F. novicida, PCR was used to amplify flanking DNA regions upstream and downstream of the gene of interest. A kanamycin resistance cassette was sewn in between these flanking regions to create a counter-selectable marker (making plasmid pFFlp encoding the FLP recombinase) and kanamycin were added at concentrations of 25 µg ml⁻¹ and 50 µg ml⁻¹ respectively.

To generate the naxD deletion mutant in F. novicida, PCR was used to amplify flanking DNA regions upstream and downstream of the gene of interest. A kanamycin resistance cassette was sewn in between these flanking regions to create a counter-selectable marker (making plasmid pFFlp encoding the FLP recombinase) and kanamycin were added at concentrations of 25 µg ml⁻¹ and 50 µg ml⁻¹ respectively.
deletion plasmid was introduced by electroporation into electrocompetent *F. tularensis* SchuS4. Electroporocompetent cells were prepared on the day of the transformation as described in the supplemental experimental procedures. The resulting clones were screened by PCR for the FTT0453 deletion. To generate the *B. bronchiseptica* bb4267 deletion mutant, linear PCR deletion constructs were amplified as described above for *F. novicida*. This bb4267-deleting fragment was cloned into the *Bordetella* allelic exchange plasmid pSS4245. The resulting plasmid was then transformed into wild-type *B. bronchiseptica* strain RB50, following procedures described previously (Inatsuka et al., 2010). The loss of bb4267 was confirmed by PCR and subsequent enzymatic digestions. To generate the complementation plasmid, the two external primers used to produce the bb4267-deleting fragment were employed and this complementing fragment was cloned into pUC18-Mini-TN7 plasmid that has a Tn7 integration sequence, which, along with a helper plasmid pTNS3, was mated into the deletion strain via tri-parental mating (Choi et al., 2005) to generate the complemented strain. All primers and plasmids used in this study are listed in Table S1.

**Antimicrobial assays**

The antimicrobial peptide polymyxin B (USB, Cleveland, OH) was dissolved in peptide buffer (0.01% acetic acid, 0.2% BSA) and then serially diluted in the same buffer to desired concentrations. The detergents sodium-dodecyl-sulphate (SDS; Fisher Scientific) and Triton X-100 (Fisher Scientific) were serially diluted in 25% TSB. Overnight cultures of bacteria were diluted to 1 × 10^7 cfu ml^-1 in 25% TSB. Ninety microlitres of diluted cultures were then added to 96-well plates containing 10 μl of the appropriate antimicrobial. Plates were incubated at 37°C on shaking platforms for 6 h. Cultures were then serially diluted and plated to enumerate cfu. *F. tularensis* antimicrobial susceptibility was determined by the gradient agar plate method as previously described (Szybalski and Bryson, 1952; Bina et al., 2006; 2008). Briefly, 35 ml of BHI-chocolate agar (without polymyxin B) was poured into a square Petri dish and allowed to solidify as a wedge by allowing one side of the plate. After the agar solidified, 35 ml of BHI-chocolate agar containing polymyxin B at 2 mg ml^-1 was added to the levelled plate and allowed to solidify. Theses plates were inoculated with overnight mMH broth cultures of each respective strain and incubated at 37°C for 2 days when the length of growth along the polymyxin B gradient was recorded. The gradient agar plate tests were performed a minimum of three times and representative results are presented.

**Zeta electrokinetic potential**

Overnight cultures of bacteria were subcultured and grown to OD600 = 1.0. The bacteria were then pelleted (10 000 g, 3 min) and resuspended at a 5× concentration in 20 mM potassium chloride. Twenty microlitres of the concentrated bacteria were added to 3.2 ml of 20 mM potassium chloride in the zeta potential electrokinetic cuvette from Brookhaven Instruments Corporation (BIC, Holtsville, NY). The bacterial sizes and zeta electrokinetic potentials were measured using the 90Plus size and zeta potential analyser (BIC). Data were analysed using BIC Zeta Potential Analyser Software Version 5.20, which takes into account the size of the bacteria when calculating the zeta potential.

**Macrophages**

RAW264.7 murine macrophages (ATCC, Manassas, VA) were cultured in Dulbecco’s modified Eagle’s medium (high glucose, L-glutamine; DMEM; Lonza, Walkersville, MD) supplemented with 10% heat-inactivated fetal calf serum (FCS; HyClone, Logan, UT). Bone marrow-derived macrophages (BMM) were isolated from wild-type C57BL/6 mice and cultured as described previously (Schaible and Kaufmann, 2002) in DMEM supplemented with 10% heat-inactivated FCS and 10% macrophage colony-stimulating factor (M-CSF)-conditioned medium (collected from M-CSF-producing L929 cells). THP-1 monocyte-like cells (ATCC) were cultured in RPMI (Lonza) with 10% heat-inactivated fetal calf serum (HyClone). Macrophages were incubated before and during infection at 37°C with 5% CO2.

**Macrophage infections**

RAW264.7 macrophages were seeded in 24-well plates at 5 × 10^5 cells per well and incubated overnight. The following day, overnight cultures of the indicated strains were pelleted (10 000 g, 3 min) and resuspended in DMEM/10% FCS. After removal of the overnight media, the macrophages were infected with bacteria at an moi of 20:1 (bacteria to macrophage), centrifuged for 15 min at 900 g, and then incubated for 30 min. Next, the macrophages were washed twice with warm DMEM and then incubated in DMEM/10% FCS with 10 μg ml^-1 gentamicin. At 30 min and 24 h post infection, the macrophages were washed twice and then lysed with 1% saponin in phosphate-buffered saline (PBS). Macrophage lysates were serially diluted and plated on mMH agar, the resulting cfu were enumerated and the fold replication of each strain was determined. The same protocol as above was followed for the BMM infections with the following alterations: 3 × 10^5 BMM were plated per well, DMEM/10% FCS/10% M-CSF was used throughout, and the final time point was 6 h instead of 24 h. The difference in time point was due to the fact that *F. novicida* triggers inflammatory mediatory mediated cell death in BMM (Mariathasan et al., 2005). Therefore, bacterial replication was measured at 6 h post infection to minimize loss of bacterial counts as a consequence of the host cell death response. It is likely that we did not observe this early cell death in RAW264.7 macrophages because this cell line is known to be deficient in ASC/caspase-1 inflammasome-mediated cell death (Pelegrin et al., 2008). For *F. tularensis* experiments, THP-1 cells or BMM were seeded into 24-well tissue culture plates (3 × 10^5 cells per well) in a total volume of 1 ml of culture medium. THP-1 cells were treated with 200 nM phorbol 12-myristate 13-acetate (PMA) immediately after cells were plated. The cells were infected 24 h later with the indicated strains at an moi of 50:1 bacteria to macrophage. Fifty micrograms per millilitre of gentamicin was added 2 h later to kill any remaining extracellular bacteria. At
2 or 24 h after infection, wells were washed twice with PBS, lysed, and then bacteria were enumerated by dilution plating in duplicate using an IUL Eddy Jet Spiral plater and a Flash and Go automated colony counter (Neutec Group, Farmingdale, NY).

Mice

For *F. novicida* experiments, female C57BL/6 mice (Jackson Laboratory, Bar Harbor, ME) between 7 and 10 weeks of age were kept under specific pathogen-free conditions in filter-top cages at Emory University and provided with sterile food and water *ad libitum*. Experimental studies were performed in accordance with the Emory University Institutional Animal Care and Use Committee (IACUC) guidelines. For *F. tularensis* experiments, C57Bl/6 mice were purchased from Charles River Laboratories. Mice were age-matched and used between 7 and 10 weeks of age. Mice were housed in sealed Allentown caging and HEPA-filtered cage racks with food and water *ad libitum*. All experimental protocols were reviewed and approved by the University of Tennessee Health Science Center IACUC.

Mouse experiments

For competition experiments, mice were inoculated subcutaneously with a 1:1 ratio of kanamycin-resistant deletion mutant and kanamycin-sensitive wild-type *F. novicida* for a total of $2 \times 10^5$ cfu in 50 µl of sterile PBS. After 48 h, the mice were sacrificed and the spleen, liver and skin at the site of infection were harvested, homogenized, plated for cfu on MH plates with and without kanamycin, and then incubated overnight at 37°C. Competitive index (CI) values were determined using the formula: (cfu mutant output/cfu WT output)/(cfu mutant input/cfu WT input). For survival experiments, mice were infected subcutaneously with $2 \times 10^5$ cfu of either the deletion mutant or wild-type strain in 50 µl of sterile PBS and then monitored for signs of illness and sacrificed if they appeared moribund.

For *F. tularensis* infection experiments, mice were challenged subcutaneously with 50 cfu in 100 µl of sterile PBS. All procedures were performed under BSL3 containment according to standard operating procedures that have been fully vetted by the UTHSC Committee On Biobcontainment and Restricted Entities (COBRE). Spleens, livers and lungs of challenged mice were homogenized with a disposable tissue homogenizer in 1 ml of sterile PBS and then 0.25 ml disruption buffer (2.5% saponin, 15% BSA, in PBS) was added with light vortexing. Appropriate dilutions of each sample were then plated in duplicate using an Eddy Jet spiral plater and a Flash & Go automated colony counter.

Preparation of total lipids

Overnight cultures of *F. novicida* U112 wild-type or naxD mutant strains were subcultured to OD$_{600}$ = 0.02 and grown at 37°C in TSB supplemented with L-cysteine until the OD$_{600}$ = 1.0. The cells were collected by centrifugation (5000 g, 20 min) and washed with PBS. The cell pellets were resuspended in a single-phase Bligh-Dyer mixture (Bligh and Dyer, 1959) consisting of chloroform, methanol and water (1:2:0.8, v/v), incubated at room temperature for 60 min, and centrifuged (10 000 g, 20 min) to remove insoluble debris. The supernatant was converted to a two-phase Bligh-Dyer system by adding chloroform and water to generate a mixture consisting of chloroform, methanol and water (2:2:1.8, v/v). The two phases of Bligh-Dyer system were separated under centrifugation and the lower phase was dried by rotary evaporation and under a stream of nitrogen. The total lipids were analysed using thin-layer chromatography (TLC) and LC-ESI/MS. The TLC plate was developed using the solvent chloroform, methanol, pyridine, acetic acid and water (25:10:5:4:3, v/v). Lipids were detected by spraying 10% of sulphuric acid in ethanol and charring at 300°C.

Negative ion mode electrospray ionization (ESI) mass spectrometry (MS) and MS/MS analysis

All ESI/MS and MS/MS spectra were acquired on a QSTAR XL quadrupole time-of-flight tandem mass spectrometer (Applied Biosystems, Foster City, CA) equipped with an ESI source. Lipid A samples were dissolved in chloroform and methanol (2:1, v/v) containing 1% piperidine and subjected to ESI/MS in the negative ion mode via direct infusion (Garrett and Yost, 2006; Guan et al., 2007; Wang et al., 2009). Nitrogen was used as the collision gas for MS/MS experiments (Garrett and Yost, 2006; Guan et al., 2007; Wang et al., 2009). Data acquisition and analysis were performed using the instrument’s Analyst QS software.

Liquid chromatography/mass spectrometry (LC/MS)

LC/MS of lipids was performed using a Shimadzu LC system (comprising a solvent degasser, two LC-10A pumps and an SCL-10A system controller) coupled to a QSTAR XL quadrupole time-of-flight tandem mass spectrometer (as above). LC was performed at a flow rate of 200 µl min$^{-1}$ with a linear gradient as follows: 100% mobile phase A was held isocratically for 2 min and then linearly increased to 100% mobile phase B over 14 min and held at 100% B for 4 min. Mobile phase A consisted of methanol/acetonitrile/aqueous 1 mM ammonium acetate (60:20:20, v/v/v). Mobile phase B consisted of 100% ethanol containing 1 mM ammonium acetate. A Zorbax SB-C8 reversed-phase column (5 m, 2.1 × 50 mm) was obtained from Agilent (Palo Alto, CA). The postcolumn splitter diverted ~10% of the LC flow to the ESI source of the mass spectrometer.

Membrane fractionation

Fifty millilitres of *F. novicida* strains were harvested at OD$_{600}$ = 1.0 by centrifugation for 20 min at 5000 g at 4°C. Cell pellets were washed with 50 mM K+ HEPES, pH 7.5, resuspended in 5 ml of the same buffer and passed through a French pressure cell at 18 000 p.s.i. Unbroken cells were then removed by centrifugation at 10 000 g for 20 min at 4°C. Membrane fractions were pelletted from whole-cell lysates by...
ultracentrifugation at 200 000 g for 2 h at 4°C. *F. novicida* fractionation and protein localization were verified using Western blotting (see supplemental experimental procedures). For *E. coli*, fractions were prepared similarly with the following exceptions: *E. coli* C41 (DE3) strains transformed with the empty vector or vector encoding *naxD* were grown in LB broth (1% tryptone, 0.5% yeast extract and 1% NaCl) with 100 μg ml−1 ampicillin and were induced using 1 mM IPTG when cell density reached OD₆₀₀ = 0.8, then harvested when the OD₂₅₀ = 2.0. *NaxD* protein expression was analysed using 12% SDS-PAGE gel and Coomassie staining.

**Undecaprenyl phosphate-GalNAc deacetylase assay**

These assays measured the deacetylase activity of proteins from the *F. novicida* wild-type or *naxD* mutant membrane fractions, whole-cell lysate of *E. coli* transformed with the empty vector, and the membrane and cytosolic fractions of *E. coli* transformed with vector encoding *naxD* (grown under inducing conditions). The 100 μl reaction mixture included 50 μg ml−1 protein from the bacterial fractions, 4.0 μM synthesized undecaprenyl phosphate-GalNAc (Song et al., 2009), 1 mM MnCl₂, 150 mM KCl, 1.0 mg ml⁻¹ BSA, 0.1% Triton X-100 and 50 mM HEPES (pH 7.5) and was incubated at 30°C. A 20 μl sample was removed at 0 and 5 h for *F. novicida* and 0 and 1 h for *E. coli*. Samples were converted to a two-phase Bligh-Dyer system by the addition of chloroform and methanol. After centrifugation, the lower phase was removed and methanol was added.

**Statistical analysis**

All macrophage replication, single infection, killing assay and zeta potential values were tested for significance using the unpaired Student's t-test. For zeta potential, values beyond three standard deviations of the mean were excluded as outliers. The CI values from the mouse competition experiments were analysed with the one-sample Student's t-test and compared with 1. The mouse survival infection data were analysed using the Gehan–Breslow–Wilcoxon test.
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Abstract

Background: There is strong but mostly circumstantial evidence that genetic factors modulate the severity of influenza infection in humans. Using genetically diverse but fully inbred strains of mice it has been shown that host sequence variants have a strong influence on the severity of influenza A disease progression. In particular, C57BL/6J, the most widely used mouse strain in biomedical research, is comparatively resistant. In contrast, DBA/2J is highly susceptible.

Results: To map regions of the genome responsible for differences in influenza susceptibility, we infected a family of 53 BXD-type lines derived from a cross between C57BL/6J and DBA/2J strains with influenza A virus (PR8, H1N1). We monitored body weight, survival, and mean time to death for 13 days after infection. Qivr5 (quantitative trait for influenza virus resistance on chromosome 5) was the largest and most significant QTL for weight loss. The effect of Qivr5 was detectable on day 2 post infection, but was most pronounced on days 5 and 6. Survival rate mapped to Qivr5, but additionally revealed a second significant locus on chromosome 19 (Qivr19). Analysis of mean time to death affirmed both Qivr5 and Qivr19. In addition, we observed several regions of the genome with suggestive linkage. There are potentially complex combinatorial interactions of the parental alleles among loci. Analysis of multiple gene expression data sets and sequence variants in these strains highlights about 30 strong candidate genes across all loci that may control influenza A susceptibility and resistance.

Conclusions: We have mapped influenza susceptibility loci to chromosomes 2, 5, 16, 17, and 19. Body weight and survival loci have a time-dependent profile that presumably reflects the temporal dynamic of the response to infection. We highlight candidate genes in the respective intervals and review their possible biological function during infection.

Background

Influenza A virus represents a major health threat to humans. The 1918 H1N1 pandemic caused at about 30 to 50 million deaths [1]. Seasonal influenza epidemics cause high economic loss, morbidity and deaths every year [2]. The course and outcome of an influenza A virus infection is influenced by viral and host factors. Host risk factors, like obesity or pregnancy, became evident during the recent swine flu pandemics [3,4]. Furthermore, genetic factors in humans associated with a higher susceptibility to influenza infections and severe disease outcome have been suspected for the 1918 pandemics, as well as the H5N1 human infections [5-7]. Recently, the importance of IFITM3 as a crucial factor for host susceptibility has been demonstrated in mice and humans [8].

The importance of host factors to host susceptibility and resistance has been demonstrated clearly in animal models. We and others have shown in mouse infection models that the susceptibility of the host to influenza A infection strongly depends on the genetic background [9-17]. In particular, DBA/2J mice are highly susceptible to many influenza A virus subtypes, including those that
were directly derived from human isolates without prior adaptation to the mouse [9,13,16-18]. In contrast, C57BL/6J mice are more resistant. After infection with mouse-adapted H1N1 (PR8M virus), DBA/2J mice loss weight very rapidly and die within 5–7 days post infection (p.i.), whereas C57BL/6J mice loss weight until days 6–8 after infection and regain their initial weight by 14 days p.i. [9,18]. Viral load in the lungs of DBA/2J infected mice is much higher and lung pathology is very severe compared to infected C57BL/6J mice. Also, the production of chemokines and cytokines is much higher in DBA/2J mice [9,18].

However, the genomic regions that are responsible for the differential response after infection with H1N1 have not been determined. Therefore, we used a large family of BXD type recombinant inbred strains generated by crossing C57BL/6J (resistant) to DBA/2J (susceptible) to map genetic loci that modulate disease severity. The BXD genetic reference population (GRP) is made up of a set of progeny strains, each with a defined and fixed genetic architecture. It is one of the largest families of strains, consisting of about 80 fully inbred strains [19,20] available from the Jackson Laboratory and a new set of 80 additional lines that are still in production at the University of Tennessee. Individuals within each single strain are essentially isogenic (except for the sex chromosomes) and genotypes for the entire family, including most of the new strains, are known [21]. Genetic variation among this family has been exploited extensively in the past to systematically study the genetics of many traits (for examples of phenotypes see the GeneNetwork database [22]).

Here, we infected over 50 of the BXD strains with influenza A H1N1 virus and monitored body weight, survival, and mean time to death for the following 13 days post infection. We identified two significant and several suggestive loci peaks for all three traits. All showed a time-dependent appearance. Data mining of the intervals revealed several candidate genes, several of which may be important for the host response to influenza A virus infection.

Results
Susceptibility to influenza A virus after experimental infection of BXD mouse strains is highly variable

We infected 53 recombinant inbred strains of the BXD population plus the parental strains C57BL/6J, DBA/2J and B6D2F1 mice with mouse-adapted H1N1 virus (PR8M, H1N1 [18]) and followed body weight and survival over the next 13 days. Mice that lost more than 25% of their starting weight were sacrificed and also recorded as dead. After infection, body weight changes were highly variable between the BXD strains over the period of 13 days post infection (Figure 1, Additional file 1: Table S1). Similarly, survival rates (Additional file 2: Figure S1A, B) and mean time to death (MTTD; Additional file 2: Figure S1C) were highly variable between the different BXD strains. Furthermore, the trait percent survival showed a strain-dependent progression over time.

For body weight loss and survival, three different phenotypic response groups can be defined (Figure 1). In the first (Figure 1A), all infected mice within a strain survived, in the second (Figure 1B) a majority but not all individuals within a strain survived, and in the third group (Figure 1C), a majority died. Most remarkably, in the first group four strains—BXD9, BXD13, BXD43, BXD97—were highly resistant indicating that the infection may not cause any major pathology (Figure 1A). In contrast, BXD28 belonging to the third group, lost body weight much more rapidly than even the highly susceptible DBA/2J parent (Figure 1C). These results illustrate a large variation of responses within the BXD family.

By day 7 p.i., all infected mice had succumbed to infection in 11 strains, whereas 14 others exhibited more limited mortality (Additional file 2: Figure S1A). The incidence of mortality increased in some strains from day 8 p.i. through day 11 but not thereafter (Additional file 2: Figure S1B). For the MTTD phenotype, 17 strains showed no mortality after infection, similar to the resistant C57BL/6J parent. Three strains—BXD28, BXD18, BXD103—exhibited a MTTD that was even shorter than for the susceptible DBA/2J parent (Additional file 2: Figure S1C). Although this study was conducted over a period of approximately three years, and although mice were received from different sources and different experimenters performed the infection experiments, we did not note any significant influence of these potential confounds and cofactors.

Principal Component Analysis (PCA) of strain mean body weight loss from day 1 until day 7 was carried out to reduce the number and redundancy of related measurements, as well as to evaluate whether this set of measurements can be broken down into statistically and genetically independent processes. This analysis revealed one major component, PC1 that explains most of the weight loss among strains (more than 80%, see Additional file 3: Figure S2). This component corresponds to differences in loss from day 3 to 7 p.i. (Figure 2). In contrast, PC2 accounts for only about 10% of the variance in weight loss (Additional file 3: Figure S2). This component corresponds only to very early weight loss after virus inoculation, on days 1 and 2 p.i. (Figure 2), well before any appreciable virus replication has occurred. Thus, PC2 is highly likely to be a technical, but still interesting effect associated with the stressful procedure of intranasal inoculation and full anesthesia. PC1 most likely reflects the biologically relevant variation among strains in response to viral replication.
Analysis of body weight loss revealed a significant QTL on chromosome 5 and several suggestive QTLs with time-dependent effects.

We mapped body weight loss following infection day by day. For purposes of analysis, body weights of mice that had died or that were euthanized were assigned a weight equal to 75% of their initial weight. It should be noted that mice which died continuously lost weight and were close to 75% body weight loss before they were found dead (Figure 1B, C). After day 7, surviving mice started to gain weight (Figure 1A, B). For this reason, we limited our analyses of body weight traits to the period of day 1 to day 7 p.i. in order to avoid mixing data from dead with recovering mice. Interval mapping of body weight

---

Figure 1 BXD strains exhibit variable kinetics of weight loss and survival after infection with Influenza A virus. Mice from 53 BXD and parental strains were infected intra-nasally with $2 \times 10^3$ FFU of PR8 virus. Weight loss and survival of infected mice was followed over a period of 13 days. Mortality includes mice that were sacrificed because they had lost more than 25% of body weight. Three phenotypic groups can be distinguished: in the first group (A), all infected mice within a given BXD strain survived, in the second group (B) less than 50% of infected mice within a given BXD strain died, in the third group (C), more than 50% of infected mice within a given BXD strain died. From the weight loss curve of the second and third group it also becomes obvious that non-surviving mice were all approaching the 75% body weight loss endpoint before dying.
loss detected a significant time-dependent locus on chromosome 5 that we named ‘QTL for influenza virus resistance on chromosome 5’ (Qivr5) adopting the nomenclature proposed by [12]. This QTL exhibited genome-wide significance on days 5 (LRS: 19.0, effect size: 30%) and 6 (LRS: 19.4, effect size: 31%, Figure 3). However, the effect of Qivr5, although weaker, can also be detected on days 2, 3, and 4 and 7 (Figure 3). Most interestingly; the resistance allele at Qivr5 is inherited from the nominally sensitive DBA/2J parental strain, illustrating the genetic complexity of the influenza response. Suggestive loci (LRS values between 10 and 15) map to chromosomes 2, 6, 9, proximal and distal 16, and chromosome 17. The effect of these loci was also time-dependent (Figure 3A-G).

Another suggestive QTL peak was found on chromosome 10 on day 1 (LRS: 14.1, effect size: 23%, Figure 3A). Its effect is lower at day 2 and not apparent at later days. These observations are in accordance with the PCA (Figure 2) that reveals two separate time-dependent influences on body weight variance among strains. The QTL appeared at an early time point after infection, when virus replication has just begun and strong inflammatory host responses are not yet evident [9,18,23]. These observations indicate that the effect is most likely related to the experimental protocol, namely the stress to anesthesia and intra-nasal application as well as treatment recovery. Treatment-dependent QTLs were described previously [24]. It is worth to note that mock-infection of the parental DBA/2J and C57BL/6j mice did not lead to a lasting body weight loss over a longer time interval except for a slight drop in body weight on day 1 p.i. (Additional file 4: Figure S3).

We also performed a QTL analysis for the PC1 and PC2 described above. PC1 detects a significant QTL on chromosome 5 (LRS: 19, effect size: 30%, Figure 4A) as well as suggestive QTL peaks on proximal chromosome 16 and on chromosome 17 (Figure 4A). Thus, the PC1 confirmed the significant QTL on chromosome 5 found with the daily body weight loss traits. Interval mapping of PC2 detected no significant QTL and one suggestive QTL on chromosome 13 (Figure 4B) which was not seen in any other trait.

**Survival rate and mean time to death traits confirmed the QTL on chromosome 5 and detected another significant QTL on chromosome 19**

The analysis of survival rate traits on days 7, 8 and 11 p.i. revealed significant peaks on chromosomes 5 and 19 and suggestive peaks on chromosomes 1, 2, 3, 10, 16 and 17 (Figure 5A-C). The effects of these QTLs were again time-dependent. Qivr5 was significant at day 7 (LRS: 24.8, effect size: 37%) and day 8 p.i. (LRS: 19.7, effect size: 31% Figure 5A, B) and its effect was still evident from day 9 until 11 p.i. (Additional file 5: Figure S4 and Figure 5C). Similarly, another significant QTL with time-dependent effects was observed on chromosome 19 (Qivr19) at day 8 (LRS: 19.4; effect size: 29%) that could also be detected at day 7 and days 9–11 (Figure 5A-C and Additional file 5: Figure S4). Qivr5 and Qivr19 resulted from a positive influence of DBA/2J on survival, whereas Qivr16 (distal locus) and Qivr17-2 resulted from a positive influence of C57BL/6j alleles to increase survival. Furthermore, MTTD analysis confirmed Qivr5 as a significant QTL (LRS: 20.5, effect size: 32%), and Qivr19 was almost significant for this trait (Figure 5D). In addition, suggestive QTLs were found on chromosomes 2 and 17 for the MTTD trait.

In conclusion, survival and MTTD traits confirmed the significant QTL on chromosome 5, revealed an additional significant QTL on chromosome 19 and several suggestive QTLs. All QTLs showed a time-dependent effect.

**Composite interval and pair-scan mapping indicates various interactions of QTLs**

The strongest QTLs map to chromosomes 5 and 19. We therefore performed composite interval mapping in which the contributions of these strong QTLs were factored out to reveal possible secondary QTLs. When we controlled for Qivr19, the linkage to distal chromosome 16 increased and became nearly significant for both survival at day 8 and MTTD (Figure 6A, B). The linkage to chromosome 2 increased slightly. However, control for the contribution of Qivr5 did not reveal any additional loci linked to survival or MTTD traits (Figure 6C, D).
Finally, we analyzed the joint additive effects of QTLs described above as well as possible epistatic interactions among these QTLs. When using a full two-locus model (Trait Variance = Q1 + Q2 + Q1 x Q2), we found two potential interactions between Qivr5 and a new locus on chromosome 9 as well as between Qivr5 and Qivr19, respectively, for the survival trait at day 8 (Figure 7A). The inclusion of an interaction term increases the LRS by 23 (Additional file 6: Figure S5). For both Qivr5 – chromosome 9 interaction (Figure 7B) and Qivr5 – Qivr19 interaction (Figure 7C), the allele combination DBA/2J / DBA/2J showed highest and the combination C57BL/6J / C57BL/6J lowest survival scores. All differences were highly significant.

Analysis of QTL regions identified several candidate genes that may contribute to host susceptibility or resistance

In total, the mapping studies revealed five QTLs on chromosomes 2, 5, distal 16, 17 and 19 (Qivr2-2, Qivr5, Qivr16, Qivr17-2 and Qivr19) that did merit further analysis because they were consistently observed in at least two traits and exerted an effect on at least two different days p.i.

For the candidate gene searches, we defined the critical regions of the QTLs manually by considering peak height, its shoulder and bootstraps as guidance (Figure 8). We then investigated these Qivr intervals for potential candidate genes that may be causal for the studied traits.
We first used the QTLminer tool in GeneNetwork [25] to identify all genes in the QTL intervals and to obtain associated GO terms. Next, we select all annotated genes within the QTL intervals that were expressed between day 1 and day 60 after infection of C57BL/6J mice with PR8M virus (the latter data set is derived from a separate study (Pommerenke et al., PLoS ONE, in press). Subsequently, these genes were further characterized for the following attributes: genes that were up- or up-regulated in infected lungs by at least 1.5-fold in C57BL/6J after PR8M infection, genes carrying an insertion or deletion or a non-synonymous nucleotide change in the open reading frame, genes exhibiting a cis-expression QTL in the lung [26], and genes that were differentially expressed by at least 1.5-fold in C57BL/6J and DBA/2J mice in infected lungs between day 1 and day 8 p.i. [23] and Pommerenke et al., PLoS ONE, in press). The strategy of the QTL mining is shown as flow chart in the Additional file 7: Figure S6, and the final results are presented in Table 1. Furthermore, the attributes of all genes located in the QTL regions are listed in detail in the Additional file 8: Table S2). Using these combined attributes, we identified 31 genes as the most likely candidates to regulate the traits controlled by Qivr2-2, Qivr5, Qivr16, Qivr17-2 and Qivr19 (listed in Table 2). These genes were further evaluated based on their known function from the literature and phenotypes in knock-out mouse mutants (see discussion).

**Discussion**

DBA/2J and C57BL/6J mice have been shown previously to differ largely in their susceptibility to H1N1...
Genome-wide linkage scan for survival rate and mean time to death confirms QTLs on chromosomes 5 and 19.

Interval mapping of survival rates (in %) after PR8 infection at day 7 (A), day 8 (B) and day 11 (C) show significant QTLs on chromosomes 5 and 19. Suggestive QTLs are observed on chromosomes 2, 3, 10, 16 and 17. Interval mapping using mean time to death confirmed the significant QTL on chromosome 5 and revealed suggestive QTLs on chromosomes 2, 17 and 19 (D). Interval mapping is shown across the entire genome as blue line representing the LRS scores; green line: DBA/2J alleles increase trait values; red line: C57BL/6J alleles increase trait values. Upper x-axis shows mouse chromosomes, lower x-axis shows physical map in mega bases for each chromosome, y-axis represents LRS score. The horizontal lines mark the genome-wide significant thresholds at p<0.05 (red line) and suggestive thresholds at p<0.37 (gray line).
Figure 6 Composite interval mapping indicates interactions of QTLs on chromosomes 5 and 19. The influence of the markers rs13483633 on chromosome 19 (A, B) and rs13478587 on chromosome 5 (C, D) was factored out and the residual LRS were calculated. Two different traits, survival day 8 (A, C) and mean time of death (B, D) were tested by using the web tool of GeneNetwork. Interval mapping is shown across the entire genome as blue line representing the LRS scores; green line: DBA/2J alleles increase trait values; red line: C57BL/6J alleles increase trait values. Upper x-axis shows mouse chromosomes, lower x-axis shows physical map in mega bases for each chromosome, y-axis represents LRS score. The horizontal lines mark the genome-wide significant thresholds at p<0.05 (red line) and suggestive thresholds at p<0.37 (gray line).
Here, we expanded these studies and utilized the BXD recombinant inbred set of mouse strains to map the genomic regions that are responsible for differences in these two mouse strains. We monitored three phenotypic traits, body weight over time, survival over time and mean time to death to identify quantitative trait for influenza resistance. Two significant QTLs, Qivr5 and Qivr19, were found on chromosomes 5 and 19, respectively. Furthermore several suggestive QTLs, Qivr2-2, Qivr16 and Qivr17-2 were observed in at least two traits and at two days on chromosomes 2, 16 and 17, respectively. Composite mapping revealed an additional almost significant QTL at distal chromosome 16, Qivr16.

A similar analysis for host resistance to influenza has been performed previously after infecting 66 BXD strains with H5N1 influenza virus. This study reported three significant QTLs on chromosomes 2, 7, and 17 [12]. Thus, none of these significant QTLs overlaps with the QTLs identified in our analysis. Five of the strains that were resistant (all infected mice survived) in our study were also resistant in the study of [12] where a total of 14 strains were found to be resistant. Five strains that were highly susceptible in our study (100% of infected mice died) were also highly susceptible in the study by [12] of a total of 26 susceptible strains. Furthermore, five strains that were resistant in our study were susceptible in the study by [12]. Thus, there is also not much overlap between the two studies with respect of susceptible and resistant strains. The differences between the two studies are most likely explained by the use of two different influenza virus subtypes. The H1N1 virus from our study represents a subtype with a monobasic hemagglutinin (HA) cleavage site, whereas the H5N1 which was used in the study by Boon et al. is a subtype with a polybasic HA cleavage site. The cellular tropism of these two subtypes for virus replication and processing is quite different, because monobasic viruses are dependent on cell-specific proteases for the processing of the HA whereas polybasic subtypes can be processed by more ubiquitously expressed host proteases, e.g. [27-32]. Therefore, the contribution of host

![Figure 7 Interactions are observed between several QTLs.](image)

The graph displays pair-scan results for the trait percent survival at day 8 p.i. (D13002) (A). The upper left half of the plot highlights any epistatic interactions, the lower right half provides a summary of LRS of the full model, representing cumulative effects of linear and non-linear terms based on the model \( \text{Trait Variance} = Q_1 + Q_2 + Q_1 \times Q_2 \). Subsequently, BXD lines were grouped according to their allele combinations and trait values were compared between groups (B, C). The largest differences are indicated by asterisks. They are highly significant between the respective groups \( (p < 0.0001) \). For the various markers were used: Qivr5: rs13478587, chromosome 9: rs6191976, Qivr19: rs13483633. Number of lines and p-values for Qivr5 – chromosome 9: D2/D2: n = 17, D2/B6: n = 17, B6/D2: n = 6, B6/B6 n = 12; D2/D2 vs B6/B6: p < 0.0001, D2/B6 vs B6/B6: p = 0.003. Number of lines and p-values for Qivr5 – Qivr19: D2/D2: n = 18, D2/B6: n = 16, B6/D2: n = 4, B6/B6: n = 14; p-values: D2/D2 vs B6/B6: p < 0.0001, D2/B6 vs B6/B6: p = 0.0008.

Abbreviations: D2: DBA/2J, B6: C57BL/6J.
factors to susceptibility may be different between H1 and H5 containing virus subtypes.

Another study described the genetic mapping of susceptibility and resistance factors after infecting a panel of 29 AxB / BxA congenic strains with a mouse-adapted H3N2 influenza virus [33]. The AxB / BxA congenic strains were generated from a cross of susceptible A/J and resistant C57BL/6J parental mouse strains. The authors found three major QTLs on chromosomes 2, 6 and 17. The QTL on chromosome 17 overlaps with the Qivr17-2 locus which we found in our study. Furthermore, the candidate gene Pla2g7 that was identified in their study was also detected as candidate gene in our analysis (see below).

The influence of genetic factors determining the host response to H1N1 influenza virus infections was also examined in mice of the pre-Collaborative Cross collection [34]. In this study, gene expression levels in extreme responders were used to identify expression QTLs (eQTL). One gene that exhibited a cis-eQTL, Sik1 (salt inducible kinase 1), was located in the Qivr17-2 interval from our study, and we also identified it as potential quantitative trait gene (Table 2). This gene is associated with the GO terms ‘negative regulation of transcription from RNA polymerase II promoter, regulation of cell differentiation, and protein kinase cascade’. However, no specific infection-related functions have been yet described for this gene.

One of the most interesting findings in our study was the time-dependent effect of QTLs which we observed in the body weight and survival traits. The peak QTLs for the two significant QTLs, Qivr5 and Qivr19, were found at different times p.i., day 6 and day 8, respectively. In addition, the effects of both QTLs were not only evident at the times p.i. where they exerted the significant peak QTL signals but also several days before and after the peak. Furthermore, for the suggestive QTLs, also time-dependent effects were observed. These results suggest that the causal genes underlying different QTLs act at different time points of the host defense.

Most interestingly, Qivr5 as well as Qivr19 represent a positive influence on body weight, survival and MTTD from the DBA/2J haplotype, the susceptible strain. These findings indicate that genomic regions from the susceptible parent are able to increase resistance when combined with the resistant parental genome. We are now analyzing several BXD strains that were more resistant than the parental C57BL/6J mice in more detail. One possible mechanism to explain such an effect may be that an activator (secreted ligand or transcription factor) is expressed in susceptible DBA/2 mice but the corresponding target (receptor or regulated gene) is mutated. On the other hand, in C57BL/6J mice, the target but not the activator may be mutated. If the wild type alleles are now coming together in a BXD strain, the functional activator finds its functional target and thereby an increased resistance state is achieved.

Both composite and interaction mapping revealed many genetic interactions between C57BL/6J and DBA/2 J alleles. Thus, many genomic regions from the parental strains are able to contribute to the host response and this effect depends strongly on the allele combinations in the respective QTLs. These observations may be studied further in double congenic mouse lines.

We subsequently analyzed the five QTL intervals, Qivr2-2, Qivr5, Qivr16, Qivr17-2 and Qivr19 in more detail to identify genes that may be causal for resistance or susceptibility. In total, 830 genes are located in these intervals. We narrowed down the total number of genes to 31 candidates (Table 2) by using additional information, such as temporal expression after PRM8 infection (Pommerenke et al., PLoS ONE, in press), cis-eQTLs in non-infected lungs [26], differences in expression between DBA/2 and C57BL/6J [23], and sequence variants in the coding regions.

Qivr5 contains the candidate gene Eif2ak1 (eukaryotic translation initiation factor 2 alpha kinase 1) that is a member of eIF2alpha kinases which have been associated with anti-viral host responses [35]. Boon et al. described another eIF2alpha kinase, Eif2ak2 / Pkr (eukaryotic translation initiation factor 2-alpha kinase 2), in the Qivr17 locus after infection with influenza H5N1 [12]. Eif2ak2 plays a critical role in modulating immunoglobulin expression during RSV infection. In addition Eif2ak2 knockout mouse mutants are more susceptible to influenza infections [36,37]. We have initiated the generation of a
congenic mouse lines for the chromosome 5 interval to verify and further characterize the effect of this region for resistance to influenza infection.

Qivr2-2 contains two candidate genes, Itgb6 (integrin beta 6) and Ifih1 (interferon induced with helicase C domain 1), with known functions in the host defense to viral infections. Itgb6 mouse knock-out mutants exhibit severe pneumonia and an increase in granulocyte recruitment to the lung [38]. The protease-activated receptor 1-mediated enhancement of Itgb6-dependent TGF-beta activation has been proposed to represent one mechanism by which activation of the coagulation cascade contributes to the development of acute lung injury [39]. The Ifih1 gene is also known as MDA5 (Melanoma Differentiation-Associated protein 5). IFI1H1 is part of the RIG-I-like receptor (RLR) family, which function as pattern recognition receptors and are activated upon binding of virus dsRNA [40]. IFIH1 functions as cytosolic receptor that leads to the selective activation of type I IFN genes and is indispensable for sustained expression of cytokine genes and is essential for cytokine production [41]. IFIH1 mutant knock-out mice exhibit an impaired response to different viral pathogens [43,44].

Qivr16 contains two potential genes with known functions in the host defense and lung function, Robo1 (roundabout homolog 1 (Drosophila)) and Nrip1 (nuclear receptor interacting protein 1). DBA/2J mice carry a frame shift mutation in the Robo1 gene which might lead to an impaired function of the encoded protein. Robo1 has been described to be involved in guidance and migration of axons, myoblasts, and leukocytes in vertebrates (e.g. [45-47]) but is also expressed in the developing lung [48]. Robo1 knock-out mutants exhibit a delayed lung maturation and bronchial hyperplasia. The latter results suggest that Robo1 may be involved in maintaining proper lung function and it may become essential when lung epithelium is destroyed during an influenza infection. Nrip1/Rip140 functions as a co-activator for cytokine gene promoter activity via direct protein-protein interactions with the NFkappaB subunit RelA and histone acetylase cAMP-responsive element binding protein (CREB)-binding protein (CBP) [49]. It is involved in modulating pro-inflammatory responses in macrophages [50].

Qivr17-2 represents a positive influence of the C57BL/6J genotype on body weight, survival and MTTD. This QTL is located in a gene-rich region which carries many genes that are involved in the host immune response, in particular the H2 histocompatibility genes which are involved in antigen presentation [51]. Therefore, many candidate genes are found in the Qivr17-2 region. The Lst1 (leukocyte specific transcript 1) gene is of special interest because the DBA/2J allele mice carries a single nucleotide deletion in the first exon resulting in a frame shift of the open reading frame. This mutation most likely results in a non-functional Lst1 protein in DBA/2J mice. We confirmed the presence of the deletion by sequencing the parental DBA/2J and some BXD strains carrying the DBA/2J allele. The wild type allele was confirmed in C57BL/6J mice and in some BXD strains carrying the C57BL/6J allele. In humans, LST1 plays a role in the regulation of the immune response to inflammatory diseases such as rheumatoid arthritis, microbial infection or Rubella vaccine-induced immunity [52-55]. Also, Lst1 is up-regulated after influenza A infection in C57BL/6J mice starting at day 2 and exhibits a strong peak of expression at day 8 p.i. Pommerenke et al., 2012 (Pommerenke, C., E. Wilk, B. Srivastava, A. Schulze, N. Novoselova, R. Geffers, and K. Schughart. 2012. Global transcriptome analysis in influenza-infected mouse lungs reveals the kinetics of innate and adaptive host immune responses. PLoS ONE. 7:e41169.). Thus, the expression profile and known functions of Lst1 fit well with a possible critical role for the host defense to influenza A virus. We initiated the generation of knock-out mice to evaluate the role of Lst1 in more detail. In addition, a second, most interesting candidate, Pla2g7 (phospholipase A2, group VII (platelet-activating factor acetylhydrolase, plasma)) was identified in the Qivr17-2 interval. In

<table>
<thead>
<tr>
<th>Qivr</th>
<th>Interval</th>
<th>Allele increasing survival</th>
<th>No of genes in interval</th>
<th>No of genes expressed during infection (FS in coding region)</th>
<th>No of genes with Indels (SNPs (non-synonymous codons / stop codons))</th>
<th>No of genes with non-infected lung</th>
<th>Cis-eQTLs in differentially expressed btw B6/D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-2</td>
<td>56-68 Mb</td>
<td>D2</td>
<td>72</td>
<td>24 (19)</td>
<td>-</td>
<td>4 / 0</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>140-153 Mb</td>
<td>D2</td>
<td>179</td>
<td>83 (57)</td>
<td>-</td>
<td>9 / 0</td>
<td>13</td>
</tr>
<tr>
<td>16</td>
<td>64-78 Mb</td>
<td>B6</td>
<td>52</td>
<td>12 (7)</td>
<td>1</td>
<td>5 / 0</td>
<td>4</td>
</tr>
<tr>
<td>17-2</td>
<td>30-44 Mb</td>
<td>B6</td>
<td>370</td>
<td>158 (104)</td>
<td>1</td>
<td>58 / 4^2</td>
<td>32</td>
</tr>
<tr>
<td>19</td>
<td>37-45 Mb</td>
<td>D2</td>
<td>161</td>
<td>51 (30)</td>
<td>1</td>
<td>14 / 1^1</td>
<td>11</td>
</tr>
</tbody>
</table>

Up- or down-regulated genes were defined as genes that exhibited at least a 1.5 difference in expression levels in lungs of infected mice compared to the non-infected controls. Genes were defined as differentially expressed exhibiting at least a 1.5 difference in expression changes in infected lungs of C57BL/6J and DBA/2J. Genes with sequence variations: *Robo1*, Lst1, *Brd2*, *H2-A61*, *H2-Bf*, Rpp21, Trm3, Cpis. Abbreviations: FS: frame shift in coding region, SNP: single nucleotide polymorphism, cis-eQTL: cis regulated expression QTL, B6: C57BL/6J, D2: DBA/2J.
<table>
<thead>
<tr>
<th>Qivr</th>
<th>Gene symbol</th>
<th>Gene description</th>
<th>Function</th>
<th>KO phenotype</th>
<th>Type polymorphism in ORF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qivr2-2</td>
<td>Itgb6</td>
<td>integrin beta 6</td>
<td>Integrin-mediated signaling pathway, inflammatory response, cell-matrix adhesion</td>
<td>Baldness associated with macrophage infiltration of skin, exaggerated pulmonary inflammation, impaired mast cell response to nematode infection.</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr2-2</td>
<td>Ifih1</td>
<td>interferon induced with helicase C domain 1</td>
<td>Response to virus, innate immune response, regulation of apoptosis, RIG-I-like receptor signaling pathway</td>
<td>Increased virus-associated morbidity and mortality, decreased cytokine response to several viral infection.</td>
<td>ns (5)</td>
</tr>
<tr>
<td>Qivr5</td>
<td>Eif3b</td>
<td>eukaryotic translation initiation factor 3, subunit B</td>
<td>Translation, translation initiation</td>
<td>NA</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr5</td>
<td>Sdk1</td>
<td>sidekick homolog 1 (chicken)</td>
<td>Cell adhesion</td>
<td>NA</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr5</td>
<td>Eif2ak1</td>
<td>eukaryotic translation initiation factor 2 alpha kinase 1</td>
<td>Negative regulation of translation, response to stress, negative regulation of cell proliferation, regulation of eIF2 alpha phosphorylation by heme</td>
<td>Enlarged heart size, abnormal red blood cell development, morphology, physiology with macrocytic anemia.</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr5</td>
<td>Rnf6</td>
<td>ring finger protein (C3H2C3 type) 6</td>
<td>Ubiquitin-dependent protein catabolic process, positive regulation of transcription, DNA-dependent</td>
<td>NA</td>
<td>ns (2)</td>
</tr>
<tr>
<td>Qivr16</td>
<td>Robo1</td>
<td>roundabout homolog 1 (Drosophila)</td>
<td>Cell differentiation, axon guidance, chemotaxis</td>
<td>Neonatal death, aphagia, delayed lung maturation and bronchial hyperplasia.</td>
<td>insertion</td>
</tr>
<tr>
<td>Qivr16</td>
<td>Nrip1</td>
<td>Nuclear receptor interacting protein 1</td>
<td>Regulation of transcription</td>
<td>Female infertility due to ovulation failure. Male and female mice are smaller than wild-type littermates.</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr16</td>
<td>Usp25</td>
<td>ubiquitin specific peptidase 25</td>
<td>Ubiquitin-dependent protein catabolic process</td>
<td>NA</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr17-1</td>
<td>Cryaa</td>
<td>crystallin, alpha A</td>
<td>Negative regulation of apoptosis, negative regulation of caspase activity, lens fiber cell morphogenesis</td>
<td>Small lenses that develop progressive opacity beginning in the nucleus.</td>
<td>no</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Snf1lk/Sik1</td>
<td>SNF1-like kinase</td>
<td>Negative regulation of transcription from RNA polymerase II promoter, regulation of cell differentiation, protein kinase cascade</td>
<td>NA</td>
<td>no</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>March2</td>
<td>membrane-associated ring finger (C3HC4) 2</td>
<td>Endocytosis, biological process</td>
<td>NA</td>
<td>no</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Tapbp</td>
<td>TAP binding protein</td>
<td>Antigen processing and presentation of exogenous peptide antigen via MHC class I, TAP-dependent; defense response</td>
<td>Reduced and thermolabile MHC class I surface expression due to impaired peptide loading with stabilizing peptides, impaired T cell selection, altered NK repertoire, lower CD8+ T cell numbers, impaired responses to select class I-restricted antigens.</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-Oa</td>
<td>histocompatibility 2, O region alpha locus</td>
<td>Antigen processing and presentation of peptide or polysaccharide antigen via MHC class II, regulation of T cell differentiation, Graft-versus-host disease, viral myocarditis</td>
<td>Abnormal antigen presentation via MHC class II, enhanced selection of CD4+ single positive thymocytes. Mice homozygous for a different knock-out allele show increased serum IgG1 levels.</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-DMa</td>
<td>histocompatibility 2, class II, locus DMa</td>
<td>Antigen processing and presentation of exogenous protein antigen via MHC class II, positive regulation of T cell differentiation, positive regulation of immune response, Graft-versus-host disease, viral myocarditis</td>
<td>Impaired antigen presenting cell function, poor IgG responses to T-dependent antigens, reduced numbers of mature CD4+ T cells, increased susceptibility to Leishmania major infection.</td>
<td>ns (2)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Tap2</td>
<td>transporter 2, ATP-binding cassette, sub-family B (MDR/TAP)</td>
<td>Antigen processing and presentation of exogenous peptide antigen via MHC class I, TAP-dependent; positive regulation of T cell mediated cytotoxicity, protection from natural killer cell mediated cytotoxicity</td>
<td>No CD8+ T cells, although numbers of CD4+ T cells and B cells are normal.</td>
<td>ns (6)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-Ob</td>
<td>histocompatibility 2, O region beta locus</td>
<td>Antigen processing and presentation of peptide or polysaccharide antigen via MHC class II, Graft-versus-host disease, viral myocarditis</td>
<td>NA</td>
<td>ns (7)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-Ab1</td>
<td>histocompatibility 2, class II antigen A, beta 1</td>
<td>Antigen processing and presentation of peptide or polysaccharide antigen via MHC class II, Graft-versus-host disease, viral myocarditis</td>
<td>Depletion of mature CD4+ T cells, deficiency in cell-mediated immune responses, increased susceptibility to viral infections.</td>
<td>ns (9) stop_L</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-Aa</td>
<td>histocompatibility 2, class II antigen A, alpha</td>
<td>Antigen processing and presentation of exogenous peptide antigen via MHC class II, positive regulation of T cell differentiation, Graft-versus-host disease, viral myocarditis</td>
<td>Lack of cell surface expression of MHC class II molecules on macrophages, decreased CD4-positive T cell number, increased CD8-positive T cell number, thymus hyperplasia, enlarged lymph nodes, altered splenocyte response to staphylococcal enterotoxin B.</td>
<td>ns (10)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Lst1</td>
<td>leukocyte specific transcript 1</td>
<td>Negative regulation of lymphocyte proliferation, immune response, cell morphogenesis</td>
<td>NA</td>
<td>ns (1) deletion</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Gsf2h4</td>
<td>general transcription factor II H, polypeptide 4</td>
<td>Regulation of transcription, DNA-dependent</td>
<td>NA</td>
<td>ns (3)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-T23</td>
<td>histocompatibility 2, T region locus 23</td>
<td>Antigen processing and presentation of peptide antigen via MHC class I, Graft-versus-host disease, viral myocarditis</td>
<td>CD4+ T cells have enhanced responses after infection or immunization, are resistant to suppressor activity mediated by a subset of CD8+ T cells, but are more susceptible to NK cell lysis.</td>
<td>ns (3)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>H2-Bi</td>
<td>histocompatibility 2, blastocyst</td>
<td>Antigen processing and presentation</td>
<td>NA</td>
<td>ns (4) stop_L</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Rpp21</td>
<td>ribonuclease P 21 subunit (human)</td>
<td>tRNA processing</td>
<td>NA</td>
<td>ns (1) stop_G</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Trim26</td>
<td>tripartite motif protein 26</td>
<td>Biological process</td>
<td>NA</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Pia2g7</td>
<td>phospholipase A2, group VII (platelet-activating factor acetylhydrolase, plasma)</td>
<td>Inflammatory response, lipid catabolic process</td>
<td>NA</td>
<td>ns (1)</td>
</tr>
<tr>
<td>Qivr17-2</td>
<td>Cyp39a1</td>
<td>cytochrome P450, family 39, subfamily a, polypeptide 1</td>
<td>Lipid metabolic process, oxidation reduction</td>
<td>NA</td>
<td>ns (2)</td>
</tr>
<tr>
<td>Qivr-19</td>
<td>Sorbs1</td>
<td>sorbin and SH3 domain containing 1</td>
<td>Transport, focal adhesion assembly, positive regulation of establishment of protein localization in plasma membrane</td>
<td>Decreased triglyceride levels, altered glucose homeostasis, decreased white blood cells and resistance to developing glucose intolerance induced by a high fat diet.</td>
<td>ns (6)</td>
</tr>
<tr>
<td>Qivr-19</td>
<td>Tctn3</td>
<td>tectonic family member 3</td>
<td>Apoptosis</td>
<td>NA</td>
<td>ns (1) insertion (2)</td>
</tr>
</tbody>
</table>
Table 2 GO-terms and functions observed in knock-out mice of 31 potential candidates from QTL intervals (Continued)

| Qivr-19 | Hps1 | Hermansky-Pudlak syndrome 1 homolog (human) | Positive regulation of natural killer cell activation, secretion of lysosomal enzymes | Hypopigmentation and increased bleeding time. Impaired natural killer cell function, reduced secretion of kidney lysosomal enzymes, abnormal retinofugal neuronal projections characterize some alleles. | ns (6) |
| Qivr-19 | Dnmbp | dynamin binding protein | Intracellular signaling cascade, regulation of Rho protein signal transduction | NA | ns (3) |

The genotype of C57BL/6J was used as reference for the sequence polymorphisms. The knockout mutant phenotype is identified in the MGI Mouse Genome Database. Gene Fgy (fidgetin) fulfilled most criteria but was found to be expressed only at late times p.i. (after day 14) and was therefore omitted from the candidate gene list. Abbreviations: KO: knockout mutant; NA: not analyzed, SNP: single nucleotide polymorphism, ns: non-synonymous codons, ORF: open reading frame, stop_G: stop codon gained, stop_L: stop codon lost.

humans, increased activities of certain variants of PLA2G7 were associated with early coronary atherosclerosis and with endothelial dysfunction, but the gene may also exert an anti-inflammatory function [56-60]. The Pla2g7 gene was also identified as a potential candidate gene for susceptibility against infections with H3N2 influenza virus [33]. Pla2g7 expression levels in susceptible A/J mice were higher than in resistant C57BL/6J mice after infection with H3N2 virus [33]. We also showed previously that Pla2g7 exhibits a cis-eQTL between C57BL/6J and DBA/2J in non-infected lungs where the DBA/2J allele shows high levels of expression [26]. Tnfrsf21 which was identified by [33] as potential candidate of Qivr17-2 also exhibits a cis-eQTL in non-infected BXD mice [26] but was not found to be regulated in C57BL/6J mice after infection (data not published). Tnfrsbp (TAP binding protein) plays a major role in the antigen processing and MHC class I presentation by stabilizing the TAP peptide transporter, e.g. [61-65]. Also, Tap2 (transporter 2, ATP-binding cassette, sub-family B (MDR/TAP)) gene is involved in antigen processing and presentation [63,66]. Gtf2hl4 (general transcription factor II H, polypeptide 4) encodes a general transcription factor. Recruitment and activation of Gtf2hl4 represents a rate-limiting step for the emergence of HIV from latency and sequence variants have been associated with multiple sclerosis [67-69].

Within the Qivr19 interval, only one gene, Hps1 (Hermansky-Pudlak syndrome 1 homolog (human)), has been associated with the host responses to infection. Mice carrying a natural mutation in the Hps1 gene showed an increased inflammatory response in alveolar macrophages after intranasal challenge with LPS [70].

The GeneNetwork database allows searching for other phenotypic traits that exhibit a genome-wide significant (LRS ≥ 18) within the Qivr intervals identified by our study. Two phenotypic traits, related to neuronal responses (trait ID 11285) and body weight changes (trait ID 12838), are located to the Qivr16 locus. Also, the Qivr17-2 interval contained significant QTLs for other traits. Two traits are related to host infectious diseases, ‘Ectromelia virus survival’ (ID 12672) and ‘Chlamydia psittaci (6BC) infection response’ (ID 11025) and four traits are associated with immune cell responses (ID 10201, 10466, 10238, 10236). In addition two traits described seizure responses (ID 10388, 10507), and one trait has not been disclosed yet (ID 13920). Within the early time chromosome 10 interval, three other traits exhibit their most significant QTLs: ‘3a,5a-THDOC in blood plasma 3 days after cycle 5 of chronic intermittent air vapor’ (ID13027) and two non-disclosed traits. The first trait may relate to stress responses in the central nervous system (ID 13292 and 13846).

Conclusions

The mapping of resistance and susceptibility loci in the BXD population revealed several new QTLs and potential gene candidates that may be critical for the host defense against influenza A virus infection. Body weight and survival QTLs showed a time-dependent profile indicating that the genetic factors in these QTLs are important for the host response in a temporal dynamic fashion. Five QTL regions were examined in detail, and we identified several possible candidate genes that may be critical for the host response to influenza A infections in humans.

Methods

Animals

The mouse inbred strains C57BL/6J, DBA/2J and B6D2F1 were delivered from Janvier, France. Recombinant inbred mouse strains BXD were purchased from three different sources: The Jackson Laboratory, the University of Tennessee Health Science Center (Memphis, TN) and from Harlan, The Netherlands. For the analysis, mice were transferred to the animal facility in Braunschweig and adapted for at least two weeks to the new environment before starting experiments. Animals were maintained under specific pathogen free conditions. All experiments in mice were approved by an external committee and according to the national guidelines of the animal welfare law in Germany.
Viruses and infection of mice
The mouse-adapted influenza strain A/Puerto Rico/8/34 (H1N1; PR8M, [18] and references therein) was used for all infection studies. Stocks were prepared by infection of 10-day-old embryonated chicken eggs. After mice were anesthetized by intra-peritoneal injection of Ketamin-Xylazine solution in sterile NaCl (50 mg/ml Ketamine, Invesa Arzneimittel GmbH, Freiburg; 2% Xylazine, Bayer Health-Care, Leverkusen) with a dose adjusted to the individual body weight, mice were infected intranasally with $2 \times 10^3$ FFU of PR8M in 20 μl of sterile phosphate-buffered saline. Mice were assayed daily for body weight (determined as % of initial weight at day 0) and mortality during 13 days p.i. We used death as the end point for survival. Mice were sacrificed if body weight loss exceeded 25%. It should be noted that for mice that did not show any signs of body weight loss over the entire time period after infection, we do not have additional parameters to verify that they have indeed been infected. However, these cases were very few. In addition, we have ample experience with this infection method and the failure rate, for example with the DBA/2J strain, is less that 5%.

Data handling and statistical analysis
In total, 283 BXD mice and 127 mice from the parental strains or F1 generation were used for the infection experiments. In total 53 BXD strains were infected with an average of 5 mice per strain. We performed all primary calculations using simple features and functions of Microsoft Excel. Three sets of analysis were performed for the following variables: (1) body weight in percentage from starting weight (day 0) using the strain medians to exclude outliers; (2) survival by calculating the survival rate of each strain from day 7 to 13, (3) mean time to death in days. For statistical analyses, tests and visualization we used R, a free software environment for statistical computing and graphics (http://www.R-project.org). In order to test for batch effects or other co-factors, we visualized the data using multidimensional scaling based on the Sammon mapping method [71]. No clusters with respect to any of the co-factors age, weight at day 0, experimenter, time of infection, or source of mice could be found in the visualizations.

QTL mapping
QTL mapping was performed using the web-based complex trait analysis available on the GeneNetwork website (www.genenetwork.org) and the mapping module to analyze phenotypes in context of mouse genotypic differences. Interval mapping evaluates potential QTLs at regular intervals and estimates the significance at each location with a graphical representation of the likelihood ratio statistics (LRS) using 2000 permutation tests [19,22]. LRS values may be converted to LOD scores by dividing by 4.61. For the two locus model the following equation was used: $Var = Q1 + Q2 + Q1Q2 + e$, where $Var$ is the average variance in the trait, $Q1$ and $Q2$ are markers tightly linked to the loci, $Q1Q2$ is the ‘additive-by-additive’ epistatic interaction term, and $e$ is the residual error. The original data sets can be obtained at www.genenetwork.org with the following identification numbers: body weight: 13005 to 13017; survival: 13000 to 13004 and mean time to death: 12996. We performed full genome scans for epistatic interactions using the pair-scan module that is implemented in GeneNetwork. This module exploits the direct global optimization algorithm developed by [72]. The code compares the fit (as measured by LRS scores) for a purely additive model, a purely epistatic model, and the full model. The code also implements a permutation test ($n = 500$) and this enabled us to estimate the empirical $p$ value of the alternative models.

Candidate gene discovery
The QTL region analysis was initially performed using the QTL miner which has been implemented in GeneNetwork [25]. By using the automatic function of GeneNetwork we identified significant cis-QTLs with LRS higher than 18 at a genome-wide $p$-value of <0.05. Additionally the genes mapped within the analyzed QTLs were surveyed by the National Center for Biotechnology Information (NCBI) Entrez Gene website (http://www.ncbi.nlm.nih.gov/sites/entrez?db=gene) and the Jackson Laboratory’s MGI Mouse Genome Database project (http://www.informatics.jax.org/) to identify potential candidate genes. The GeneRIF database (http://www.ncbi.nlm.nih.gov/projects/GeneRIF/GeneRIFhelp.html) was used as a primary source to search for known gene functions and corresponding citations.

All sequence variants between B6 and D2 parental genomes (SNPs, indels) were extracted by using a comparative analysis that relies on approximately 100x whole genome shot gun of DBA/2J [73]. All of these sequence data are available at http://ucscbrowser.genenetnetwork.org/, the GeneNetwork Variant Browser (http://www.genenetwork.org/webqtl/main.py?FormID=snpBrowser), and the NCBI Short Read Archive (18 files
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Additional file 1: Table S1. Body weight loss from day 1 until day 7 for all strains showing the mean values, SEM per day and number of mice per strain analyzed.

Additional file 2: Figure S1. Genomic-wide linkage analysis for survival after H1N1 infection at days 9 and 10 p.i. Analysis of survival from day 9 (A) and day 10 (B) after PR8 infection revealed suggestive QTLs on chromosomes 5, 16, 17 and 19. Interval mapping is shown across the entire genome as blue line representing the LRS scores; green line: DBA/2J alleles increase trait values; red line: C57BL/6J alleles increase trait values. Upper x-axis shows mouse chromosomes, lower x-axis shows physical map in mega bases for each chromosome, y-axis represents LRS score.

Additional file 3: Figure S2. Rank-ordered strain distribution pattern showing mean time to death for 53 BXD, parental DBA/2J and C57BL/6J strains and F1 (B6D2F1) mice (C, trait ID: 12996).

Additional file 4: Figure S3. Genome-wide linkage analysis for survival after H1N1 infection of C57BL/6J and DBA/2J mice. Female DBA/2J (n=4) and C57BL/6J (n=3) mice were intranasally inoculated with 25 μL PBS under anesthesia. Body weight changes for each group of treated mice at various days p.i. is shown with reference to the starting weight (± % body weight). Data represent mean values +/- SEM.

Additional file 5: Figure S4. Genome-wide linkage analysis for survival after H1N1 infection: Genes expressed in infected lungs of C57BL/6J and DBA/2J; (+)(-) Genes were defined as differentially expressed (log2 ≥ 1.5) at any day in infected lungs of C57BL/6J and DBA/2J; (+)(-) Genes were defined as differentially expressed exhibiting at least a 1.5 difference in changes of the expression levels in infected lungs of C57BL/6J and DBA/2J; no: no regulation or not expressed; Score: the different attributes were counted.
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