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We are interested in quantifying the rear surface (leading-edge) velocities of a series of metal plates as a function of their displacement for impactor diameter, \( d \), and plate thickness, \( t \), such that their ratio, \( d/t = \{0.5, 1, 2\} \). Two different plate thicknesses—3.175 and 6.35 mm (1/8 and 1/4-inch, respectively)—are investigated along with 2 different impactor velocities, \( v = \{2.3, 8.0\} \) mm/\( \mu \)s. Lastly we investigate these parameters for several common armor materials: rolled homogeneous armor, \( \text{Ti}_6\text{Al}_4\text{V} \), and aluminum 6061-T6. There are a variety of applications for which this information is useful, including material model validation and ballistic limit evaluation.
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1. Introduction

We are interested in temporally and spatially resolving the rear surface velocity of a plate under ballistic impact as a function of materials, impact velocity, and the ratio of plate thickness to impactor diameter. There are a variety of applications for which these details are useful: material model validation, ballistic limit ($V_{50}$) characterization, and mechanics of layered systems, for example.

Rapacki\(^1\) used free-surface bulging to quantify the remaining armor value of rolled homogeneous armor (RHA). Most previous work however has been related to developing or advancing analytic penetration models. The Walker-Anderson\(^2\) model, which describes long-rod penetrators into semi-infinite targets, is of particular note. However, it is only applicable until the targets’ rear surface affects the penetration process. Ravid et al.\(^3\) extended the model by accounting for target bulging and failure. Separately, Walker\(^4\) derived a velocity field for the back surface bulge to augment their original model. Chocron et al.\(^5\) also extended the Walker-Anderson model to account for different failure criteria—in part to accurately capture the ballistic limit for several targets.

We proceed generating predictive data without the benefit of experiments. While we have attempted to use photon Doppler velocimetry to measure rear surface velocity as the plates deform, results to date have not generated meaningful data (2015 personal communication between M Zellner and R Doney; unreferenced). Target surfaces need to be polished, otherwise debris launched from the rear surface scatters laser light. However, when polishing the surface, specular reflections off of the expanding hemisphere also scatters photons. In both cases an insufficient amount of light is returned to the detectors.

The scope of this effort is to use numerical simulations to quantify the rear surface (leading-edge) velocities of a series of metal plates as a function of their displacement (out to 8 mm) for impactor diameter, $d$, and plate thickness, $t$, such that their ratio, $d/t = \{0.5, 1, 2\}$. Two different plate thicknesses—3.175 and 6.35 mm (1/8 and 1/4-inch, respectively)—will be investigated along with 2 different impactor velocities, $v = \{2.3, 8.0\}$ mm/µs. Lastly we investigate these parameters for several common armor materials: RHA, Ti$_6$Al$_4$V (Ti64), and aluminum 6061-T6 (Al-6061).
2. **Computational Setup**

For these 2-dimensional axisymmetric simulations, we use the December 2013 and June 2014 releases of ALEGRA\(^6\) as well as the July 2013 release of ALE3D (4.20).\(^7\) There was no visible difference between the ALEGRA versions although a small performance increase was noted in the 2014 version. ALEGRA calculations were performed in an Eulerian frame while the ALE3D calculations used an arbitrary Lagrangian Eulerian formulation to weight the computational domain toward regions of interest. We are interested in how the responses vary for some cases between the codes, given the different methods they use and their utility in the ballistics and hypervelocity research community. Appendix A compares results between the codes. For the cases compared, we found no significant difference and we proceed using ALEGRA.

2.1 **Problem Setup**

Figure 1 (not to scale) sketches an example problem where an improvised explosive device surrogate penetrator is modeled as solid copper—but softened with an elevated uniform temperature of 900 K and scaled density—impacts targets of various configurations. Target thicknesses were selected based on their commonality in impact studies. For this effort we are only looking at normal impacts. In the hypervelocity regime, material strength becomes a negligible factor, and materials can be treated hydrodynamically. Codes should manage this self-consistently without the user explicitly modeling material without strength. Here we consider hypervelocity to be anything greater than 6 mm/\(\mu\)s.

To obtain the rear surface velocity of the leading edge, we use a Lagrangian tracer particle, constrained to move along \(z\) only, to record the velocity and position. Additionally, its placement with respect to the plate’s rear surface is important. If it is too close to the edge it could encounter mixed cells frequently. Mixed cells average quantities which can then affect velocity measurement. If it is too deep inside the plate, it may not adequately represent the rear surface. Calculations are terminated after the particle has moved \(z = 8\) mm from its initial position. In this study ALEGRA simulations only use a void insertion model to remove material when the tensile pressure exceeds some value. In general these were drawn from the \(\text{PMIN(JFPF0)}\) values documented as part of the Johnson-Cook (JC) failure model.
Impactor length, \( L \), is 25.4 mm (1 inch) plus the radius of the adjusted hemispherical nose (which is based on the changing values of the impactor diameter); therefore \( L/t \) is always greater than 3 (2014 personal communication between R Frey and R Doney; unreferenced). The velocities were selected based on ballistic regimes of interest: e.g., hydrodynamic transition (around 2–3 mm/\( \mu \)s) and hypervelocity. For the latter, we simply scale up the velocity without changing the threat morphology or material state.

Temporal resolution on the tracer data is 0.025 \( \mu \)s. For a threat moving at 8 mm/\( \mu \)s and 2.3 mm/\( \mu \)s this corresponds to a spatial resolution of 0.2 and 0.058 mm, respectively.

### 2.2 Material Models

Each material can be modified via its equation of state or constitutive model using any of the many parameters that define it. Unless otherwise noted, in this report we use the default values for each material in a given model. Those values were selected based on early characterization and published work.\(^8,9\)

Appropriateness of material models in penetration metrics has been an ongoing challenge and are not necessarily well characterized. For example, Schraml\(^10\) performed CTH and ALE3D simulations of tungsten rods impacting RHA targets by varying the JC strength parameters of both materials. When Schraml compared re-
sults with experimental data, he found that for a penetration depth to rod length ratio, \( P/L = 5 \), "the computational results do not yield a single set of parameters that provide a best match to the experimental results." It is helpful to investigate changes in using various material models since the researcher has several to choose from and the most appropriate model is not always clear.

An equation of state (EOS), which relates thermodynamic properties such as temperature pressure, volume, or internal energy, typically comes in the form of a data table or an equation. Unfortunately, there are few validation studies for these models to document their robustness. As this report goes to press however, a new study\(^{11}\) on the quality of the titanium and Ti64 EOS has become available.

For each material, we compare the Mie-Grüneisen (MG)\(^{12}\) EOS with SESAME.\(^{13}\) The SESAME model is a tabular EOS and can generally account for a larger range and greater complexity of material response (e.g., phase changes) than can analytical EOS forms such as MG. However, MG was considered applicable since issues such as phase changes were not expected to be common at 2.3 mm/\(\mu s\). This report focuses on using the JC strength model\(^{9}\) to describe the evolution of the yield stress; however, we will also compare the JC results with those obtained from using the Zerilli-Armstrong\(^{14}\) and Steinberg-Guinan-Lund\(^{15,16}\) strength models. These details are presented in Appendices B (EOS) and C (Constitutive models). In summary, we found no significant difference among the models.

### 2.3 Mesh Convergence

As with all calculations, one must spatially resolve the smallest length of interest. In our case, that will be the impactor’s smallest radius (1/32 inches; 0.8 mm) since we are constraining the plate thickness and varying its ratio with the impactor. Figure 2 illustrates mesh convergence in terms of the number of cells per millimeter. We define convergence as, given an appropriate variable, once its value does not change by more than some user-determined tolerance, e.g. 2\%, it is said to have converged. As the figure shows, refining the mesh from 20 to 30 cells per millimeter changes the tracer’s spatial position and, hence our measurement accuracy, by only by a few percent. Therefore it is reasonable to consider that the solution has converged using 20 cells per millimeter (roughly 16 cells across the impactor’s radius). Larger values begin to greatly increase the cost and size of calculations. However, just because one variable has converged, it does not mean that other relevant variables have.
Figure 3 illustrates how the resolution (number of cells per millimeter) affects the back surface velocity—our primary metric. The inset in panel (a) represents a zoomed region of the initial expansion. In all cases, the lowest resolution (5 cells per millimeter) was expected to be unacceptable a priori. In panel (a), with a threat diameter of approximately 1.6 mm, resolutions are 8, 16, 32, and 48 cells across the threat diameter (5, 10, 20, and 30 cells per millimeter, respectively). In panel (b), using the same settings with the largest threat diameter of 12.7 mm, resolutions become 63.5, 127, 254, and 381 cells across the threat diameter.

Figure 3 ALEGRA convergence study: RHA; $v_i = 2.3 \text{ mm/\mu s}$; (a) $t = 3.175 \text{ mm}, d/t = 0.5, d = 1.5 \text{ mm}$; (b) $t = 6.35 \text{ mm}, d/t = 2, d = 12.7 \text{ mm}$
3. Results and Discussion

We expect the shock impedance, $Z = \rho_0 U$, to govern early behavior. Here, $\rho_0$ is the initial density, and $U$ is the shock velocity. Figure 4(a) shows the ratio of the 3 plate material shock impedances to that of the copper projectile. Physically, shock impedance is the measure of a material’s ability to generate pressure under loading conditions.\(^{17}\)

![Shock Impedance Ratio](image1)

**Fig. 4 (a)** Ratio of the target material’s shock impedance to the shock impedance of the copper projectile and (b) normalized back-surface velocity after a displacement of 2 mm versus shock impedance ratio ($d/t = 1.0, t = 6.35$ mm)

Figure 4(b) plots the rear surface velocity normalized by impact velocity of 1/4-inch plates after a displacement of 2 mm and plotted versus the shock impedance ratio. For all impact velocities, the velocity ratio decreases as the shock impedance ratio increases. This trend was generally found to hold across all calculations.

3.1 Constant Material

Figure 5 illustrates the results for RHA. Within each subplot, we see the effects of adjusting $d/t$—the width of the penetrator with respect to target thickness. At $v = 2.3$ km/s (top row), for both cases the target response transitions from a smooth expansion to ringing and a slower expansion after some initially faster displacement as $d/t$ increases. We also observe the expansion velocity among threat sizes crosses over about 2 mm for the thin plate and 4–5 mm for the larger plate. Put another way, after 2 mm of plate bulge growth for 1/8-inch plates, the expansion velocity of the plate’s rear surface is moving at about 1.2 km/s—independent of the penetrator’s width (for these select cases). Thereafter, thinner threats lead to an increased expansion velocity over wider threats. This is caused by a greater amount of lo-
calized energy deposition for small $d/t$—there is less inertia and strength in the increasingly thin, bulging plate to oppose and erode the threat. When going to a thicker plate (upper right panel) that velocity crossover requires a larger displacement and ultimately results in slower expansion velocities. However, the expansion rates caused by threats equal to and greater than the plate thickness ($d/t \geq 1.0$) are roughly equivalent.

![Graphs of Back Surface Velocity vs. Back Surface Displacement for 1/8” and 1/4” plates at 2.3 km/s and 8.0 km/s]

**Fig. 5** ALEGRA simulations of RHA

For faster threats into RHA (Fig. 5, bottom row), larger diameter threats permit a higher initial expansion rate of the targets’ leading edge. We can better visualize these dynamics for 1/8-inch plates and $d/t = 0.5, 1$. Figure 6 is a composite image for subsequent displacements of 1 mm. The image dump frequency is 100 ns so each image is approximate with respect to the displacement. Note the differences in plate thickness about the penetrator as it deforms.
Fig. 6 Spatial display of $v = 8 \text{ km/s}$, $d/t = 0.5, 1$, $t = 1/8$-inch; cases from Fig. 5 lower-left panel

Ti64 and Al-6061 results are presented in Fig. 7 and Fig. 8, respectively. Results are quite similar; here we discuss the Ti64 data only. In the top row for threats wider than the target thickness ($d/t = 2$), there is a large shock-up in velocity followed by a saturating velocity. A larger threat means more momentum delivered to the target as well as a greater volume of target material that must flow out of the threat’s path or fail. With increasingly narrow threats (at 2.3 mm/$\mu$s), the expansion is more gradual—again following a power law behavior—and the back surface velocity ultimately surpasses those for the wider threats. This crossover occurs between 2–4 mm for 1/8-inch plates and 4–10 mm for the 1/4-inch plates. Therefore, initially the larger threats deliver greater momentum to the target causing a rapid climb in the rear surface velocity. Inertial effects caused by those larger target areas eventually slow expansion, allowing the more localized (small $d/t$) interactions to dominate. The transition is more pronounced in the 1/8-inch plates and is evident for all 3 plate materials.
Fig. 7 ALEGRA simulations of Ti64
Fig. 8 ALEGRA simulations of Al-6061
### 3.2 Constant Velocity

Figure 9 and Fig. 10 illustrate results where initial threat velocities are 2.3 and 8.0 mm/µs, respectively. Within each plot, we see the effects of altering target material. In both figures, rows of plots correspond to target plate thickness while columns represent \( d/t \). Recall that for \( d/t = 0.5 \), the threat diameter, \( d \), is half the plate thickness, \( t \), while for \( d/t = 2.0 \), the threat diameter is twice the plate thickness. Each plot illustrates the plates’ (leading edge) rear surface velocity as a function of its displacement out to 8 mm for RHA, Al-6061, and Ti64.

![Graphs illustrating rear surface velocity as a function of displacement for different materials and plate thicknesses.](image)

**Fig. 9** ALEGRA results for 2.3 mm/µs

In all cases for Fig. 9, Al-6061 has the fastest expansion velocity followed by Ti64 and then RHA. Recall that this is consistent with the shock impedance: the velocity ratio is seen to decrease as the shock impedance ratio increases (\( Z_{Al} < Z_{Ti64} < Z_{RHA} \)). The leftmost column represents impactors whose diameter is half the plate thickness. For both 1/4- and 1/8-inch plates, there is an immediate jump in rear surface velocity to about \( v/10 \) and then a smooth increase. After about 2 mm of displacement, there is about a 200 m/s difference between the Al-6061 and Ti64 expansion velocities for 1/8-inch plates. This drops to approximately 125 m/s with the thicker 1/4-inch plates. These differences remain fairly constant during the remaining expansion. Also for the \( d/t = 0.5 \) cases, the expansion is sufficiently smooth that the data can be described by a simple power law, \( V = az^b \), where \( V \) is the rear surface velocity and \( z \) is the rear surface displacement. Using the curve fitting tool-
box in MATLAB, we find for RHA (left column, black curve) that $V = 0.85z^{0.41}$ for 1/8-inch plates and $V = 0.6z^{0.46}$ for 1/4-inch plates. Additional studies can carry this further where $a, b$ become functions of plate material and thickness. As the threat increases in diameter (larger $d/t$), nonlinearities in the expansion emerge, which are more pronounced for RHA. Strength effects play some role in the bulk response.

![Fig. 10 ALEGRA results for 8.0 mm/µs](image)

As noted already, in each of the 6 plots there is an immediate shock-up in velocity over very short distance. At $d/t = 0.5$, material effects begin playing a role once $v = 250$ m/s. At $d/t = 1.0$ that happens at $v = 500$ m/s, and at $d/t = 2.0$ material effects begin playing a role between 500–1000 m/s. Thus the magnitude of the initial velocity jump in the rear plate scales with $d/t$ linearly.

Figure 10 looks at the hypervelocity regime where most of the interesting behavior is for threat diameters sized at half the plate thickness ($d/t = 0.5$), and where there appears to be competing mechanisms for both plate thicknesses. Again, in all cases there is a 2-phase jump in the plate's rear surface velocity: an initial "fast phase" due to the shock, followed by one where material effects begin shaping the results. This transition increases (somewhat linearly) with $d/t$ but does not change significantly with plate thickness. Most of the remaining data is unremarkable as hydrodynamic behavior allows the penetrator to continue with little disruption.
4. Conclusion

In this report, we used ALEGRA simulations to quantify the rear surface (leading-edge) velocities of a series of metal plates as a function of their displacement for impactor diameter to plate thickness ratios \( d/t = \{0.5, 1, 2\} \). Plate thicknesses of 1/8-inch and 1/4-inch were investigated, as were impactor velocities of 2.3 and 8.0 mm/\( \mu \)s. Several common armor materials were utilized for the target: RHA, Ti64, and Al-6061. The primary role of \( d/t \) is in energy localization.

In each of the target materials studied, where impactor velocities are 8 mm/\( \mu \)s, there is an interesting crossover in back surface velocity between the \( d/t = \{0.5, 1\} \) cases when changing the plate thickness. Specifically, when \( d/t = 1.0 \) impact 1/8-inch plates—so the penetrator diameter is also approximately 3 mm—there is a rapid acceleration of the target’s rear surface velocity to 5.5–6.0 mm/\( \mu \)s for Al-6061 and Ti64 and roughly 4.5 mm/\( \mu \)s for RHA where they remain mostly constant thereafter (with variations for RHA). Thinner threats however, overtake this expansion velocity after the plate has expanded some distance. Simulations suggest that this crossover doubles with plate thickness: from approximately 3 to 6 mm for Al-6061 and Ti64 and 2 to 4 mm for RHA.

Initially the larger threats deliver greater momentum to the target causing a rapid climb in the rear surface velocity. Inertial effects caused by those larger target areas eventually slow expansion, allowing the more localized (small \( d/t \)) interactions to dominate. The transition is more pronounced in the thinner 1/8-inch plates and is evident for all 3 plate materials.

Future work should consider the effects of obliquity as well as velocity perturbations about the hydrodynamic transition. We will also continue to resolve ongoing difficulties with collecting photon doppler velocimeter data.
5. References


Appendix A. Comparison between ALEGRA and ALE3D
The qualitative behavior of the ALE3D calculations was found to be quite sensitive to both the pressure relaxation scheme (*presseq*) and the element integration type (*elem_integration*) used. The default values for both *presseq* and *elem_integration* often resulted in oscillatory behavior at lower velocities, especially at later times. It was determined that turning off pressure relaxation (i.e., setting *presseq* = 0) tended to minimize the oscillatory behavior. Changing the element integration from the 2-dimensional axisymmetric default of Wilkins (*elem_integration* = 3) to the Flanagan-Belytschko formulation (*elem_integration* = 2) also seemed to minimize the oscillatory behavior, but this setting was not thoroughly investigated. All ALE3D calculations shown in this report used the default of Wilkins for the element integration scheme but turned off the pressure relaxation.

Fig. A-1 Comparison of rolled homogeneous armor between ALEGRA and ALE3D for d/t = 0.5
Appendix B. Equations of State
Figure B-1 through Fig. B-4 use prototypical calculations to compare the differences between the Mie-Grüneisen (MG) and SESAME equations of state (EOS) for the relevant materials. In each case we use the Johnson-Cook (JC) strength model with default values from ALEGRA’s material library. While the primary data in this report does not consider fracture models, the comparisons below do include default settings of the JC fracture model\(^1\). Our interest was in observing the increased likelihood for sensitive parameters. In general the differences are only minor (less than 10\%) and just a few cases warrant further investigation. We note also that for some cases, there are brief data drops due to the tracer particle passing into cells consisting only of void. Since there is little difference in the results, the data are presented without further analysis. Physical significance of the results are presented in the primary report.

There is not any default MG model specific to rolled homogeneous armor (RHA), although variations on steel are an option. Instead, in Fig. B-4 we look at 2 sets of SESAME parameters tuned for RHA: the default values published by Gray et al.\(^2\) and those reported by Brar et al.\(^3\) Clearly there is substantial agreement between the datasets with the largest deviation (5\%–10\%) occurring in the upper right panel for 1/8-inch plates after approximately 5 mm of displacement.

\(^{1}\)Johnson GR, Cook WH. Fracture characteristics of three metals subjected to various strains, strain rates, temperatures and pressures. Engineering Fracture Mechanics. 1985; 21(1): 31-48.


Fig. B-1  SESAME and MG EOS models for Al-6061
Fig. B-2 SESAME and MG EOS models for Ti64
Fig. B-3 SESAME and MG EOS models for Cu
Fig. B-4 Two sets of SESAME EOS parameters for RHA
Appendix C. Constitutive Model
Figure C-1 through Fig. C-4 illustrates the negligible differences between the Zerilli-Armstrong (ZA) and Johnson-Cook (JC) strength models in this study. These represent the default values for both models with the caveat that, for rolled homogeneous armor (RHA) with JC, \( A_{J0} \) depends on plate thickness as reported by Meyer and Kleponis\(^1\). Each simulation uses a SESAME equation of state and JC fracture with a fracture pressure (tension) of 2.5 GPa (2014 personal communication between HW Meyer and R Doney; unreferenced). In our attempts to manage unexpected fracture behavior in the tip of the penetrator in some cases, we increased the magnitude of the fracture pressure to \(-1 \cdot 10^{15}\) Pa, thus ignoring tensile failure. However, that introduces about a 10% variation in results at late times.

We repeat a similar set of calculations for aluminum as in the previous section, but in this case there is not a predefined ZA model for Al-6061. Instead we use the default settings for Steinberg-Guinan-Lund (SGL). Since there is little difference in the results, the data is presented without further analysis. Observations are discussed in the main body of the report.

Fig. C-1 JC and ZA strength models for RHA
Fig. C-2  JC and SGL strength models for Al-6061
Fig. C-3  JC and SGL strength models for Ti64
Fig. C-4 JC, ZA, and SGL strength models for Cu
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