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Abstract: Studies of probabilistic model learning reflecting data and background knowledge have been performed extensively. Nevertheless, few reports have described conditional probabilistic model learning methods under rare and special conditions. This study aims to establish a new methodology for probabilistic inference and prediction of rare and special events and/or scenarios based on their simulation models, and further aims to develop a principle to learn the simulation models efficiently and accurately from known data and background knowledge.

In the first year of this research project, we established a highly efficient methodology to simulate a target rare and special event/scenario and quantitatively evaluate its probability by using its conditional probability model. Given a simulation model of our target rare and special event/scenario based on our background knowledge, we synthesized it with probability distribution of our interesting condition having relevance with the target event/scenario empirically observed in the past. This synthesis quantitatively provides the probability distribution of our interesting condition which causes our target rare and special event/scenario through replica exchange Monte Carlo (REM) algorithm. We applied this new methodology to estimate rare rain fall scenarios and their probability distribution which cause severe floods of Chikugo River in Kyushu Island in Japan. Our advanced scheme successfully derived the distribution of the dangerous rain fall scenarios and their probability under simulation based experiments together with empirical rain fall data observed in the last 10 years.

In the second year, we extended this approach to enhance the credibility of our simulation and evaluation. Because the data we ordinary observe in the past hardly include the records causing the target rare event/scenario, its probability tends to be underestimated, if we use the past observed data only. This is a problem called covariate shift in statistics. We need to calibrate the probability to avoid the underestimation of our target risk induced by this problem. We overcome this issue by calibrating the rain fall distribution based on our simulation model which reflects our prior knowledge on the target event/scenario. We applied this extended approach to the aforementioned problem of Chikugo River, and evaluated its effect by comparing the results with these obtained in the first year. The comparison indicated the importance of this calibration, since significant increases of the probability of the target event/scenario were found in some cases.

In the last year, we integrated the approaches of the simulation, the evaluation, the synthesis and the calibration into a unified computation scheme, and applied it to analyze more complicated and detailed events/scenarios of the severe floods of Chikugo River. We analyzed the spatial and temporal distributions of the severe rain falls in the basins of Chikugo River and its tributaries, and showed possible events/scenarios of the rain fall distributions causing the floods in this area. Moreover, we demonstrated the intervals of the river where the infrastructures for the flood control are insufficient. The outcomes provided in this study have significant contributions to risk assessment of natural and/or artificial disasters. Not only to this application, the technique developed in this project is considered to have a big impact to various domains of science and engineering, since researches and assessments in such domains often require extrapolative estimations and predictions of special conditions in their interests.
Introduction:
Needs for learning of probabilistic simulation model of rare and special event/scenario occurrences have been increasing. Meeting those needs is expected to cope with chemical reactions that are highly specific, but proceed with high probability through numerous thermal trial runs, as represented by formation of DNA double helix or protein folding structures, and to cope with prediction of damage by massive earthquakes, giant tsunami and sever river floods which are experienced only rarely or never throughout the history of humankind.

However, known data and background knowledge at our hands do not sufficiently cover information required for developing the accurate and reliable simulation model of such rare and special events and scenarios. Probabilistic distributions of events and scenario occurrence under rare and special conditions are, in most cases, vastly different from those that exist under ordinary conditions. For this reason, voluminous simulations using probabilistic models learned from such known data and background knowledge are unable to estimate statistically sufficient distributions related to events and scenarios meeting the target conditions. Under this limitation, the current model based simulation techniques hardly provide any realistic estimates and predictions in practical applications where some rare and special event and scenario occurrences provide their main consequences. Therefore, we intend to develop the followings in this project for three years:

(1) Highly-efficient simulation principles of conditional probabilistic distributions targeted by that model.
(2) Highly-accurate learning principles of probabilistic simulation models under target conditions inferred from known data and background knowledge.
(3) Methods of integrated realization of these principles.

Furthermore, we intend to accomplish the following:
(4) Adaptation of the developed methods to actual applications such as simulations of rare mega-disaster scenarios.
(5) Practical demonstrations of the adapted methods and establishments of new simulation methodologies in the practical domains such as risk assessment.

In the first year, we particularly concentrated our research effort to the objective (1) which outcome provides a basis of the other objectives. In addition, we evaluated our developed method for the objective (1) through its application to risk assessment of severe river flood which is a representative but rare natural disaster in progressive countries where infrastructures for the river flood control are well developed. This performance evaluation of our developed method addresses some part of our objectives (4) and (5).

In the second year, we worked on the objective (2) which is to extend the outcome in the first year for enhancing the credibility of the simulation model. The probability of the severe rain fall causing the target rare events/scenarios tends to be underestimated, if we use the past observed data only. This is because the rain fall data observed in a past limited period hardly include the severe rain fall records causing the events/scenarios. This is called a covariate shift problem in statistics. We need to calibrate the probability to avoid the underestimation induced by this problem. We also applied the extended approach to the risk assessment of the severe river floods similar to the first year's. Its performance has been compared with the results with that obtained in the first year. This evaluation task belongs to some part of our objectives (4) and (5).

In the last year, we integrated the aforementioned approaches of the simulation, the evaluation, the synthesis and the calibration into a unified computation scheme for the probabilistic simulation of rare events/scenarios. This is to attain the objective (3). We farther applied the integrated scheme to analyze more complicated and detailed events/scenarios of the severe floods of Chikugo River. This addresses our objectives (4) and (5) and enabled the detailed analyses on the spatial and temporal distributions of the severe rain falls in the basins of Chikugo River and its tributaries. The results demonstrated the possible events/scenarios of the rain fall distributions causing the floods in this area and clearly suggested the intervals of the river where the infrastructures for the flood control are insufficient.
Principles and Methods:

(1) Background and Basic Simulation Principles

Studies of rare event simulation using given probabilistic models such as cross-entropy method [1], multi-canonical method [2], and replica exchange method [3] have widely been undertaken within conventional Monte Carlo simulation approaches, and they have been used in varieties of areas [4, 5, 6, 7]. However, the method of efficient and accurate simulations by combining probabilistic models of target events/scenarios under rare, special conditions and observation data associated with the target events/scenarios has remained almost entirely unexamined.

In the first year, we developed a novel framework for the objective (1) which introduces empirical probability distribution of variables conditioning our target events and scenarios to a Monte Carlo simulation model of the targets. Then, a conditional probability distribution of the conditioning variables under the occurrence of the target events and scenarios are derived by a Bayesian estimation. Mathematically, a probabilistic simulation model \( P(X|S; \Theta_{X|S}) \) of random variable vector \( X \), which consists of the variables conditioning the target rare and special events/scenarios, under a certain conditional variable vector \( S \), representing the target events and scenarios, and its parameter \( \Theta_{X|S} \) as shown at the upper part in Figure 1 is inferred with maximum likelihood from background knowledge and data. If a joint probability distribution of \( X \) and \( S \) is determined using two probability distributions \( P(X; \Theta_X) \) and \( P(S|X; \Theta_{S|X}) \), as shown in the lower part in Figure 1, where the former is from our empirically observed data and the latter is a simulation model provided from our background knowledge, then \( P(X|S; \Theta_X, \Theta_{X|S}) \) is presumed by Bayes' theorem as expressed by the equation shown at the bottom of the figure. This provides the probability distribution of the variables: \( X \) conditioning the target rare and special events and scenarios: \( S \) under their occurrences.

![Figure 1 Ordinary probabilistic model and Bayesian probabilistic model.](image)

A main technical issue in this framework is that \( X \) drawn \( P(X; \Theta_X) \) has nearly zero \( P(X|S; \Theta_X, \Theta_{X|S}) \) under a rare and special condition \( S \), and numerous \( X \) generated by or observed from \( P(X; \Theta_X) \) will be wasted during the simulation. Therefore, a principle of the probabilistic inference, which does not distort the distribution \( P(X; \Theta_X) \) and yet generates and uses \( X \) having significantly large \( P(X|S; \Theta_X, \Theta_{X|S}) \) efficiently, has to be introduced. As an efficient measure to overcome this issue, we applied the replica exchange method (REM) [3].

The REM consists of two basic principles. One is the Markov Chain Monte Carlo (MCMC) principle [8] for probabilistically and repeatedly generating many conditioning vectors \( X \) following the probability distribution \( P(X|T_k, S; \Theta_X, \Theta_{X|S}) \) which is usually complex and prohibits any analytical generation of \( X \). Here, \( T_k \) is an artificially introduced parameter named "temperature" and used in the second principle to control the rareness and specialty of the target events and scenarios. The MCMC principle applies a generate and test algorithm named Metropolis algorithm [9] to maintain the
distribution of the generated \( X \) to be \( P(X|T_k,S;\Theta_X,\Theta_X|S) \).

The second is the replica exchange principle. We generate the conditioning vectors \( X \) in parallel MCMC computations under some different temperatures \( T_k \). These parameters are designed to increase the probability of the target rare and special events/scenarios under its larger value. Accordingly, more target events/scenarios are generated in the MCMC computations having higher temperature \( T_k \) except the MCMC having \( T_0 \) which provide the original probability distribution \( P(X|T_0,S;\Theta_X,\Theta_X|S)=P(X|S;\Theta_X,\Theta_X|S) \) we are interested in. The replica exchange principle applies occasional exchanges of the generated \( X \) between the two MCMC computations having neighbor temperatures, i.e., \( T_{k-1} \) and \( T_k \). These pairs of MCMC computations are randomly chosen, and the exchange is probabilistically accepted by the Metropolis algorithm. This algorithmic scheme maintains the probability distribution of our interesting conditional vectors \( X \) to be \( P(X|S;\Theta_X,\Theta_X|S) \) for \( T_0 \) based on the nature of the Metropolis algorithm while inserting some \( X \) causing the rare and special events and scenarios from the distribution of \( X \) generated under higher temperatures. Accordingly, we efficiently obtain a set of \( X \) causing the target events/scenarios strictly following \( P(X|S;\Theta_X,\Theta_X|S) \).

(2) Extension of Principles and Method

In the second year, we extended the aforementioned approach to enhance the credibility of our simulation and evaluation. A major effect to reduce the credibility is considered to be statistical covariate shift [10]. In the former analysis, we assumed that the parameters \( \Theta_X \) of the probability distribution \( P(X;\Theta_X) \) observed in a past period always agrees with its true parameters. However, it may be different depending on the rain fall amount as exemplified in Fig.2. The dashed line is \( P(X;\Theta_X) \) in a log scale and its extrapolation up to the region of the inexperienced severe rain fall. In reality, the probability distribution may be \( P(X;\Theta_X') \) having a different parameter vector \( \Theta_X' \) in the severe region as indicated by a red curve, if the parameters has some dependency to the rain fall amount. This type of scale dependency of the probability distribution is frequently observed in natural events. If we simply use \( \Theta_X \) as the analysis in the first year, its error propagates to the evaluation of \( P(X|S;\Theta_X,\Theta_X|S) \) through the Bayesian estimation indicated in Fig.1. This is called a covariate shift problem in statistics. Thus, \( \Theta_X \) must be appropriately calibrated into \( \Theta_X' \) in the analysis of the severe region to avoid under- or over-estimation of the target risk.

![Figure 2 Difference between assumed and real probability distributions.](image)

If we had the rain fall data observed in the severe region, we could estimate \( \Theta_X' \) in a straight manner. But, the main difficulty to address the covariate shift problem is that we can hardly obtain such inexperienced data. To overcome this issue, we proposed a novel extension to use our simulation model, \( P(S|X;\Theta_S|X) \), which reflects our prior knowledge on the target event or scenario. Let \( N \) be the condition that our target event or scenario does not occur. By its definition, \( P(S|X;\Theta_S|X)+P(N|X;\Theta_S|X)=1 \) holds. We obtain the probability distribution \( P(X;\Theta_X)=P(X,N) \) from the observed data, because we almost always do not have the observed data under the rare and special events or scenarios. By the definition of the conditional probability, \( P(N|X)=P(X,N)/P(X) \), we derive the true \( P(X) \) as

\[
P(X)=P(X,N)/P(N|X)=P(X;\Theta_X)/P(N|X;\Theta_S|X)=P(X;\Theta_X)\left(1-P(S|X;\Theta_S|X)\right).
\]
This true $P(X)$ is $P(X;\Theta')$ in the severe region and almost $P(X;\Theta)$ otherwise. The parameter vectors $\Theta_X$ and $\Theta_{S|X}$ are given by the maximum likelihood estimation over the observed data and our prior knowledge, respectively, as demonstrated in the first year. We replace $P(X;\Theta)$ with this $P(X)$ in the Bayesian estimation depicted at the bottom of Fig.1 and perform the rare and special events or scenarios similarly to the analyses in the first year.

(3) Integration of All developed Methods
In the final year, we integrated all methods including the Bayesian inference in Fig.1, its extension to the correction of the covariate shift depicted in Fig.2, the Markov Chain Monte Carlo (MCMC) and the replica exchange method (REM) into a computation scheme. This integration is not only the unification of the computation procedure but adaptation of the computation to stochastically generate the events/scenario under $P(X;\Theta)/(1-P(S|X;\Theta_{S|X}))$ by applying the replica exchange method (REM) to efficiently remove the target event $S$ in the model simulation.

Experiments and Results:
(1) Experiments and Results of the Basic Method
In the first year, we applied our developed basic method to estimate extraordinary rain fall scenarios and their probability distribution which cause severe floods of Chikugo River in Kyushu Island in Japan for the objective (4) and (5). This type of risk assessment is highly important for every progressive country. Because infrastructures for the flood control are usually well developed and maintained in these countries, further investment on the infrastructure should be efficiently and scientifically decided based on some objective and quantitative information of the flood risk to save the social investment cost.

Figure 3 Geological structure of Chikugo river and its maximum flow capacity in every interval.

First, we defined a condition $S$ of a sever flood and its conditioning vector $X$. Figure 3 depicts the entire geological structure of Chikugo river and its maximum flow capacity of the river. Chikugo river is partitioned into five intervals for controlling the water flow rate by local governments. A maximum flow rate is defined in each interval based on the design specification of the river infrastructure. Accordingly, $S$ is defined that water flow rate per hour exceeds its designed maximum limitation at some place of the river. On the other hand, Chikugo river has four major dams, and daily rain fall
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amount is observed and recorded at each dam. In addition, the maximum time period of continuous rain fall was found to be 7 days (a week) by inspecting the rain fall records in the last 10 years. Based on these facts, X is defined as a time series of daily rain fall amount at the 4 dams for a week. X is represented by 7 consecutive steps of 4 dimensional vectors. A rain fall scenario represented by X primarily dominates the river flow and the floods.

Next, we developed a probabilistic simulation model \( P(S|X; \Theta_S) \) which is the probability of occurrence of a severe flood: \( S \) under a given rain fall scenario: \( X \). Entire basin of the river is partitioned into 8 basins as shown in Fig. 3. Each basin is represented by a tank model where a basin is considered to have 3 layered water retention and flows, i.e., these of surface, surface permeation and underground. The 3 layered retention is represented by 3 cascaded tanks, and the flow at each layer is represented by a pipe. Each dam is also represented by a tank, and it is assumed to always take a standard operation mode for heavy rain fall in which its outlet is closed except when it is full. Once it becomes full, its outflow is maintained to balance with its inflow to avoid the overflow. Water flow rate of each river stream is computed based on mass balance of the water flow.

Finally, we set up the probability distribution \( P(X; \Theta_X) \). All rain fall data recorded at the 4 dams in the last 10 years are preprocessed in form of the 7 consecutive steps of 4 dimensional vectors to represent the rain fall scenarios \( X \). As total amount of the continuous rain fall is known to follow an exponential distribution \([10]\), we modeled \( P(X; \Theta_X) \) by an exponential distribution of the total rain fall amount together with a Dirichlet distribution which represents probabilistic allocation of the total amount to the points of the rain fall measurement at 4 dams.

We derived \( P(X|S; \Theta_X, \Theta_X|S) \) by combining aforementioned \( P(S|X; \Theta_S) \) and \( P(X; \Theta_X) \) through Bayes’ theorem, and further developed a probabilistic simulator to compute \( P(X|T_k; S; \Theta_X, \Theta_X|S) \) from a given \( S \) under the temperature parameter \( T_k \) added for the implementation to the REM.

Figure 4 shows its results of the river floods occurred within a day from the starts of the rain fall. Most of the floods occur within a half day from the starts of the rain fall. In these cases, the floods happen in the midstream which is the intervals 2 and 3 and the downstream which is the interval 5. In contrast, the floods occurred from 20 to 24 hours mainly locate in the downstream. This is because some dams become full at 20-24 hours from the starts of the rain fall and begin to release their water to the downstream. The released water rushes to the downstream together with the other water fallen in the other basins, and cause the floods in the downstream area.

Figure 5 shows the results of the river floods occurred on the 7th day from the starts of the rain fall. The times of the flood onsets are diverse, and their locations are also widely distributed from the upstream to the downstream. This diversification is because occurrence of the flood after a large period such as the 7 days from the beginning of the rain fall heavily depends of the rain fall scenario which has many varieties in a long period under complex meteorological conditions. In addition, we observe that the interval 4 of Chikugo river has a sufficient water flow capacity to avoid the flood in the interval.

Furthermore, we evaluated the ratio between probability of flood occurrence and probability of no flood occurrence as \( P(\text{flood onset})/P(\text{no flood}) \) for the occurrences on the 1st day, the 4th day and the 7th day respectively. The results are drawn in Fig. 6. As easily understood, the probability of the flood occurrence on the 1st day of the rain fall is around one hundredth of the probability of no occurrence of flood in a rain fall occasion. In addition, the probability of a rain fall scenario to cause river flood on the 7th day is smaller than that on the 1st day in two orders of magnitudes.

These results provide very important insights to plan future investment on the infrastructures for the river control. An important result is that the priority of the investment to the interval 4 should be lower than the others. The main countermeasure required to the floods in Chikugo river is to against the localized torrential downpours rather than the rain fall in a continuous long period.
Figure 4 Probability distributions of flood onset times within 24 hours from the rain fall starts (left figure) and probability distributions of flood onset intervals of the river for cases where the onset times are at 6-12 hours (upper right figure) and from and at 20-24 hours (lower right figure).

Figure 5 Probability distributions of flood onset times at 144-168 hours (on 7th day) from the rain fall starts (left figure) and probability distributions of flood onset intervals of the river for this cases (right figure).

Figure 6 Relative probability distribution of the flood onset days. The vertical axis stands for the ratio between probability of flood occurrences and probability of no flood occurrence.
Experiments and Results of the Extended Method

In the second year, for the objective (4) and (5), we applied our extended method to estimate extraordinary rain fall scenarios and their probability distribution of the same problem with the first year, which is the occurrence of the severe floods of Chikugo River in Kyushu Island in Japan.

The condition $S$ of a severe flood and its conditioning vector $X$ are defined similarly to these in the first year. The probabilistic simulation model $P(S|X; \Theta_{S|X})$, which is the probability of occurrence of a severe flood: $S$ under a given rain fall scenario: $X$, is identical with that in the first year. Entire basin of the river is partitioned into 8 basins similarly to the first year as shown in Fig.3. The model of each basin is the tank model identical to the first year’s. The model of each dam is also defined in the same way with the first year.

Finally, we set up the probability distribution $P(X)$ by introducing the newly introduced extension. All rain fall data recorded at the 4 dams in the last 10 years do not contain the rain falls causing the severe floods. They are preprocessed in form of the 7 consecutive steps of 4 dimensional vectors to represent the rain fall scenarios $X$. As total amount of the continuous rain fall is known to follow an exponential distribution [11], we modeled $P(X; \Theta_{X})$ by an exponential distribution of the total rain fall amount together with a Dirichlet distribution which represents probabilistic allocation of the total amount to the points of the rain fall measurement at 4 dams. Subsequently, we calibrated it into $P(X)$ by using our extension and $P(S|X; \Theta_{S|X})$.

We derived $P(X|S; \Theta_{X}, \Theta_{X|S})$ by combining $P(S|X; \Theta_{S|X})$ and $P(X)$ through Bayes' theorem, and further developed a probabilistic simulator to compute $P(X|T_k, S; \Theta_{X}, \Theta_{X|S})$ from a given $S$ under the temperature parameter $T_k$ added for the implementation to the REM.

Figure 7 shows the entire results of the rare river floods simulation. As shown in the left figure, all floods occur within 140 hours from the starts of the rain fall, and most of them occur within a day from the starts of the rain fall. Majority of the floods appear in the 2nd upstream interval and the 5th upstream (the most downstream) interval as indicated in the right figure. We observe some slight differences between the flood probability distributions provided by the original method in the last year and the method extended in this year.

Figure 8 shows probability distributions of flood onset intervals of the river in the right figure for the cases rounded by a red square in the left figure where the flood onset times are at the 27th hour from the rain fall starts. The frequency of the floods in the 2nd upstream interval is more significant in the result of the extended method than in that of the original method. This is because many floods in the 2nd upstream interval are caused by extremely severe rain falls which probability is very low. Such extremely rare rain falls are underestimated by the original method, while our extended method overcomes this problem as we explained in the former sections. This calibration of $P(X)$ enhanced the probability of the floods in the 2nd interval.

Figure 9 depicts probability distributions of flood onset intervals of the river in the right figure for the cases rounded by a red square in the left figure where the flood onset times are at the 113th hour from the rain fall starts. The frequency of the floods in the 1st upstream interval is more significant in the result of the extended method than in that of the original method. This is also because many floods in the 1st upstream interval are caused by severe rain falls continued for extraordinary long periods which probability is very low. The calibration of $P(X)$ in the extended method enhanced the probability in the 1st interval.

These results show that, in general, the extended method provides a larger probability than the original method in case that the events or the scenarios are relatively rarer than the others. This consequence is expected from the calibration scheme $P(X) = P(X; \Theta_{X})(1 - P(S|X; \Theta_{S|X}))$ where $X$ more surely causes $S$ tends to get higher $P(X)$. Such $X$ is rarer than the others, if $S$ is a rare target event.
Figure 7 Probability distributions of flood onset times within 140 hours from the rain fall starts (left figure) and probability distributions of flood onset intervals of the river.

Figure 8 Probability distributions of flood onset intervals of the river (right figure) for the cases which flood onset times are at the 27th hour from the rain fall starts (left figure).

Figure 9 Probability distributions of flood onset intervals of the river (right figure) for the cases which flood onset times are at the 113th hour from the rain fall starts (left figure).
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(3) Experiments and Results of the Integrated Method

In the final year, we applied the integrated method to estimate extraordinary rain fall scenarios and their probability distribution of the same problem with the first and the second years. The condition $S$ of a severe flood and its conditioning vector $X$, the probabilistic simulation model $P(S|X; \Theta)$, the model of the entire basin of the river and the model of each dam are defined in the same way with the first and the second years. The integration enables more detailed analysis of the rain fall patterns in both time and space domains.

Figure 10 shows an example rain fall scenario causing the flood in a midstream interval of the river on the 1st day from the start of the rain fall. In this scenario, many dams can hold the rain water on the first day, since heavy rain falls are experienced at only one or two dam areas on the day. Accordingly, the effect of the water release of the dams are limited, and the floods almost equally occurs in the both midstream and downstream intervals.

Figure 11 shows an example rain fall scenario causing the flood in a downstream interval of the river on the 1st day from the start of the rain fall. In this scenario, heavy rain falls are experienced in more dam areas than the former case where they induce the water release of more dams on the day. Accordingly, the effect of the water release of the dams are more significant. The released water rushes to the downstream together with the other water fallen in the other basins, and cause the more floods in the downstream area. These insights provided by Fig.10 and 11 are consistent with the result of the first year.

Figure 10 A rain fall scenario at 4 dams for 7 days. This figure shows a scenario to cause the floods in a midstream interval on the 1st day from the starts of the rain fall. The vertical axis stands for the rain fall amount per an hour on a day at each dam.
Figure 11 A rain fall scenario at 4 dams for 7 days. This figure shows a scenario to cause the floods in a downstream interval on the 1st day from the start of the rain fall. The vertical axis stands for the rain fall amount per an hour on a day at each dam.

Figure 12 A rain fall scenario at 4 dams for 7 days. This figure shows a scenario to cause the flood in a midstream interval on the 7th day from the start of the rain fall. The vertical axis stands for the rain fall amount per an hour on a day at each dam.

A rain fall scenario causing the flood in a midstream interval on the 7th day from the start of the rain fall is depicted in Fig.12. Comparing with the former cases, the maximum rain fall amount on a day is rather limited in this case, but the moderately heavy rain falls are experienced in many dam areas for long periods. These rain falls are accumulated in many dams, the dams become full, and finally many dams start to release the water. The released water together with the rain fall water cause the floods after many days from the starts of the rain falls.
Discussion:
The results obtained in the first year demonstrated a promising performance of our proposed basic method for risk assessment. It enables detailed and quantitative analyses on the rare and special events/scenarios for both their causes and consequences. Their probabilities are also quantitatively provided based on the mathematically rigorous and probabilistic inference used in our method.

The results of the second year show that the original method can underestimate the probability of the rare events and scenarios by the lack of the past data under the experience of the target event. Moreover, the results indicate the superiority of the method extended in the second year which calibrates this error by our prior knowledge on the rare events/scenarios implemented in the simulation model. This improvement is very important for the risk analysis, since our new technique avoids some fatal underestimation of the probability of severe events/scenarios.

The results of the final year provide more detailed analysis of the events/scenarios causing rare and severe floods of a river in the both space and time domains. The outcomes obtained in the final year give strong impacts to various scientific and engineering domains handling a complex and/or large scale objective system where a complete set of possible events and scenarios in the system is hardly obtained.

A remained issue in this research topic is to further improve the accuracy of the probabilistic simulation models used for both computing the rare events/scenarios and calibrating the underestimation of their probabilities. One measure to address this issue is use of big data which can be acquired from many domains. Even though the big data set does not contain the records of the rare events/scenarios because of the very low frequency of their occurrences, the data is expected to contribute to the improvement of the models from the various aspects.

References:
List of Publications and Significant Collaborations that resulted from your AOARD supported project:

Papers published in peer-reviewed conference proceedings,
Washio T. and Iba Y., Rare Flood Scenario Analysis Using Observed Rain Fall Data, Proc. JSST 2013; The 32th JSST International Conference on Simulation Technology., Sep. 11-13, 2013, Tokyo, Japan.
Received Outstanding Presentation Award from The 32th JSST Annual Conference International Conference on Simulation Technology (JSST2013).

Attachments:
Paper published in peer-reviewed conference proceedings
Washio T. and Iba Y., Rare Flood Scenario Analysis Using Observed Rain Fall Data, Proc. JSST 2013; The 32th JSST International Conference on Simulation Technology., Sep. 11-12, 2013, Tokyo, Japan.