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Abstract

Trees are convenient representations because of their hierarchical structure, which models many situations, and the ease with which they can be manipulated. A rewrite system is a collection of rewrite rules of the form $\alpha \rightarrow \beta$ where $\alpha$ and $\beta$ are tree patterns. A rewrite system defines a transformation between trees by the repeated application of its rewrite rules.

Two research directions are pursued in this dissertation: augmenting the expressive power of individual rewrite rules by using new types of patterns, and analyzing the interaction of the rewrite rules. The dissertation contains new algorithms for linear and non-linear patterns, for a new type of non-local pattern, and for typed patterns in which the variables are restricted to tree languages.

The REACHABILITY problem for a rewrite system $R$ is, given an input tree $T$ and a fixed goal tree $G$, to determine whether there exists a rewrite sequence in $R$, rewriting $T$ into $G$ and, if so, to obtain one such sequence. REACHABILITY can be used to solve problems related to the mapping between concrete and abstract syntax trees, to construct a pattern matching algorithm for typed non-local patterns, and to provide algorithms for compiler code generation.

A new class of rewrite system called finite bottom-up rewrite system (finite-BURS) is introduced for which the REACHABILITY problem can be solved efficiently with a table-driven algorithm.

The C-REACHABILITY problem is similar to REACHABILITY except that rewrite sequences are assigned costs, and the obtained sequence is required to have minimum cost over all candidates. If the cost of a rewrite sequence is defined as the sum of the costs of its rewrite rules, the algorithm for REACHABILITY can be modified for a subclass of finite-BURS to solve C-REACHABILITY in such a way that all cost manipulation is done at table-creation time. The subclass extends the machine grammars used by Graham and Glanville for code generation. A code generator generator based on this approach has been implemented and tested with several machine descriptions. The code generators obtained produce locally optimal code, are faster than comparable ones based on Graham-Glanville techniques, and are significantly faster than other recent proposals that manipulate costs explicitly at code generation time. Table size is comparable to the Graham-Glanville code generator.
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CHAPTER 1

Trees and Tree Transformations

Quien a buen arbol se arrima,
buena sombra le cobija\(^1\)
[Old Spanish Saying]

Trees are hierarchical mathematical objects. Their hierarchy makes them adequate models for many situations while their mathematical properties gives them a simple and sound basis. In addition, trees can be manipulated simply and efficiently in a traditional von Neuman computer. These attributes have made trees the preferred model for many applications. This dissertation is concerned mainly with problems related to tree transformations: mappings whose domain and image are sets of trees. The application areas that motivated this research are compilers and syntax directed editors in which the program is represented as a tree to show the hierarchical organization of its syntax or its semantics; another application area is the one referred to in the literature as technology mapping in logic synthesis systems [DGR87].

Tree transformation problems revolve around a description, using some descriptive mechanism, denoting a transformation between trees in some input tree language and some output tree language.

\[
\text{Description: } D \\
\text{Transformation: } f
\]

\[
T_{\text{input}} \quad T_{\text{output}}
\]

This dissertation studies several types of tree transformation problems. A first class of problems are notation problems: in most cases obtaining the description that corresponds to some desired transformation is a non-trivial task. The difficulty of the problem depends on the complexity of the transformation and the adequacy of the descriptive mechanism. In general, the descriptive mechanism has to be both expressive and natural, and it must support some reasoning on the properties of the transformation it describes. Some of the properties of the transformation that may be obtainable from the description are correctness relative to some other specification and whether the transformation is one-to-one or well defined.

Another class of tree transformation problems are application problems. There are two main varieties of application problems: forward application problems require applying the transformation to an input tree; backward application problems require applying the functional inverse of the transformation to an output tree. Since the mapping of the transformation may be, in general, many-to-many, both types of applications may return one or all of the possibilities.

---

\(^1\) 'He who gets close to a good tree, will be protected by good shade'
Another class of problems are reachability problems. In some descriptive mechanisms, the (forward or backward) application of a transformation leaves a "trace", a justification of its existence. For example, in a transformation described as the iterated application of simpler transformations, the list of the applications provides such a trace. A reachability problem for such a descriptive mechanism consists of, given the description of the transformation, determining if a given tree can be transformed into another given tree and, if so, providing a trace for the transformation. Clearly, if the transformation is computable and maps any input tree into a single output tree, solving the reachability problem is trivial, but in general the situation may be quite complex.

The taxonomy of problems given above only reflects the types of problems that are discussed in this dissertation and is not intended to be complete. Besides, a problem can be classified in more than once class; for instance, Chapter 7 solves application problems using reachability problems.

1.1. Some Examples of Tree Transformation Problems

Some examples of the tree transformation problems mentioned above are the following:

Compilers

The main application of the tree transformation problems considered in this dissertation is compiler systems. Compilers are translators from programming languages to machine languages. Since this translation is a complex process, it is normally decomposed into components that can be solved more or less independently. Frequently these components are simpler translations between intermediate representations (IR) of the program, called phases, and many of the IR are based on trees. Figure 1.1 shows a compiler model which decouples target machine dependency from source language dependency. (The descriptions in [Rip78] and [Joh77] approximately follow this model, however the one in [WJW75] does not). Some of the phases shown in the figure have been modeled successfully without using any of the above tree transformation problems, but others can be described as instances of those problems. Of these, this dissertation shows how some can be solved efficiently, and provides the foundation for handling others.
The *lexical analysis* phase maps strings of characters into strings of tokens. It is frequently described by giving for each token a regular expression denoting the set of all strings of characters that map into the token. A program implementing the mapping can either be obtained automatically from the description by a program like Lex [LeS75], or can be written manually in some implementation language. Manually written lexical analyzers are frequently faster than automatically generated ones because the mapping is quite simple and all its details can be easily grasped by the programmer who can then exploit its peculiarities.

The *syntactic analysis* phase maps strings of tokens into syntax trees such that their "border" (the left-to-right concatenation of their leaves) is the string of tokens. This problem is also called the *parsing* problem and was the object of intensive research during many years. Currently there are several very successful techniques that can be used to solve this problem. These techniques are based on formal language theory [AhU73, Har78] and can be used to obtain syntax analyzers automatically from a context-free grammar describing the set of valid syntax trees. A popular example of a parser generator is Yacc [Joh78] which is based on LALR(1) parsing. Although some techniques, like top-down parsing, can be used to write syntax analyzers manually, a majority of users prefer the automatic techniques because they are more powerful, easier to use, and, in large grammars, tend to produce better results than all but the best
programmers.

The *semantic analysis* phase can be modeled as a tree transformation where the input tree is a syntax tree and the output is an *annotation* of it. The annotation makes explicit some information extracted from the syntax tree for later use and also uses this annotation to test the "static semantics". There are several techniques to describe the annotation. Attribute grammars [Knu68] have received much attention in recent years as a descriptive mechanism for this stage [Kas80, Pel80, Rai80], but are not accepted universally. A major problem in attribute grammars involves describing the distribution of information across "long distances" in the tree, a function encoded in other approaches in the notion of a symbol table. There have been other approaches to solve this problem, including Ballance's proposal for a system based on logic programming technology [Bal83]. Correct semantic analyzers generated automatically from one of the above descriptions can be obtained faster but execute less efficiently than manually written ones; current research is attempting to remove the efficiency disadvantages. This phase can be seen as a very specialized forward application problem, but it is not the main focus of this dissertation.

The next two phases are examples of forward application problems. For the purposes of this introduction, the name *improvements* includes a broad range of transformations that attempt to "improve" a program represented using some IR tree. Since the tree transformation may be quite general the description mechanism must be powerful and proving the correctness of the description becomes a non-trivial issue. The *high to low* transformation phase is responsible for the implementation of data types and control structures present in the source language using the simpler mechanisms available in the target machine. The phase can be described as a forward application problem for a tree transformation where the input and output trees use operators of different conceptual level. Currently there is no generally accepted formalism for describing these transformations and leading to efficient solutions to the forward application problems. Section 1.4 below discusses in some detail the properties required from the descriptive formalisms. Although this dissertation does not provide a complete proposal for a descriptive mechanism for these problems, it does provide the foundations on which to start building it.

The *code generator* is a phase producing target machine code, or more properly, code for the Compiler Writer's Virtual Machine, CWVM [Hen84], from a low level IR tree. A convenient formalization for this phase is based on constructing a transformation encoding the possible sequences of instructions in the CWVM in such a way that an input tree can be rewritten into a fixed "goal" tree if and only if there is a sequence of instructions implementing the input tree. Solving the reachability problem then produces a trace that can be used to extract the desired instruction sequence. The reachability problem can be modified to incorporate a cost metric leading to instruction sequences with minimum cost. This approach has been explored extensively in recent years [AhJ76, GaFS82, GiG78, Hen84]. It is currently possible to automatically generate code generators that rival the quality of the best manually written code generators. This dissertation provides new and very efficient solutions to this problem (Chapters 6 and 8).

The *code improver* phase transforms target machine code into "improved" target machine code. It is best described as a string-to-string transformation phase, but some researchers [Kes84] use tree transformations when constructing the code improver. None of the different proposals for this problem has gained a definitive advantage over the others; a substantial part of the problem here is deciding exactly what has to be done in this phase and what is done elsewhere, for instance, in the code generation phase. Again, although this problem is outside the scope of this dissertation, some approaches to it may use the foundations.

There are other important components of a compiler, notably the register manager [Mck84], which interact with the phases mentioned above. None of them will be considered here except in the context of the implementation of the code generator reported in Chapter 8.
Language-Based Editors

Another example of a program manipulating programs is a language-based editor: an editor that "understands" the program that it manipulates. Typically such an editor will keep an internal representation of the program being edited in the form of some variation of a tree and the editor commands will modify that representation. Figure 1.2 is a schematic representation of a language-based editor where there are two internal representations of the program: the *parse tree* (PT) represents faithfully the program according to the context-free grammar of the language, while the *abstract syntax tree* (AST) only represents the "deep structure" of the program.

Both PT and AST are useful in the editor. The PT is used while parsing pieces of programs entered as text, while the AST is a more compact form and the preferred form to perform program modifications or queries that require knowledge of the semantic structure of the program. If these were the only requirements, one could avoid ever constructing the PT and apply the PT→AST transformation on-the-fly as the input program is being parsed. But the PT is also useful to produce pretty-printed versions of programs that have been modified by changes to the AST, and to allow the application of incremental parsing algorithms that work only on the PT. One possibility is to keep both representations in the editor. A better one is to store only the AST and to regenerate the PT from it as an inverse application problem. Since the PT → AST mapping is many-to-one, its inversion has to choose one of the possible parse trees.

A language-based editor contains other components that are outside the scope of this dissertation. See [Bal83] for more details.

Technology Mapping in Logic Synthesis

Tree transformation problems have other applications beyond just programs manipulating programs. One recent example the area called "technology mapping in logic synthesis". Logic synthesis starts with a set of boolean equations describing the desired relation between a
collection of output signals and a collection of input signals and attempts to obtain an optimized implementation of it for some particular technology. One approach that has been explored recently is to divide this problem into two different parts. The first part tries to optimize the set of equations independently of the final target technology. The particular method used in [BDK86] involves approximating the problem in \( \mathbb{Z}_2 \) (integers modulo 2) instead of the boolean field, minimizing the equations there, and then "patching up" the solution to get a result in the booleans (this essentially involves adding the results that depend on idempotency).

The result after this first stage is a "better" set of equations. This set of equations is then mapped into the desired technology. The problem can be described as one of finding a covering of the directed acyclic graph (dags) represented by the equations using the graphs that correspond to the operations available in the desired technology and such that the "cost" of the covering is minimal [DGR87]. Solving this problem for dags is expensive, but, if dags are approximated with trees by "pulling out" common subtrees, the corresponding problem is another reachability problem with cost information for a tree transformation, and can be solved very efficiently using the results of Chapter 6.

1.2. Scope of this Dissertation

The focus of this dissertation is on one class of descriptive mechanisms, providing some research on its foundations and details on a particular subclass that has a useful range of applications. The class of descriptive mechanisms is a variation of term rewrite systems called tree rewrite systems; they are described informally below in Section 1.5, and formally in Chapter 2. Fundamental problems related to this class are explored in several chapters, including Chapters 3, 4, and 7. The subclass explored in some detail is called the bottom-up rewrite systems (BURS), described in Chapter 5. This dissertation shows how to solve efficiently some forward application, backward application, and reachability problems using BURS, and also reports on a complete experiment where a code generator was constructed by providing a solver for a reachability problem for transformations based on BURS (Chapters 6 and 8). Although not implemented, the dissertation also shows how to deal with the forward and backward applications of the PT->AST transformation, and the transformations appearing in technology mapping in logic synthesis (Chapter 7). The high-to-low transformations seem accessible from the results of this dissertation with some extra effort; they would use the foundational results provided in the dissertation. The transformations appearing in the improvement phase are quite more complex and seem to require additional research beyond the results described in this dissertation.

1.3. General Considerations for Solving Tree Transformation Problems

There are some considerations that appear frequently when solving any of the tree transformation problems listed above.

1.3.1. Solvers and Solver Generators

The traditional way to measure the performance of some algorithm is by its time and space complexity. Regardless of whether a worst-case or an average case behavior is used, these measures treat identically all the arguments defining a problem. This approach is inadequate for the problems studied in this dissertation. For example, a forward application problem has two inputs, a tree \( T_{input} \) and a description \( D \), but typically \( D \) is "fixed" and \( T_{input} \) is "variable". It is not accurate to treat \( D \) and \( T_{input} \) in the same way when quantifying the difficulty of the problem.

The solutions to the problems considered in this dissertation can be separated in two different phases: a solver generator phase, and a solver phase. Their interaction is shown in Figure 1.3. Some of the input arguments are passed to the solver generator which analyzes them and produces a specification that is probably larger than the input but easier to handle. This specification is called a "table" although the particular details of the encoding may vary. The
solver receives the rest of the input specification and the processed tables and solves the desired problem.

![Diagram of the Solver and Solver Generator Approach](image)

The Solver and Solver Generator Approach

Figure 1.3

Normally, the execution time of the solver will be much smaller than that of the solver generator. In such an arrangement the solver phase may have a linear time worst-case behavior, even if the complete problem is NP-complete. If the complete problem is NP-complete, the time spent in the solver generator plus the time spent in the solver must be exponential on the combined input size, at least for some inputs\(^2\). In practice, however, many problems that are NP-complete show their extreme behavior only in some infrequently occurring sets of inputs. One example of this paradigm is optimal plan assignment in attribute grammars [Pel], where the preprocessing phase can be exponential on the description of the attribute grammar but the actual assignment can be done in linear time.

For most of the applications considered in this dissertation, the size of the tables generated by the solver generator is a more important measure than the time spent executing the solver generator. An application, not covered here, where this is not true is to algorithms in which the description (and the transformation) is continuously changing. This is the case of the Knuth-Bendix completion algorithms [KnB70], which rely on a pattern matching algorithm, but add patterns dynamically to the pattern set. Chapter 3 studies the problem of linear pattern matching. Some of the algorithms presented there could be used for Knuth-Bendix completion either because they have a fast table construction algorithm or because their tables can be modified incrementally, but this dissertation does not explore the issue any further.

\(^2\) Unless \(P = NP\), of course.
Other details of how the problem is used may be of importance in measuring the efficiency of an algorithm. An example is when the matching algorithm is part of a larger match-rewrite cycle where a tree is alternatively analyzed for matches and modified. In this case it would be advantageous to have an algorithm capable of re-using parts of previous computations.

1.3.2. Bottom-Up and Top-Down Paradigms

Many tree transformation problems can be solved by defining a notion of a state associated with a node characterizing the "interaction" between the transformation and either the input or the output tree. There are two basic approaches to this characterization named after the order in which the states of a tree can be computed: "bottom-up" and "top-down". In a bottom-up approach, the state of a node $N$ depends only on those of the descendants of $N$. In a top-down approach, the state of a node $N$ depends only on those of the ancestors of $N$. In some cases it is convenient to consider states with more complex dependencies. Bottom-up characterizations are more powerful than top-down characterizations in many applications. For instance, Section 2.2 shows that bottom-up tree automata, a tree recognition device, are more powerful than top-down tree automata.

This dissertation uses two classes of states: most states are bottom-up states, but some notions of state can be described as computed in a bottom-up pass followed by a top-down pass. In all notions, the objective is to limit the amount of information present in the states to reduce the cost of computing them. If, in addition, the set of all possible states that may characterize an (input or output) tree can be computed at solver generation time and is finite, then the result of the operations involved in computing the state can be precomputed and stored into a table and the state can then be computed very efficiently at solving time by replacing all computation with simple table lookups. Some of the nicest results of this dissertation involve showing how to encode in a (relatively small) finite set of states information that initially would seem to require an infinite number of states.

1.3.3. Syntax and Semantics

A final issue is that of syntax vs semantics. A tree used to represent some object will normally contain a significant amount of information. This information can be classified as being either syntactic or semantic. The first one can be said to define the "structure" of the tree, the second, to provide a "decoration" of the tree. In some sense, it would be possible to move everything from one class to the other. One extreme corresponds to a single node decorated with a very complex semantic data value, the other to a large complex tree with no decoration at all. The distinction between one and the other is normally done based on the cardinality of the domains involved: small domains lead to syntactic information, large domains to semantic information. Infinite domains must be encoded semantically, with the exception of the child relationship. Many algorithms treat differently both types of attributes, being capable of extracting more information from syntactic attributes than from semantic ones. Encoding a value syntactically normally leads to larger tables. Throughout this dissertation, syntactic information will be used to direct the transformations, and semantic information will be used only when necessary.

1.4. Describing Tree Transformations

The difficulty of solving the different tree transformation problems depends very strongly on the descriptive mechanism used.

The considerations for notational problems are similar to those present in the design of programming languages. A first requirement is one of expressiveness: every tree transformation in the intended application domain must be expressible in the mechanism. The mechanism should also lead to an efficient solution to whatever problem is solved using it: what efficient means frequently ends up being "at least as fast as a good hand-coded solution to the problem". Clearly
these requirements are inter-dependent; for example, increasing the expressiveness of the mechanism is likely to lead to less efficient implementations.

A much more fuzzy requirement is that the descriptive mechanism should model the “natural” notions present in the problem domain. Most mechanisms describe a complex tree transformation as a composition of basic transformations, which are then described in two parts: a condition, indicating when it applies, and an action, indicating what it does. A condition can be called local when it depends on a specific contiguous portion of the tree; similarly, an action can be called local if it affects such a portion of the tree. Otherwise, conditions and actions are called non-local. For instance a transformation that takes a single node labeled “foobar” and replaces it by a subtree containing nodes labeled “foo” and “bar” is local, but a transformation depending on the presence of a node “foo” with a descendant (at an imprecise location) “bar” is non-local. Most individual tree transformations in compiler phases are local but some are non-local, either in the conditions or in the transformations. Ideally a descriptive mechanism should support efficiently both types of transformations.

There are two main composition mechanisms used in descriptive mechanisms. In a parallel composition several transformations are applied to the same input tree and the results are combined by some tree function to produce the final result. In a serial composition, the result of one transformation is used as the input to a second one; it can be applied just once, or it can be iterated until some condition is met.

The descriptive mechanisms for tree transformations published in the literature can be classified in four groups: operational, tree automata-based, attribute grammar-based, and term rewrite-based, with some mechanisms having characteristics of more than one group.

1.4.1. Operational Descriptions

Operational descriptions can also be called “description by implementation”. This descriptive mechanism is, unfortunately, still the one used in the majority of the compilers. Its main advantage is, supposedly, one of expressibility: if the implementation language is reasonable, any computable function will be expressible. It lacks most other desirable properties.

One disadvantage of the technique is that by its nature, such a description is suitable only for forward application problems and all the other tree transformation problems have to be mapped into them. For example, if the problem is more naturally described as an inverse application, the user must determine how to invert the transformation and encode the inverse transformation. This increases the effort required to produce a solution to the desired tree transformation problem. Eventually, proving anything about the problem being solved corresponds to proving properties about its solving program: termination corresponds to the halting problem; correctness is meaningless unless combined with some other descriptive method; and deciding whether the transformation is many-to-one is difficult. Only showing that the transformation is not one-to-many is easy, as a consequence of the determinism of most implementation languages.

Another shortcoming of the technique is that small changes to the specification of the problem may require large changes to the implementation. Since the problem specification tend to change very frequently, this disadvantage increases very substantially the effort required to obtain a solution. Yet another disadvantage is that, in many types of problems, a truly efficient solution may require exhaustive and quite complete analysis of the transformation, which, for the above

---

2 The notions of local and non-local are very fuzzy, but I do not attempt to formalize them since they are only used very informally. For the descriptive mechanism used in this dissertation locality corresponds to untyped N-patterns, while non-locality can be described using either typed N-patterns or X-patterns; see Chapter 2 for the formal definitions.
reasons, a programmer may not be able to provide. A final disadvantage is that related tree transformation problems will lead to unrelated solving programs and maintaining consistency may be non-trivial.

There are many examples of the operational approach to the description of tree transformations, most of them undocumented in the research journals. Those that are documented are normally build around a, frequently narrow, model for the specification of the transformation which effectively leads to some type of higher-level descriptive mechanism. [WJW75] is an example including transformations related to program improvement and code generation. Code generation was particularly prone to this approach, see, for instance, [Wir71]. This dissertation, along with other recent research, shows that a code generator based on a formalized tree transformation technique can be very successful (see Chapter 8).

1.4.2. Tree Automata

Tree automata and tree transducers (Section 2.2) [Eng75, Tha75], are the generalization of word automata to tree domains. There are many variations of the concept with different expressive power. Normally these descriptive mechanisms are used as abstract devices to characterize classes of expressive power. As such, they tend to be limited in the support that they provide for the "natural" description of transformations and in rendering an efficient implementation. They have some advantages, though. Some automata classes are closed under some operations, like composition, union, complementation, etc. This means that a transformation may be described as the combination of independent subtransformations. If the closure proof is constructive, it is possible to build a system that will take the transformations and obtain their composition. Another advantage of tree automata and transducers is that normally they can be provided with induction principles that can be used to prove properties of the transformations they define.

There are two main classes of tree automata, depending on how strings are generalized to trees: top down or bottom up. Both classes have limited locality in specifying both conditions and actions. [Eng75] provides an extension of top down automata with some global conditions. Tree automata tend to be too low level to be proposed as direct descriptive mechanisms, and I know of no proposal to use them unmodified, but they can be used as the foundations for other mechanisms. Section 2.2 presents tree automata in more detail.

1.4.3. Attribute Grammars

Attribute grammars [Knu68, Rai80] are a descriptive mechanism to annotate a parse tree. A parse tree is composed of instances of terminals and nonterminals, the nodes of the tree, and instances of productions relating these nodes. An attribute grammar associates a set of symbols, the attributes, with each node, and a set of equations, the semantic equations, to each production. Each semantic equation is of the form \( a = f(B) \), where \( a \) is an attribute, \( B \) a set of attributes, and \( f \) is called the semantic function. The evaluation of a parse tree using an attribute grammar is an assignment of values to the attributes satisfying the set of equations associated with the parse tree. In traditional attribute grammars, the set of equations are required to have an acyclic dependency graph which, when linearized, can then be used to find the values of the attributes by a process of "substitute and evaluate". The implementation need not follow this naïve algorithm and many alternatives have been proposed and investigated [Kas80, Pel80].

A set of labeled trees is called local (Section 2.2) if it is the set of parse trees for some context-free grammar \( G \). A function with a local set as a domain can be defined by using an attribute grammar and selecting one of the attributes associated with the root of the parse tree as the value of the transformation. To define a tree transformation from a non-local set, the description writer must find a local set \( L' \) which includes \( L \) and define the transformation on \( L' \) instead of on \( L \).
The straightforward way to define tree transformations using attribute grammars is to use attributes and semantic functions over tree domains (for instance, [NMS83]). Such a mechanism inherits many properties from traditional attribute grammars. Since the semantic functions are unrestricted, attribute grammars are a completely general descriptive mechanism: any computation can be expressed trivially by collecting the input tree into an attribute of the root and applying there a function denoting the desired computation. This solution is not really useful since it pushes the problem to a different place without solving it. The advantages of attribute grammars come from using simple semantic functions and relying on the structure of the parse tree to combine them into more complex transformations. [Kam3] presents some results on the expressive power of a particular version of attribute grammars, but few other results are known.

Probably the biggest disadvantage of attribute grammars is that they are "too local". Since semantic functions are associated with productions in the parse tree, attribute grammars limit their locality to a production. When the problem requires a larger local context, auxiliary attributes and semantic functions must be defined. These attributes will collect the information in the local context and transmit it to the desired node where it can be used. The problem with this approach is that it separates single transformations into several constructs, increasing the difficulty of understanding and implementing the description correctly. When the transformations are non-local, the use of auxiliary attributes cannot be avoided, and since the propagation needs to be done at each point in the path, many rules are involved.

Another problem is that since the number of attributes that are assigned to each node is fixed by the type of the node, it is frequently necessary to collect information into a larger attribute (a frequent example is the "symbol table") which is then moved to the places where the information may be required. This reduces the clarity of the description and may also reduce the efficiency of solutions to problems based on it.

Attribute grammars have a flexible parallel composition mechanism: at any non-terminal any number of attributes can be combined to obtain a new one. Serial composition is not straightforward because the result of the transformation is not available directly in the original tree. The lack of iteration forces the use of complex semantic functions in some cases where they could be avoided. For example, if a transformation is to be invoked under some particular context, the attribute grammar must check for the context, not only in the initial parse tree, but also in the intermediate tree that will be obtained by the application of successive transformations. Keeping track of these changes may be very complex.

Attribute grammars are at their best in describing how to annotate parse trees, for instance in a semantic analysis phase. There have been some proposals for proof methodologies for attribute grammars [Der83] based on proving local properties at each of the productions of the grammar and then proving properties on the interactions between the productions. The applicability of this approach depends on the complexity of the semantic functions in the attribute grammar.

The main obstacle to efficient implementations of the transformations is, again, dealing with non-local transformations where values must be pushed around from one place of the tree to the other. In general, since tree attributes are potentially large, it is particularly important to optimize the copy and allocation of the attribute values [Rai81]. On the other hand, one advantage of attribute grammars is that all the dependencies are explicit and they can be analyzed statically to select the best possible evaluation order [Pel80].

Some of the disadvantages of the attribute grammars can be overcome by building more specific mechanisms on top of them. One such proposal is attribute coupled grammars.

Attribute Coupled Grammars

Attribute coupled grammars [GaG84] are a mechanism based on attribute grammars where expressive power is traded for control over the result of the transformation, effectively providing automatic proofs of the form of the transformed tree. Attribute coupled grammars have as
domain and co-domain local sets which are explicitly described in the attribute coupled grammars as context-free grammars. The attributes are divided into "syntactically valued" and "semantically valued" attributes. Semantically valued attributes are normal attributes; syntactically valued attributes are tree-valued attributes which can have as values only (sub)parse trees of the output grammar and are strongly typed by their root operator. The result of the transformation is a syntactic attribute of the root. The semantic functions of syntactic attributes are constructors of the output grammar that may depend on the value of semantic attributes.

Attribute coupled grammars are closed under composition: there exists a computable function that will assign to two attribute coupled grammars another attribute coupled grammar that describes the (functional) composition of the transformations described by the first two. This allows one to trade description size against efficiency in the implementation of the transformation.

This gain in control is obtained at the loss of expressive power. For example it is impossible to describe in attribute coupled grammars the replacement of all "uses" in a tree by their corresponding "definitions" because each definition would have to be propagated as a single tree and this cannot be done in general because the number of attributes is fixed. In contrast, in an unrestricted attribute grammar all the definitions can be bundled together in a single attribute which can then be used in the desired places. Intuitively, attribute coupled grammars have restrictions on the generative portion of the mechanism, while the analytic portion is largely unrestricted.

In summary, although attribute grammars and attribute coupled grammars are quite adequate for some applications, they are lacking for others. The two main disadvantages are the lack of non-local facilities and the lack of serial composition of individual transformations. The first disadvantage has been attacked by several researchers ([Hoo86, RMT86], but not very successfully in my opinion), but the second is implicit in the method.

### 1.4.4. Term Rewrite Systems

Term rewrite systems have advantages and disadvantages complementary to those of attribute grammars: the basic operation is serial iterative composition but there is no parallel composition.

Term rewrite systems [Chu41, Hue80] are used to describe transformations on terms over operators. Since there is an equivalence between terms over an alphabet and labeled trees where leaves correspond to 0-ary operators and internal nodes correspond to $\geq 0$-ary operators, a term rewrite system can be used to describe tree transformations. Term rewrite systems are the basis for the descriptive mechanism used throughout this dissertation.

A pattern over an alphabet is a term on the alphabet extended with new 0-ary operators called variables. A term rewrite system is a collection of pairs of patterns called term rewrite rules. The two patterns are called the input pattern and the output pattern, and the variables used in the output pattern are required to be a subset of those used in the input pattern. A pattern matches at a node if there is a substitution for the variables that makes the pattern identical to the subtree rooted by the node. A rewrite rule defines a tree transformation: an input tree is transformed into an output tree by replacing the portion matched by the input pattern by a new tree obtained from the substitution and the output pattern.

The basic component of a term rewrite system is iterative serial composition. A rewrite system transforms an input tree by repeatedly applying rewrite rules until a tree is obtained where

---

4 Section 2.3 defines more formally all the concepts mentioned in this section; in particular, these variables are extended to allow also for non-zero arities.
no rule applies. Like many tree automata, but unlike attribute grammars, tree-to-tree grammars are potentially non-deterministic in their output since several subtrees of a tree may match one or more rewrite rules. Traditional research in term rewrite systems is concerned with determining if a given system defines a function or not. This can be proved by a number of techniques, many based on showing that two properties hold: confluency and termination. Most of the proof techniques for termination are formalizations based on well-founded sequences [Moz83], while there are several local properties which imply confluence [HuO80]. Since transformational grammars have the expressive power of a Turing Machine it comes as no surprise that, in general, confluency and termination are undecidable.

Local conditions and actions are described in the mechanism by simply adding a rewrite rule with left term equal to the local condition and right term equal to the desired result. In the absence of additional requirements, like order of application, this description is the only one needed and is very natural. On the other hand, non-local transformations are not supported directly and must be simulated by sets of rewrite rules. Non-local conditions are described in an awkward way since the only way to transmit information is indirectly through modifications of the tree. This means that what should be a simple process of gathering contextual information is described as a complex process, which not only initially changes the contents of the tree, but also has to return it later to its original state. The technique employed to describe non-local actions is similar.

Similar complex interactions are needed to implement non-iterated serial composition and parallel composition. This style of programming is unnatural and very unstable: small changes to the set of rewrite rules can cause large changes to the behavior of the system. This instability has been observed in production systems, a computational mechanism based on an organization similar to term rewrite systems [DaK77, For79, KDR78].

The implementation of term rewrite systems is based on tree pattern matching algorithms [HoO82, KMR72] to detect the rewrite rules applicable on the subject tree. The pattern matching algorithms employed should deal efficiently with changes to the tree as rewrite rules are applied.

The main advantages of term rewrite systems are its support of iterated serial composition, providing both expressive power and descriptive convenience; and the support of local transformations. Unfortunately, when the basic transformations cannot be described as a single rewrite rule, the complexity of the interaction increases radically.

Another disadvantage of term rewrite systems is the inability to control the order of application of rules. In some cases the rewrite rules are designed to be evaluated in some particular order, and enforcing that order with the standard mechanism may be very laborious; transformational grammars are one attempt to alleviate this problem.

Transformational Grammars

Transformational grammars were originally used in computational linguistics; DeRemer and Kron, [DeR69, Kro75] introduced the use of transformational grammars to describe transformations in compiler systems. Transformational grammars are like term rewrite systems with some extra control. First, if there are two different rules which apply at some node and one of them has an input pattern more "specific" than the other, then the more specific rule will be applied. Second, there is a "global" rule that is used to choose between several nodes at which a rule is applicable. The global rules presented in [Kro75] are "top-down" and "bottom-up". In both cases the rule does not define a total order on the nodes of the tree and for some nodes the selection between rules will still be random, but confluency can be proved for some classes of transformation grammars [Kro75].

There have been several systems that have been implemented based on variations of transformational grammars. One such system is Bonsai [Wul81], which can be described as being "pattern-driven". A transformation in Bonsai is specified as a collection of rules, each rule
having a condition and an action. The condition is a tree pattern extended with optional invoca-
tions to generic semantic routines. The action is just a routine in some implementation language
that will return a tree value to replace the matched subtree. As in transformational grammars,
there is a global specification to indicate the order in which the nodes are going to be tested.
Within a node the rules are tested in order and, if the condition of a rule is true, then its action is
invoked. The order in which the nodes are visited can be modified using special actions.

The main advantage of Bonsai is the expressiveness of the technique: when needed one can
always escape to a complex action routine to produce the replacement tree. This is also its new
disadvantage: since it is impossible to predict the interaction of the different rewrite rules without
understanding the action routines this descriptive mechanism can be used only to solve forward
application and reachability problems. Also in some cases the implementation may suffer, since
there is less information available to the solver generator.

Twig [Tji] is a descriptive mechanism that has the normal rewrite rules, plus rules similar to
those in Bonsai and additional cost information that is used to select the rules to apply. Twig was
designed for generating code generators and is discussed again in Chapter 9, where it is compared
against the solution presented in Chapter 8.

Attributed Transformational Grammars

Attributed transformational grammars [GMW80, MWW84] are an attempt to combine the
strengths of attribute grammars with those of transformational grammars into a practical tool for
the specification of compiler phases. The interaction of the attribute grammars and the transfor-
mational grammar has two facets. First, input patterns in the term rewrite rules can be extended
with an arbitrary predicate on attributes of the non-terminals in the input tree; the predicate must
be true and the input pattern must match for the rewrite rule to be applied. Second, after an appli-
cation of a transformation rule, attributes may be recomputed according to new semantic func-
tions described in the transformation rule. The re-evaluation may involve a larger context than
the one directly affected by the transformation. A direct consequence of the characteristics of the
interaction is that the domain of the tree transformation must be a local set which is described
explicitly with a context-free grammar.

The evaluation of the rewrite rule is controlled as in transformational grammars, with a gen-
eral traversal order. The attributed transformational grammar papers [GMW80, MWW84] also contain a proposal for non-local conditions called combined attributed transformations, and an
abstraction mechanism. A combined attributed transformation ties together a local rule with a
global rule connected through a connector node which normally is an attribute explicitly updated
through the description specification. When the conditions for the local rule are satisfied, the
conditions on the global rule are checked and, if valid, both rules are performed. The global rule
can then access the information in the local rule to perform non-local actions. The abstraction
mechanism can abstract a set of local and global rules, attribute reevaluation, and traversal con-
trol into a transformation unit which can later be invoked.

Attributed transformational grammars are a very interesting proposal. The expressive
power and the description of local transformations is unchanged from transformational grammars,
but non-local conditions can now be described through attributes which describe the condition,
while non-local actions use combined attributed transformations. The abstraction mechanism
also provides new flexibility in the composition facilities allowing non-iterated composition. As
in transformational grammars, there is still no parallel composition.

Proving properties is simplified somewhat by the presence of procedures which make it pos-
sible to decompose the problem into smaller and simpler problems. Non-local transformations
can be analyzed, at least partially, using techniques from attribute grammars. [GMW80] provides
no proof methodology for combined attributed transformations.
The efficient implementation of attributed transformational grammars is more complex than for transformational grammars. Finding the set of transformations which are applicable to some tree implies both an attribute evaluation and a pattern matching over the tree. Any later change to the tree as a result of the application of a rewrite rule will force an attribute reevaluation and an update of the pattern matching information. Special algorithms are used to reduce the number of attributes which must be changed in a reevaluation.

Some properties are not catered by the mechanism as well as desired. Non-local conditions must be described semantically using several attributes and semantic functions, even when the described condition is strictly syntactic. The restrictions of a general purpose attribute evaluator may produce inefficient implementations, and the dispersion of the description through several attributes and evaluation rules will make it less understandable. Non-local actions require that the description writer update the value of the attribute which provides the connection between the local and the global rule. This updating will be dispersed in the semantic revaluation functions of several rewrite rules, which is unnatural and may also be inefficient.

**Tree-to-tree Grammars**

Tree-to-tree grammars [KMP84] can be seen as an extension of either attribute grammars, or, as in this subsection, term rewrite systems. They are a specialized descriptive mechanism, less expressive than attributed transformational grammars. Tree-to-tree grammars are a collection of *extended rewrite rules*: each rule relates an *input subgrammar* and an *output subgrammar*. The rule matches at subtrees that belongs to the input subgrammar and the output subgrammar describes the replacing subtree.

Unlike traditional term rewrite systems, there is no iteration. Instead the input tree is partitioned, and a single rewrite rule is applied to each portion to obtain the output tree. Properties of the output set can be obtained automatically from the set of rewrite rules.

A tree-to-tree grammar is implemented by translating it into an attribute grammar with new attributes which determine what input subgrammars apply to a given input tree. The semantic functions used for the new attributes implement a tree pattern matching algorithm (see everywhere in this dissertation). This new attribute grammar satisfies the constraints of attribute coupled grammars, thus proving that the *expressive power* of tree-to-tree grammar is not larger than attribute coupled grammars.

The main advantage of this approach is that (some) non-local actions can be described quite naturally. Probably the main disadvantage is the lack of iteration, and the somewhat imprecise state of the proposals in [KMP84]. Chapter 7 formalizes a similar proposal around the notion of a *projection system*. The results of that chapter show how to solve, strictly in terms of rewrite systems, not only the "forward" application problem, but also its inverse function.

**1.5. Thesis of this Dissertation**

The intention of this dissertation is to start exploring how much it is possible to improve the "pure" rewrite system paradigm to overcome its shortcomings, and how to solve with it the tree transformation problems mentioned at the beginning of this chapter.

The biggest asset of descriptive mechanisms based on term rewrite systems is their support for serial composition and local transformations. But the basic term rewrite mechanisms support poorly both non-local transformations and parallel composition, and have trouble imposing constraints on the order of evaluation. Some descriptive mechanisms, notably attributed transformational grammars, have attempted to alleviate the problems by departing from the "pure"
approach and adding attribute grammars. Attribute grammars have their own problems, they still do not provide a good description of non-local conditions, and detract from the simplicity of rewrite systems. The goal of this dissertation is to extend the power of the individual rewrite rules in a way that is a "nice" extension to the "traditional" rewrite rules to deal with non-local rewrites so that, in most cases each conceptually single rewrite action can be described as a single action in the mechanism.

This is an ambitious goal. [Pel84] contained several proposals for future research. This dissertation is a first step in that direction, and restricts its attention mainly to extending the notion of pattern to allow non-locality in the form of the typed N-patterns and X-patterns of Chapter 7, and the non-linear patterns of Chapter 4.

Another goal of this dissertation is to show that even simple descriptive mechanisms based on term rewrite systems can be very useful to solve the tree transformation problems presented at the beginning of this chapter. This goal is achieved by defining and exploring the notion of bottom-up rewrite systems.

1.6. Introduction to the Remaining Chapters

The dissertation is divided into four major parts. The first, introductory part consists of this chapter and the next, which introduces basic definitions on trees, pattern matching, tree languages and tree automata, rewrite systems, and finite state tree transformations. The reader is advised at least to skim through the chapter since some of the definitions are new, particularly those on tree transformation problems and on labeled bottom-up tree automata (Definition 2.37).

The second part of the dissertation contains foundational material for the descriptive mechanism outlined in Section 1.5. Chapter 3 investigates pattern matching for the simplest type of patterns, the linear N-patterns, which are the "traditional" patterns where variables appear only once and have 0 arity. The chapter contains a consistent description of several table-driven algorithms which cover a space of table-size × matching speed. Some of the algorithms have appeared previously in the literature, but others are new and may be useful in some applications.

Chapter 4 studies non-linear N-patterns, that is, patterns as before but in which variables may appear more than once. Matching for these patterns is solved by combining matching for linear N-patterns with the testing of additional equality predicates. The chapter contains several table-driven algorithms. The size of the tables depends, in part, on how much of the results of the tests is stored: faster algorithms require larger tables.

The logical continuation of Chapters 3 and 4 is the first part of Chapter 7 where algorithms for typed X-patterns are studied. X-patterns are a generalization of traditional patterns in which variables are allowed to have non-zero arity. X-patterns are designed to describe non-local conditions. Types are constraints imposed on what a variable can match, and can appear in both N-patterns and X-patterns. Again, types allow the introduction of some non-locality into patterns. Pattern matching for typed N-patterns can be solved using techniques similar to those of Chapters 3 and 4, but pattern matching for X-patterns uses results from the third part of this dissertation.

The third part of the dissertation contains an analysis of a simple type of rewrite systems called bottom-up rewrite systems (BURS) and of its applications. Chapter 5 introduces BURS and shows how to solve a reachability problem for them. The algorithm used is based on computing a state characterizing the interaction of the rewrite system and the input tree. If the set of possible states for a given rewrite system is finite, the algorithm can be implemented very efficiently. The chapter discusses the algorithm and conditions for the finite number of states.

Chapter 6 then analyzes the problem of code generation and shows how to solve it using a modified reachability problem over BURS that have been extended with cost information.

Finally, Chapter 7 shows how to do typed X-pattern matching using BURS and defines a new type of descriptive mechanism, called projection systems, for which forward and inverse
projection systems can be solved by solving a reachability problem for BURS. Projection systems are expressive enough to describe the transformations between abstract and concrete syntax trees of language-based editors.

The last part of the dissertation, Chapter 8, reports on an implementation of a locally optimal code generator based on the results of Chapter 6. The implemented algorithm is compared with several other recent proposals and shown to be substantially faster than other optimal code generators and even faster than implementations of successful techniques that are not guaranteed to be optimal [GIG78]. Moreover, the tables obtained are of competitive size.

Chapter 9 discusses the dissertation and contains some conclusions. Figure 1.4 indicates the inter-dependencies among the chapters, which are represented by their chapter number, together with a short identifying keyword.
CHAPTER 2

Basics of Tree Rewrite Systems

"When I use a word,"
Humpty Dumpty said, in rather a scornful tone,
"it means just what I choose it to mean
– neither more nor less."

"The question is," said Alice, "whether you
can make words mean so many different things."

"The question is," said Humpty Dumpty,
"which is to be master – that's all."
[Lewis Carroll (1832-1898)]

This chapter collects definitions, notation conventions, and results related to the notions of tree, pattern, tree language, and rewrite system. Some of the terminology is traditional, some is new, and some corresponds to traditional notions in a new perspective. It is always difficult to find a happy balance between formality and convenience. This chapter leans towards formality to compensate for the possibly different backgrounds among readers; later chapters can then be more informal and rely on the definitions presented here for fine points.

First some basic notation. A sequence $a_1a_2\cdots a_n$ sometimes will also be represented as $a_1 \cdot a_2 \cdots \cdot a_n$ to emphasize its components. The empty sequence is represented as "e", and a sequence consisting of a single element $a$ will frequently be denoted by $a$. Sequences with elements from some set $S$ are also called words over the alphabet $S$. The concatenation operation between sequences is denoted explicitly by $\parallel$ or implicitly simply by the concatenation of the two operands. Other notations and definitions not defined in this dissertation are from elementary set, graph, and language theory. The introductory chapters of most textbooks on those topics (for instance [AhU73]) will contain the necessary definitions.

Definitions will frequently be presented as a collection of "defining equations" where the left hand side describes a syntactic case, the symbol $\triangleq$ indicates it is a defining equation, and the right hand side gives the definition. $\triangleq$ can be read as "is defined to be". This convention is commonly used in areas such as denotational semantics. For example, the length of a sequence can be defined as:

\[
\begin{align*}
\text{length (e)} & \triangleq 0 \\
\text{length (x $\parallel$ a)} & \triangleq \text{length (a)} + 1
\end{align*}
\]

Note that in the last defining equation there are implicit universal quantifiers; that is, it should be read as $\forall x \forall x$. Moreover, $x$ is assumed to range over the set of sequence elements. Both constraints are left out to reduce verbosity in the definitions. There is an implicit defining equation defining all remaining cases (if any) to have value undefined. The example above is a total function.

Section 2.1 defines trees, patterns, linear and non-linear patterns, N- and X-patterns, and pattern matching. The section also compares pattern matching to unification and to subgraph isomorphism.
Section 2.2 discusses a class of accepting mechanisms for tree languages. Tree languages are useful in several applications, including problems related to pattern matching and rewrite systems. The topic is revisited in Chapter 7.

The main application of pattern matching in this dissertation is to rewrite systems. A rewrite system is a collection of rewrite rules, each one describing the operation of replacing a tree matching some pattern by another tree. Section 2.3 presents the basic definitions, including some traditional problems: confluence and termination, and some non-traditional ones: reachability and blocking.

Section 2.4 defines a class of tree transformations. It also relates tree languages defined through accepting mechanisms to those defined through generating mechanisms.

2.1. Trees and Pattern Matching

The notion of a tree can be formalized in several ways. This dissertation uses two main formalizations. The basic definition identifies a tree with a subset of "well-formed" words over an alphabet. This alphabet is composed of a set of operators and three other symbols: "(", ")", and ",". For example, \((+(a,1),3)\) is a tree over the set of operators \{+, -, a, 1, 3\}. The subtrees of a tree are its subwords that are trees (that is, they are well formed). For example both \(-(a,1)\) and 3 are subtrees of the tree above, but \(-(a,\text{ is not}.)\.

A subtree of a tree is identified through its position relative to the root of the tree. The notion of a position can be related intuitively to an alternate representation of a tree: a rooted, directed, and acyclic graph, with nodes labeled with the operators, and all nodes having a single incoming arc except for the root which has none. For example, \+(-(a,1),3)\ is represented as:

```
    +
   /\   \
  3-
   \  
  a 1
```

In a graph representation of a tree, the position of a subtree is a sequence of integers describing a path from the root of the tree to the root of the subtree, each integer indicating (in a left-to-right numbering of the children of a node starting from 1) the next node in the path. In the above example, the position of the subtrees \-(a,1)\ and 1 are "1", the left-most subtree of the root, and "2", the second subtree of the first subtree of the root, respectively.

The notion of a position can be formalized and leads to an alternative definition of a tree as a "tree shape", the set of all the positions in the tree, together with a labeling from positions in the shape into the operators. This is the approach used, for example, in [Knu73].

In this dissertation, trees are formalized either as a set of words, or as a tree shape with a labeling. Informally, trees will also be represented as graphs.

**Definition 2.1** An operator set \(\text{Op}\) is a set of symbols together with an arity function, assigning to each symbol a non-negative integer, its arity. \(\text{Op}\) will always be assumed not to have the special symbols "(", ")", and ",". Operators with arity 2, 1, and 0 are said to be binary, unary, and nullary operators, respectively.

The set of trees over \(\text{Op}\), denoted by \(\text{Lo}_{\text{Op}}\), is the smallest set of non-null words with alphabet \(\text{Op} \cup \{ (", ")", "\} \) satisfying

\[
\forall \text{op} \in \text{Op}, \forall t_1, \ldots , t_n \in \text{Lo}_{\text{Op}}, \text{"op} \cdot (\ast t_1 \ast \cdots \ast t_n \ast )' \in \text{Lo}_{\text{Op}}
\]
A member of $L_{op}$ is said to be a term over $O_p$, or a tree over $O_p$.

If $t \in L_{op}$, the set of all positions in $t$, denoted by $P_t$, is the set of sequences of non-negative integers defined recursively as:

$$P_{op(t_1, \ldots, t_n)} \triangleq \{ \varepsilon \} \cup \{ k \| s_k \text{ such that } 1 \leq k \leq n \text{ and } s_k \in P_{t_k} \}.$$  

If $p$, $q$, and $r$ are positions and $p = q \cup r$ we say that $q$ is an ancestor of $p$, and that $p$ is a descendant of $q$.

If $t$ is a tree, and $p \in P_t$ is a position in $t$, the subtree of $t$ at position $p$, $t_{@p}$, is defined recursively as:

$$t_{@p} \triangleq t_{op(t_1, \ldots, t_n)@k_{s_k}} \triangleq (t_{s_k})_{@s_k}, \text{ if } 1 \leq k \leq n^6.$$  

The set of subtrees of $t$ is the collection of trees $t_{@p}$, for $p \in P_t$. Because of the one-to-one correspondence, positions and subtrees can be used interchangeably. A subtree is also called a subterm.

The frontier of $t$, $fr(t)$ is the word over $O_p$ defined by:

$$fr(op) \triangleq op, \text{ if } \text{arity}(op) = 0;$$  

$$fr(op(t_1, \ldots, t_n)) \triangleq fr(t_1) \cdots fr(t_n), \text{ if } \text{arity}(op) = n \geq 0.$$  

The children of a tree $t$ are the trees $t_{@k}$ for $1 \leq k \leq n$, $n$ being the arity of the operator at the root of $t$.

The leaves of a tree $t$, leaves($t$) is the subset of $O_p$ defined by:

$$\text{leaves}(op) \triangleq op, \text{ if } \text{arity}(op) = 0;$$  

$$\text{leaves}(op(t_1, \ldots, t_n)) \triangleq \text{leaves}(t_1) \cup \cdots \cup \text{leaves}(t_n), \text{ if } \text{arity}(op) = n \geq 0.$$  

The height of $t$, height($t$) is the natural number defined by:

$$\text{height}(op) \triangleq 1, \text{ if } \text{arity}(op) = 0;$$  

$$\text{height}(op(t_1, \ldots, t_n)) \triangleq 1 + \max\{ \text{height}(t_1), \ldots, \text{height}(t_n) \}, \text{ if } \text{arity}(op) = n \geq 0.$$  

A forest is a collection of trees.

Thus, $t = +(-a, 1.3)$ is a tree (a term) over $\{+,-,a,1,3\}$, where the arities of $+$ and $-$ are 2, and those of $a$, 1, and 3 are 0. $P_t$ is $\{1 \cdot 1, 1 \cdot 2, 2, \varepsilon\}$, with associated subtrees: $t_1 \equiv a$, $t_1 \cdot 2 \equiv 1$, $t_1 \equiv -(a, 1)$, $t_2 \equiv 3$, and $t_1 \equiv t$. The frontier is $fr(t) = a 1 3$. The set of leaves is $\{a,1,3\}$. The sequence $+(3)$ is not a tree.

An alternate way to characterize a tree is as a tree shape plus a labeling.

Definition 2.2 A tree shape is a collection of position sequences $S$ over the non-negative integers satisfying:

- if $(s_1 \| s_2) \in S$, then $s_1 \in S$; and,
- if $(s_1 \| k \in S)$, $k > 0$, and $1 \leq k < k$, then $s_1 \| k 1 \in S$.

$^6$ The parentheses in $(t_k)@s$ are added for readability to delimit the subscript $k$ and have no other significance.
The arity of a position \( p \) in a shape \( S \) is the largest integer \( n \) such that \( p \cdot n \in S \). A labeling of a shape \( S \) is a mapping, \( f \), from \( S \) into \( Op \), such that: if \( f(p) = op \), for \( p \in S \), \( op \in Op \), the arity of \( op \) in \( Op \) is the same as the arity of \( p \) in \( S \).

The reader can easily prove:

**Proposition 2.1** The following two statements are true:

- For every tree \( T \), the set \( P_T \) is a tree shape.
- Let \( S \) be a tree shape and \( f \) a labeling of \( S \). Then, there is a unique tree \( T \) with set of positions \( S \) and such that the root of \( T \) equals \( f(p) \).

The next chapters will use either of the two characterizations of trees. In this dissertation, the arity of an operator is assumed to be fixed. This models closely the semantics of the operators in the applications to programming systems, and although no basic result uses this assumption, some implementations (like the one of Chapter 8) depend on it for their efficiency. The European school of algebraic trees is similar to the definition of a tree as a labeled shape except for having operators with variable arity.

**Tree Patterns**

Patterns are intended to be used to describe "shapes" of trees. Intuitively, they can be thought of as trees where some positions are labeled not with an operator but with a "variable". The variables can then be replaced by trees to obtain all the trees that have the "shape" described by the pattern. In general, there may be more than one position in the tree that is labeled with a variable. When there are no constraints between the values used to replace any two variables, the pattern will be called linear (Def. 2.3). If the values used to replace two or more variables are constrained to be identical, the pattern will be called non-linear. Finding a convenient formal definition for linear patterns is quite simple: we can use a reserved operator symbol, for instance \( V \), and define patterns as trees over a set of operators extended with \( V \). Thus, if \( a \) is a nullary operator and + is a binary operator, we could describe the shape of the trees rooted by a + and with \( a \) as right child, by the tree \( +(V, a) \). This definition is unique (that is, each "different" shape of trees corresponds to a different pattern), and, since a pattern is formally a tree, we can use tree operations in patterns (for instance, the left child of the pattern \( +(V, a) \) is the pattern \( V \)).

The situation is substantially more complex if we want to describe non-linear patterns. For example, consider two patterns, \( p_1 \) describing the shape of trees rooted by a binary operator +, and \( p_2 \) describing the shape of trees rooted by the binary operator + and having a left child identical to a right child. Following the approach outlined in the previous paragraph, we could define \( p_1 \) and \( p_2 \) as the two trees \( +(V_1, V_2) \) and \( +(V_1, V_1) \), where \( V_1 \) and \( V_2 \) are two symbols that represent variables. The problem with this approach is that now patterns do not have a unique representation. Thus, the pattern represented by \( +(V_1, V_2) \) could also be represented by \( +(V_2, V_1) \). There are several solutions for this problem.

A first possibility is just to let the two representations exist as patterns, and to define an equivalence relation \( \equiv \) between patterns so that two patterns \( p_1 \) and \( p_2 \) are equivalent if there is a one-to-one renaming of the variables in one into the variables of the other. Thus, \( +(V_1, V_2) \) would be equivalent to \( +(V_2, V_1) \). This approach has the disadvantage that the writer must be careful to use \( \equiv \) instead of \( = \) whenever appropriate, and that some operations, such as constructing a set of patterns, must be done very carefully to avoid having equivalent patterns in the set.

Another possibility is to define a pattern as an equivalence class under \( \equiv \) of the trees defined above. Such a definition simplifies many operations but makes others more complex. In particular, since patterns are no longer trees, tree operations can not be applied to patterns. This problem could be solved by defining "coercion" operations between patterns and trees, taking a tree into its equivalence class, and an equivalence class into any of its members. Then, an expression like
+(X, a) used in some context would mean either a tree or a pattern depending on the context. This approach to the formal definition of a pattern has the disadvantage that some contexts do not uniquely determine whether the desired value is a tree or an equivalence class. The approach also has some other disadvantages. For instance, the notion of an assignment to the variables in a pattern would have to be independent of the names of the variables, probably by using positions. Tree positions are less convenient than variable names because positions are relative while names are absolute.

A final possibility is to define a pattern as some canonical tree. For instance, we could require all the variables to be taken from a fixed set \( \{ V_1, V_2, \ldots \} \) and to be used in a predefined order, so that \( +(V_1, V_2) \) would be a pattern, but \( +(X, Y) \) and \( +(V_2, V_1) \) would not. One problem of this approach is that tree operations applied to patterns may produce non-patterns: for instance, the right child of \( +(V_1, -(V_2, V_3)) \) is not a pattern. This renaming also reduces the readability of some operations: for instance, it makes it less visible that \( -(V_1, V_2) \) is the right child of \( +(V_1, -(V_2, V_3)) \).

The approach that we use in this dissertation is to define a pattern as a tree over an operator set which is extended with a disjoint set of variable symbols (Definition 2.3) and to provide an equivalence relation on patterns (Definition 2.7). In addition we use flexible canonical forms (the set of subpatterns \( \Pi_F \) of Definition 3.2, and the extended pattern set of Definition 5.7) to reduce the number of cases in which we have to make a distinction between equality and equivalence and yet retain some readability in our examples.

Although the notation used in this dissertation is correct, the author is not completely satisfied with it. Most of the complexity arises from the presence of non-linear patterns. It should be possible to obtain an overall improvement in clarity of presentation by assuming patterns to be linear in all chapters except in Chapter 4, where they could be defined as extensions to linear patterns. Time constraints have prevented us from following this approach in this dissertation.

This dissertation deals with two types of patterns, depending on the arity of the variables. If all variables have arity 0 we obtain the traditional notion, called here an “N-pattern”; if some variable has non-zero arity, the pattern is called an “X-pattern”. X-pattern is a new notion used to describe non-local situations.

Definition 2.3  A pattern is a member of \( L_{\text{Op}, V} \), where \( \text{Op} \) and \( V \) are disjoint sets called the operators and the variables respectively. The pattern is called an N-pattern if all the variables have arity 0, and an X-pattern otherwise. A pattern is called linear if it contains at most one occurrence of any particular variable; otherwise it is called non-linear.

Associated with each variable \( X \) appearing in a pattern there is a set of trees called its type, denoted by type \( (X) \). If the arity of a variable is \( n \), it has a default type which is the set of all linear patterns over \( \text{Op} \) with exactly \( n \) variables. Alternatively, the type of a variable can be any subset of the default type.

If \( \rho \) is a pattern over \( \text{Op} \) and \( V \), \( \text{Vars}(\rho) \) denotes the set of variables in \( \rho \). If \( \rho_1 \) and \( \rho_2 \) are patterns over \( \text{Op} \) and \( V \), we say that \( \rho_1 \) and \( \rho_2 \) are variable-disjoint if \( \text{Vars}(\rho_1) \cap \text{Vars}(\rho_2) = \emptyset \). By extension, given a set of patterns \( F = \{ \rho_1, \rho_2, \ldots, \rho_n \} \), \( F \) is variable-disjoint if for \( i, j, 1 \leq i, j \leq n \), \( \text{Vars}(\rho_i) \cap \text{Vars}(\rho_j) = \emptyset \).

Typed variables are useful to constrain the valid replacements for the variable (see Def. 2.6). Note that a variable with arity 0 has as default type the set of all trees over the operator set. Figure 2.1 shows some examples of patterns. In a convention followed throughout the dissertation, the names of variables start with an upper case letter. From left to right the examples are linear and non-linear N-patterns, and linear and non-linear X-patterns. In the rightmost pattern, the default type of \( X_1 \) is the set of all linear patterns with exactly one variable. Traditional tree
patterns [HoO82] are linear N-patterns.

\begin{figure}[h]
\begin{center}
\begin{tabular}{ccc}
\includegraphics[width=0.5\textwidth]{example_patterns.png}
\end{tabular}
\end{center}
\caption{Examples of Patterns}
\end{figure}

Patterns are used for matchings. Intuitively, a pattern "matches" against a tree, called the "subject", if there is a way to associate a value with each variable in the pattern, so that when each instance of the variables is replaced by its associated value, the resulting tree is identical to the subject tree.

The matching of N-patterns and X-patterns differs only in what are the values that can be associated with a variable: in the first case a tree without variables, in the second an N-pattern with as many variables as the arity of the X-variable. With some care, the formal definition can be made identical in both cases. First some auxiliary definitions and new notation.

Definition 2.4 Let T be a tree with labeling \( f_T \), \( p \in P_T \) a position in T, and \( t \) a tree with labeling \( f_t \). The replacement of the subtree \( T@p \) by \( t \) is denoted as \( T@p-H \), and is defined as the new tree with shape \( S \), and labeling \( f' \) such that:

- If \( r \in P_T \) is not of the form \( p \parallel s \), then \( r \in S \), and \( f'(r) = f_T(r) \).
- If \( r \in P_t \), then \( p \parallel r \in S \), and \( f'(p \parallel r) = f_t(r) \).

Let \( T \) be a pattern over \( Op \), \( X \) a variable with arity \( n \geq 0 \) appearing in \( T \) at position \( p \), and \( t \) a pattern over \( Op \) with \( n \) distinct variables with arity 0 at positions \( q_1, \ldots, q_n \) (and maybe others with non-zero arity). The replacement of \( X \) in \( T \) at \( p \), denoted by \( T_X@p \), is defined to be equal to \( T@p-B^* \), where \( B^0 \triangleq t \), and, for \( 1 \leq i \leq n \), \( B^i \triangleq B^{i-1}@q_iT_{q_i} \).

If \( T \) is a pattern over \( Op \), \( X \) is a variable in \( T \) appearing at positions \( p_1, \ldots, p_m \), and \( t \) is a pattern over \( Op \), the replacement of \( X \) by \( t \) in \( T \), is denoted by \( T_X@t \), and defined to be equal to \( A^m \), where \( A^0 \triangleq T \), and \( A^i \triangleq A^{i-1}X_{p_i}@t \).

For example, if \( T = +(3,-(9,4)) \), and \( t = 5 \), then \( T@1-t \) is the tree \( +(3,5) \). If \( T = +(X,-(4,X)) \), then \( T@X \) is the tree \( +(3,-(4,3)) \). And, if \( T = +(X,a,b) \), and \( t = *(X,9,X) \), then \( T_X@t \) is the tree \( *(*(a,9,b),3) \).

Formally, the correctness of the above definition of the replacement of a variable requires a proof that the order in which the variables are listed does not change the result. The proof is immediate and is left to the reader.
Definition 2.5 Let $\mathcal{O}_p$ and $V$ be disjoint sets of operators and variables with arity. An assignment over $\mathcal{O}_p$ for $V$ is a function assigning to each variable $A \in V$ of arity $n_A$, a linear $N$-pattern over $\mathcal{O}_p$ with exactly $n_A$ variables.

Let $\sigma$ be an assignment over $\mathcal{O}_p$ for $V$, and $\rho$ a pattern over $\mathcal{O}_p$ and $V$, with $n$ variables $V_1, ..., V_n$. The application of $\sigma$ to $\rho$, denoted $\sigma(\rho)$, is defined to be $A^n$, where $A^0 \triangleq \rho$, and, for $1 \leq i \leq n$, $A^i \triangleq A^{i-1} \sigma(V_i)$.

Definition 2.6 Let $\rho$ be a pattern over $V$ and $\mathcal{O}_p$, and $T$ be a tree over $\mathcal{O}_p$. An assignment $\sigma$ over $\mathcal{O}_p$ and $V$ is a match of $\rho$ at $T$, if $\sigma(\rho) = T$, and, for every variable $X$ in $\rho$, $\sigma(X) \in \text{type}(X)$. $\rho$ is said to match at $T$, if there exists such a match. Let $\rho_0$ be a subtree of $\rho$; the tree associated with $\rho_0$ by $\sigma$ is defined to be $\sigma(\rho_0)$. If $\rho$ matches at $T$, then $T$ is a subject at which $\rho$ matches.

For example, the pattern $+(X,Y)$ matches twice in the tree $+(-2,a),+(3,4)$; in the first case the associated assignment is $\{X \leftarrow -(2,a), Y \leftarrow +(3,4)\}$; in the second case, $\{X \leftarrow '3', Y \leftarrow '4'\}$. If the pattern were modified so that $\text{type}(X)$ included only those trees whose leafs are digits, then only the second assignment would be legal.

Since, given an $N$-pattern and a tree, there is at most one match of the pattern at the tree, the assignment can always be computed from the pattern, although in some applications it might be convenient to keep the representation explicit. $X$-patterns are different. $X$-patterns may have more than one match at a given node. As an example, consider the $X$-pattern $\rho = a(X(b,c))$ and the four trees:

```
  a   a   a   a
  |   |   |   |
  op op op op
  b c op op
d c b c
```

Each of the first 3 trees has one match for $\rho$, namely: $\{X \leftarrow \text{op}(X_1,X_2)\}$, $\{X \leftarrow \text{op}(\text{op}(X_1,d),\text{op}(X_2,d))\}$, and $\{X \leftarrow \text{op}(\text{op}(\text{op}(X_1,d),d),X_2)\}$, but it has three matches at the last tree: $\{X \leftarrow \text{op}(\text{op}(X_1,X_2),\text{op}(b,c))\}$, $\{X \leftarrow \text{op}(\text{op}(b,c),\text{op}(X_1,X_2))\}$, and $\{X \leftarrow \text{op}(\text{op}(X_1,c),\text{op}(b,X_2))\}$.

One way to reduce the number of matches of an $X$-pattern, and thus make the $X$-pattern more precise, is by giving non-default types to its variables. This can also be done for $N$-patterns.

In the introduction to this subsection we mentioned that the names of the variables in a pattern are non-significant. Formally:

Definition 2.7 Let $\mathcal{O}_p$ be an operator set, let $V$ be a set of variables, and let $\rho_1$ and $\rho_2$ be two patterns over $\mathcal{O}_p$ and $V$. $\rho_1$ and $\rho_2$ are equivalent ($\rho_1 \equiv \rho_2$) if for any tree $T$, $\rho_1$ matches at $T$ if and only if $\rho_2$ matches at $T$.

It is straightforward that

Proposition 2.2 The $\equiv$ relation between patterns is an equivalence relation.

It is also straightforward that
Proposition 2.3 Let \( p_1 \) and \( p_2 \) be two patterns over \( \mathcal{O}p \) and \( V \). If there is a one-to-one mapping between \( \text{Vars}(p_1) \) and \( \text{Vars}(p_2) \) that preserves the types of the variables, then \( p_1 \equiv p_2 \).

Section 3.1 defines more relations between patterns.

This dissertation studies some new and old "problems". The format used to present these problems formally follows that of [GaJ80], where first the parameters of the problem are given and then the problem is described. There are two main classes of problems: decision problems where the answer is either "yes" or "no", and construction problems where the answer is some object that has to be obtained.

Definition 2.8 We say that a decision problem is *decidable* if there exists a procedure that always terminates and that will determine for every possible input whether the answer to the problem is "yes" or "no". If no such procedure exists the problem is said to be undecidable. If there is a procedure that provides the correct answer when it terminates but is guaranteed to terminate only when the answer to the problem is "yes", the problem is said to be semi-decidable.

We say that a construction problem is solvable if there exists a procedure that always terminates and that will determine for every possible input the correct answer. If no such procedure exists the problem is said to be unsolvable.

An example of an unsolvable problem is the REACHABILITY problem (Definition 2.28) for general rewrite systems. The main problem of pattern matching is a construction problem:

Definition 2.9 Given: a set of trees, \( T \subseteq \mathcal{L}_n \) and a set of patterns \( F \subseteq \mathcal{T}_{\mathcal{O}p,V} \); the tree pattern matching problem, over \( T \) and \( F \), abbreviated as PATTERN MATCHING, consists of, given a subject tree \( T \in T \), finding for every subtree of \( T \), all the patterns in \( F \) that match at it, and matching assignments for those patterns.

Unification

Unification is a problem that seems very similar to matching for N-patterns, yet it is significantly different. Formally, unification can be defined as follows:

Definition 2.10 Let \( V \) be a set of 0-ary variables. Two terms \( t \) and \( t' \) in \( \mathcal{T}_{\mathcal{O}p,V} \) are unifiable if there is an assignment \( \sigma \) over \( \mathcal{O}p \cup V \), such that \( \sigma(t) = \sigma(t') \). \( \sigma \) is called a unifier for \( t \) and \( t' \).

An important property of unification is the following:

Proposition 2.4 [Rob65] For any two terms \( p_1 \) and \( p_2 \) there is a unique (up to a renaming of variables) *most general unifier*, \( \sigma_{mgu} \), such that for any other unifier \( \sigma \) for \( p_1 \) and \( p_2 \), there is a replacement \( t \) such that for all variables \( X \), \( \sigma(X) = \tau(\sigma_{mgu}(X)) \).

Definition 2.11 The unification problem (UNIFICATION) consists of, given two terms, finding their most general unifier.

Unification can be solved in linear time on the size of the two patterns [PaW78]. In one sense, unification is more general than pattern matching. Either term in an unification problem may contain variables, and the same variable may be present in both terms, but only the pattern in a matching problem can contain variables. Thus, any algorithm used for unification can be used for pattern matching.

Yet, in another sense unification is simpler than pattern matching. In unification only the two complete terms are considered; in pattern matching, any subterm of the subject tree is considered. Also, unification only considers a single pair of terms, while the applications of pattern matching studied here consider a set of patterns to be matched against a single subject. The algorithms for pattern matching presented later in this dissertation are significantly more efficient than
the straightforward application of unification algorithms to the same problems.

In some cases it is convenient to represent a tree in such a way as to underscore the common parts of it.

Finding Common Subexpressions in the Subject

Since a tree may have more than one identical subtree, in general, determining if the subtrees at two positions are equal requires a recursive comparison. An alternative is to encode the tree as a directed acyclic graph (dag) where multiple occurrences of subtrees are replaced by a single subdag. This dag is called a computation dag.

A computation dag can be computed from a tree using a bottom-up traversal that works in time linear on the size of the subject tree. The main operation computes, given the dags corresponding to the children of a node, the dag corresponding to the node, and in the process also finds if an identical dag had been computed previously (for some other subtree of this tree). This operation can be computed efficiently with a hash function. The resulting algorithm was named the value number method and presented by Cocke and Schwartz in [CoS70]; it also appears in [AhU77].

Computation dags allow the replacement of subtree comparisons by pointer comparisons. Chapter 4 shows that this type of comparison is a basic operation in non-linear pattern matching. Also, the algorithms for linear N-pattern matching 7, which are based on a bottom-up traversal of the subject tree, can use either a tree representation or a computation dag representation. Using a computation dag has the advantage of requiring traversal of fewer nodes.

Representing the subject tree as a computation dag suggests considering another problem: 'subgraph isomorphism'.

Subgraph Isomorphism

The technical definition of graph and subgraph isomorphism are the following:

**Definition 2.12** Given two graphs $G_1=(V_1,E_1)$ and $G_2=(V_2,E_2)$, $G_1$ is isomorphic to $G_2$ if there is a one-to-one function $f : V_1 \rightarrow V_2$ such that $<u,v> \in E_1$ if and only if $<f(u),f(v)> \in E_2$.

**Definition 2.13** The graph isomorphism problem consists of determining, given two graphs $G_1$ and $G_2$, if $G_1$ is isomorphic to $G_2$. The subgraph isomorphism problem is determining if there is a subgraph of $G_1$ that is isomorphic to $G_2$.

The complexity of graph isomorphism between general graphs is a famous open problem. The problem can be solved in polynomial deterministic time 8 for several special cases, including planar graphs and, hence, trees. Graph isomorphism differs from pattern matching in its concern with only two graphs.

Subgraph isomorphism is known to be NP-complete for the general case and even for some simple special cases. One such case is when $G_1$ is a directed forest 9 and $G_2$ is a directed tree ([GaJ80]). Given the comments of the previous subsection, a careless reading of this result might suggest that pattern matching between a subject tree and an N-pattern would be NP-complete if both were represented as computation dags. This is not true; The two problems are different. A

---

7 Unfortunately, there are some problems with X-pattern matching: the technique employed requires three passes over the subject, and using a dag conflicts with the top-down pass. More on this in a future publication.

8 See [GaJ80] for a definition of this notion and that of NP.

9 A directed forest is a collection of directed trees.
main difference is that matching has less freedom: if two nodes match, they must have exactly the same number of children; this is not true for subgraph isomorphism.

2.2. Tree Languages and Automata

Any tree transformation involves at least two different sets of trees: the domain of the transformation, the input set, and the image of the transformation, the output set. In most tree transformation problems it is important to be able to describe these sets so that some properties can be obtained automatically. This section presents some background material on sets of trees, also called tree languages. Most of the material in this section is from [Tha75], and [Eng75]. Recall our convention that, unless otherwise indicated, the type associated with a variable in a pattern is its default type.

A tree automaton is a tree language recognizer, that is, it defines a mapping from \( L_{op} \) into \{true, false\}. The definition of a tree automaton is a generalization of that of a (word) one-way finite state automaton (FSA). Normally, the behavior of a FSA is defined through a sequence of pairs, containing a position in the input tape and a state. Without loss of generality, this can be understood as an assignment of a state to each position in the input tape. A tree automaton is like a FSA except that the state is associated with the nodes of a tree. There are two main approaches to defining a tree automata depending on the “direction” in which the “state tree” is traversed: top-down or bottom-up.

Definition 2.14 A deterministic top-down automaton (DT-fsa) consists of a finite set of states \( S \); an initial state \( s_0 \); a transition function assigning to each nullary operator \( op \) a set of final states \( F_{op} \subseteq S \); and, for each arity \( n \), a function \( Trans_n : Op \times S \rightarrow S^n \). The automaton associates with each subtree in an input tree a single state from \( S \). The state associated with the input tree is \( s_0 \). If \( T = op(T_1, \ldots, T_n) \) is an \( n \)-ary node, then its \( i \)-th child has as its state the \( i \)-th component of \( Trans_n(op, st) \), where \( st \) is the state associated with \( T \). An input tree is accepted if every leaf of the tree with label \( op \) is associated with a state in \( F_{op} \).

A non-deterministic top-down automaton (T-fsa) is like a DT-fsa except that the function \( Trans_n \) above has functionality \( Op \times S \rightarrow (2^S)^n \), and \( s_0 \) is not a state but a set of states. The automaton associates with each subtree in the tree a set of states from \( S \). The set of states associated with the input tree is \( s_0 \). If \( T = op(T_1, \ldots, T_n) \) is an \( n \)-ary node, then the \( i \)-th child has as its set of states the union of all the \( i \)-th components of \( Trans_n(op, st) \), where \( st \) is a member of the set of states associated with \( T \). An input tree is accepted if every leaf subtree of the tree is associated with a set containing at least one final state.

The class of languages that can be recognized with a T-fsa will be called T-RECOG. The class of languages that can be recognized with a DT-fsa will be called DT-RECOG.

T-fsa are also called root-to-frontier automata (RFA) in the literature. DT-fsa are not very powerful and therefore not very interesting. For example, the (finite) set of trees \{\( op(a,b), op(b,a) \}\) cannot be recognized by a DT-fsa. Intuitively the reason is that a DT-fsa can only recognize that all the “paths” from the root to the leaves of the tree are of some form. Thus, in the example above, the automaton accepts as valid, for the tree \( op(a,b) \), the paths \( op \cdot a \) for \( 1 \cdot 1 \), and \( op \cdot b \) for \( 1 \cdot 2 \); and, for \( op(b,a) \), the paths \( op \cdot b \) for \( 1 \cdot 1 \), and \( op \cdot a \) for \( 1 \cdot 2 \). Hence, it must also accept the trees \( op(a,a) \), and \( op(b,b) \), and \{\( op(a,b), op(b,a) \)\} cannot be a language accepted by a T-fsa. But, note that this set can be recognized by a (non-deterministic) T-fsa: the automaton just “guesses” the right tree to check.

An alternate approach to defining a tree automaton is based on a bottom-up traversal of the tree.
Definition 2.15  A deterministic bottom-up automaton (DB-fsa) consists of a set of states $S$; a final set $F \subseteq S$; and, for each arity $n$, a transition function $\text{Trans}_n : \text{Op} \times S^n \rightarrow S$. The automaton associates with each subtree in the tree a single state from $S$. If $T = \text{op}(T_1, \ldots, T_n)$ is an $n$-ary node, then the state associated with $T$ is $\text{Trans}_n(\text{op}, s_{T_1}, \ldots, s_{T_n})$, where $s_{T_i}$ is the state associated with $T_i$. An input tree is accepted if the state associated with it is a final state, that is, a member of $F$.

A non-deterministic bottom-up automaton (B-fsa) is like DB-fsa except that the function $\text{Trans}_n$ has functionality $\text{Op} \times S^n \rightarrow 2^S$. The automaton associates with each subtree in the tree a set of states from $S$. If $T = \text{op}(T_1, \ldots, T_n)$ is an $n$-ary node, then the state associated with $T$ is the union of all $\text{Trans}_n(\text{op}, s_{T_1}, \ldots, s_{T_n})$, where $s_{T_i}$ is the state member of the set associated with $T_i$. An input tree is accepted if the the automaton associates with it a set including a final state.

The class of languages that can be recognized with a B-fsa is denoted B-RECOG. The class of languages that can be recognized with a deterministic B-fsa is denoted DB-RECOG.

The initial state in a B-fsa at a leaf is obtained from the application of $\text{Trans}_0$ to the operator at the leaf. B-fsa are also called frontier-to-root automata (FRA) in the literature. In this dissertation, B-fsa are frequently represented graphically in a way resembling a graph: states are drawn as nodes, while transitions are drawn as some type of higher-order directed edges. In addition, most of the B-fsa are complete, that is, there is a new state at any node for any combination of states of its children, and one node will be distinguished as the "default" transition, to which any non-specified transition will go. Figure 2.2 shows a B-fsa with 4 states numbered 0 to 3 (See Figure 3.2 for another interpretation of the same example). This example is a non-deterministic B-fsa. The default state is shown at the bottom; the default transitions are not shown to avoid cluttering the figure.

Non-deterministic B-fsa have the same expressive power as deterministic B-fsa. There is an algorithm, similar to the one used for string fsa, that obtains a deterministic B-fsa from a non-
deterministic one; the states of the DB-fsa model the power sets of the states of the original B-fsa. Figure 2.3 shows this algorithm, which is used in later chapters.

---

**procedure** ND-to-D-Bfsa(ND)

- let ND be a non-deterministic B-fsa,
- and Trans\textsuperscript{ND}\textsubscript{n} its transfer function.

- let D be the new (deterministic) B-fsa;
- initially it has no states;
- let Trans\textsuperscript{D}\textsubscript{n} be the new -to-be determined- transfer function.

**while** D has changed

**for each** possible n-ary operator Op

- **for each** n-tuple pair (N\textsubscript{1}, ..., N\textsubscript{n}) of nodes in D **do**

  **for each** n-tuple pair (st\textsubscript{1}, ..., st\textsubscript{n}), with st\textsubscript{i} ∈ N\textsubscript{i} **do**

  - let S be the set of all states st in ND such that st = Trans\textsuperscript{ND}\textsubscript{n}(st\textsubscript{1}, ..., st\textsubscript{n})

  - **if** no node in ND has label S

     **then**

    - create a new node;
    - add it to ND;
    - make Trans\textsuperscript{D}\textsubscript{n}(N\textsubscript{1}, ..., N\textsubscript{n}) equal to the new node;
    - **if** there is a node but no transition

     **then**

    - make Trans\textsuperscript{D}\textsubscript{n}(N\textsubscript{1}, ..., N\textsubscript{n}) equal to the pre-existing node;

---

Figure 2.3 shows part of the deterministic equivalent of the automaton of Figure 2.2 (and, again, see Figure 3.7 for a related figure). In the figure, all the states of the new automaton are shown, but not all the edges; the reader may want to complete the figure. As before, the "default" state is shown at the bottom, and all the "edges" entering a given state are labeled with the same operator. The "pseudo-graph" representation of the B-fsa is adequate for non-deterministic automata with a small number of non-default transfers, but it becomes quite unmanageable for larger examples. Nevertheless, the graph representation is quite suggestive, and not much worse than other alternatives.
Another algorithm that will be used later is the one that, given a DB-fsa, will obtain the DB-fsa with the smallest number states that recognizes the same set. The algorithm, shown in Figure 2.5, is a simple modification of the one used in string fsa. The algorithm keeps and updates equivalence classes between states. The first two classes are characterized by whether a state is in the final set or not. Then two states are kept in the same class if, for every operator, they transfer to equivalent states. The algorithm terminates when no more changes occur.
procedure minimize()
    let new_class_of and class_of be arrays over the set of states.
    for each state st
        if st is a final state then
            new_class_of [st] = 0;
        else
            new_class_of [st] = 1;
    changes = true;
    class_cnt = 2;
    while (changes) do
        changes = false;
        for each class C do
            for each state st^a ∈ C do
                new_class_of [st^a] = class_of [st^b];
            for each state st^b ∈ C do
                if transfer Equivalent (st^a, st^b) then
                    new_class_of [st^b] = class_of [st^b];
                else
                    new_class_of [st^b] = class_cnt;
                    changes = true;
                    class_cnt += 1;
            exchange new_class_of and class_of;
    function transfer Equivalent (st^a, st^b)
        for each operator Op with arity n
            for each n-1 states st^2, ..., st^n
                for each permutation π of 1..n
                    let π^a be π(π^a, st^2, ..., st^n);
                    let π^b be π(π^b, st^2, ..., st^n);
                    let c^a be class_of [Trans_n(Op, st_π^a, ..., st_π^n)];
                    let c^b be class_of [Trans_n(Op, st_π^b, ..., st_π^n)];
                    if c^a ≠ c^b
                        return (false);
                return (true);

Minimizing a DB-fsa
Figure 2.5

The reader can furnish the proofs for the other propositions related to tree automata: they are all quite similar to those in the case of string languages. Propositions 2.5 to 2.7 can be proved in a similar way to the corresponding properties for sequential automata; [Tha75] and [Tha67] contain some more details.
Proposition 2.5 The following equations are true:

\[ B\text{-RECOG} \equiv T\text{-RECOG}. \]
\[ DB\text{-RECOG} \equiv B\text{-RECOG}. \]
\[ DT\text{-RECOG} \equiv T\text{-RECOG}. \]

Because of the above equivalences, \( B\text{-RECOG} \) is normally called RECOG.

The members of RECOG are the recognizable sets. They are a nice and stable class:

Proposition 2.6 RECOG is a boolean algebra.

There are tree recognizers more powerful than FRA. An example is the "push down tree automaton" of Guessarian [Gue81]. This is a top-down tree automaton with unlimited memory. The memory is a push-down store and it is, in the most general form, a tree structure from which the components can be accessed. When the tree structure is a chain, the memory corresponds to the traditional notion of a stack.

An example of a tree language that is recognizable by a push-down tree automaton but is not in RECOG is \( \{ \text{Plus} (\text{Minus}^i(1),\text{Minus}^i(2)) | i \geq 0 \} \), where \( \text{Minus}^i \) means a chain of \( i \) Minus (non-membership in RECOG can be shown using Proposition 2.7 below). Although push-down tree automata are more powerful than B-fsa, it is more difficult to prove properties of them, and, since B-fsa seem adequate to the applications investigated in this dissertation, they are the only ones used.

In regular word languages, there exist effective procedures to determine whether a language is empty and whether it is finite. Both results follow from the existence of a pumping lemma. A similar result is true for recognizable sets.

Proposition 2.7 Let \( A \) be a B-fsa over \( O_p \) with \( r \) states, and let \( T \) be a tree accepted by \( A \) with height larger than \( r \). Then there are linear \( N \)-patterns \( \rho \) and \( \phi \) over \( O_p \cup \{X_1\} \) and a tree \( t \) over \( O_p \) such that:

- The height of \( \phi \) is larger than 1
- \( T = \rho_{X_1 \rightarrow T^r} \), where \( T^r = \phi_{X_1 \rightarrow T} \).
- \( A \) accepts \( \rho_{X_1 \rightarrow T^r} \), where \( T_0 = t \), and \( T^i = \phi_{X_1 \rightarrow T^{i-1}} \).

The pumping lemma can be proved in a similar way as in the sequential case. The lemma leads to:

Proposition 2.8 Finiteness and emptiness are decidable for recognizable sets.

RECOG can also be characterized through a class of "regular" expressions (see [Tha67]), but this dissertation does not use that characterization.

Context-Free Grammars

Recognizable sets are strongly related to context-free grammars. This section assumes the standard notions of context-free grammar and derivation tree, see [Har78] or [AhU73] for the definitions. Unless otherwise specified, context-free grammars are assumed to be \( \varepsilon \)-free.

Definition 2.16 A set of trees \( U \) is called local if there is a context-free grammar \( G = (N, \Sigma, R, S) \), and an \( M \subset N \), such that the set of derivation trees of \( G \) rooted with variables in \( M \) is \( U \).

Given \( G \) and \( M \), their associated local set can be recognized by a B-fsa with \( |N| + 2 \) states representing the nonterminals in \( N \) plus the starting state \( S_0 \), and an error state \( S_{\text{error}} \). The automaton just assigns to a tree \( T \) (1) the state \( S_0 \) if \( T \) is a leaf, (2) \( S_{\text{error}} \) if \( T \) is not a derivation tree.
for $G$, and (3) $S_B$ if $T$ is a derivation tree in $G$ rooted by $B \in N$. The final set of states of the automaton is the set $S_B$ for $B \in M$. Thus,

**Proposition 2.9** *Local sets are in RECOG.*

The converse of the above proposition is not true, but can be patched up:

**Definition 2.17** *A tree relabeling is a mapping between two sets of operators $Op$ and $Op'$ such that their arity is preserved. A relabeling induces a function assigning to a tree $T$ a new tree $f(T)$ where each operator has been replaced by its image under the relabeling.*

Relabelings satisfy:

**Proposition 2.10** *Every recognizable set is the image of a local set under a relabeling transformation.*

Proposition 2.10 can be proved by constructing a context-free grammar that will simulate the behavior of the B-fsa. There each non-terminal will characterize the state of the tree, together with the original operator. The relabeling discards the state and retrieves the operator.

Another possible generalization of the notion of a relabeling is that of a homomorphism:

**Definition 2.18** *Let $Op$ and $Op'$ be two sets of operators with arity and let $X = \{X_1, \ldots, X_i, \ldots\}$ be a set of variables of arity 0 disjoint from both $Op$ and $Op'$. A homomorphism between $Op$ and $Op'$ is a mapping $h: Op \rightarrow T_{op' \cup X}$, such that, if op has arity $n$, $h(op)$ has (at most) only variables $X_1, \ldots, X_n$.

A homomorphism is linear if, for all operators op, $h(op)$ is a linear pattern.

An homomorphism $h$ induces a transformation $h'$ between tree languages. For $t \in L_{op}$, $h'(t)$ is defined recursively by:

\[
\begin{align*}
h'(op(t_1, \ldots, t_n)) & \overset{\text{def}}{=} h(op)_{X_1 \leftarrow h'(t_1)} \cdots X_n \leftarrow h'(t_n) \\
h'(op) & \overset{\text{def}}{=} op
\end{align*}
\]

[Eng75] contains full proofs of the next two propositions.

**Proposition 2.11** RECOG is not closed under general homomorphisms. But, RECOG is closed under linear homomorphisms (including relabelings).

**Proposition 2.12** RECOG is closed under (general) inverse homomorphisms, that is, if $A \in$ RECOG, and $h$ is a homomorphism, then $h^{-1}(A) \in$ RECOG.

Section 7.2 defines a generalization of homomorphism called a "projection system". Corollaries 7.3 and 7.2 show that RECOG is closed under both projections and inverse projections.

### 2.3. Rewrite Systems

The basic definition of rewrite system is:

**Definition 2.19** *A rewrite rule over $Op \cup V$ is of the form $\alpha \rightarrow \beta$, where $\alpha$ and $\beta$ are patterns in $Op \cup V$, and $\text{Vars}(\beta) \subseteq \text{Vars}(\alpha)$. $\alpha$ is called the input pattern of the rewrite rule, and $\beta$ is the output pattern. A rewrite system over $Op \cup V$ is a collection of rewrite rules over $Op \cup V$.*

A rewrite system is linear if all the patterns of all the rewrite rules are linear. Otherwise it is non-linear.
A rewrite rule $\alpha \rightarrow \beta$ is erasing in $X$ if $X \in \text{Vars}(\alpha)$ and $X \in \text{Vars}(\beta)$. A rewrite rule $\alpha \rightarrow \beta$ is non-erasing if $\text{Vars}(\alpha) = \text{Vars}(\beta)$.

Unless otherwise indicated, the rewrite systems considered in this dissertation are linear and contain only $N$-patterns.

A simple example of a rewrite system is the system of Figure 2.6 describing a commutative operator and its "reduction".

\[
\begin{align*}
\begin{array}{c}
\text{r}_0 \\
\text{reg} \quad \text{const}
\end{array}
& \rightarrow \begin{array}{c}
\text{reg} \\
\text{+}
\end{array} \\
\begin{array}{c}
\text{X} \\
\text{Y}
\end{array}
& \rightarrow \\
\begin{array}{c}
\text{Y} \\
\text{X}
\end{array}
\end{align*}
\]

A Simple Rewrite System

Figure 2.6

Rewrite rules are applied to an input tree to obtain a new tree.

Definition 2.20 Let $R$ be a rewrite system over $Op$, and let $r = \alpha \rightarrow \beta$ be a rewrite rule. Let $T$ be a tree over $Op$, and let $p$ be a position in $T$. $r$ is applicable at $p$ in $T$ if $\alpha$ matches at $T \uparrow p$ for some assignment $\sigma$. If so, the application of $r$ at $p$ is $T \uparrow p \leftarrow \sigma(\beta)$. A rewrite application is a pair $<r, p>$ where $r$ is a rewrite rule and $p$ is a position.

Trees that cannot be rewritten are important.

Definition 2.21 A tree $T$ is said to be irreducible with respect to some rewrite system $R$, when no rewrite rule in $R$ applies to any position in $T$.

The language generated by a rewrite system and an initial tree $T$ is the set of all the irreducible trees $T'$ into which $T$ can be rewritten.

Rewrite rules are normally applied in a sequence. The appropriate notion is that of a rewrite sequence.

Definition 2.22 Let $R$ a rewrite system over $Op$. A rewrite sequence for $R$ is a sequence $\tau$ of rewrite applications. If $\tau = <r_0, p_0> \cdots <r_n, p_n>$ is a rewrite sequence, then $\tau$ is applicable to a tree $T$ if $r_0$ is applicable to $T \uparrow p_0$ and its application yields $T_1$, and for $1 \leq i < n$, $r_i$ is applicable to $(T_i) \uparrow p_i$ and its application is $T_{i+1}$. The application of $\tau$ to $T$ is denoted $\tau(T)$ and is $T_{n+1}$.

If $\tau$ is a rewrite sequence and $T$ is a tree to which $\tau$ is applicable, then $\tau$ is said to be valid at $T$. A rewrite sequence is said to be valid if there is some tree $T$ at which it is valid. Two rewrite sequences $\tau_1$ and $\tau_2$ are said to be equivalent if, for every tree $T$, $\tau_1$ is valid at $T$ if and only if $\tau_2$ is valid at $T$, and, when valid, $\tau_1(T) = \tau_2(T)$. The length of a rewrite sequence is the number of rewrite applications in it.

Referring to the example of Figure 2.6 a valid rewrite sequence for $+(\text{const, reg}, \text{const})$ is $\tau = <r_1, 1> <r_0, 1> <r_0, \epsilon>$. The application of $\tau$ to the tree produces $\text{reg}$. The length of $\tau$ is 3.
A rewrite sequence may involve only a subtree of the original input tree. In this case, the rewrite sequence can be restricted, to obtain another sequence.

**Definition 2.23** Let \( R \) be a rewrite system over \( Op \), \( T \) be a tree over \( Op \), \( p \) a position in \( T \), and \( t = T@p \). Let \( \tau \) be a rewrite sequence for \( T \) such that all the rewrite applications in \( \tau \) have positions below \( p \). The restriction of \( \tau \) to \( p \), \( \tau@p \), is the sequence of applications identical to \( \tau \) except that every position is stripped of the initial sequence corresponding to \( p \). \( \tau@p (t) \) is frequently denoted simply as \( \tau(t) \).

It is easily shown that:

**Proposition 2.13** Let \( T \) be a tree over \( Op \), \( p \) a position in \( T \), and \( \tau \) a rewrite sequence with all its applications below \( p \). Then, \( \tau(T) = T@p \rightarrow_{\tau@p} (T) \). Equivalently, \( \tau@p (T@p) = \tau(T)@p \).

Loops can always be removed from a rewrite sequence.

**Proposition 2.14** Let \( R \) be a rewrite system for \( Op \), and let \( \tau_1 \) be a valid rewrite sequence over \( R \). \( \tau_1 \) is said to "loop" if it contains a proper subsequence \( \tau_2 \) such that, for any tree \( T \) for which \( \tau_2 \) is valid, \( \tau_2(T) = T \). For any rewrite sequence over \( R \) with a loop there is a rewrite sequence over \( R \) which is an order-preserving subsequence of the original one and does not loop.

The proposition follows by repeatedly "removing" the undesired subsequence. Obviously the removal of a loop leaves a rewrite sequence with a length strictly smaller than the original one.

The notion of the "composition" of rewrite applications is used in later chapters.

**Definition 2.24** Let \( R \) be a rewrite system over a set of operators \( Op \), and let \( \tau \) be a valid rewrite sequence over \( R \). The composition \( \tau \) is a rewrite application \( \langle r, \tau_p \rangle \), with \( r \) possibly not in \( R \), such that, for any tree \( T \), \( r \) is applicable at position \( p \) in \( T \) if and only if \( \tau \) is applicable to \( T \), and, if so, \( \tau(T) = r \tau(T) \).

Not every rewrite sequence has a composition that is expressible with a rewrite rule using \( N \)-patterns, but the following condition is sufficient.

**Proposition 2.15** Let \( R \) be a (linear) rewrite system over \( Op \), let \( r_i = \alpha_i \rightarrow \beta_i \), for \( i = 1, 2 \) be two rewrite rules in \( R \), and let \( \tau = \langle r_1 p_1 \rangle \langle r_2 p_2 \rangle \) be a rewrite sequence. Let \( P_{\beta_1} \) be the set of positions in \( \beta_1 \), and let \( P_{\alpha_2} \) be the set of positions in \( \alpha_2 \). If \( \{ p \parallel q \mid q \in P_{\beta_1} \} \cap \{ p \parallel q \mid q \in P_{\alpha_2} \} \neq \emptyset \), then \( \tau \) has a composition.

**Proof** There are two cases to consider.

1. **Case 1.** Let \( p_2 \) be a descendant of \( p_1 \); that is, \( p_2 = p_1 \parallel q \), for some position \( q \). Let \( X_1, \ldots, X_n \) be those variables in \( \beta_1 \) whose position is of the form \( q \parallel q_1, \ldots, q \parallel q_n \), (that is, their positions are descendants of \( q \)). Let \( \alpha_2^1, \ldots, \alpha_2^n \) be \( (\alpha_2)_{q_1}, \ldots, (\alpha_2)_{q_n} \). If \( r_2 \) is \( \alpha_3 \rightarrow \beta_3 \), with \( \alpha_3 \) being \( (\alpha_1)_{X_1 \rightarrow \alpha_1} \cdots X_n \rightarrow \alpha_n \), and \( \beta_3 \) being \( (\beta_1)_{q} \rightarrow \beta_2 \), the composition of \( \tau \) is \( \langle r_3, p_1 \rangle \). This can be proved by a straightforward case analysis of the tree positions.

2. **Case 2.** Let \( p_1 \) be a descendant of \( p_2 \); that is, \( p_1 = p_2 \parallel q \) for some position \( q \). Let \( X_1, \ldots, X_n \) be those variables in \( \alpha_2 \) whose position in \( \alpha_2 \) can be expressed as \( q \parallel q_1, \ldots, q \parallel q_n \). Let \( \beta_1^1, \ldots, \beta_1^n \) be \( (\beta_1)_{q_1}, \ldots, (\beta_1)_{q_n} \). The composition of \( \tau \) is \( \langle r_3, p_2 \rangle \) where \( r_3 = \alpha_3 \rightarrow \beta_3 \), where \( \alpha_3 = (\alpha_2)_{q_1} \cdots X_n \rightarrow \alpha_n \), and \( \beta_3 = (\beta_2)_{X_1 \rightarrow \beta_1} \cdots X_n \rightarrow \beta_n \). Again, this can be proved by a case analysis of the tree positions. □

The linearity of the rewrite rules is critical for the validity of Proposition 2.15. The proposition can be used iteratively to provide a sufficient condition for a sequence to have a composition.
Another useful notion that will be used later in the dissertation is that of a “permutation” of a rewrite sequence.

**Definition 2.25** Let \( r_0 \) and \( r_1 \) be two rewrite rules in \( R \), and let \(<r_0,p_0><r_1,p_1>\) be a valid rewrite sequence for \( R \). An “exchange” of the two applications is an equivalent rewrite sequence of the form: \(<r_1,p_2><r_0,p_3>\).

Let \( \tau_1 \) and \( \tau_2 \) be two valid rewrite sequences in \( R \). \( \tau_1 \) is a permutation of \( \tau_2 \) if \( \tau_1 \) can be obtained from \( \tau_2 \) through a sequence of exchanges.

The definition of exchange is quite loose: it only requires that the order in which the two rewrite applications appear is inverted, and that the net effect remains unchanged. There are some cases where two rewrite applications can be exchanged regardless of the particulars of the rewrite rules themselves. The next proposition is valid even in non-linear rewrite systems:

**Proposition 2.16** Let \( R \) be any rewrite system over \( Op \), and let \(<r_0,p_0><r_1,p_1>\) be a valid rewrite sequence over \( R \), with \( r_0 = \alpha_0 \rightarrow \beta_0 \) and \( r_1 = \alpha_1 \rightarrow \beta_1 \). If \( p_0 \) is not a prefix of \( p_1 \) and \( p_1 \) is not a prefix of \( p_0 \), then \(<r_0,p_0><r_1,p_1>\) is equivalent to \(<r_1,p_1><r_0,p_0>\).

If the rewrite system is linear, we can also add some additional sufficient conditions:

**Proposition 2.17** Let \( R \) be a linear rewrite system over \( Op \), and let \(<r_0,p_0><r_1,p_1>\) be a valid rewrite sequence over \( R \), with \( r_0 = \alpha_0 \rightarrow \beta_0 \) and \( r_1 = \alpha_1 \rightarrow \beta_1 \). Then:

1. If \( p_1 \) is \( p_0 \backslash q \strut \llbracket \llbracket \) where \( q \) is a position in \( \beta_0 \) corresponding to a variable \( X \), and \( s \) is the position of \( X \) in \( \alpha_0 \), then \(<r_0,p_0><r_1,p_1>\) is equivalent to \(<r_1,p_0><r_0,p_1>\).

2. If \( p_0 \) is \( p_1 \backslash q \strut \llbracket \llbracket \), where \( q \) is a position in \( \alpha_1 \) corresponding to a variable \( X \) and \( s \) is the position of \( X \) in \( \beta_1 \) and \( r_1 \) is non-erasing in \( X \), then \(<r_0,p_0><r_1,p_1>\) is equivalent to \(<r_1,p_1><r_0,p_0>\).

The proofs of the last two propositions are left to the reader.

**Problems in Rewrite Systems**

Two traditional properties involving a rewrite system, \( R_{Op} \), and a set of input trees, \( L \subseteq L_{Op} \), are termination and confluence. These properties lead to corresponding decidability problems:

**Definition 2.26** Let \( R \) be a rewrite system over a set of operators \( Op \), and \( L \) a set of trees over \( Op \). The **termination** problem for \( R \) and \( L \) is to determine whether for some tree \( T \in L \) there is an infinite rewrite sequence applicable to \( T \).

**Definition 2.27** Let \( R \) be a rewrite system over a set of operators \( Op \), and \( L \) a set of trees over \( Op \). The **confluence** problem for \( R \) and \( L \) is to determine whether, for all trees \( T \in L \), all rewrite sequences applicable at \( T \) producing an irreducible tree produce the same one.

The previous two properties are quite standard in the literature, see, for instance, [Ros73]. A non-standard problem is the reachability problem, a construction problem that comes in several variations.

**Definition 2.28** Let \( R \) be a rewrite system over \( Op \), and let \( L_i \) and \( L_o \) be two sets of trees over \( Op \). The **reachability** problem for \( R \), \( L_i \), and \( L_o \) is, given \( T \in L_i \) and \( T' \in L_o \), to determine whether there is a rewrite sequence \( \tau \) for \( R \) applicable at \( T \) such that \( \tau(T) = T' \), and, if so, to produce one such \( \tau \).

If \( L_o \) is a singleton \( \{ G \} \), then the **reachability** problem is called the **fixed goal reachability** problem, and \( G \) is called the **goal**.
Without loss of generality, the fixed-goal REACHABILITY problem can be further restricted by assuming that the goal tree is a nullary symbol in $Op$. All the applications of REACHABILITY in this dissertation are fixed goal REACHABILITY problems where the goal is restricted as indicated above. Hence, from here on, unless otherwise indicated, REACHABILITY means fixed goal REACHABILITY.

Note that, if the set $L_0$ is finite, the variable-goal REACHABILITY problem is equivalent to a fixed-goal REACHABILITY problem: the equivalent problem is obtained by extending the rewrite system with new rewrite rules of the form $t \rightarrow G$ for all $t$ in $L_0$, where $G$ is the fixed goal and is a new nullary operator that did not appear in $R$.

BLOCKING is a decision problem closely related to REACHABILITY. Given a rewrite system $R$ over $Op$, a tree language, $L_i \subseteq L_0$ and a fixed goal $G$, the BLOCKING problem is to determine whether there is a tree $T \in L_i$ that cannot be rewritten to $G$.

The above problems are unsolvable (undecidable) for general rewrite systems since they can be used to solve the halting problem, but they are solvable for some classes of rewrite systems.

**Rewrite Systems and Generating Devices**

Some restricted types of rewrite systems are related to the tree languages mentioned in Section 2.2.

**Definition 2.29** Let $N$ be a set of nullary operators, called the non-terminals, disjoint from set of operators $T$ called the terminals. A regular tree grammar over $T \cup N$, is a rewrite system where all rewrite rules are of the form $N \rightarrow t$, where $N$ is a variable, and $t$ is any tree over $T \cup N$.

The language generated by a regular tree grammar is the language generated by its rewrite system applied to the start non-terminal.

It is simple to prove that:

**Proposition 2.18** A tree language is in $RECOG$ if and only if it can be generated by a regular tree grammar.

Guessarian [Gue81] shows that there is a similar situation with push down tree automata.

**Definition 2.30** Let $N$ be a set of nullary operators, called the non-terminals, disjoint from set of operators $T$ called the terminals. A context-free tree grammar over $T \cup N$ is a rewrite system where all rewrite rules are of the form: $op(N_1, \ldots, N_n) \rightarrow \rho$, where, for $1 \leq i \leq n$, $N_i \in N$, and $\rho$ is a tree containing operators from $T$ and, possibly, also $N_1, \ldots, N_n$.

For this generating device, the corresponding accepting device is the push-down tree automata briefly presented in Section 2.2.

**Definition 2.31** A tree language is generated by a context-free tree grammar if and only if it is recognized by a push down tree automata.

**2.4. Finite State Tree Transformations**

Finite state automata for strings can be extended to obtain transforming devices over (string) languages called transducers. The accepting automata of Section 2.2 can be modified in a similar way to obtain tree transformation devices that are called finite state tree transducers. The formalizations and results of this section are from [Eng75]; most of them are not used elsewhere in this dissertation and are included here only for completeness. The transducers are described using a variation of a rewrite system.
Definition 2.32  A bottom-up (finite) tree transducer, \( M \), is a tuple \((R, Op_1, Op_0, Q, Q_f)\), where \( R \) is a rewrite system over \( Op_1 \cup X \cup Q \); with \( X \) the variables with arity 0, and \( Q \) the states, with arity 1; \( Op_1 \) is the set of input symbols; \( Op_0 \) is the set of output symbols; \( Q_f \subset Q \) are the final states; and the rewrite rules in \( R \) are of the form:
\[
\text{op}(q_1(X_1), \ldots, q_n(X_n)) \rightarrow q(t),
\]
for \( \text{op} \in Op_1 \) of arity \( n \), \( q_i \in Q \), \( X_i \in X \), and \( t \in T_{Op_0 \cup \{X_1, \ldots, X_n\}} \).

The set of tree transformations realized by a transducer \( M \) is
\[
\{(s, t) \mid s \in L_{Op_1}, t \in L_{Op_0}, \text{ and } s \text{ rewrites into } q(t) \text{ for some } q \in Q_f \}
\]

The set of transformations realized by \( M \) is denoted by \( T(M) \). The class of transformations realized by bottom-up finite state tree transducers will be denoted by \( B\text{-}ftt \).

As an example,
\[
a \rightarrow q(c) \quad \quad b(q(X_1)) \rightarrow q(d(X_1, X_1))
\]
are the rewrite rules of a transducer mapping trees over \{a, b\} into those over \{c, d\}. The transducer implements the tree homomorphism defined by:
\[
\begin{align*}
h(a) &\triangleq c \\
h(b) &\triangleq d(X_1, X_1)
\end{align*}
\]

T-fsa lead to a similar definition for a transducer:

Definition 2.33  A top-down (finite) tree transducer, \( M \), is a tuple \((R, Op_1, Op_0, Q, Q_s)\), where \( R \) is a rewrite system over \( Op_1 \cup X \cup Q \); \( X \), \( Op_1 \), and \( Op_0 \) are as in def 2.32; \( Q_s \subset Q \) are the starting states; and, the rewrite rules in \( R \) are of the form:
\[
q(\text{op}(X_1, \ldots, X_n)) \rightarrow t,
\]
for \( \text{op} \in Op_1 \) of arity \( n \), \( q \in Q \), \( X_i \in X \), and \( t \in T_{Op_0 \cup \{q(X_1), \ldots, q(X_n)\}} \).

The set of tree transformations realized by a transducer \( M \) is
\[
\{(s, t) \mid s \in L_{Op_1}, t \in L_{Op_0}, \text{ and } q(s) \text{ rewrites into } t \text{ for some } q \in Q_s \}
\]

The class of transformations realized by top-down finite state tree transducers will be denoted by \( T\text{-}fit \).

As an example,
\[
q(b(X_1)) \rightarrow d(q(X_1), q(X_1)) \quad \quad q(a) \rightarrow c
\]
are the rewrite rules of a transducer that realizes the same transformation as the previous example.

Bottom-up and top-down transducers are generalizations of the transformational devices presented in the Section 2.2. As a set, every function between tree languages that can be described using those transformational devices can be described using both bottom-up and top-down transducers.

Proposition 2.19  Both \( B\text{-}fit \) and \( T\text{-}fit \) include:
- \( \text{REL} \) relabelings
- \( \text{FTA} \) \((t, t)\) such that \( t \in \text{RECOG} \)
- \( \text{HOM} \) homomorphisms
The capabilities of bottom-up transducers and top-down transducers are incomparable, in the sense that neither set is included in the other.

Proposition 2.20  \( B -ftt \) and \( T -ftt \) are incomparable. Moreover, both \( B -ftt \) and \( T -ftt \) are not closed under (functional) composition.

Both \( T -ftt \) and \( B -fit \) can be modified as follows:

Definition 2.34  A transducer in \( T -ftt \) or in \( B -fit \) is said to be linear if the output pattern of each rewrite rule is a linear pattern. It is said to be non-deleting if the output pattern of each rewrite rule contains instances of all the variables appearing in the input pattern.

A transducer in \( B -fit \) is said to be (partial) deterministic if, for each \( op \in Op \) with arity \( n \), there is at most one rewrite rule with left hand side \( op (q_1 (X_1), \ldots, q_n (X_n)) \). It is said to be total deterministic if for each \( op \in Op \) there is exactly one such rewrite rule.

A transducer in \( T -fit \) is said to be (partial) deterministic if, the set of initial states is a singleton, and, for each \( op \in Op \) with arity \( n \), there is at most one rewrite rule with left hand side \( q (op (X_1, \ldots, X_n)) \). It is said to be total deterministic if for each \( op \in Op \) there is exactly one such rewrite rule.

The classes of transformations implementable by each one of the above restrictions are denoted by \( T -fit \) and \( B -fit \) prepended by one of \( L, N, D, \) or \( D_p \).

The classes of transformations definable by top-down and bottom-up transducers restricted as suggested above are still incomparable:

Proposition 2.21  \( LB-ftt \), the class of transformations implementable with a linear bottom-up \( ftt \), and \( LT-ftt \), the class of transformations implementable with a top-down \( ftt \), are incomparable.

\( DB-ftt \) and \( DT-ftt \) are incomparable.

[Eng75] contains several decomposition propositions. A simple class transformations is useful in them.

Definition 2.35  A top-down relabeling is a top-down transducer in which all the rewrite rules have the form:

\[ q (a (X_1, \ldots, X_n)) \rightarrow b (q_1 (X_1), \ldots, q_n (X_n)) \]

for \( a \in Op_1 \) of arity \( n \), \( b \in Op_0 \) of arity \( n \), and \( q, q_i \in Q \).

A bottom-up relabeling is a bottom-up transducer in which all the rewrite rules have the form:

\[ a (q_1 (X_1), \ldots, q_n (X_n)) \rightarrow q (b (X_1, \ldots, X_n)) \]

where \( a, b, q, q_i \) are as above.

The class of transformations implementable by top-down relabeling is denoted by \( T-QREL \). That implementable by bottom-up relabeling is denoted by \( B-QREL \). \( DT-QREL \) and \( DB-QREL \) are the corresponding deterministic transducers. The non-deterministic versions of the relabelings are equivalent since the corresponding top-down and bottom-up automata are equivalent, but the deterministic versions are not. In particular:

Proposition 2.22  The following equations hold:

\[ DB-QREL \subseteq B-QREL \]
Proposition 2.23 Let $T^*$ denote the set of zero or more compositions of $T$ with itself. The following equations are true:

\[
\begin{align*}
B\text{-}\text{fit} & \subseteq QREL \circ HOM. \\
B\text{-}\text{fit} & = LB\text{-}\text{fit} \circ HOM \\
T\text{-}\text{fit} & \subseteq HOM \circ LT\text{-}\text{fit}. \\
T^* = B^* = (REL \cup FTA \cup HOM)^*
\end{align*}
\]

In some sense, bottom-up transducers are more powerful than top-down transducers:

Proposition 2.24 The following two equations are true:

\[
\begin{align*}
LT\text{-}\text{fit} & \subseteq LB\text{-}\text{fit}. \\
NLT\text{-}\text{fit} & = NLB\text{-}\text{fit}.
\end{align*}
\]

To close the gap between linear $T$-fit and linear $B$-fit, definition 2.33 can be modified allow a look-ahead. The input patterns used in that definition did not explicitly indicate the type of their variables. Hence, following our convention, their type is the default type. Dropping this restriction effectively increases the descriptive power of the mechanism.

Definition 2.36 A top-down finite transducer with look-ahead is a tuple as in the top-down finite transducer except that the variables appearing in the rewrite rules of the rewrite system may have as types any set in RECOG.

The class of transformations implementable by a top-down finite transducer with look-ahead is denoted by $T^*$. The gain in expressive power is indicated in the next proposition:

Proposition 2.25 The following equations are true:

\[
\begin{align*}
LT^*\text{-}\text{fit} & = LB\text{-}\text{fit}. \\
T^*\text{-}\text{fit} & \text{ and } B\text{-}\text{fit} \text{ are incomparable.} \\
T^*\text{-}\text{fit} & \text{ is not closed under composition.} \\
T^*\text{-}\text{fit} & \subseteq DB\text{-}\text{QREL} \circ T\text{-}\text{fit}.
\end{align*}
\]

2.4.1. Labeled Bottom-Up Automata

A notion related to $DB\text{-}\text{QREL}$ is that of "labeled $B\text{-fsa}". This notion is used in Chapters 3 and 4 to provide algorithms for solving PATTERN MATCHING, but its main usefulness will not be apparent until Chapter 6.

---

\[10\] Chapter 5 can also be said to be based on $LB\text{-fsa}$, but this is pretty much a technicality since the labeling function is the identity.
Definition 2.37 A (deterministic) labeled bottom-up automaton is a pair \( \langle A, L \rangle \) where \( A \) is a (deterministic) B-fsa and \( L \) is a labeling function assigning to each state in \( A \) a subset of a given set of labels. Let \( St(t) \) denote the set of states assigned to a tree \( t \) by \( A \) (a singleton if \( A \) is deterministic), and \( Lb(t) \) the set of labels obtained by applying \( L \) to each state in \( St(t) \). The transformation described by a labeled bottom-up automaton is the set of all pairs \( (t, \text{new\_label}(t)) \) where \( \text{new\_label()} \) is defined recursively by:

\[
\text{new\_label}(op) = \begin{cases} 
\langle op, Lb(op) \rangle, & \text{if } op \text{ is a nullary operator} \\
\langle op, Lb(op) \rangle(\text{new\_label}(t_1), \ldots, \text{new\_label}(t_n)) & \text{otherwise}
\end{cases}
\]

The class of transformations definable by a labeled bottom-up automaton is denoted by \( LB\text{-f}sa \); that of deterministic ones by \( DLB\text{-f}sa \).

The standard notion of a B-fsa as an acceptor corresponds to a special case of a LB-fsa: one where the only two labels are \textit{accepted} and \textit{non-accepted}. A B-fsa can also be seen as a translating LB-fsa by associating with each state a label that is the name of the state. This is the approach used in Chapter 3 to solve pattern matching for linear N-patterns. The general notion of LB-fsa is used in Chapter 5 to solve the REACHABILITY problem for a class of rewrite systems.

Deterministic labeled automata have the same power as DB-QREL, but non-deterministic LB-fsa are only as powerful as deterministic LB-fsa and, hence, less powerful than B-QREL.

Proposition 2.26 \( DLB\text{-f}sa \) equals \( LB\text{-f}sa \) and \( DB\text{-QREL} \). \( LB\text{-f}sa \subseteq B\text{-QREL} \).

Proof All are easy and left to the reader \( \square \)

An alternative definition for the notion of a 'labeled B-fsa' could have associated the label with the transition function instead of with the state itself. The reader can verify that the resulting notion has the same expressive power as the one given here.

The algorithm of Figure 2.5 can be modified to obtain algorithms to minimize the number of states in a LB-fsa. to minimize the number of states in a DB-QREL.

For DB-QREL, if \( \text{Trans}_n(op, st_1, \ldots, st_n) \) represents the new state and \( \text{Label}_n(op, st_1, \ldots, st_n) \) the new label, the modification requires changing the routine \( \text{transfer\_equivalent} \) so that the last if is replaced by:

\[
\text{let } l^a = \text{Label}_n(Op, st_{n^*}, \ldots, st_{n^*}); \\
\text{let } l^b = \text{Label}_n(Op, st_{n^*}, \ldots, st_{n^*}); \\
\text{if } l^a = l^b \text{ or } l^a \neq l^b \text{ then } n
\]

\[
\ldots \ldots \ldots
\]
CHAPTER 3

Matching Linear N-Patterns

These unhappy times call for the building of plans ... that build from the bottom-up and not from the top-down ...

Radio address
April 7th, 1932

[Franklin Delano Roosevelt [1882-1945]]

Linear N-patterns are the simplest type of patterns studied in this dissertation. Their importance is twofold. First, the techniques used to perform pattern matching on linear N-patterns form the basis for extensions to deal with more complex types of patterns. Second, some very important applications use only linear patterns (Chapter 5).

All the pattern matching algorithms investigated in this chapter are based on the B-fsa of Chapter 2. In all cases, the idea is to assign to each node in the subject tree its match set. This is the set containing all patterns and subpatterns (subtrees of a pattern) matching at the node. PATTERN MATCHING is then solved by extracting from these match sets the patterns. Section 3.1 defines match sets and related notions.

The main pattern matching algorithms of this chapter are based on LB-fsa (Section 2.4.1). The first type is a non-deterministic LB-fsa called a subpattern LB-fsa (Section 3.2). The states in this LB-fsa are individual patterns and subpatterns, and the labeling function assigns to a subpattern either the empty set or the singleton containing that subpattern, depending on whether the subpattern is or is not a pattern. The second type is a deterministic LB-fsa called a match set LB-fsa (Section 3.3). The states in this LB-fsa are the match sets themselves and the labeling function assigns to a match set the patterns it contains.

The algorithm using the match set LB-fsa is substantially faster than the one using the subpattern LB-fsa but requires tables that are bigger and take longer to construct. One way to compute the match set LB-fsa is to construct the subpattern LB-fsa first and then apply the algorithm of Figure 2.3 for converting a non-deterministic LB-fsa into a deterministic one. This is the approach presented in the second part of Section 3.3. An alternate approach to compute the match set LB-fsa, developed by David Chase, is presented and elaborated in Section 3.5.

The structure of the subsumption relation (Def. 3.1) plays an important role in the computation of the match set. Section 3.4 explores this role and introduces two new algorithms to compute match sets. The algorithms are based on the subsumption relation. They require smaller tables than a match set LB-fsa yet have smaller matching time than the subpattern LB-fsa, and their tables can be constructed faster.

Section 3.7 compares previous work with the results presented in this chapter. It discusses some other results in matching algorithms that are based on bottom-up traversals, as well as some that are based on top-down traversals. In general, algorithms based on top-down traversals seem to be intrinsically slower than the fastest algorithms based on bottom-up traversal. Chapter 8 contains some measurements for both bottom-up and top-down algorithms that solve REACHABILITY, a problem that Chapter 5 shows it is quite similar to PATTERN MATCHING.
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Section 3.8 summarizes the results of this chapter.

3.1. Subpatterns and Match Sets

Since all the patterns considered in this chapter are linear N-patterns, they are frequently described simply as “patterns”.

In bottom-up pattern matching, a subtree is characterized by its match set, the set of all the subpatterns matching at that subtree. This section introduces the notions required to describe algorithms based on match sets. Some of the notions are borrowed from [Kro75] and [HoO82]. The same terminology is used whenever possible and convenient.

Patterns and Subpatterns

Central to the development of the algorithms is the notion of a subpattern. The notion is influenced by the bottom-up bias of the matching algorithms.

Definition 3.1 Let \( p_1 \) and \( p_2 \) be two patterns. They are independent \( (p_1 \sim p_2) \) if there are trees \( T_1, T_2, T_3 \) such that \( p_1 \) matches at \( T_1 \) and at \( T_3 \), but not at \( T_2 \), and \( p_2 \) matches at \( T_2 \) and at \( T_3 \), but not at \( T_1 \). They are inconsistent \( (p_1 \not\equiv p_2) \) if there is no tree \( T \) such that \( p_1 \) matches at \( T \) and \( p_2 \) matches at \( T \). \( p_1 \) subsumes \( p_2 \) \( (p_1 \supseteq p_2) \) if for any tree \( T \), if \( p_1 \) matches at \( T \), then \( p_2 \) matches at \( T \).

If \( \sigma \) and \( \sigma' \) are two sets of patterns, we say that \( \sigma \) and \( \sigma' \) are equivalent if (1) every pattern in \( \sigma \) is equivalent to some pattern in \( \sigma' \), and (2) every pattern in \( \sigma' \) is equivalent to some pattern in \( \sigma \).

If \( \sigma \) is a set of patterns, the \( \equiv \)-reduction of \( \sigma \) is an equivalent set of patterns \( \sigma' \) such that no two patterns in \( \sigma' \) are equivalent.

Clearly, the equivalent reduction of a set of patterns is unique up to equivalence.

Definition 3.2 A pattern set, \( F \) over an operator set \( Op \) is any collection of patterns over \( Op \) such that no two patterns in \( F \) are equivalent.

Let \( F \) be a pattern set over \( Op \). A subpattern of \( F \) is either a subterm of a pattern in \( F \), or the pattern containing a single variable, \( X \). \( \Pi_F \) is an \( \equiv \)-reduction of the set containing all subpatterns of \( F \), and such that \( X \in \Pi_F \), and \( F \subseteq \Pi_F \).

\( p_1 \) immediately subsumes \( p_2 \) for a pattern set \( F \) \( (p_1 \supseteq_i p_2) \) if \( p_1 \not\equiv p_2 \), \( p_1 \supseteq p_2 \) and there is no subpattern \( \phi \in \Pi_F \), such that \( p_1 \equiv \phi \), \( p_2 \equiv \phi \), \( p_1 \supseteq \phi \) and \( \phi \supseteq \phi \).

If \( \rho \) is a pattern in \( \Pi_F \), the immediate subsumption set of \( \rho \), \( I_\rho \), is the set of all those patterns \( \rho' \) in \( \Pi_F \) such that \( \rho \supseteq_i \rho' \).

For a given \( F \), \( \Pi_F \) is unique up to \( \equiv \). In this dissertation, \( \Pi_F \) plays a role somewhat similar to that of a canonical representation for all the patterns that are subpatterns of patterns in \( F \). Sets of patterns taken from \( \Pi_F \) are known to be \( \equiv \)-reduced, and set equivalence between two such sets is identical to set equality.

Since all sets \( \Pi_F \) are equivalent, we will not explicitly specify which one of them we use. The advantage of using \( \Pi_F \) instead of any fixed set of canonical representatives is that we can tailor which \( \Pi_F \) we use to the didactic requirements of our examples. Thus, in one particular case we could use \( \{+(X, * (Y, R)), * (Y, R), X\} \) as our \( \Pi_F \) to emphasize that the second pattern in the set is a subpattern obtained from the first pattern in the set. Requiring \( X \in \Pi_F \) and \( F \subseteq \Pi_F \) simplifies many situations.
As an example of the relations defined above, if the original pattern set $F$ is $\{+(a.X), +(a.Y), +(b.X), +(a,a)\}$, then the following relationships hold: $+(a.X) \sim +(X,b)$, $+(a.X) \equiv +(b.X)$, $+(a.X) \geq X$, and, for $\Pi_F$, $+(a.X) > +(a,a)$. Note that all the relations defined above are independent of the given pattern set, except for the notion of $>_i$; thus, if $+(a,a)$ had not been present in $F$, $+(a.X) >_i X$ would have been true.

The definition of $\succeq$ satisfies:

**Proposition 3.1** $\succeq$ is a partial order.

Note that in a set of patterns, each pattern has a separate set of variables. For example, in the set $\{+(a,X), X\}$, the two uses of $X$ are independent. It follows from Proposition 2.2 that we can always replace any pattern by an equivalent pattern that contains different variable names. Therefore, by systematic renaming, any pattern set is equivalent to a pattern set that is variable-disjoint.

A very useful notion is that of the meet of a set of patterns.

**Definition 3.3** [Kro75] The meet of two patterns $p$ and $p'$ ($p \odot p'$) is a new pattern $\phi$ such that a tree is matched by $\phi$ if and only if it is matched by both $p$ and $p'$.

As an example, the meet of $+(a.X)$ and $+(X,b)$ is $+(a,b)$. Given two patterns that are not inconsistent, their meet will always exist.

**Proposition 3.2** Let $p_1$ and $p_2$ be two patterns that are not inconsistent. Then, there is a pattern $p_3 = p_1 \odot p_2$. In addition, $p_3 \geq p_1$ and $p_3 \geq p_2$.

**Proof** Follows from the existence of a unique most general unifier. Without loss of generality, assume that $p_1$ and $p_2$ are variable-disjoint. If $p_1$ and $p_2$ are not inconsistent, then there is a subject tree $T$ at which both match. This is equivalent to saying that $p_1$ and $p_2$ are unifiable. Let $\tau$ be the most general unifier of $p_1$ and $p_2$. Let $\delta = \tau(p_1) = \tau(p_2)$. Then $\delta = p_1 \odot p_2$. If $\delta$ matches at a tree $T$, then both $p_1$ and $p_2$ match at $T$: construct their substitutions from $\tau$ and the substitutions for $\delta$. If both $p_1$ and $p_2$ match at $T$, then $T$ provides a unifier for both $p_1$ and $p_2$. Since $\delta$ is the most general unifier, a substitution for it will also exist, and it will match at $T$. \qed

**Match Sets**

Matches of subpatterns at the same tree are of interest in several ways. The following definitions are used throughout this and the next chapters.

**Definition 3.4** Let $Op$ be an operator set. $F$ be a pattern set over $Op$, and $T$ be a tree over $Op$. The match set associated with $T$, $\sigma_T$, is the subset of $\Pi_F$ containing those patterns that match at $T$. A subset $\sigma$ of $\Pi_F$ is called a match set if there is a subject tree $T$ over $Op$ with associated match set $\sigma$.

For a given pattern set, the match set associated with any tree is unique up to choice of $\Pi_F$ because $\Pi_F$ is $\equiv$-reduced.

Note that not every subset of $\Pi_F$ is a match set because a match set must include all subpatterns matching at some tree $T$, up to equivalence. For example, $\{+(a.X)\}$ is a collection of matches, but not a match set because it is missing $X$, while $\{+(a.X), +(b.X)\}$ is not a match set because there is no tree at which both patterns would match.

---

11 Strictly, a match is an assignment of values to variables (Def. 2.6), but this assignment is uniquely implied by the pattern and the subject tree. Hence, the name of "match set" and "collection of matches" for sets of subpatterns, and the use of $\sigma$ to denote them.
Definition 3.5  The size of a pattern $p$ is the cardinality of $P_p$, the set of all positions in $p$. Let $F$ be a pattern set over an operator set $Op$. The size of $F$ is the sum of the sizes of all the patterns in $F$.

Proposition 3.3  [Ho082] There are pattern sets $F$ with a number of match sets exponential in the size of $F$. There are pattern sets $F$ with match sets as large as the number of patterns in $\Pi_F$. The number of patterns in $\Pi_F$ is no larger than the size of $F$.

Proof As an example of the first two properties consider a pattern set as follows. It will contain $O(2^n)$ patterns. Each pattern will "mark" the presence of a single, distinguished, atom $b$ at a specified position in its leaves, while all the internal nodes are identical binary operators labeled $a$. The patterns will differ in the position of the $b$. The patterns will be of height $O(n)$ and will have $O(2^n)$ leaves.

Now consider subjects that are binary trees with all the internal nodes labeled $a$, with leaves marked either $b$ or $c$. There are $O(2^2^n)$ such trees, and each one has a different match set.

Formally, define a family of balanced binary trees $p_i^j$, with $0 \leq i$ and $0 \leq j \leq 2^i$, by

$$p_0^0 \triangleq X$$

$$p_1^0 \triangleq b$$

$$p_{i+1}^j \triangleq a(p_i^j, p_i^0), \quad \text{for } 0 \leq j \leq 2^i$$

$$p_{i+1}^j \triangleq a(p_0^i, p_i^j), \quad \text{for } 2^i < j \leq 2^{i+1}$$

The pattern set $S_n \triangleq \{p_i^n \mid 1 \leq i \leq 2^n\}$ is of size $O(2^n)$. When used with a fully balanced tree of depth $n$ with all its leaves $b$, there will be $O(2^n)$ elements in the match set. A pattern will be in the match set of the root if and only if the $i$-th leaf from left to right has a $b$. Since there are $O(2^n)$ such trees, that is the number of distinct match sets.

The result on the number of distinct subpatterns is immediate from the association of every subpattern with a subterm in a pattern in $F$. □

To investigate the properties of match sets, it is convenient to characterize them in two different ways. The first one characterizes a match set of $F$ through a single pattern that may not be equivalent to any pattern in $\Pi_F$.

Definition 3.6  Let $F$ be a pattern set over $Op$. Let $\rho$ be a pattern over $Op$ (maybe not in $F$). We define the set $M(\rho)$ to be the subset of $\Pi_F$ that contains every pattern in $\Pi_F$ subsumed by $\rho$.

Note that for a given $\Pi_F$ $M(\rho)$ is unique since $\Pi_F$ is $\equiv$-reduced.

Proposition 3.4  Let $F$ be a pattern set over $Op$. Let $\sigma$ be a match set of $F$. Then there is a pattern $\rho_\sigma$ (unique up to $\equiv$) such that $\sigma = M(\rho_\sigma)$. For any two match sets $\sigma$ and $\sigma'$, $\rho_\sigma \equiv \rho_{\sigma'}$ if and only if $\sigma = \sigma'$.

Proof Let $\sigma'$ be a variable-disjoint set of patterns equivalent to $\sigma$. Let $\rho_{\sigma}$ be the meet of all the patterns in $\sigma'$. $\rho_\sigma$ is well defined because no two patterns in $\sigma'$ can be inconsistent, since they all match at the same tree. The property follows from the definitions of match set and $\equiv$. □

The second characterization uses only patterns in $\Pi_F$. In this case it may be necessary to use a collection of patterns to characterize the match set. The members of the collection are called the representatives.
Proposition 3.5 Let $F$ be a pattern set, and let $\sigma$ be a match set of $F$. Define $R_\sigma$ the set of representatives of $\sigma$, as that subset of $\Pi_F$ containing all those patterns $\rho$ such that $\rho$ is in $\sigma$ and for no other pattern $\rho'$ in $\sigma$, $\rho' \geq \rho$. For any two match sets $\sigma$ and $\sigma'$, $R_\sigma = R_{\sigma'}$ if and only if $\sigma = \sigma'$.

Proof Left to the reader. □

For example, let the match set be $\{+(a,X),+(Y,b),Z\}$. A match set associated with the input tree $+(a,b)$ is $\{+(a.X),+(Y,b),Z\}$, and a set of representatives for it is $\{+(a.X),+(Y,b)\}$.

Both $R_\sigma$ and $\rho_\sigma$ uniquely characterize the match set $\sigma$ and can be used to represent it. In general, $\rho_\sigma$ is a more concise presentation than $R_\sigma$, but it may require (a potentially exponential number of) new patterns not previously present in $\Pi_F$. There are some conditions that guarantee that the exponential explosion will not occur. A first condition is the following:

Definition 3.7 [Ho082] A pattern set $F$ is simple if there are no two patterns in $\Pi_F$ that are independent.

For instance $\{+(a.X),+(Y,b),+(a,b)\}$ is not a simple pattern set, whereas $\{+(a.X),+(a,b)\}$ is. The relationship between the simple pattern set property and match sets is developed in the following propositions.

Definition 3.8 The immediate subsumption graph $G >_i$ of a pattern set $F$ is the directed acyclic graph in which the nodes are the patterns in $\Pi_F$, and there is an edge from a node $\rho$ to a node $\rho'$ if $\rho >_i \rho'$ in $F$.

Proposition 3.6 [Ho082] If $F$ is a simple pattern set, the graph obtained by reversing the direction of the edges of the graph $G >_i$ induced by $F$ is a forest.

Proof By the definition of a forest, the above condition is equivalent to saying that there are no subpatterns $\rho_1$, $\rho_2$, and $\rho_3$ such that $\rho_1 >_i \rho_2$ and $\rho_1 >_i \rho_3$. If such $\rho_1$, $\rho_2$, and $\rho_3$ exist, $\rho_2$ and $\rho_3$ would not be independent, contradicting the definition of a simple pattern set. □

Proposition 3.7 [Ho082] Let $F$ be a pattern set. If the graph obtained by inverting the direction of the edges in a $G >_i$ graph is a forest, then the number of distinct match sets is equal to the number of patterns in $\Pi_F$.

Proof Immediate from the meaning of $G >_i$. □

The notion of a simple pattern set is unnecessarily restrictive. A more useful definition is the following:

Definition 3.9 [Kro75] A pattern set $F$ is a closed template forest (CTF) if for every two non-inconsistent patterns $\rho$ and $\rho'$ in $\Pi_F$, their meet $\phi$ is equivalent to some pattern in $\Pi_F$.

It is easy to show that CTF is a less restrictive notion than that of a simple pattern set.

Proposition 3.8 If a set of patterns is simple, then it is CTF.

Proof If two subpatterns are neither independent nor inconsistent one of them must subsume the other and be identical to their meet. □

To see that the reverse implication is false, just consider the pattern set $\{+(a.X),+(Y,b),+(a,b)\}$, which is CTF but not simple.

Proposition 3.9 Let $F$ be a pattern set. $F$ is CTF if and only if for every match set $\sigma$, $R_\sigma$ is a singleton.

Proof The only if part is immediate since the meet $\rho_\sigma$ of all the patterns in $\sigma$ is equivalent to a pattern in $\Pi_F$. 


To prove the if part, assume that, for every match set \( \sigma, R_\sigma \) is a singleton. Let \( \rho_1 \) and \( \rho_2 \) be two non-inconsistent patterns in \( \Pi_F \). Let \( t = \rho_1 \otimes \rho_2 \), and let \( \sigma \) be the match set at \( t \). By hypothesis \( R_\sigma = \{ \rho \} \) for some \( \rho \). Then \( t \geq \rho_1 \) and \( t \geq \rho_2 \) by definition of meet. \( t \geq \rho \) because \( \rho \) matches at \( t \). \( \rho \geq \rho_1 \) and \( \rho \geq \rho_2 \) by definition of \( R_\sigma \), and from this and the definition of meet, \( \rho \geq t \). From the antisymmetry of \( \geq \), \( t \equiv \rho \). □

**Corollary 3.1** Let \( F \) be a pattern set. The number of distinct match sets of \( F \) is, at most, equal to the number of patterns in \( \Pi_F \).

The properties established in Propositions 3.6 to 3.9 are summarized in Figure 3.1. The relationship between "CTF pattern set" and "\( _i > \)" is an inverted forest" is proved by finding two pattern sets each one satisfying one property but not the other, and is left as an exercise to the reader.

---

**Summary of Pattern Classes**

Figure 3.1

---

The algorithms presented in this chapter use different types of B-fsa to encode information that is used in the main operation in bottom-up matching: combining the match sets associated with the children of a node to obtain the match set for the node itself. The following proposition contains several facts related to this computation.

**Proposition 3.10** Let \( F \) be a linear pattern set over \( Op \), let \( op \) be an operator in \( Op \), let \( T = op(T_1, \ldots, T_n) \) be a tree, let \( \sigma_1, \ldots, \sigma_n \) be the match sets of \( T_1, \ldots, T_n \) respectively, and let \( \rho_1, \ldots, \rho_n \) be patterns equivalent to the meets of \( \sigma_1, \ldots, \sigma_n \) respectively, where the variables are renamed, if necessary, so that \( \{ \rho_1, \ldots, \rho_n \} \) is variable-disjoint. Recall that \( \sigma_T \) denotes the match set at \( T \), and \( M(\rho) \) denotes the set of all patterns in \( \Pi_F \) subsumed by \( \rho \). The following assertions are true:

1. Let \( \psi_1, \ldots, \psi_n \) be any \( n \) variable-disjoint patterns. Then, \( \{ \phi \mid op(\psi_1, \ldots, \psi_n) \geq \phi \} \equiv \{ X \} \cup \{ op(\phi_1, \ldots, \phi_n) \mid \psi_1 \geq \phi_1 \land \psi_2 \geq \phi_2 \land \cdots \land \psi_n \geq \phi_n \land \{ \phi_1, \phi_2, \ldots, \phi_n \} \) is variable-disjoint \}.
(2) $\sigma_T = M(\text{op}(\rho_1, \ldots, \rho_n))$.

(3) If $\rho_i \equiv X_1, \ldots, \rho_n \equiv X_n$, and $\text{op}(X_1, \ldots, X_n)$ is not equivalent to a pattern in $\Pi_F$, then $\sigma_T = 12 [X]$.

(4) Let $I_{\rho_i} = \{\rho_1^i, \ldots, \rho_n^i\}$ denote the immediate subsumption set of each $\rho_i$.

\[ M(\text{op}(\rho_1, \ldots, \rho_n)) = \{ \text{op}(\rho_1, \ldots, \rho_n) \text{ if } \text{op}(\rho_1, \ldots, \rho_n) \in \Pi_F \} \cup \bigcup_{i=1}^n M(\text{op}(\rho_1, \ldots, \rho_{i-1}, \rho_i^i, \rho_{i+1}, \ldots, \rho_n)). \]

Proof

All proofs are done for $n=2$, to reduce the notation burden. The generalizations are straightforward.

(1) follows directly from properties of subsumption and of linear patterns.

(2) can be proved by the following sequence of steps.

$\sigma_T = \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \phi_1 \text{ matches at } T \land \phi_2 \text{ matches at } T \},$

$= \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \phi_1 \geq \phi_1 \land \phi_2 \geq \phi_2 \},$

$= \{ \phi \mid \text{op}(\phi_1, \phi_2) \geq \phi \} \text{ and } \phi \in \Pi_F$, by (1),

$= M(\text{op}(\rho_1, \rho_2)), \text{ by definition.}$

(3) is straightforward

(4) can be proved by the following sequence of steps.

$M(\text{op}(\rho_1, \rho_2)) = \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 \geq \phi_1 \land \rho_2 \geq \phi_2 \}, \text{ by (1),}$

$= \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 \geq \phi_2 \} \cup \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 \geq \phi_2 \} \cup \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 > \phi_2 \land \phi_2 \in \Pi_F \} \cup \{ \text{op}(\rho_1, \ldots, \rho_n) \text{ if } \text{op}(\rho_1, \ldots, \rho_n) \in \Pi_F \}, \text{ by definition of } \geq \text{ and } >,$

$= \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 > \phi_2 \} \cup \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 > \phi_2 \land \phi_2 \in \Pi_F \} \cup \{ \text{op}(\rho_1, \ldots, \rho_n) \text{ if } \text{op}(\rho_1, \ldots, \rho_n) \in \Pi_F \}, \text{ by property of } \Pi_F,$

$= \{X\} \cup \{ \text{op}(\phi_1, \phi_2) \in \Pi_F \mid \rho_1 > \phi_1 \land \rho_2 > \phi_2 \} \cup \{X\} \cup \{ \text{op}(\rho_1, \ldots, \rho_n) \text{ if } \text{op}(\rho_1, \ldots, \rho_n) \in \Pi_F \}, \text{ by definition of } >,$

Which, by distribution of $\lor$ and definition of $M$ produces the desired result. \(\Box\)

Assertions (2), (3), and (4) above provide a recursive algorithm to compute the match set associated with a tree given the match sets associated with its immediate subtrees. For example, if the pattern set is \"\{foo(V_1, *(Z,W), V_3), foo(*(X,Y), V_2, *(U,R))\}\", then the match set of \"foo(*(X,Y), *(Z,W), *(U,R))\" is equivalent to the union of the match sets of \"foo(V_1, *(Z,W), *(U,R))\", \"foo(*(X,Y), V_2, *(U,R))\", and \"foo(*(X,Y), *(Z,W), V_3)\". Of these, the match set of \"foo(*(X,Y), V_2, *(U,R))\" is represented directly by a pattern in $\Pi_F$ equivalent to that pattern, and repeated applications of the above assertions to the other two terms both yield \"foo(V_1, *(Z,W), V_3)\". Hence, the set of representatives of \"foo(*(X,Y), *(Z,W), *(U,R))\" is equivalent to \"\{foo(* (X,Y), V_2, *(U,R)), \text{foo}(V_1, *(Z,W), V_3)\}\". Section 3.4 analyzes in some more detail this recursive algorithm.

Bottom-up matching of linear N-patterns is based on the following proposition:

---

\(^{12}\text{An } \equiv \text{ is not necessary because } X \in \Pi_F.\)
Proposition 3.11  Let F be a set of linear patterns, and let $OP_0, \ldots, OP_n$ be the sets of operators of F of arity 0 up to n. Let A be the set of match sets of F. Then, for each k from 0 to n there exist functions $f_k$ from $OP_k \times A^k$ (k+1-tuples) into A such that: for all trees T with root op of arity k and children $T_1, \ldots, T_k$, if $\sigma_i$ is the match set at $T_i$, then the match set at T is $f_k(op, \sigma_1, \ldots, \sigma_k)$.  

Proof The key observation for the proof is that a substitution for the matching at T can be obtained directly by concatenating the substitutions regardless of their particular value. \(\square\)

Non-linear pattern sets do not have this property: the corresponding $f_k$ functions need to refer to the actual values of T. This "independence" of T is reflected in the ability to encode the transition functions into a B-fsa.

3.2. Bottom-Up Matching Using Subpattern B-fsa

A subpattern LB-fsa is a non-deterministic bottom-up tree automaton together with a labeling function. The automaton encodes the functions of Proposition 3.11 by associating with each pattern in $\Pi_F$ a single state and encoding the combination of the children of a pattern into the pattern.

Definition 3.10  The linear subpattern B-fsa associated with a pattern set F is a non-deterministic LB-fsa $<A, L>$. The set of states of A is $\Pi_F$. Let $St_p$ be the state associated with a pattern $p \in \Pi_F$. The transition function is defined as follows. Let $p_1, \ldots, p_n$ be patterns in $\Pi_F$. If there are equivalent patterns $p_1', \ldots, p_n'$ such that $op(p_1', \ldots, p_n') = p \in \Pi_F$, then $Trans_n(\sigma, St_{p_1'}, \ldots, St_{p_n'}) \rightarrow (St_p, St_X)$; otherwise, $Trans_n(\sigma, St_{p_1'}, \ldots, St_{p_n'}) \rightarrow (St_X)$.  

The labeling function L assigns to each state $St_p$ the set $\{p\}$ if $p \in F$, and $\emptyset$ otherwise.

Since the labeling function is always fixed, the rest of this section concentrates on the B-fsa. The automaton of Definition 3.10 is non-deterministic because it is always possible to transfer to a default state representing the subpattern X. Figure 3.2 shows a pattern set, its sub-patterns, and its associated subpattern B-fsa. The B-fsa is presented without all its "default" transfers, and assumes that there are three nullary operators a, b, and c. The B-fsa is the same as in Figure 2.2.
The matching algorithm simply tracks all the accessible states using the non-deterministic B-fsa. Once the match sets have been computed, the labeling function could be applied to obtain the set of matching patterns. The algorithm to compute the match sets is described in Figure 3.3. It is the standard algorithm for non-deterministic B-fsa, but it is listed here to allow some comparisons later. The states associated through B-fsa with a subject tree are shown in Figure 3.4.
procedure match-ISP(N: node in subject)
let N be a node in the subject;
let \( N_1, \ldots, N_n \) be the children of \( N \);
let \( Op \) be the label of \( N \);
for each \( N_i \)
  call match-ISP(\( N_i \))
let \( \sigma_i \) be the match set associated with the subtree of the subject rooted at \( N_i \);
set \( \sigma = \emptyset \);
for each \( \rho_1 \in \sigma_1 \) do
  for each \( \rho_2 \in \sigma_2 \) do
    for each \( \rho_n \in \sigma_n \) do
      let \( \rho = \text{Trans}_n(op, \rho_1, \ldots, \rho_n) \)
      if \( \rho \neq X \) \& \( \rho \) is not in \( \sigma \) then
        set \( \sigma = \sigma \cup \{ \rho \} \);
set \( \sigma = \sigma \cup \{ X \} \);
let \( \sigma \) be the match set associated with the subtree of the subject rooted at \( N \);

Matching Algorithm for Subpattern B-fsa

Figure 3.3
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Result of Solving Linear Pattern Matching on a Subject

Figure 3.4

The algorithm described in Figure 3.3 is quite straightforward, as is its correctness proof.
3.2.1. Representation of the Match Sets

There are two different but related representation issues in an implementation of the previous matching algorithm: how to represent the match set, and how to represent the subpattern LB-fsa.

Three possible representations for match sets are: as a simple list of all the patterns in the match set, through its set of representatives, or through a list of patterns in $\Pi_F$ that subsume all the patterns in the match set, thus including all the representatives but, maybe, also some others. The first two representations are unique, but the last one is not.

The major cost of the algorithm of Figure 3.3 is in the inner loop, which, in turn, seems to depend on how many possible combinations of patterns in $\Pi_F$, one from the match set of each child, have to be considered. The first representation mentioned above is the one assumed up to this point. If it is used, it leads to the algorithm described in Figure 3.3. The algorithm is simple, but its main disadvantage is that, if the match sets are of substantial size, the algorithm is quite slow since the number of possibilities to consider may be considerable.

Representing a match set through its set of representatives leads to substantially smaller representations. Hence, one would expect a faster implementation. Unfortunately, there is no guarantee that considering the combination of representatives of match sets will lead to the desired representatives of the new match set. For instance, consider the example of Figure 3.5. The top row shows a pattern set composed of three patterns. The second row shows a tree whose match set is the set containing the first two patterns of the pattern set together with $+(X,Y)$ and $X$. The third row shows the set of representatives of the root of the pattern in the second row, while the fourth row show the sets of representatives corresponding to the immediate subtree of that pattern.
Figure 3.5 shows that finding the set of representatives for a tree given the set of representatives of its children requires additional computation: the representative of a subtree at a node is not the combination of the representatives of its children. The additional computation relates to the relationship implicit in a set of representatives: the subsumes relationship. This topic is described in more detail in Section 3.4.
A final type of representation is a "mixed" representation, in which a set of patterns in $\Pi_F$ that includes the set of representatives, but maybe also other patterns in the match set, is used. This approach can be used in some applications to alleviate the difficulties of the representation by the set of representatives while retaining some of their advantages. Its main disadvantage is that it is not a unique representation and comparing two match sets for equality has non-trivial cost.

### 3.2.2. Representation of the Subpattern LB-fsa

A very interesting issue is how to represent the B-fsa. The choice of data structures to represent the B-fsa has a big influence on the performance of the table construction algorithms and the pattern matching algorithms. A first observation is that, since the default state (the match set $\{X\}$) is always in the new set of states, it is not necessary to encode it in the representation. Different representations allow different implementations of the internal loop in Figure 3.3. Two possible representations are "direct", and "inverse".

The most straightforward alternative is to encode the transition "directly". This can be done using one $n$ dimensional table for each $n$-ary operator. This representation leads directly to the algorithm of Figure 3.3. The use of the table has two disadvantages. First, the table will contain a large percentage of empty entries since for most combinations of subpatterns and operators the new state set contains only the default state. Second, the representation does not reduce the large number of combinations that need to be considered.

The first problem could be corrected using, for example, some hash encoding, but the second problem is intrinsic to the "direct" approach. An alternative is to use an "inverse" representation. The idea with this representation is the opposite of the previous one: instead of starting with the members of the match set, combining them and then asking whether a combination is valid, the valid combinations under a given operator are found first, and then the subpatterns are checked for their presence in the match sets of the children. Which approach is best depends on the probabilistic behavior of the match sets.

A convenient representation of the inverse approach is one that keeps, for a given operator, a list of all the subpatterns that appear as a first child in a subpattern rooted by that operator. Then, for each one of these, it keeps a list of all the subpatterns that appear as a second child in a subpattern rooted by that operator and with first child the one chosen, and so on up to the arity of the operator. This representation makes it possible to "prune" unwanted combinations. This comes at the cost in space used in the representation. In an inverse representation the inner loop of Figure 3.3 can be implemented as follows:

set $\sigma=\emptyset$;

let $\sigma_1, \ldots, \sigma_n$ be the match sets of the children;

for each $\rho_1$ that is a 1st child of a pattern rooted by op do

  if $\rho_1$ is in $\sigma_1$ do

    for each $\rho_2$ that is a 2st child of a pattern $\rho$ rooted by op
    and with $\rho_1$ the 1st child of $\rho$ do

      if $\rho_2$ is in $\sigma_2$ do ...

      for each $\rho_n$ that is an $n$-th child of a pattern $\rho$ rooted by op
      and with $\rho_1, \ldots, \rho_{n-1}$ the 1st, 2nd, ..., $n$-1th children of $\rho$ do

        if $\rho_n$ is in $\sigma_n$ do

          let $\rho=\text{Trans}_n(op, \rho_1, \ldots, \rho_n)$
          if $(\rho \neq X) \land \rho$ is not in $\sigma$ then

            set $\sigma=\sigma \cup \{\rho\}$;
The inverse representation is used in several places in this dissertation, including the implementation described in Chapter 8.

Another possible representation organization is to combine both the direct and the inverse representations. Such a representation is suggested in [PuB87] where it is called a "curried dag". A curried dag uses a 3-argument hash function. The hash function returns a value that represents either a valid partial combination of subpatterns for the children, or an indication of a non-valid combination. The first argument to the hash function is the operator, and the second argument is the subpattern in consideration in the match set of the child. The third argument is nil to obtain the value for the first child, and is the value obtained from the n-1st invocation afterwards. The main advantages of the curried dag representation are its flexibility, allowing addition of patterns, and the way it generalizes to non-linear patterns (see Chapter 4). This makes it suitable for problems like the Knuth-Bendix completion algorithm [KnB70]. The curried dag representation may be slower, or faster, than both the direct and the inverse representations.

3.3. Bottom-Up Matching Using Match Set LB-fsa

The main difficulty in using the algorithm of the previous section in some application areas is that it may be quite slow to track all the reachable states of the (non-deterministic) LB-fsa to find the match sets. The alternative is to convert the non-deterministic LB-fsa into a deterministic one, and to track only one state, directly corresponding to the match set.

Definition 3.11 The linear match set LB-fsa associated with a pattern set F is a complete deterministic LB-fsa A together with a labeling function L. The set of states of A is the set of match sets of F.

The transition function is defined as follows. Let \( S_\sigma \) be the state associated with the match set \( \sigma \). Let \( Op \) be an n-ary operator, and let \( \sigma_1, \ldots, \sigma_n \) be any n match sets, then \( \text{Trans}_\sigma(S_{\sigma_1}, \ldots, S_{\sigma_n}) \triangleq \{ S_{\sigma} \} \), where \( \sigma \) is the match set at the term \( Op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_n}) \).

The labeling function L assigns \( \sigma_i \) to each state \( S_{\sigma_i} \).

Since the labeling function is fixed, frequently a match set LB-fsa is identified with its B-fsa. The match set LB-fsa does what its name suggests:

Proposition 3.12 Let F be a pattern set and let A be the B-fsa of its match set LB-fsa. Then, for every tree \( T \), the state at \( T \) under A is \( S_{\sigma} \) if and only if the label of the state associated with \( T \) is \( \sigma \).

Proof Structural induction on the trees, using the definition of match set B-fsa and Proposition 3.10

From Proposition 3.12 we get:

Corollary 3.2 Let F be a pattern set, let A be its subpattern LB-fsa, and let \( A' \) be its match set LB-fsa. Then, \( A' \) is the result of converting a non-deterministic LB-fsa into a deterministic LB-fsa (Section 2.4.1)

It is difficult to present examples of match set B-fsa because of the large number of edges present. Figure 3.6 shows part of the match set B-fsa corresponding to the pattern set of Figure 3.2. In this case, the match set B-fsa has one more state than the subpattern B-fsa, and many more non-default transitions. The new state is the one at the top.
Note that the B-fsa is identical to that of Figure 2.4, confirming that the match set B-fsa is the deterministic version of the subpattern B-fsa. The new matching algorithm just computes the state associated with a tree for a deterministic B-fsa.
**procedure** match-lms(N:node)

let N be a node in the subject;
let N₁,...,Nₙ be the children of N;
let Op be the label of N;
for each Nᵢ
    call match-lms(Nᵢ)
let σᵢ be the match set associated with the subtree rooted at Nᵢ;
σ = \text{Trans}_n(Op,St₁,...,Stₙ);
σ is the match set associated with the subtree rooted at N;

Matching of Linear Match Sets

Figure 3.7

---

Figure 3.7 gives an algorithm for linear pattern matching based in the match set LB-fsa. The correctness of the procedure follows from the definition of match set LB-fsa.

**Computing the Match Set LB-fsa**

The basic approach to computing the match set B-fsa is to first compute the subpattern B-fsa and then use it to compute all the match sets in an algorithm essentially identical to the construction of a deterministic automaton from a non-deterministic one (Figure 2.3). Everything mentioned in the previous section on computing the match set applies here. The only difference is that it must be possible to find out efficiently if two match sets are identical or not. This probably rules out any type of "mixed" representation for the match sets at match set B-fsa construction time.

**Representation of the match set LB-fsa**

Given the (proportionally) large number of "non-default" transitions, some type of table representation seems the appropriate choice. These tables are not an efficient encoding because a match set B-fsa is not a generic DB-fsa. A very successful encoding technique is to use, instead of one i-dimensional table for each arity i, as many tables as operators in Op. Each one of these tables can then be encoded independently. Section 3.5 discusses the work of David Chase regarding how to compute efficiently, for each one of these tables, sub-tables that are identical and can be shared.

A drawback to the use of match set B-fsa instead of subpattern B-fsa is the potential increase in the size of the tables. Since the number of states in the match set B-fsa is identical to the number of possible match sets of the pattern set, the CTF property is sufficient, but not necessary, to guarantee a small number of states. Experience collected by Chase [Cha87], and the author (Chapter 8), indicates that, in practice, table size is not a problem.

**3.4. The Subsumption Relationship**

The key operation in the two algorithms presented in the two previous sections is, given an n-ary operator op and match sets σ₁,...,σₙ corresponding to trees T₁,...,Tₙ, to obtain the match set σ of op(T₁,...,Tₙ). This operation is done at match time when using the subpattern LB-fsa and at table construction time when using the match set LB-fsa, and involves combining
subpatterns from the children under the operator of the parent. In this section we show how to use Proposition 3.10 together with the immediate subsumption graph (Def. 3.8) to perform this computation.

Recall the example of Figure 3.5. The left part of Figure 3.8 is the immediate subsumption graph for \( (*((a,b),+(c,d)),g) \), the right part is the immediate subsumption graph for \( l(*((e,f),g),g) \), and the broken lines in a thicker pen represent those pairs of patterns \( <p_1,p_2> \) such that \( +(p'_1,p'_2) \) is a subpattern, where \( p'_1 \) and \( p'_2 \) are patterns equivalent to \( p_1 \) and \( p_2 \) respectively except that no variable in \( p'_1 \) appears in \( p'_2 \).

Let \( T = op(T_1,T_2) \), and let \( \sigma_1 \) and \( \sigma_2 \) be the match sets of \( T_1 \) and \( T_2 \). We want to compute the match set of \( T \), \( \sigma_T \). The direct approach would be to consider all possible trees of the form \( op(p_1,p_2) \) with \( p_1 \in \sigma_1 \) and \( p_2 \in \sigma_2 \) and to see if each tree is equivalent to a pattern \( p \in \Pi_F \). If it is, then \( p \) is added to \( \sigma_T \); if it is not, \( p \) is not added. This direct approach can be described as traversing the subsumption graphs for \( \sigma_1 \) and \( \sigma_2 \), considering all possible pairs of visited nodes, and testing if the pair of nodes in the two graphs is joined by a broken line. In Figure 3.8, this approach will test \( 15 = 5 \times 3 \) combinations to find the 3 subpatterns that correspond to the combinations marked by the thick broken lines.\(^{13}\)

Proposition 3.10 allows us to impose some order on the traversal of the two graphs so that some pairs of nodes are not visited. In Figure 3.8, since \(+(*((Y,Z),X),l(*((W,R),S)))\) is a subpattern, we know that any term subsumed by it that is a subpattern will be in the match set \( \sigma_T \). And similarly for \(+(*((X,Y),+(Y,Z)),l((W,R)))\). Thus, the traversal can be done recursively top-down starting at the root, using part (4) of Proposition 3.10 to perform the decomposition (that is, when finding the set \( M(op(n_1,n_2)) \) associated with a pair \( <n_1,n_2> \), we have to consider all the nodes

\(^{13}\) That is, the match set of \(+(*((a,b),+(c,d)),l(*((e,f),g),g)\)) consists of the patterns \(+(*((X,+(Y,Z)),l((W,R))),+(+(Y,Z),X),l((W,R),S)),+((X,Y),l((W,R),S))\), and \(+((X,Y),l((W,R),S))\) (not \(+((X,Y),l((W,R),S))\), since the two \( X \)s are unrelated).
that are directly connected to \( n_1 \) and to \( n_2 \) in the left and right dag respectively), part (2) to "prune" down traversals (that is, if a pair \(<n_1, n_2>\) is found to be connected, all the pairs \(<n'_1, n'_2>\) where both \( n'_1 \) is below \( n_1 \) and \( n'_2 \) is below \( n_2 \) need not be tested), and part (3) to end the recursion at the leaves (if a pair of leaves are not connected, then the \( M \) set is empty).

The "traversal" approach described above can be used in different ways depending on the representation used for match sets, and on how efficiently it can be detected that a pair need not be visited. If match sets are represented explicitly by a list of their subpatterns, then we could keep a table containing, for each subpattern the list of subpatterns subsumed by it. Then, whenever a subpattern is found in the top-down traversal, all the subpatterns subsumed by it could be added to \( \sigma_T \). This case has the additional advantage that the correctness of the approach does not depend on detecting all the nodes that don't have to be visited: visiting a node after it has already been included in \( \sigma_T \) is inefficient but still correct.

The situation is more complicated (in the general case) if a match set is represented by its set of representatives. The idea here would be just to add to \( \sigma_T \) the representatives as they are found in the top-down traversal. The problem is that in this case the correctness of the representation depends on not considering a node unless it is not subsumed by any other pattern in the final match set \( \sigma_T \). In the example mentioned above, we must avoid reaching \(+ (X, Y)\) otherwise it will be added incorrectly to the set of representatives of \( \sigma_T \). Determining the situation correctly in all cases seems expensive, especially in those cases where the cost of testing whether a pair is connected or not is low.

Thus, it seems that the benefits of using the \( G > J \) depend on the pattern set and the particular application. In an application where it is statistically likely that the representatives of the two match sets will succeed in combining, using the \( G > J \) will be more efficient than an exhaustive enumeration of all the possibilities; in other cases that may not be the true.

Yet another alternative is to collect a set of patterns that will include all the representatives and, hopefully, only a few more, and then to remove them. This approach will pay off only when there is a very small number of candidate representatives, since discarding the duplicates is a quite expensive operation.

Simple and CTF pattern sets

The problems mentioned above can be solved efficiently if the pattern set is CTF. In that case part (4) of Proposition 3.10 can be strengthened as follows:

**Proposition 3.13** Let \( F \) be a pattern set over \( O_p \), let \( op \) be an operator in \( O_p \), let \( T = op(T_1, \ldots, T_n) \) be a tree, let \( \sigma_1, \ldots, \sigma_n \) be the match sets of \( T_1, \ldots, T_n \) respectively, and let \( \rho_1, \ldots, \rho_n \) be patterns equivalent to the meets of \( \sigma_1, \ldots, \sigma_n \) respectively, where the variables are renamed, if necessary, so that \( \{\rho_1, \ldots, \rho_n\} \) is variable-disjoint. Let \( I_{\rho_i} = \{\rho_i, \ldots, \rho_n\} \) denote the immediate subsumption set of each \( \rho_i \). If \( op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_n}) \) is not equivalent to a pattern in \( \Pi_F \), then \( M(op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_n})) = \bigcup_{i=1}^{n} M(op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_i-1}, \rho_i, \rho_{\sigma_i+1}, \ldots, \rho_n)) \), and, there are \( i, j \) such that \( 1 \leq i \leq n \) and \( 1 \leq j \leq n \), such that \( \forall i \leq i \leq n \forall j \leq j \leq n \) (\( M(op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_i-1}, \rho_i, \rho_{\sigma_i+1}, \ldots, \rho_n)) \subseteq M(op(\rho_{\sigma_1}, \ldots, \rho_{\sigma_i-1}, \rho_i, \rho_{\sigma_i+1}, \ldots, \rho_n)) \)).

Before proving the proposition we need an auxiliary Lemma:

**Lemma 3.1** Let \( F \) be a (linear or non-linear) pattern set. Let \( \rho, \rho_1, \rho_2, \rho_1', \rho_2' \) be patterns in \( F \). Then, if both \( \rho_1 \Theta \rho_2 \) and \( \rho_1' \Theta \rho_2' \) exist, and \( \rho_1 \geq \rho_1' \) and \( \rho_2 \geq \rho_2' \), then \( \rho_1 \Theta \rho_2 \geq \rho_1' \Theta \rho_2' \).

**Proof** By definition of \( \Theta \) and the conditions of the lemma, \( \rho_1 \Theta \rho_2 \geq \rho_1' \Theta \rho_2' \) and
\[ \rho_1 \oplus \rho_2 \geq \rho_2' \]. The desired result follows by a new application of the definition of \( \Theta \). \( \Box \)

Proof of Proposition 3.13 Once again, we provide the proof only for the case of \( n = 2 \). Let \( M(op(\rho_{\sigma_1}, \rho_{\sigma_2})) \) be \( \phi_1, \ldots, \phi_m \). Let \( \phi \) be the meet of \( \phi_1, \ldots, \phi_m \). Since \( F \) is CTF, \( \phi \in \Pi_F \) and, by Lemma 3.1, \( op(\rho_{\sigma_1}, \rho_{\sigma_2}) \geq \phi \). By definition of \( \succ_i \), there must be some pattern \( v \) of the form \( op(\rho_1, \rho_2') \) or \( op(\rho_1', \rho_2) \) that subsumes \( \psi \). \( M(v) \) is the desired one. \( \Box \)

Proposition 3.13 says that, if the subsumption graph of \( op(\rho_1, \ldots, \rho_n) \) is explored in a top-down, breadth-first manner, the first successful node found in \( \Pi_F \) is the representative of the match set. The traversal can also be obtained through the simultaneous and coordinated traversal of the subsumption graphs of \( \sigma_1, \ldots, \sigma_n \), as suggested in the previous section, never testing for the presence of a pair of nodes (denoting a pattern) in \( \Pi_F \) until all the pairs with both nodes above the current pair have been tested.

The breadth-first traversal can be enforced cheaply. If the combination is done by traversing through the subpatterns in each of the \( \sigma_i \) and then testing their combination, the subpatterns can be renumbered according to a topological sort under \( \succ_i \). If the combination is done by using the children of the combining operator (as was suggested at the end of Section 3.3), the topological sort has to be applied to the order in which the children are kept.

For concreteness, assume an inverse representation of the subpattern B-fsa. Then the algorithm to combine the match sets could look like:

\begin{verbatim}
let \( \sigma_1, \ldots, \sigma_n \) be the match sets of the children.;
for each \( \rho_1 \) that is a 1st child of a pattern rooted by \( op \)
and in a topological order by \( \succ_i \) do
  if \( \rho_1 \) is in \( \sigma_1 \) do
    for each \( \rho_2 \) that is a 2st child of a pattern \( \rho \) rooted by \( op \)
    with \( \rho_1 \) the 1st child of \( \rho \)
    and in a topological order by \( \succ_i \) do
      if \( \rho_2 \) is in \( \sigma_2 \) do
        ...
        for each \( \rho_n \) that is an \( n \)-th child of a pattern \( \rho \) rooted by \( op \)
        and with \( \rho_1, \ldots, \rho_{n-1} \) the 1st, 2nd, ..., \( n-1 \)-th children of \( \rho \)
        and in a topological order by \( \succ_i \) do
          if \( \rho_n \) is in \( \sigma_n \) do
            let \( \rho_1', \ldots, \rho_n' \) be patterns equivalent to \( \rho_1, \ldots, \rho_n \) respectively
            where \( \{\rho_1', \ldots, \rho_n'\} \) is variable-disjoint
            if there exists a pattern \( \rho = op(\rho_1', \ldots, \rho_n') \) in \( F \) then
              return the match set induced by \( \rho \);
\end{verbatim}

There are other possible traversal orders that satisfy the "breadth-first" requirement.

If the pattern set is not only CTF but also simple, then the dags are actually just chains and the breadth-first traversal becomes just a linear search.

CTF subpattern B-fsa

The above technique is quite fast but, as stated, it only works for CTF pattern sets. The idea to modify it to deal with non-CTF pattern sets is quite simple. Given any pattern set \( F \), obtain the pattern set that contains the meets of all the subpatterns of \( F \) (that is, the meets of all the match sets in \( F \)). Then construct the subpattern B-fsa for this new pattern set, which is clearly CTF. The new tree automaton suggested by this approach is called the CTF subpattern B-fsa.

The result is a pattern matching algorithm that will be slower than the one using a match set B-fsa, but with smaller table requirements. The comparison of the two table sizes is quite straightforward. The match set B-fsa has the same number of states as the CTF subpattern B-fsa.
but contains many more transfer edges that need to be represented. Also, computing the tables for the CTF subpattern B-fsa is substantially faster.

Ken Rimey’s Contribution

Ken Rimey [Rim85] independently has proposed yet another way of using the subsumes relation. In his paper, Rimey restricts his attention to binary trees. Using the terminology presented in this dissertation, his proposal corresponds to using a match set B-fsa where “half” of the transfer edges are missing. For each match set $\sigma$, and each operator $\sigma_p$, the modified B-fsa stores directly the entry corresponding to $\sigma_p(\sigma,\sigma')$ only for a few states $\sigma'$. The values for the other entries are obtained by decomposing them using $G_{\text{int}}$.

Rimey’s proposal is more expensive in space than the CTF subpattern B-fsa, but faster at matching time. On the other hand, the size of the tables is of the same order as a match set B-fsa, which, for the case of two arguments, is quadratic in the number of match sets. Of course, as in the CTF subpattern B-fsa, this last one can be exponential in the size of the pattern set.

3.5. David Chase’s Contribution

David Chase has done independent research in linear N-pattern matching. This section describes his work briefly; see [Cha87] for more details.

Chase’s pattern matcher is essentially a match set B-fsa represented so that for each $n$-ary operator there is an $n$-dimensional table. In addition, identical $n-1$ dimensional sub-tables are found and shared. In the frequent case of a binary operator, this means finding identical rows and columns and sharing them. For $n=2$, the process can be visualized as one of “folding” the array. The folding function, also called a restrictor, is a mapping associated with an $n$-ary operator and a $i$ ($1 \leq i \leq n$) child position that maps from the set of match sets to an $n-1$-dimensional subtable. The importance of Chase’s contribution lies in that the folding is found in the same closure operation that produces the collection of match sets. For large pattern sets, his technique is substantially faster than an implementation that would compute the automaton first and then find the folding. This speedup is particularly significant when there is a large B-fsa where the unfolded representation may exceed virtual memory constraints.

Recall that $\sigma_t$ denotes the match set associated with $t$. If $\sigma_p \in \text{Op}$ has arity $n$, and $1 \leq i \leq n$, let $P_{\sigma_p,i}$ denote the set of all patterns in $\Pi_F$ that are equivalent to the $i$-th child of a subpattern in $\Pi_F$ rooted by $\sigma_p$. If $\sigma$ is a match set, let $R_{\sigma_p,i}$ denote $\sigma \cap P_{\sigma_p,i}$. If $T = \sigma_p(T_1, \ldots, T_n)$, then part (1) of Proposition 3.10 states that $\sigma_T$ is the set consisting of $X$ and all those patterns in $\Pi_F$ equivalent to $\sigma_p(t_1, \ldots, t_n)$ where $t_i \in \sigma_{T_i}$. It follows that

**Proposition 3.14** If $\sigma_p \in \text{Op}$ with arity $n$, and $T_1, \ldots, T_n$ are trees over $\text{Op}$, then $\sigma_{op}(\sigma_1, \ldots, \sigma_n)$ is the set containing $X$ and all the patterns in $\Pi_F$ equivalent to $\sigma_p(t_1, \ldots, t_n)$ with $t_i \in R_{\sigma_{op},i}$.

The advantage of this observation is that it provides a “natural” restrictor: for each $n$-ary operator $\sigma_p$, and each integer $i$, $1 \leq i \leq n$, the restrictor maps a match set $\sigma$ into $R_{\sigma_{op},i}$. Chase shows [Cha87] that this folding is optimal: that is, the size of the folded array is as small as possible. Chase’s algorithm is described in Figure 3.9, for the case where all operators are either nullary or binary.
procedure Chases-Compute-B-fsa
    Construct a curried representation of the subpattern B-fsa;
    for each op ∈ Op do
        let n be the arity of op
        for each i, 1≤i≤n do
            compute the set P_{op,i}.
    set last iteration=0
    for each op of arity 0 do
        compute its match set σ;
        set index = add(σ);
        set B-fsa[op].0ary = index ; /* index represents the match set σ */
    while there is some R_{σ,op,i} with mark[R_{σ,op,i}]=last_iteration do
        for each op ∈ Op do
            let n be its arity
            for any selection of R_{σ,op,i} with 1≤i≤n
                where at least one of them has mark[R_{σ,op,i}]=last_iteration,
                do
                    set σ'=σ
                    for each t_i selected from R_{σ,op,i} do
                        let \{t_1', \ldots ,t_n'\} be a variable-disjoint set
                        equivalent to \{t_1, \ldots ,t_n\};
                        consult the subpattern B-fsa to determine if \text{op}(t_1', \ldots ,t_n')
                        is equivalent to a pattern in Π_F, and if so, add it to σ'
                        comment now σ' is the match set corresponding to the collection R_{σ,op,i}
                    set index = add(σ');
                    set B-fsa[op].Nary.transfer[R_{σ,op,1}, \ldots ,R_{σ,op,n}] = index;
                    set last iteration = last iteration + 1;
    for each op ∈ Op with arity >1 do
        for each i 1≤i≤n do
            set B-fsa[op].Nary.restrictor[i] = make-map(R_{σ,op,i});

procedure add(σ) returns index into SetOfAllMatchSets
    let σ be a match set
    let index be the index of σ in SetOfAllMatchSets;
    if σ is new then
        for each op ∈ OP do
            let n be the arity of op
            for each i, 1≤i≤n do
                compute R_{σ,op,i};
                if R_{σ,op,i} had not been generated before then
                    set mark[R_{σ,op,i}]=last_iteration;
        return index;

Chase’s Algorithm
Figure 3.9
The result of the algorithm is the match-set B-fsa in folded representation; the information associated with each operator op is denoted by $B\text{-f}sa\{op\}$; if op is an 0-ary operator, the information is simply its corresponding match set $(B\text{-f}sa\{op\}.0\text{ary})$; if op is an $n>0$-ary operator, the information is a structure $(B\text{-f}sa\{op\}.N\text{ary})$ with two fields, transfer, which contains the folded transfer arrays for op, and, for each $i$ with $1\leq i \leq n$, restrictor which is computed from the sets $R_{\sigma,op,i}$ by applying the (here undefined) function make-map. The B-fsa obtained by the algorithm is organized as shown in Figure 3.10, which only shows the situation for binary operators: associated with each binary operator there are two restrictor arrays which map indices representing match sets into indices representing the $R_{\sigma,op,i}$, which are then used to fetch the index of the match set of the node rooted with the binary operator from the folded transfer table.

The algorithm of Figure 3.9 computes all the match sets $\sigma$ and $R_{\sigma,op,i}$ through a closure technique. The $\sigma$ sets are represented by indices into a set named "SetOfAllMatchSets", and are "marked" to indicate that all they have already been considered in the closure algorithm. Since the new states are always computed by first finding the set $R_{\sigma,op,i}$, there is no need to compute or store the complete match set B-fsa, only the much smaller transition tables indexed by $R_{\sigma,op,i}$.

Another factor in the success of Chase’s algorithm is that many of the structures involved can be represented using bit vectors:

- **Match Set.** The match set is represented as a bit vector over all the patterns in $\Pi_F$.
- **$P_{op,i}$.** The patterns that can appear per position and operator are also represented as a bit vector over the same base set. This means that the most frequent operation of the algorithm, computing the sets $R_{\sigma,op,i}$, can be done very efficiently.
- **$R_{\sigma,op,i}$.** All the (distinct) intersections of a match set and a $P_{op,i}$ are stored in a set of bit vectors.

The final shape of the generated tables is shown in Figure 3.10. Final table sizes are, for most applications, very small. The interested reader should consult [Cha87] for some comparisons in table generation time and table generated size.
Improvements to the Technique

[Cha87] misses a simple but very useful consideration for reducing table size. In most applications after finding the folding, most of the table space is spent describing the folding, in the restrictor arrays. It is also common that patterns have the same subpatterns. When these two conditions occur together, for instance in the applications of Chapter 8, it is possible to obtain big savings in table size by sharing identical restrictor arrays. Finding the identical restrictors is quite simple: it can be done by just checking for identical $P_{op,i}$.

It is also tempting to try to use ideas described in Section 3.4 to speed up the inner loop of the table construction algorithm. In practice it seems that there would be implementation problems to make it run faster than the current "direct" approach.

3.6. The Influence of an Input Set

Up to this point this chapter has assumed that PATTERN MATCHING is solved relative to the input set $L_{Op}$. That is, we want to find the patterns matching for all possible trees over the set of operators $Op$. In some cases we have additional knowledge about the possible input trees that can be used profitably. In particular, we may know that the set of input trees is a recognizable set $L$ (Definition 2.5). This additional information can be employed using the following general technique:
Proposition 3.15 Let A and B be two B-fsa over some operator set Op. There is an algorithm that will compute, for each state $S_A$ in A, the set of all those states $S_B$ in B such that there is a tree T labeled with state $S_B$ in B that would have been labeled with state $S_A$ in A.

Proof The set of states associated with each node in A is finite and can be computed through iteration on the nodes of A.

The question of interest is the following:

Proposition 3.16 Let L be a set of trees over Op, and let F be a set of patterns over Op. There exists an algorithm that will determine which match sets of F correspond to subtrees of trees in L.

Proof Let $A_F$ be the B-fsa that computes the match sets for F, and let $A_L$ be the B-fsa that recognizes membership in L. By Proposition 3.15 there is an algorithm that will associate sets of states from $A_F$ with the states of $A_L$. A "good" state in $A_F$ is one that corresponds to a match set of F containing at least one subpattern in $\Pi_F$ present in F. There is a tree in L with a subtree matching some pattern in F if and only if there is a state in $A_L$ that reaches (in the B-fsa) a final state and that has been labeled with a set containing at least one good state in $A_F$.

This provides directly a solution to:

Corollary 3.3 Let L be a set of trees over Op, and let F be a set of patterns over Op. There exists an algorithm that will determine whether there exists a tree $T \in L$ such that some pattern in F will match at some node of T.

The algorithm of Proposition 3.16 can be used to reduce the table size requirements for solving pattern matching, while that of Corollary 3.3 can be used to detect specification inconsistencies.

3.7. Related Work

There are two main approaches to pattern matching: those based on a "top-down" traversal of the subject tree, and those based on a "bottom-up" traversal of the subject tree. This chapter has used only a bottom-up approach.

Top-Down Pattern Matching

The most straightforward algorithms for pattern matching are based on top-down traversals. Unfortunately they are quite inefficient. The main advantage of a bottom-up traversal over a top-down traversal is that it aggregates the information in a natural way from children to their parents.

The simplest method for matching a set of patterns against a single subject is to decompose the problem into several independent problems of matching a single pattern against a single subject. Likewise, the simplest approach to matching a single subject against a single pattern is to reduce the problem to the case where the pattern is forced to match at the root of the subject, and to repeat the problem for all the nodes in the tree.

The approach outlined above is very easy to implement but, except in the most simple applications, is impractical. A better approach is presented in [KMR72]. The technique employed maps the problem of tree pattern matching into string pattern matching by using as patterns the strings obtained when doing a preorder traversal of the tree patterns. Since this mapping is not unambiguous, whenever any such string is found, its origin in the subject tree is marked. Any node with "enough" marks is matched. The string matching problem is solved using an automata that keeps track of all the different strings at once (using its finite state memory).

This algorithm works fairly well when there is only one pattern to consider. When there are several patterns, it is necessary to keep independent markers for each tree pattern. There are
several ways to do this. The simplest one is to keep different locations for each counter, increment the locations, and check the values for all of them at the second visit to the node in the preorder traversal. Depending on the density of "hits" (of which currently the author has no experimental data) it may be better to test after each increment. Yet another alternative would be to use a heap of increment requests. In general, it appears that top-down pattern matching will be slow if there are many patterns.

[HoO82] and [KMR72] elaborate on these ideas. The biggest advantage of top-down pattern matching is the reduced size of the tables created. The price for this reduction in table size is an increase in the pattern matching time. This is particularly true when the bottom-up algorithm uses an implicit representation of the match set. Which technique to use will depend on the particular application. See Chapter 8 for some performance numbers for the REACHABILITY problem where pattern matching is employed.

Bottom-Up Pattern Matching

[HoO82] is probably the best known reference to bottom-up algorithms for linear N-pattern matching. The bottom-up algorithm for general pattern sets presented there is based on match sets, represented in a table form. Most of the emphasis of Hoffman and O'Donnell [HoO82] is on simple pattern sets (Definition 3.7), disregarding other weaker constraints.

[Kro75] is an excellent, but little known, dissertation. The emphasis of the author is on CTF pattern sets. The trees that the author deals with are slightly different from those defined in this dissertation: they are defined as labelings on tree domains, and their operators do not have a fixed arity. This probably influenced Kron's recognizer, which is based on "orthogonal tree automata". The dissertation contains equivalent material to that presented in the bottom-up part of [HoO82], and also additional material on rewrite systems. It lacks an analysis of the space complexity of the generated automata, but orthogonal tree automata seem good for sharing similar entries, at the expense of a small reduction in matching speed. It is important to note that the notion of a CTF pattern set is far more important than the notion of a simple pattern set introduced by Hoffman and O'Donnell (Proposition 3.8).

3.8. Summary of the Algorithms in this Chapter

The research presented in this chapter contains several contributions to the theory of bottom-up linear N-pattern matching. The proof that simple pattern sets are CTF provides a better understanding of the results of both [HoO82] and [Kro75]. The major contribution is the understanding of the role of $G >_1$. Proposition 3.10 is used in Rimey's algorithm and in the CTF subpattern B-fsa algorithm (Section 3.4).

The chapter also presents a unified approach, based in the notion of B-fsa, for five bottom-up algorithms. The flexibility of the model shows its applicability.

The CTF subpattern B-fsa algorithm is interesting in its own right, especially in application areas with a large number of patterns. With the advent of D. Chase's algorithm, many applications can use a shared table representation of a match set B-fsa with reasonable table sizes, but some applications may need a method that uses a representation guaranteed to produce tables with table size linear in the number of states.

Figure 3.11 shows the five algorithms mentioned here, together with an indication of their situation in a table-size x matching-speed space. The actual values for size and speed are strongly dependent on the properties of the pattern sets. Thus, deciding among the algorithms requires an analysis of the intended application.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Table Size</th>
<th>Matching Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subpattern B-fsa</td>
<td>Edges are linear in # states</td>
<td>Depends on size of match set</td>
</tr>
<tr>
<td></td>
<td>States are linear in description size</td>
<td></td>
</tr>
<tr>
<td>CTF Subpattern B-fsa</td>
<td>Edges are linear in # states</td>
<td>Depends on depth of $G &gt; i$</td>
</tr>
<tr>
<td></td>
<td>States may be exponential in descr. size</td>
<td></td>
</tr>
<tr>
<td>Rimey's</td>
<td>Edges are quadratic in # states</td>
<td>Depends on depth of $G &gt; i$</td>
</tr>
<tr>
<td></td>
<td>States may be exponential in descr. size</td>
<td></td>
</tr>
<tr>
<td>Chase’s</td>
<td>Edges are quadratic in # states</td>
<td>~3 table lookups per tree node</td>
</tr>
<tr>
<td></td>
<td>(but there is folding)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>States may be exponential in descr. size</td>
<td></td>
</tr>
<tr>
<td>Match set B-fsa</td>
<td>Edges are quadratic in # states</td>
<td>1 table lookup per tree node</td>
</tr>
<tr>
<td></td>
<td>States may be exponential in descr. size</td>
<td></td>
</tr>
</tbody>
</table>

Overview of Algorithms for Linear Pattern Matching

Figure 3.11

Chapter 4 explores how to perform non-linear pattern matching using variations on these ideas.
In this chapter we study the problem of pattern matching for non-linear pattern sets. The approach taken is to regard a non-linear pattern as a linear pattern extended with a predicate which will evaluate to true if the non-linear conditions are satisfied. For example, the non-linear pattern

\[
\begin{array}{c}
+ \\
\ast \\
\wedge \\
X \\ Y \\
\wedge \\
X \\ Y \\
\end{array}
\]

corresponds to the linear pattern

\[
\begin{array}{c}
+ \\
\ast \\
\wedge \\
X_1 \\ X_2 \\
\wedge \\
X_3 \\ X_4 \\
\end{array}
\]

together with a predicate that tests whether the trees matched at positions 1 \cdot 1 and 2 \cdot 1, and those at 1 \cdot 2 and 2 \cdot 2 are equal. Such a predicate is denoted in this chapter as \((1 \cdot 1 = 2 \cdot 1) \land (1 \cdot 2 = 2 \cdot 2)\). The linear pattern associated with a non-linear pattern is called its \textit{structure}; the predicate its \textit{binding predicate}. The structure is unique up to pattern equivalence, but the binding predicate is not: another binding predicate for the above pattern is \(1 = 2\), where 1 and 2 are positions.

All the binding predicates that we consider are like the ones shown above: if \(\rho\) is the pattern, a binding predicate for \(\rho\) has the form \(\bigwedge_i p_i = q_i\), where, for each \(i\), \(p_i\) and \(q_i\) are positions in \(\rho\) such that \(\rho_{p_i} = \rho_{q_i}\). A binding predicate is evaluated by comparing the trees that the match of the structure assigns to the positions mentioned in the binding predicate. The actual comparison may involve a tree comparison if a traditional representation of the subject tree is used, or a simple pointer comparison if the subject tree is represented as a computation dag.

The view of non-linear pattern matching as linear pattern matching together with predicate testing leads to several algorithms for non-linear pattern matching that are modifications of algorithms in Chapter 3. The simplest of these algorithms is presented in Section 4.1.2 and uses a subpattern LB-fsa to find subtrees of the subject tree that match the structural patterns; then these "candidates" are tested with binding predicates to find the real matches. This algorithm is quite straightforward and does not use any knowledge specific to non-linear patterns; it could be used equally well if the binding predicate were replaced by another (more general) semantic predicate.
In Chapter 3 we showed that there is a big reduction in matching time if a match set LB-fsa is used instead of a subpattern LB-fsa. In Section 4.1.3 we show how to apply these ideas to non-linear pattern matching. The resulting algorithm is more complex than the corresponding one in Chapter 3 due to some characteristics of the notion of the structure of a pattern.

The algorithms of Sections 4.1.2 and 4.1.3 require testing collections of binding predicates. Section 4.1.4 shows how to select, for a given pattern, a binding predicate with as few tests as possible. This predicate is the one that compares subtrees as high as possible. For the pattern at the beginning of this introduction, \( 1 = 2 \) is the best predicate. Section 4.1.4 also contains some analysis of how to evaluate efficiently binding predicates that share some sub-predicates.

All the algorithms for non-linear pattern matching in this chapter characterize the subtrees of the subject tree with two parts: one of a finite number of states, and additional information referring to the subject tree. In the algorithms of Sections 4.1.2 and 4.1.3 the state is either a list of structures or a pattern equivalent to their meet, and the additional information is a pointer to the node being visited. Section 4.2 provides a definition that enriches the notion of state. A p-pattern is a linear pattern extended with a collection of equalities and inequalities between its variables. For example, \( <*(+X_1 X_2), *(X_3 X_4)> \) is a p-pattern. P-patterns are used to record information that is available from the evaluation of binding predicates. If \( T \) is a tree of the form \( op(T_1, \ldots, T_n) \), knowing that p-patterns \( \phi_1, \ldots, \phi_n \) match at \( T_1, \ldots, T_n \) may make it possible to replace the binding predicate at \( T \) by a simpler predicate. It is possible to use p-patterns to obtain several different improved pattern matching algorithms; Section 4.3 shows one particular alternative based on a variation on a deterministic B-fsa.

Section 4.4 presents a pattern matching algorithm by Purdom and Brown [PuB87]. Their algorithm suggests another approach to extending the information associated with the node in the subject tree at matching time: extend the dynamic information instead of extending the state. Specifically, the idea is to keep a list of all the subterms of the node that may be used in binding predicates of this node and its ancestors. The basic premise of this approach is that extracting these subterms is an expensive operation and that it may be cheaper to extract them when the node is being visited and to propagate them up the tree. Although most tree representations do not justify this premise, Section 4.4 briefly analyzes this approach.

Unlike other results in this dissertation, none of the algorithms presented in this chapter have been implemented, and we cannot provide definitive answers on their applicability.

4.1. Non-Linear Matching = Linear Matching + Binding Predicate

This section presents the simplest algorithms for non-linear pattern matching. They are based on the idea of applying the algorithms for linear pattern matching of Chapter 3 to the ‘‘structures’’ of the original pattern set.

4.1.1. Basic Definitions

The central definitions are those of the structure of a pattern and its binding predicate.

Definition 4.1 The structure of a pattern \( \rho \) is a pattern in which each occurrence of a variable in \( \rho \) is replaced by a new variable. A binding predicate of a pattern \( \rho \) is a partial predicate \( P_\rho(T) \) on trees such that, if a structure of \( \rho \) matches \( T \), then \( \rho \) matches at \( T \) if and only if \( P_\rho(T) \) is true. If a structure of \( \rho \) does not match \( T \), \( P_\rho \) is undefined.

The above definition of binding predicate is well-defined because all the structures of a pattern are equivalent. As mentioned previously, all the binding predicates of a pattern \( \rho \) considered in this chapter have the form: \( \bigwedge_i p_i = q_i \), where, for each \( i \), \( p_i \) and \( q_i \) are positions in \( \rho \) such that \( \rho \models p_i = q_i \).
As in Chapter 3, we will use several \(-\)-reduced sets of patterns to simplify later definitions.

**Definition 4.2** If \( F \) is a pattern set, \( Z_F \) is a \(-\)-reduction of the set of all patterns \( \zeta \) which are structures of a pattern \( p \in F \). \( Z_F \) is a pattern set; \( \Pi Z_F \) is an equivalent denotation for \( \Pi Z_F \).

We define \( \Sigma_F \) as an \(-\)-reduction of the set of all patterns \( \rho \sigma \) that are meets of match sets \( \sigma \) in \( F \), and \( Z \Sigma_F \) as an \(-\)-reduction of the set of all structures of patterns in \( \Sigma_F \).

For any pattern \( p \in \Pi F \), \( \zeta_p \) is the pattern in \( \Pi Z_F \) which is a structure of \( p \). If \( \sigma \) is a match set of \( F \), then \( \zeta_{\sigma} \) is the pattern in \( Z \Sigma_F \) which is a structure of the meet of \( \sigma \).

The next proposition lists some properties of the definition of structure. Note that (4) and (5) show that the notion of structural match set as defined above is different from the meet of the structures of all the subpatterns in the match set.

**Proposition 4.1** Let \( F \) be a non-linear pattern set. Let \( \zeta \), \( p_1 \), and \( p_2 \) be patterns in \( F \). The following properties are true:

1. If \( p_1 \leq p_2 \), then \( \zeta_{p_1} \geq \zeta_{p_2} \).
2. \( \zeta_p \oplus p = p \).
3. If \( p_1 \oplus p_2 \) exists, then \( \zeta_{p_1} \oplus \zeta_{p_2} \) also exists and \( \zeta_{p_1} \oplus p_1 \geq \zeta_{p_2} \oplus \zeta_{p_2} \).
4. There are cases where the above implication may be strict.
5. \( \zeta_{p_1} \oplus \zeta_{p_2} \) may exist even if \( p_1 \oplus p_2 \) does not.

**Proofs**

1) and 2) are straightforward.

3). By definition of \( \oplus \) and (1), \( \zeta_{p_1} \oplus p_1 \geq \zeta_{p_1} \) and \( \zeta_{p_2} \oplus p_2 \geq \zeta_{p_2} \). A further application of the definition of \( \oplus \) yields the desired result.

4). Proof by example. Let \( p_1 \) be \(+X,X\) and let \( p_2 \) be \(+((X,Y),Z)\). \( p_1 \oplus p_2 = (+((X,Y),*((X,Y)) \), \( \zeta_{p_1} \oplus p_2 = +(*((X_1,X_2),*(X_3,X_4))) \), but \( \zeta_{p_1} \oplus \zeta_{p_2} = +(*((X_1,X_2),X_3)) \).

(5). Proof by example. Let \( p_1 \) and \( p_2 \) be \(*(+X,Y),X\) and \(*X,+((X,Y))\).

### 4.1.2. A Simple Subpattern Matching Algorithm

The first algorithm for non-linear pattern matching presented in this chapter is also the simplest. The algorithm uses a subpattern LB-fsa for the set of the structures of the original pattern set. The LB-fsa is used to find the structural subpatterns matching a: each node of the subject tree. Once any one such structure is found it is necessary to determine to what original pattern it corresponds. The notion of discrimination set encodes this information.

**Definition 4.3** Let \( F \) be a non-linear pattern set and let \( \psi \in \Pi F \). A discrimination set \( DS(\zeta_\psi) \) of \( \zeta_\psi \) is a collection of pairs \(<\rho,P_\rho\)> such that \( \rho \in \Pi F \), \( \zeta_\psi = \zeta_\psi \) and \( P_\rho \) is a binding predicate for \( \rho \).

**Proposition 4.2** Let \( F \) be a non-linear pattern set over \( Op \) and let \( T \) be a tree over \( Op \). The algorithm of Figure 4.1 correctly computes the (explicit) match sets over \( F \) for every subtree \( t \) of \( T \).

Proof Straightforward. 

find the set of structures matching at every subtree $t$ of $T$ using the subpattern $B$-fsa of $Z_F$.

let $DS(\zeta)$ be the discrimination set of $\zeta$;

for each subtree $t$ of $T$ do

  for each structure $\zeta$ in the structural match set do

    set $\sigma(t) = \emptyset$;

    for each $<p, P_p> \in DS(\zeta)$ do

      if $P_p(t)$ then

        $\sigma(t) = \sigma(t) \cup p$;


Matching Using Structural Subpatterns

Figure 4.1

The above algorithm is correct but slow. All the problems associated with keeping track of all the subpatterns explicitly are compounded by having to test a (potentially) large number of binding predicates for each subpattern.

Normally, we assume that we are only interested in the patterns of $F$, not in its subpatterns. The notion of discrimination set can be changed to acknowledge this assumption by including only those patterns $p$ that are members of $F$. This would lead to a somewhat faster pattern matching algorithm.

Figure 4.2 contains an example of a non-linear pattern set, while Figure 4.3 shows the B-fsa representing the computation of the structural subpatterns for that pattern set and the discrimination sets associated with each structural subpattern.

Example of a Pattern Set

Figure 4.2
This example provides a good motivation for the notion of a discrimination tree. The discrimination set for some structural subpatterns (as in the case of \( * (+(* (X_1 X_2), X_3), X_4) \) above) may contain binding predicates that duplicate equality tests (such as \( 1 \cdot 1 \cdot 2 = 1 \cdot 1 \cdot 1 \) above). A discrimination tree helps to share the result of those tests. There are two types of discrimination trees, one for the algorithm of this subsection and the other for the one shown below in Section 4.1.3.

**Definition 4.4** Let \( \rho \) be a pattern. An all-discrimination tree for \( \rho \) is an ordered tree in which each edge is labeled with either \( 'p_1 \neq p_2' \), for \( p_1 \) and \( p_2 \) positions in \( \rho \), or with \( 'true' \), and in which the leaves are labeled. If \( DT \) is an all-discrimination tree for \( \rho \), and \( \rho \) matches at \( T \), the sequence of valid labels for \( DT \) and \( \rho \) is the ordered sequence of labels of those leaves reached in an ordered depth first search of \( DT \), such that all the predicates in the path from the root to the leaf evaluate to true at \( T \).

A first-discrimination tree for \( \rho \) is an ordered binary tree in which each edge is labeled with either true or false, each internal node is labeled with \( 'p_1 \neq p_2' \), for \( p_1 \) and \( p_2 \) positions in \( \rho \), and each leaf is labeled. If \( DT \) is a first-discrimination tree for \( \rho \), and \( \rho \) matches at \( T \), the valid label for \( DT \) and \( T \) is the label (if any) of the leaf that is found by traversing \( DT \), starting at the root, evaluating at each internal node reached its predicate and selecting one of the two outgoing paths from the node depending on the outcome of the test.

Let \( \rho \) be a pattern. Given a sequence of predicates \( S \), each one a conjunction of equalities between positions in \( \rho \), an all-discrimination tree for \( \rho \), \( DT \), is correct if for every tree \( T \) at which \( \rho \) matches, the set of valid labels for \( DT \) and \( \rho \) equals the set of predicates of \( S \) true at \( T \). A first-discrimination tree \( DT \) for \( \rho \) is correct if for every tree \( T \) at which \( \rho \) matches, the first valid label for \( DT \) and \( \rho \) is the first predicate in \( S \) that evaluates to true for \( T \).
All-discrimination trees can be used to compute efficiently the set of all the valid predicates for a discrimination set of a structure. For example, a discrimination tree for the patterns $\rho_2$ and $\rho_3$ of Figure 4.2 is shown in Figure 4.4.

![Example of an All-Discrimination Tree](image)

Figure 4.4

An example of a first-discrimination tree, for a different set of patterns is shown in Figure 4.5. This discrimination tree will be used later in this section, is:

![A First Example of a First-Discrimination Tree](image)

Figure 4.5

The cost of a discrimination tree can be defined (for example) as the number of predicates (edges) in the tree. Other alternatives could include the expected number of predicates that have to be tested for some input distribution. Algorithms to compute minimum cost correct discrimination trees have not been developed, but Section 4.1.4 below contains some related results.
4.1.3. A Simple Match Set Pattern Matching Algorithm

Point (5) in Proposition 4.1 indicates that structural match sets are not closed under $\emptyset$. Hence, the algorithm to use structural match sets uses as state information the closure of $\Sigma_F$ under $\emptyset$. Let this set be denoted by $\Sigma_F^\emptyset$. It is possible to define a notion of discrimination set similar to the one in structural subpatterns for the members of $\Sigma_F^\emptyset$.

Definition 4.5 Let $F$ be a non-linear pattern set over $Op$. If $\gamma \in \Sigma_F^\emptyset$ a discrimination set $DS(\gamma)$ of $\gamma$ is a collection of pairs $<\sigma, P_{\sigma}>$, where $\sigma$ is a match set in $F$, $P_{\sigma}$ is a binding predicate associated with $\sigma$, and $\sigma$ satisfies the following two properties:

(i) $\gamma \geq \zeta_{\sigma}$, and

(ii) There does not exist a match set $\phi_1$ in $F$ such that $\gamma \geq \zeta_{\phi_1}$ and $\phi_1 \oplus \sigma \equiv \phi_2$ with $\zeta_{\phi_2} > \gamma$.

Intuitively, the definition of $DS(\gamma)$ is trying to capture all the possible match sets that could have $\gamma$ representing their structure. Condition (ii) is intended to eliminate those structural match sets whose membership in $DS(\gamma)$ would imply that a member $\Sigma_F^\emptyset$ larger than $\gamma$ matches at the node. As an example of the role of (ii) consider the two pattern sets $F'$ and $F''$ of Figure 4.6.

The subsumes relations for $\Sigma_F$ in the two examples are shown in Figure 4.7.
Now consider the structural match set represented by a pattern $\gamma$

$$
\begin{array}{c}
\ast \\
+ \\
X_3 \\
X_1 \ X_2 \\
\end{array}
$$

and its discrimination set in each case. For the pattern set $F'$ the match sets in the discrimination set of $\gamma$ are $*(+(X,X),X)$, $*(+(X,X),Y)$, $*(X,X)$, and $*(X,Y)$ but, for the pattern set $F''$, the match sets for $\gamma$ are $*(+(X,X),X)$, $*(+(X,X),Y)$, and $*(X,Y)$. $*(X,X)$ does not appear in the second case because, were that pattern a possibility, the structural match set would have been $*+(X_1,X_2)+X_3X_4)$. Discrimination sets are used in a pattern matching algorithm based on match set B-fsa.

**Proposition 4.3** Let $F$ be a non-linear pattern set over $Op$, and let $T$ be a tree over $Op$. The algorithm of Figure 4.8 correctly computes the match sets over $F$ for every subtree of $T$.

**Proof** The correctness of the algorithm follows from the definition of discrimination set of $\gamma$. Condition (i) includes all the match sets of interest. Condition (ii) discards those match sets that would have required a structural match set different from $\gamma$. $\square$
let $B$ be a (deterministic) match set $B$-fsa for $\Sigma_F^\oplus$;
assign to each subtree $t$ of $T$ a pattern in $\Sigma_F^\oplus$ using $B$;
for each subtree $t$ of $T$ do
    let $\gamma$ be the pattern in $\Sigma_F^\oplus$ assigned to $t$;
    let $DS(\gamma)$ be the discrimination set of $\gamma$;
    for each $<\sigma, P_\sigma> \in DS(\gamma)$ in $\geq$ order do
        if $P_\rho(t)$ then
            let the match set of $t$ be $\sigma$;

Matching Using Structural Match Sets
Figure 4.8

The above algorithm assigns to each structural match set a list of match sets whose binding predicates then are evaluated sequentially to find the largest valid one. The evaluation of this sequence may contain redundancies. An alternative is to associate with each structural match set, a first-discrimination tree.

For the pattern set $F''$ of Figure 4.6, a first-discrimination tree for

```
  *
 /\  
/ \  
/  X_3
X_1 X_2
```

is the one shown previously in Figure 4.5, while the one for $F'$ is
4.1.4. Optimal Binding Predicates

In general there is more than one valid binding predicate for a given pattern. Some of them may be more expensive, that is, perform more tests, than others. The following proposition tells how to find one with minimum cost.

Proposition 4.4 Let $\rho$ be a pattern. Let $S(\rho)$ be the class of binding predicates for $\rho$ of the form $\bigwedge_{i} p_i = q_i$, where, for each $i$, $p_i$ and $q_i$ are positions in $\rho$ such that $\rho_{@p_i} = \rho_{@q_i}$. There is an algorithm to find a member of $S$ with a minimum number of equality tests.

Proof Let $C(\rho)$ be the partition of the positions in $\rho$ so that two positions are in the same block if they correspond to identical subtrees in $\rho$. Define a relation $\succeq$ between the blocks of $C(\rho)$ by $P_i \succeq P_j$ if and only if a position in $P_i$ is an ancestor (a prefix) of a position in $P_j$, $i \neq j$. The relation $\succeq$ is well defined, and is a partial order. $\succeq$ is well defined because otherwise there would be tree positions $p, q, p', q'$ such that $p$ is ancestor of $q$, and $q'$ is ancestor of $p'$, and with $\rho_{@p} = \rho_{@p'}$ and $\rho_{@q} = \rho_{@q'}$, which leads to a subtree being inside itself, which is impossible for finite trees. The proof of $\succeq$ being a partial order is straightforward and is left to the reader.

The algorithm needs some additional concepts. For each block $P_i$ in $C(\rho)$, we consider a complete graph, $G(P_i)$, with nodes the positions in the block; each edge represents a predicate on positions of $\rho$. An edge $<p, q>$ is a descendant of another edge $<p', q'>$ if there is a position $s$ such that $p = p' \upharpoonright s$ and $q = q' \upharpoonright s$. Two edges are connected if they are of the form $<p_1, p_2>$ and $<p_2, p_3>$; their connection is $<p_1, p_3>$.

These last two relations satisfy that, if an edge is true, all its descendants are true; and, if two connected edges are true, their connection is true. Given that a set of edges (for some of the complete graphs mentioned above) are known to be true, applying repeatedly the two propositions above is known as “taking” the closure of the graph under connection and descendant.

Let $E'$ be the set of edges in the complete graphs returned by an invocation to the algorithm of Figure 4.9. To prove that $\bigwedge_{<p, q> \in E'} p_i = q_i$, has minimum cost we first prove that an optimal binding predicate is a possible output of the algorithm, which follows from the following considerations.

• All the edges in $E'$ must belong to the graph of some block in $C(\rho)$. Otherwise we perform either a trivially true comparison – which can be removed – or a trivially false comparison – an incorrect predicate – or a comparison that can be made to fail in trees where $\rho$ matches.

• $E'$ contains no edges that can be obtained from the others by applying transitivity or the descendant relation (see above).

• The transitive and descendant closure of $E'$ contains all the edges in the graphs of the blocks of $C(\rho)$.

Finally, all possible outcomes of the algorithm of Figure 4.9 have the same number of edges. This follows because all the topological orderings of the blocks of $C(\rho)$ produce the same result, and because all minimum spanning trees have the same number of edges. \qed
let \( P_1, \ldots, P_n \) be an ordering of the blocks of \( C(p) \) following \( \geq \);
let \( G(P_i) \) be the complete graph with \( P_i \) as nodes;
mark all the edges in each \( G(P_i) \) as "unknown";
\( E = \emptyset \);
for each \( i \) from 1 to \( n \) do
  choose a minimum spanning tree MST for the "unknown" edges of \( G(P_i) \);
  \( E = E \cup \) all the edges of MST;
mark all the edges of \( G(P_i) \) as "known";
comment now compute the closure under connection and descendant
repeat
  if a "known" edge \( e \) has an unknown descendant \( e' \) then
    mark \( e' \) as "known";
  if two "known" edges \( e_1 \) and \( e_2 \) are connected and
  their connection is an "unknown" edge \( e' \) then
    mark \( e' \) as "known";
until there are no more changes;

Algorithm to Find Optimal Binding Predicates of Patterns

Figure 4.9

Another algorithm of interest is how to compute, given a discrimination set, a discrimination tree for it. Ideally we would like the discrimination tree to minimize some cost function like the number of edges in the tree. We do not have a solution to that problem, but the algorithm presented in the proof of the following proposition contains a heuristic that tries to attain the goal. The "goodness" of the heuristic cannot be measured until after it is implemented and compared with the optimal, maybe found with some type of exhaustive search.

Proposition 4.5 Let \( F \) be a non-linear pattern set, and let \( \zeta \in Z\Sigma_F \). There is an algorithm that will select a first-discrimination tree implementing a discrimination set for \( \zeta \).

Let \( F \) be a non-linear pattern set, and let \( \zeta \in Z\Sigma_F \). There is an algorithm that will select an all-discrimination tree implementing a discrimination set for \( \zeta \).

Proof We solve the problem involving a match set represented by some pattern \( p \); the problem for structural subpatterns is similar. Let \( S \) be the subset of \( \Sigma_F \) that appear in any discrimination set for \( p \) (Definition 4.5). For every pair of positions in \( p \), let \( count(p_1, p_2) \) be the number of patterns in \( S \) in which the subtrees at \( p_1 \) and \( p_2 \) are identical. Now use the algorithm of Figure 4.10.

The correctness of the algorithm follows from its use of the algorithm of Figure 4.9 to compute the individual binding predicates for each match set. The use of \( count(p_1, p_2) \) attempts to share equality tests between the different binding predicates, and the sort tries to put the queries in the right order.

This heuristic is clearly non-optimal. Other heuristics could be used. For instance, one could try to select the minimum spanning tree so as to choose previously used equality tests if possible. \( \square \)
choose one ordering of $S$ following $\geq$ and let it be $\{\sigma_1, \ldots, \sigma_n\}$;

for each $\sigma_i$ do

- let $E_i$ be the set of edges $<p_1,p_2>$ returned by the algorithm of Figure 4.9, modified so that the minimum spanning tree is chosen using first edges with highest $\text{count}()$;

- let $E$ be $\bigcup_{i=1}^n E_i$;

for $i$ from $n$ downto 1 do

- move to the front of $E$ those edges in $E_i$;

- comment the move is supposed to preserve the previous order;

for $i$ from 1 to $n$ do

- lay a path using $E_i$ sharing as much as possible with the previous paths;

Finding a Discrimination Tree
Figure 4.10

4.2. P-Patterns

The idea behind the notion of p-patterns introduced in this section is to evaluate the binding predicates of the children before computing the state of the parent and to extend the linear patterns used to represent states in the previous sections with equalities and inequalities to record the results of these tests.

As a motivation, consider the pattern set composed of the two patterns at the top of Figure 4.11, and the subject tree at the bottom of the figure. Assume that $T_1$, $T_2$, and $T_3$ are all different subtrees.
The children of the subtrees marked $A$ and $B$ have match sets represented by $+(X, X)$ and $+(Y, Z)$, respectively. Accordingly, at some point we have to test binding predicates and determine whether $T_1$ and $T_2$ and also $T_1$ and $T_3$ are equal so as to determine if we have found $p_2$. If we encode the state information as members of $Z_{F^\oplus}$, nodes $A$ and $B$ will be characterized as $-((+X, Y))$, which contains no information about the equality between $X$ and $Y$, and the binding predicate (for $p_2$) at the root would be $(1 \cdot 1 = 2 \cdot 1 \cdot 2) \land (1 \cdot 1 = 2 \cdot 1 \cdot 1)$. Instead, if the test of the binding predicates at the children of $A$ and $B$ is done before computing the states of $A$ and $B$, and the result of the test is incorporated into states $<-(+(X, Y)), \{1 \cdot 1 = 1 \cdot 2\}>$ for $A$ and $<-(+(X, Y)), \{1 \cdot 1 \neq 1 \cdot 2\}>$ for $B$, the binding predicate at the root for $p_2$ is equivalent to false.

**Definition 4.6** Let $F$ be a non-linear pattern set over $O_p$. A $p$-pattern over $F$ is a pair $<\zeta, E>$, where $\zeta$ is a linear pattern and $E$ is a conjunction of equalities and inequalities between locations of variables in $\zeta$. A $p$-pattern $<\zeta, E>$ matches at some term $T$ if $\zeta$ matches at $T$ with assignment $\alpha$, and all the equations in $E$ are satisfied by $\alpha$.

$\zeta$ in Definition 4.6 will be either a member of $Z_F$ or a member of $Z_{F^\oplus}$. If the set $E$ is empty, we obtain the notions of structures that we used in the previous section.

$P$-patterns are used to represent state information. Thus, we want to find how to compute the new states given the previous ones. For this, we need the notion of an incremental binding predicate.
Definition 4.7 Let \( F \) be a non-linear pattern set over \( Op \). Let \( \phi \) be a \( p \)-pattern over \( F \). The incremental binding predicate for a pattern \( \rho \in F \) satisfying \( \phi \) is a partial predicate, \( P_{\rho,\phi}(T) \), such that, if \( \zeta_\rho \) matches at \( T \), and \( \phi \) matches at \( T \), then \( P_{\rho,\phi}(T) \) is true if and only if \( \rho \) matches at \( T \).

Definition 4.7 is a slight generalization of what is needed as the equalities and inequalities in \( \phi \) may span across different children of its structure.

A good incremental binding predicate can be computed.

Proposition 4.6 Let \( F \) be a non-linear pattern set over \( Op \). Let \( \phi \) be a \( p \)-pattern over \( F \), and \( \rho \in \Pi_F \). Let \( S \) be the class of incremental binding predicates for \( \rho \) satisfying \( \phi \) of the form \( \bigwedge_i p_i = q_i \), where, for each \( i \), \( p_i \) and \( q_i \) are positions in \( \rho \) such that \( \rho_{@p_i} = \rho_{@q_i} \). There is an algorithm to compute a member of \( S \) with the smallest number of comparisons.

Proof The algorithm used is a variation of the one in Proposition 4.4. Let \( \phi \) be \( \langle \phi', E \rangle \). If \( \rho \) cannot be unified with \( \phi \) then the desired predicate is false. If it can, let \( f \) be their most general unifier (Definition 2.10).

Let \( C(f(\rho)) \) be the partition of the positions in \( f(\rho) \) such that two positions are in the same block if they correspond to identical subtrees of \( f(\rho) \). If there is an inequality in \( E \) between positions \( p \) and \( q \) and those positions are in the same block in \( C(f(\rho)) \) the desired predicate is (again) false.

Otherwise, apply the algorithm of Figure 4.9 modified so that instead of initially "marking" all the edges in \( G(P_i) \) as "unknown", an edge \( <p, q> \) is marked "known" if \( (p = q) \in E \), and "unknown" otherwise, and after this the graphs are closed under connection and descendant. The rest of the algorithm stays the same.

The other notion needed for obtaining a pattern matching algorithm is:

Definition 4.8 Let \( F \) be a (non-linear) pattern set. Let \( \phi = \langle \zeta, E \rangle \) be a \( p \)-pattern of \( F \). A discrimination set of \( \phi \), \( DS(\phi) \), is a collection of pairs \( \langle \rho_0, \sigma \rangle \) where \( \sigma \) is a match set in \( F \) satisfying (i) \( \gamma \geq \zeta_\sigma \), (ii) there does not exist a match set \( \sigma_1 \) in \( F \) such that \( \gamma \geq \zeta_\sigma_1 \) and \( (\sigma_1 \oplus \sigma) = \gamma_2 \) with \( \zeta_{\gamma_2} > \gamma \), and, and \( \rho_0 \) is an incremental binding predicate associated with \( \sigma \) such that \( P_{\rho_0} \) is not equivalent to false.

Finally, a discrimination tree can be obtained using the algorithm of Proposition 4.5.

4.3. A Match Set Algorithm Using P-Patterns

P-patterns can be used in several different ways to implement matching algorithms. One alternative is to construct a faster version of the match set pattern matcher described in Section 4.1.3; this is the alternative explored in this section. Another, less attractive alternative, would be to extend the algorithm of Section 4.1.2; this alternative is not explored in this chapter.

The idea followed in this section is to modify the algorithm of Section 4.1.3 so that, after testing some binding predicate the information gained by the evaluation is not thrown away but it is encoded in p-patterns which are then, in turn, used to simplify the later evaluation of other binding predicates.

The computation of the states associated with the nodes of the tree is no longer just a LB-fsa. There are two functions evaluated sequentially at each node of the input tree. The first function looks like

\[ F_1: Op \times p \rightarrow \text{pattern}_1 \times \cdots \times p \rightarrow \text{pattern}_n \rightarrow p \rightarrow \text{pattern} \]

while the second takes the p-pattern produced by the first one and uses its discrimination set and the actual tree to compute the p-pattern associated with the node, that is,

\[ F_2: p \rightarrow \text{pattern} \times T \rightarrow p \rightarrow \text{pattern} \]
There are variations within this approach. One may always compute $F_2$, or only do it when there is some match set in the discrimination set that includes a pattern (as opposed to a tree that appears only as a subpattern of a pattern) in $F$. The latter approach is a better one since it postpones testing the binding predicates until necessary, and some predicates may never be tested as their applicability is discarded due to structural reasons.

The matching algorithm can be described as follows:

```plaintext
procedure find_state(T: tree) return a state (a p-pattern)
    let T = op(T_1, ..., T_n);
    for i from 1 to n do
        T_i = find_state(T_i);
    end for
    let F = F_1(op, ~F_1, ..., ~F_n);
    comment depending on the policy followed and the discrimination set of y,
    F_2 may just return y;
    return y
```

$F_1(op, \phi_1, ..., \phi_n)$ is a simple computation:

**Proposition 4.7** Let $F$ be a (non-linear) pattern set over $Op$. Let $op$ be an n-ary operator in $Op$, and let $\phi_1, ..., \phi_n$ be p-patterns in $F$, with $\phi_i = \langle \xi_i, E_i \rangle$. Let $\xi$ be the largest (relative to $\geq$) member of $\Sigma_{\Phi_{op}}$ that matches at $op(\xi_1, ..., \xi_n)$. There is an algorithm that will compute the collection $E$ of equalities and inequalities between variables in $\xi$ such that for every tree $T = op(T_1, ..., T_n)$, $\phi_i$ matches at $T_i$ for $1 \leq i \leq n$ if and only if $\langle \xi, E \rangle$ matches at $T$.

**Proof** Assume, without loss of generality, that the sets of variables of $\phi_i$, for $1 \leq i \leq n$, are disjoint. Let $f$ be the matching assignment for $\xi$ and $op(\xi_1, ..., \xi_n)$. For each two variables $X_1$ and $X_2$ in $\xi$ with positions $p_1$ and $p_2$, $p_1 = p_2$ is in $E$ if the function $eq(f(X_1) = f(X_2))$, defined below, returns true; $p_1 \neq p_2$ is in $E$ if the function $ne(f(X_1) \neq f(X_2))$, defined below, returns true.

- $eq(op(X_1, ..., X_n), op(X'_1, ..., X'_n)) \triangleq op = op' \land eq(X_1, X'_1) \land \cdots \land eq(X_n, X'_n)$
- $ne(op(X_1, ..., X_n), op(X'_1, ..., X'_n)) \triangleq op \neq op' \lor ne(X_1, X'_1) \lor \cdots \lor ne(X_n, X'_n)$

The correctness of the algorithm is left to the reader. $\square$

$F_2(\phi, T)$ are the equalities and inequalities known when a leaf in the discrimination tree of $\phi$ is reached (that is, equalities of those internal nodes whose true branch has been taken, inequalities of those whose false branch has been taken).

To implement the algorithm efficiently it is necessary to precompute $F_1$ and to encode $F_2(\phi, T)$ for all useful $\phi$. This means finding all the "useful" p-patterns. This can be done using a closure algorithm. In the algorithm, $U$ contains the p-patterns in the image of $F_2$, (those used as states of the nodes of the tree) while $V$ contains the p-patterns in the image of $F_1$, (those used as starting points for $F_2$).
The algorithm in Figure 4.12 generates all the p-patterns that can be obtained using $F_2$, but does not take into consideration that some of them are useless, in the sense that some of the equalities and inequalities carried in the p-pattern are not used. Removing these p-patterns would lead to smaller tables (but no faster matching algorithms). This could be done using another closure algorithm to propagate useful equations backwards from the match sets containing at least one pattern (as opposed to a subpattern) of $F$.

Some equalities and inequalities can be determined useless by simple inspection. If an equality or inequality involves variables where at least one of the them appears only once in all patterns (representing match sets), then that equality or inequality can be dropped safely from the p-pattern.

Consider the pattern set containing the patterns $p_1$ and $p_2$ of Figure 4.11.

```
  0
  +
X X
```

Figure 4.13 shows some of the most interesting parts of the two functions $F_1$ and $F_2$ for this pattern set. $F_2$ is represented by the first-discrimination trees inside the dotted boxes, and $F_1$ is represented by the other edges.
First Example of $F_1$ and $F_2$

Figure 4.13

Restoring the pattern $p_3 = + (X, X)$ to the pattern set changes things because it forces some tests to be performed earlier. The pattern set is:

\[
\begin{array}{ccc}
\uparrow \\
\uparrow \\
@ \\
\wedge \\
X \ X \\
\wedge \quad \wedge \\
\wedge \\
X \ X \\
\end{array}
\]

and Figure 4.14 contains the most interesting parts of the new functions.
Second Example of $F_1$ and $F_2$

Figure 4.14
4.4. Explicit Term Representations and the Work of Purdom and Brown

The previous sections have assumed that the binding predicates have a single input: the subtree in the subject tree being analyzed. Thus, a reference to a position implies the extraction of a subtree. All uses of the same position in a discriminating tree may share the extraction cost, but references to the same position in different discriminating trees imply repeated extractions. The cost of these extractions depend on the representation of the tree. An alternative approach is to extend the state information that is manipulated at pattern matching time to include an explicit representation of the subterms needed for the evaluation of the binding predicate. The subterms can now be extracted when the extraction cost is minimum, at the point of the matching algorithm where the node representing the subterm is being visited, and they can be propagated from a node to its ancestors for as long as they are useful and some ancestor of the node might need them to evaluate a binding predicate.

Whether an explicit representation of the terms is cost-effective depends on the cost to store, retrieve, and propagate the representation of the subterms and its comparison against the cost to extract the subterms from the subject tree. It seems likely that the explicit representation is not the best choice for most tree representations. This section presents one algorithm based on an explicit term representation developed by Purdom and Brown [PuB87], and discusses briefly the problems involved in extending it.

The main issue in an algorithm involving an explicit term representation is determining what subterms have to be kept explicit, and where they should be placed for access by the binding predicates and for propagation. The algorithm by Purdom and Brown is intended for a Knuth-Bendix completion algorithm [KnB70] and, as such, places heavy emphasis on the ability to increase the pattern set dynamically. The states used are explicit representations of match sets (which are, as we know, a special type of p-patterns). Associated with each subpattern in the match set there is a list of pointers to the subtrees in the subject tree that correspond to the variables in the subpattern. The encoding of the computation of the new subpatterns uses a "curried dag" (Section 3.2.2).

The binding predicate of [PuB87] belongs to the same class that we have used before in this chapter: \( \bigwedge_i p_i = q_i \), where, for each \( i \), \( p_i \) and \( q_i \) are positions in \( \rho \) such that \( \rho @ p_i = \rho @ q_i \). More precisely:

**Definition 4.9** Let \( F \) be a non-linear pattern set, and let \( \rho \in \Pi_F \). The slow incremental binding predicate of \( \rho \) is the predicate of the form \( \bigwedge_i p_i = q_i \), where, for each \( i \), \( p_i \) and \( q_i \) are positions in \( \rho \) labeled with the same variable and descendants of different children of the root of \( \rho \).

It is pretty straightforward that the slow incremental binding predicate is actually an incremental binding predicate as defined in Definition 4.7. We call this predicate "slow" because it may use more queries than the optimal binding predicates presented previously.

The main advantage of using the slow binding predicate is one of simplicity: no special effort is needed to determine what subterms to encode in the explicit representation and where to encode them. Simply, pointers to all the variables are kept in the (left-to-right) order in which

---

14 Since the research reported in this dissertation does not consider changing pattern sets, straight comparisons are not directly meaningful. Another way to tackle the problem of "changing" pattern sets is to use a fast algorithm with the original pattern set and a patch for the updates. When the updates are beyond some threshold, then the complete new set can be analyzed to obtain new tables for the fast algorithm. In a multi-processor situation (which will be quite common in the near future, it seems), computing the new tables can be done concurrently while using the previous ones.
they appear in a linear array. The binding predicate for a pattern with an \( n \) -ary operator at the root uses \( n \) such arrays for its evaluation. If the predicate is \textbf{true}, the propagation algorithm combines the \( n \) arrays into a new array corresponding to the variables of the pattern.

Purdom and Brown show, in [PuB87], how to combine the two operations, testing the predicate and propagating values, into a single algorithm that uses a compact representation of the binding predicate. Figure 4.15 shows an example of the constructions used by the algorithm. The top row shows a non-linear pattern. The bottom row shows different versions of its incremental binding predicate. The slow incremental binding predicate is at the left. In the middle, the predicate and the propagation are described through four equations between variables in the left, and right children of the pattern, denoted as \( \text{left}\).\( V_i \) and \( \text{right}\).\( V_i \), and variables in the pattern itself, denoted as \( \text{self}\).\( V_i \). These equations are described in a compact form at the right by simply listing the slots in the arrays corresponding to the variables.

\[
\begin{align*}
&\ast \\
&\land \\
&\land \\
&\land
\end{align*}
\]

\[
\begin{align*}
X & Y & Y & X \\
(1 & 1 = 2 & 2)(1 & 2 = 2 & 1) & self.V_1 & = & left.V_1 & 1 & 2 & \\
& & self.V_2 & = & left.V_2 & 2 & 1 & \\
& & self.V_2 & = & right.V_1 & \\
& & self.V_1 & = & right.V_2
\end{align*}
\]

Example of a Slow Incremental Binding Predicate

Figure 4.15

The compact representation at the right of the second row is called a "substitution map" in [PuB87]. See that paper for further details.

Extensions

If we compare the implementation of pattern matching presented in [PuB87] with one using the ideas of Section 4.1.3, we can note the following sources of inefficiency:

1. The use of explicit match sets instead of implicit match sets.
2. The use of non-optimal binding predicates.
3. Somewhat slow testing of the binding predicate, as it has to be interpreted from the substitution maps.

The last point can be seen as just a detail of the implementation: the propagation and testing could have been done by direct encoding into a sequence of instructions, thus yielding a faster representation but also a probably larger table. The first two points are more important.

For any pattern matching algorithm, the goal of subterm representation is to assign a collection of subterms to a state at table construction time. The solving-time values of these subterms are then used either to evaluate the binding predicate or to compute the values of subterms...
associated with nodes higher in the subject tree. The collection of subterms of interest can be found using a closure algorithm that starts by assigning to a state those subterms used by its binding predicate and then repeats computing new subterms until no more need to be found. Since we assume that the subterms can only be extracted when the algorithm is visiting the root of the node, any subterm that is needed and is not the root comes from a node lower in the tree; these are the subterms used in the closure.

An additional problem appears with algorithms involving match sets. In these algorithms, unlike those involving subpatterns, a given state may be reached in more than one "way". The problem is to decide where to place the subterms so that they are accessible to the binding predicates in a way independent of how the state was reached. For example, consider the pattern set

```
Plus      Minus
  \ /    \ /    \ /    \ /
 * X    * Y
 \  \    \  \    \  \    \  
 @ Y    X -    @ Y    X -
  X      Y    Y      Y
```

Figure 4.16 shows part of the functions $F_1$ and $F_2$ of Section 4.3 for this pattern set.
The discrimination tree marked "A" requires the presence of the subterm of position $1 \cdot 1 \cdot 1$, while that at "B" requires $1 \cdot 2 \cdot 1$. The first value may come from either "C" or "D", while the second may come from either "D" or "E". The question is how to lay out the subterm representation so that "C", "D", and "E", all can place the pointers to the subterms in a location that can then be used by "A" and "B" disregarding how it got there. The answer is that either "E" or "C" will have to deal with a subterm representation that, from its standpoint, has a "hole". "C", "D", and "E" could use $[1 \cdot 1, 2 \cdot 1]$ as a representation. "C" would only store into the first slot and leave the second unmodified, "E" would only store into the second and leave the first unmodified, and "D" would store into both slots.

Choosing the slot assignment to minimize the number of "holes" might be non-trivial. If the minimization is ignored, which is a safe assumption in most cases, a valid slot assignment can be chosen by considering all the possible subterms required and leaving space for all of them.

4.5. Related Work

Top-Down Pattern Matching

As in the case of linear pattern matching, top-down algorithms are somewhat simpler, but slower, than bottom-up algorithms.
A very simple algorithm for non-linear N-pattern matching based on a top-down traversal is described in [Sny82]. The algorithm starts by detecting common sub-expressions in the subject tree. The algorithm then maintains a list of partial matchings, where a partial matching is composed of a pattern, a node in the subject tree, a (maybe incomplete) substitution, and an indication of what portion of the pattern has already been considered so far. This list is updated as the subject tree is traversed.

The algorithm requires traversing two lists at each node of the subject tree: the list of "active" partial patterns to enlarge, and the list of "possible" patterns to start. This makes the algorithm quite slow. There is no precomputation at all, and the list of patterns is searched always to determine which new patterns have to be added. It might be possible to pre-analyze the set of input patterns so that it is not necessary to traverse the whole list over and over again; probably some of the ideas in [KMR72] could be used. But it is not clear how to carry the idea further and get rid of the traversal of the list of active partial patterns.

Splitting Using the Number of Parents

The previous sections have emphasized how to do pattern matching using equality tests on a subject where common subexpressions have been detected and encoded in the form of a computation dag. One piece of information present in the computation dag that none of the previous algorithms has used explicitly is the number of parents of a node. In particular, if the number of parents of a node is just one, then the subterm described by the node is not being used in more than a single place in the subject. This information could be used to discard from consideration as members of the match set of the node all those patterns that would require the subterm to appear more than once.

The main advantage of such an approach would be that if a portion of the subject does not contain any common sub-expressions no tests for them would be considered, since the matching algorithm assigns to the nodes only states corresponding to subterms with a single parent. A state including binding predicates would be reached only when a subterm in the subject has the minimum number of parents.

This idea is not explored any further. Probably the most practical application of this idea would limit itself to differentiating subject nodes with one parent from those with more than one and likewise with the states. Such an approach could make up for the additional cost of checking the number of parents of the node.

In theory the algorithm is not fully satisfactory since there is a potential for a combinatorial explosion in the number of states. Also the algorithm does not attain the goal of doing pattern matching on a cost (including evaluation of binding predicates) linear on the number of edges of the original subject dag. In some sense, this algorithm is just one method – not particularly clean – of making context present in the subject available to the matching algorithm. A cleaner solution could be a two-pass algorithm that would, first, in a top-down phase, transmit context information down the subject, and then, in a bottom-up phase, would collect it and find all the matches neatly.

4.6. Summary of the Algorithms in this Chapter

This chapter has several new contributions to the theory of non-linear pattern matching. The key notion is the equation non-linear matching = linear matching + binding test. The chapter has explored in some detail its implications, obtaining new algorithms that speed up the matching process by increasing the size of the tables representing the matching functions. In

---

[15] An example is left to the reader.
addition, the results on optimal binding predicates allow further reduction in the matching cost.

A nice property of the algorithms presented here is that the extra power of the non-linear matching is used (for the most part) only on those patterns that need it. If a linear pattern set is used, the algorithms degenerate to the linear pattern case. The only exception is with a naive implementation of explicit subterm representations using a substitution map, but careful encoding can avoid this problem.

This chapter has explored a moderate number of approaches to non-linear pattern matching. Lack of time has prevented the author from following the next obvious step: select a specific application for non-linear pattern matching, implement several of the algorithms, and measure their performance. This is a topic for future research.
CHAPTER 5

Bottom-Up Rewrite Systems

Everything that goes up must go down

[after Newton]

Recall the definition of REACHABILITY:

Definition 2.28 Let $R$ be a rewrite system over $Op$, and let $L_{in}$ and $L_{out}$ be two sets of trees over $Op$. The REACHABILITY problem for $R$, $L_{in}$, and $L_{out}$ is, given $T \in L_{in}$ and $T' \in L_{out}$, to determine whether there is a rewrite sequence $\tau$ for $R$ applicable at $T$ such that $\tau(T) = T'$, and, if so, to produce one such $\tau$.

If $L_{out}$ is a singleton $\{G\}$, then the REACHABILITY problem is called the fixed goal REACHABILITY, and $G$ is called the goal.

In this chapter we study mostly the fixed-goal REACHABILITY problem for a particular class of rewrite systems. For the most part, the input language, $L_{in}$ is restricted to be the set of all trees $L_{op}$, although Section 5.5 answers some questions relative to any set $L_{in} \in \text{RECOG}$. Variable-goal REACHABILITY is studied in Section 5.3.1. All rewrite rules contain only linear $N$-patterns.

REACHABILITY, even fixed goal REACHABILITY, is unsolvable in general, since it can model the HALTING problem, but it can be solved for special classes of rewrite systems. This chapter defines two classes of rewrite systems. Bottom-up rewrite systems (BURS) have an algorithm for solving REACHABILITY; finite bottom-up rewrite systems (finite BURS) have a very efficient algorithm for solving fixed goal REACHABILITY in time linear in the size of the input tree. Finite BURS have an important practical value: Chapter 6 shows how they can be used to solve locally optimal instruction selection, and Section 7.2 shows how they can be used to define tree languages and a generalized notion of homomorphism.

The algorithms to solve variable-goal REACHABILITY and fixed-goal REACHABILITY are based on several notions of state to be associated with the nodes of the input tree. All the notions satisfy two basic requirements:

(STATE-1) The collection of states associated with the nodes contains enough information to characterize all the "interesting" rewrite sequences that are applicable to the input tree.

(STATE-2) The states can be computed in a bottom-up pass over the input tree.

In all cases, the "interesting" rewrite sequences are restricted to be in a bottom-up normal form: all rewrite applications are done as low in the tree as possible. All non-looping rewrite sequences can be reordered so that they are in bottom-up normal form. A rewrite sequence for some input tree $T$ in normal form assigns to each node $N$ in $T$ a local rewrite sequence: a sequence composed of the rewrite applications that cannot be done "below" $N$ and do not need the result of applications to nodes "above" $N$. The class BURS contains all those rewrite systems for which there is a positive integer $k$ such that all local rewrite sequences have at most $k$ rewrite applications. Section 5.1 defines these notions. There are several useful subclasses of BURS. Many of them are based on the idea of reduction systems: rewrite systems in which the rules always "reduce" the size of the input tree. Reduction systems are presented in Section 5.2.
We use three notions of state in this chapter: proto-states, local rewrite graphs (LR graphs), and uniquely invertible local rewrite graphs (UI LR graphs). The first notion is used to solve variable-goal REACHABILITY in BURS, the last two are used for fixed-goal REACHABILITY in finite BURS.

The "interesting" rewrite sequences considered in the proto-state associated with a node are all the normal form rewrite sequences applicable to the subtree of the input tree rooted by the node. Proto-states encode the result of applying these rewrite sequences to the input tree and allow a three-pass algorithm to solve variable-goal REACHABILITY. The proto-states associated with the nodes of an input tree can be computed in a bottom-up pass; then they can be consulted by a top-down traversal to find (if it exists) a local rewrite sequence associated with each node, which, finally, can be collected in a final bottom-up pass to obtain a rewrite sequence transforming the input tree into the output tree.

Proto-states can contain an unbounded amount of information, which leads to inefficient algorithms. This is not necessary in many applications. In the notion of a local rewrite graph (LR graph) used for fixed goal REACHABILITY (Section 5.3), the "interesting" rewrite sequences considered are all those normal form rewrite sequences that are applicable\(^\text{16}\) to the subtree of the input tree rooted by the node and also can lead to the goal tree. The information stored in the state is the effect of the local rewrite sequences on members of an extended pattern set. In general, this set can be infinite; if it is finite, the rewrite system is said to be finite BURS, and fixed-goal REACHABILITY can be solved very efficiently.

LR graphs contain more information than is needed to solve fixed-goal REACHABILITY; the related notion of a uniquely invertible LR graph (UI LR graph) leads to a smaller number of graphs (where each graph corresponds to a state). This notion is obtained by restricting further the set of "interesting" rewrite sequences. UI LR graphs are introduced in Section 5.4. Section 5.5 discusses some modifications to the algorithms and definitions that can be made when the input set of interest is some recognizable tree language. The implementation considerations of the algorithm are discussed in Section 5.6.

The chapter concludes with a brief summary of related work. References to other related work can also be found in Chapter 6.

5.1. Normal Forms

The basic notion in BURS theory is that of a bottom-up normal form. Due to Proposition 2.14 we can ignore looping rewrite sequences.

Definition 5.1 Let \( \tau \) be a valid rewrite sequence without loops. \( \tau \) is in normal form at \( \varepsilon \) if it is of the form \( \tau_1 \cdots \tau_n \tau_0 \), and

1. For all \( i, 1 \leq i \leq n \), all rewrite rule applications in \( \tau_i \) are at positions that are descendants of \( i \); and,
2. There is no rewrite sequence \( \tau' \), equivalent to \( \tau \), and of the form \( \tau_1 \cdots \tau_n \tau_0' \), where \( \tau_0' \) is a permutation of \( \tau_0 \) starting with a rewrite application of the form \( \langle r, k \rangle \# p \) for some \( k, 1 \leq k \leq n \), and some position \( p \).

\( \tau \) is in normal form (everywhere) if it is in normal form at \( \varepsilon \), and,
3. for \( 1 \leq i \leq n \), \( (\tau_i)_@i \) is in normal form.

\(^\text{16}\) Actually, just a subset of them; see Section 5.3.2 for details.
As an example, the rewrite sequence shown in Figure 5.2 is a valid rewrite sequence for the rewrite system of Figure 5.1. It is applicable to $+\left(0, +\left(Const, Const\right)\right)$, and is in normal form.

<table>
<thead>
<tr>
<th>Rewrite Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>biOp</strong> → reg</td>
</tr>
<tr>
<td>reg → amode</td>
</tr>
<tr>
<td>0 → Const</td>
</tr>
<tr>
<td>+ → biOp</td>
</tr>
<tr>
<td>∧ → biOp</td>
</tr>
</tbody>
</table>

Example of a Rewrite System

Figure 5.1
Proposition 5.1  Let $R$ be a rewrite system and let $\phi$ be a valid non-looping rewrite sequence for $R$. Then there exists a permutation of $\phi$ in normal form.

Proof We first construct a permutation of $\phi$ in normal form at $\varepsilon$.

We construct a series of rewrite sequences $\phi^0, \phi^1, \ldots$ such that for each $\phi^i$ in the series, $\phi^i$ is a permutation of $\phi$, and

(*) $\phi^i$ is of the form $\phi^i_1 \cdots \phi^i_n \phi^i_0$ satisfying part (1) of Def. 5.1, and with $\text{length}(\phi^i_1 \cdots \phi^i_n) = i$.

$\phi^0$ is defined to be $\phi$. $\phi^0$ is clearly a permutation of $\phi$, and $\phi^0$ satisfies (*) with $\phi^0_j = \varepsilon$ for $j, 1 \leq j \leq n$.

For $i \geq 0$, $\phi^{i+1}$ is constructed from $\phi^i$. If $\phi^i$ is not in normal form at $\varepsilon$ then, by condition (2) of Definition 5.2, there exists a $\phi^i_0' = <r, l/p \psi, 1 \leq l \leq n$, which is a permutation of $\phi^i_0$. Define $\phi^{i+1}_j$ to be $\phi^i_j$ for all $j, 1 \leq j \leq n$ and $j \neq l$, define $\phi^{i+1}_l$ to be $\phi^i_l <r, l/p \psi$, and define $\phi^{i+1}_0$ to be $\psi$. The new $\phi^{i+1}$ is a permutation of $\phi$ and satisfies (*).

The series $\phi^0, \phi^1, \ldots$ cannot be infinite because for any $\phi^i$, $i = \text{length}(\phi^i_1 \cdots \phi^i_n) \leq \text{length}(\phi)$. Hence there must exist a $\phi^k$ such that $\phi^k$ is in normal form at $\varepsilon$. To obtain a permutation of $\phi^k$ which is in normal form, apply the above construction recursively to $\phi^1, \ldots, \phi^k$.

A rewrite sequence for an input tree in normal form assigns to each position in the tree a local rewrite sequence: the rewrite applications done at that position. Formally:

Definition 5.2  Let $\tau$ be a normal form rewrite sequence of the form $\tau_1 \cdots \tau_n \tau_0$ that is applicable to a tree $T$. The local rewrite sequence assigned by $\tau$ to a position $p$ in $T$ is defined by $F(T, \tau, p)$, where

(1) $F(T, \tau, \varepsilon)$ is $\tau_0$, and
(2) if $p$ is of the form $i/lq$, for some $i$, $1 \leq i \leq n$, and $T$ is of the form $op(T_1, \ldots, T_n)$, then $F(T, \tau, p)$ is $F(T_i, \tau_i, q)$.

The local rewrite assignment of $\tau$ and $T$ is the function assigning to each position in $T$ its local rewrite sequence.
For example, the local rewrite sequence assigned by the rewrite sequence of Figure 5.2 at the position 2 of the input tree is \(<r_{10}, 2> <r_{1}, 2>\).

Proposition 5.2 Let \(R\) be a rewrite system for \(Op\), let \(T\) be a tree over \(Op\), let \(p\) be a position in \(T\), and let \(\tau\) be a normal form rewrite sequence over \(R\) applicable to \(T\).

Let \(\tau\) be a normal form rewrite sequence applicable to a tree \(T\), and let \(p\) be a position in \(T\). Let \(F\) be the local rewrite assignment of \(\tau\) and \(T\). Let \(F_{\text{below}}\) be the function assigning \(F(q)\) to each position \(q\) in \(T\) that is a strict descendant of \(p\), and the null rewrite sequence to the other positions in \(T\). Similarly, let \(F_{\text{around}}\) be the function assigning the null rewrite sequence to all positions in \(T\) that are strict descendants of \(p\), and \(F(q)\) to all other positions \(q\).

There is a normal form rewrite sequence \(\tau_{\text{below}}\) whose local rewrite assignment is \(F_{\text{below}}\). \(\tau_{\text{below}}\) is applicable to \(T\) at \(p\).

Proof Straightforward and left to the reader. \(\square\)

Returning to Figure 5.2, the rewrite sequence assigned by the rewrite sequence of the figure below 2 is \(<r_5, 2 \cdot 2> <r_5, 2 \cdot 1>\); and that around 2 is \(<r_9, e> <r_8, e>\).

We can now define the BURS\((k)\) property and the BURS class.

Definition 5.3 Let \(k\) be a positive integer and let \(\tau\) be a rewrite sequence in normal form applicable at some input tree \(T\). \(\tau\) is in \(k\)-normal form if it is in normal form and each of the local rewrite sequences assigned by \(\tau\) to the nodes of \(T\) is of length at most \(k\).

Let \(R\) be a rewrite system over \(Op\), let \(L_{\text{in}}\) and \(L_{\text{out}}\) be sets of trees over \(Op\), and let \(k\) be a positive integer. The triple \(<R.L_{\text{in}}, L_{\text{out}}>\) is said to satisfy the BURS\((k)\) property if for any two trees \(T \in L_{\text{in}}\) and \(T' \in L_{\text{out}}\) and any sequence \(\tau\) in \(R\), with \(\tau(T)=T'\), there is a permutation of \(\tau\) which is in \(k\)-normal form. The class BURS is composed of those triples \(<R.L_{\text{in}}, L_{\text{out}}>\) satisfying the BURS\((k)\) property for some positive integer \(k\).

In the rest of this chapter, \(L_{\text{in}}\) is frequently \(L_{Op}\), the set of all trees over the operator set \(Op\).

We can now define the BURS\((k)\) property and the BURS class.

In the rest of this chapter, \(L_{\text{in}}\) is frequently \(L_{Op}\), the set of all trees over the operator set \(Op\).

Also, \(L_{\text{out}}\) is frequently the singleton \(\{G\}\) for fixed-goal REACHABILITY problems, and, \(L_{Op}\) for variable-goal REACHABILITY problems. Since this dissertation solves many problems involving only these special types of triples, frequently we will use the phrase "a rewrite system \(R\) is in BURS" to mean that the triple \(<R.L_{Op}.\{G\}>\), or \(<R.L_{Op}.L_{Op}\>\), depending on the context, is in BURS.

The rest of this chapter assumes only N-patterns because, except in some particular cases, rules with an X-pattern as input pattern inhibit membership in BURS.

Similarly, in general, rewrite systems with non-linear patterns are not in BURS. Non-linearity in the input patterns could be handled by "weakening" the definition of BURS so that instead of allowing only a "permutation" of the original rewrite sequence, duplication of subsequences would be allowed. This would make it possible to "move forward" rewrite applications done "late" in the original rewrite sequence by duplicating them in each of the subtrees matched early on. Unfortunately, this definition would not match the semantics of many applications. Non-linear output patterns are more difficult. The multiple copies of the subtrees produced by the non-linear output pattern can be modified by unrelated rewrite sequences.

In addition, note that in some cases non-linear rewrite systems do not describe the desired semantics. For example, in a rewrite system describing a target machine (Chapter 6), a symbol like \(register\) will represent a computation value stored into some member of a register class. A
rewrite rule like \(-(X,X)\) \(\rightarrow 0\) is normally intended to apply only to the original input tree, but if added to the rewrite system, it would also allow rewrite applications like \(-(\text{register},\text{register})\) \(\rightarrow 0\), which is probably incorrect as there is no guarantee that both occurrences of \text{register} refer to the same register. Finally, rewrite rules with an input pattern equivalent to \(X\) will, in general, produce unbounded local rewrite sequences and lead to the failure of the BURS\((k)\) property.

For all these reasons, the rewrite rules in this chapter are restricted to contain only linear N-patterns, and do not allow input patterns equivalent to \(X\). For example, if \(R\) denotes the rewrite system of Figure 5.1, then \(\langle R,L_{op},\{\text{reg}\}\rangle\) satisfies the BURS\((3)\) property. An example of a local rewrite sequence of length 3 is:

\[
\begin{array}{c}
\text{amode} \\
\text{amode}
\end{array} \rightarrow
\begin{array}{c}
\text{biOp} \\
\text{amode}
\end{array} \rightarrow
\begin{array}{c}
\text{reg} \\
\text{amode}
\end{array}
\]

An example of a rewrite system that is not in BURS is the one of Figure 5.3, for \(L_{out}=\{d\}\). The only normal form rewrite sequence from \(a\ (b\ (b\ (\ldots\ (b\ (c)\ldots)))\) to \(d\) assigns to each non-root node an empty local rewrite sequence, and the rest of the sequence is assigned to the root.

Testing the BURS\((k)\) property is easy when both \(L_{in}\) and \(L_{out}\) are \(L_{Op}\). First we prove a very useful proposition:

**Proposition 5.3** Let \(R\) be a rewrite system over a set of operators \(Op\), and let \(k\) be a positive integer. There is an algorithm that will generate every rewrite sequence \(\tau\) that is a local rewrite sequence at some position \(p\) of some tree \(T\) in \(L_{Op}\) and such that length \(\langle \tau \rangle \leq k\).

Before proving Proposition 5.3 we prove three auxiliary lemmas. The first lemma gives a strong necessary condition for local rewrite sequences.

**Lemma 5.1** Let \(R\) be a rewrite system over a set of operators \(Op\). Let \(\tau_0\) be a non-empty local rewrite sequence for some position \(p\) of some tree \(T\) over \(Op\). Then for every prefix \(\phi\) of \(\tau_0\) of the form \(\psi <r,q>\) and such that \(\psi \neq \epsilon\), we have
(1) \( \psi \) has a composition \(<\alpha_\psi \rightarrow \beta_\psi p>\).

(2) \( q = p \parallel s \), for some position \( s \) of \( \beta_\psi \) that does not correspond to a variable.

(3) \( \phi \) has a composition \(<\alpha_\phi \rightarrow \beta_\phi p>\).

Proof: The proof proceeds by induction on the length of \( \psi \).

Basis. Assume that \( length(\psi) = 1 \). Then, by definition of local rewrite sequence, \( \psi \) is of the form \(<\alpha \rightarrow \beta p>\). (1) follows trivially. If (2) were false, then, since the input pattern of \( r \) is not equivalent to \( X \), \( q \) would be of the form \( p \parallel u \parallel t \) for some position \( u \) in \( \beta \) corresponding to a variable and some position \( t \), and part (1) of Proposition 2.17 shows that an exchange could be performed between \(<\alpha \rightarrow \beta p>\) and \(<r,q>\). If \( p \equiv e \) this provides a contradiction that \( \tau_0 \) is a local rewrite sequence. If \( p \equiv e \) then \( \alpha \equiv X \), which contradicts the hypothesis. Hence, (2) must be true.

Induction Step. Assume the body of the proposition true for all prefixes \( \psi' \) with \( length(\psi') = k \), we want to prove the body of the proposition true for all prefixes \( \psi \) with \( length(\psi) = k + 1 \). Let \( \psi \) be a prefix of \( \tau_0 \) of length \( k + 1 \). By definition of prefix, there is a prefix \( \psi' \) of \( \tau_0 \) of length \( k \) such that \( \psi = \psi' \parallel r \rightarrow q > \). By part (3) of the inductive hypothesis, (1) is true for \( \psi ' \). Let \( <\alpha_\psi \rightarrow \beta_\psi p> \) be the composition of \( \psi \). (2) follows by the same argument used in the basis, that is, if (2) were false then \( q \) would be of the form \( p \parallel u \parallel t \) for some variable position \( u \) in \( \beta \) and some position \( t \), and part (1) of Proposition 2.17 would show that an exchange could be performed between \(<\alpha_\psi \rightarrow \beta_\psi p>\) and \(<r,q>\), thus contradicting that \( \tau_0 \) is a local rewrite sequence or that no rules have input pattern equivalent to \( X \).

A simple corollary to Lemma 5.1 is:

**Corollary 5.1** Let \( \tau_0 \) be a local rewrite sequence at a position \( p \) of a tree \( T \). Then \( \tau_0 \) has a composition, and it is of the form \(<\alpha_\tau \rightarrow \beta_\tau p>\).

The second lemma regards testing the equivalence of two rewrite sequences. If the two rewrite sequences have a composition, then their equivalence can be tested by a simple structural check.

**Lemma 5.2** Let \( R \) be a rewrite system over \( Op \). Let \( \tau \) and \( \tau' \) be two rewrite sequences with compositions \( \alpha_\tau \rightarrow \beta_\tau \) and \( \alpha_\tau \rightarrow \beta_\tau' \). Assume that \( \text{Vars}(\alpha_\tau) \cap \text{Vars}(\alpha_\tau') = \emptyset \). Then \( \tau \) is equivalent to \( \tau' \) if and only if there is a one-to-one function \( f \) from \( \text{Vars}(\alpha_\tau) \) into \( \text{Vars}(\alpha_\tau) \) such that \( f(\alpha) = \alpha' \) and \( f(\beta) = \beta' \).

Proof: Straightforward and left to the reader.

The final lemma presents some properties regarding the validity of rewrite sequences in a particular form.

**Lemma 5.3** The following statements are true.

(1) Let \( R \) be a rewrite system over \( Op \). Any prefix of a valid rewrite sequence over \( R \) is a valid rewrite sequence over \( R \).

(2) Let \(<\alpha \rightarrow \beta,p>\) be a rewrite application for some position \( p \), and let \(<\alpha' \rightarrow \beta',q>\) be a rewrite application with \( q = p \parallel s \), for some position \( s \) in \( \beta \) that does not correspond to a variable in \( \beta \). Without loss of generality assume that \( \text{Vars}(\beta) \cap \text{Vars}(\alpha') = \emptyset \). Then,

(2.1) If \(<\alpha \rightarrow \beta,p>\parallel <\alpha' \rightarrow \beta',q>\) is valid, then \( \beta \parallel s \) is unifiable with \( \alpha' \).

(2.2) If \( \beta \parallel s \) is unifiable with \( \alpha' \), then \(<\alpha \rightarrow \beta,p>\parallel <\alpha' \rightarrow \beta',q>\) is valid.

Proof: (1) is straightforward.
(2.1) The unification assignment is constructed from the tree \( T \) provided by the validity of \( <\alpha \rightarrow \beta, p> \), and the assignment required by \( <\alpha \rightarrow \beta', q> \) being applicable at the result of applying \( <\alpha \rightarrow \beta, p> \) to \( T \).

(2.2) If \( T \) is a tree at which \( <\alpha \rightarrow \beta, p> \) is applicable, and \( \sigma \) is the assignment resulting from the match of \( \alpha \) to \( T \), (2.2) follows by using the unification assignment, \( T \), and \( \sigma \) to construct the assignment for the validity of \( <\alpha \rightarrow \beta, p> <\alpha \rightarrow \beta', q> \).

The details of all the proofs are left to the reader. 0

Lemma 5.3 can be used to construct an algorithm determining whether a rewrite sequence \( \tau_0 \) satisfying the conditions (1)-(3) indicated in Lemma 5.1 is valid or not. The algorithm tests the validity of all the prefixes of \( \tau_0 \). If any prefix is not valid then, by part (1) of Lemma 5.3, \( \tau_0 \) is not valid. The validity of a prefix \( \phi = \psi <r, q> \) is tested by first finding the composition of \( \psi \) and then using part (2) of Lemma 5.3.

Now we return to our original proposition:

**Proof of Proposition 5.3:** By Lemma 5.1 we can generate a collection of rewrite sequences that will include all the local rewrite sequences of length no larger than \( k \). For each one of these, by Lemma 5.3 we test whether the rewrite sequence is valid. Let \( \tau \) be one such valid rewrite sequence. By construction it has a composition, let it be \( \alpha_\tau \rightarrow \beta_\tau \). Let \( S(\tau) \) be the set of those rewrite sequences that are obtained by reordering the rules in \( \tau \) and which use positions of height no larger than the maximum of \( \text{height}(\alpha_\tau) \) and \( \text{height}(\beta_\tau) \). \( S(\tau) \) is a finite and constructible set, and the permutations of \( \tau \) are those rewrite sequences in \( S(\tau) \) which are equivalent to \( \tau \). The equivalence between a rewrite sequence \( \sigma \) in \( S(\tau) \) and \( \tau \) is equivalent to the conjunction of the following three conditions: (1) \( \sigma \) is applicable to \( \alpha_\tau \) (as a tree), (2) the application produces \( \beta_\tau \) (as a tree), and (3) the application "uses" all the nodes of \( \alpha_\tau \) (i.e. if the nodes of \( \alpha_\tau \) are initially marked as being "unused" and are marked as "used" whenever their labels are used, then in no rewrite application in \( \sigma \) a variable matches a subtree containing "unused" nodes). \( \tau \) is a local rewrite sequence for \( <R, L_{Op}, L_{Op}> \) if there is no \( \sigma \) in \( S(\tau) \) equivalent to \( \tau \) violating condition (2) of Definition 5.2. 0

Given a rewrite system \( R, <R, L_{Op}, L_{Op}> \) satisfies the BURS(\( k \)) property if and only if there is no valid local rewrite sequence of length \( k+1 \). From Proposition 5.3, it follows:

**Proposition 5.4** Let \( R \) be a rewrite system over a set of operators \( Op \), and let \( k \) be a positive integer. There is an algorithm that will determine whether \( <R, L_{Op}, L_{Op}> \) satisfies the BURS(\( k \)) property.

A simple consequence of the notion of composition of a rewrite sequence and the definition of BURS(\( k \)) is:

**Proposition 5.5** Let \( R_1 \) be a rewrite system over \( Op \), and let \( L_i \) and \( L_o \) be sets of trees over \( Op \). Let \( <R_1, L_i, L_o> \) satisfy the BURS(\( k \)) property for some positive integer \( k \). Then there is a rewrite system \( R_2 \) such that \( <R_2, L_i, L_o> \) satisfies the BURS(1) property, and such that \( R_2 \) implements the same transformation as \( R_1 \) and there is a one-to-one mapping between the normal form rewrite sequences in \( R_1 \) and in \( R_2 \).

**Proof** \( R_2 \) is constructed from \( R_1 \) by adding the composition of all the local rewrite sequences in it. Since there are a finite number of local rewrite sequences, there are a finite number of new rules added. 0

### 5.2. Some BURS Classes

There are significant classes of rewrite systems in BURS. Reduction rewrite systems are a class of rewrite systems that proceed by "reducing" a tree.
Definition 5.4 A reduction rewrite system, $R$, over an operator set with arity, $Op$, is a collection of rewrite rules of one of two types:

1. A rename rule is of the form $op(X_1, \ldots, X_n) \rightarrow op'(X_{\pi(1)}, \ldots, X_{\pi(m)})$, for some permutation $\pi$ and some $m$, for $m \leq n$.

2. A reduction rule is either of the form $T \rightarrow op$, for some tree $T$ over $Op$, or $op(X_1, \ldots, X_m) \rightarrow X_i$, for some $1 \leq i \leq m$.

The main property of reduction systems is:

Proposition 5.6 Let $R$ be a reduction system over $Op$, then, $<R, L_{Op}, L_{op}>$ is in BURS.

Proof Let $R$ be a reduction system. Any local rewrite sequence $\tau$ satisfying the characterization of Lemma 5.1 is of one of four forms: (i) $\tau = \alpha$, where $\alpha$ is a, possibly null, rewrite sequence containing only rename rules for nullary operators; (ii) $\tau = \alpha \beta \alpha$, where $\alpha$ is as above, $\alpha'$ is a, possibly null, rewrite sequence containing only rename rules for operators of arity larger than 0, and $\beta$ is an application of a reduction rule of the form $T \rightarrow op$; (iii) $\tau = \alpha' \beta'$, where $\alpha'$ is as above, and $\beta'$ is a single reduction rule of the form $op(X_1, \ldots, X_m) \rightarrow X_i$; or (iv) $\alpha'$ where $\alpha'$ is as above. Let the arity of the root operator of the input pattern of the first rule in $\alpha'$ be $n$, and the number of different operators in $R$ be $m$. Since local rewrite sequences have no loops, any candidate rewrite sequence is no longer than $n! + m$. Membership in BURS follows directly from that and Proposition 5.1.

It is instructive to show how some particularly tempting extensions to Definition 5.4 are not in BURS.

Relaxing the definition of rename rules so that it is possible to rename a single operator in some lower context seems a reasonable extension since the only "context" employed is the lower one, and it seems plausible to collect all the desired information in a bottom-up phase and use it accordingly. The rewrite system containing the rules: $a(b(X)) \rightarrow aa(b(X))$, $b(b(X)) \rightarrow bb(b(X))$, $b(c) \rightarrow c$, $aa(c) \rightarrow d$, and $bb(c) \rightarrow c$ is a counterexample. This rewrite system behaves similarly to the one in Figure 5.3.

Another possible extension to reduction systems would be to allow lower context only in reductions. Again, this extension includes rewrite systems not in BURS. An example is shown in Figure 5.4, where $+$, $Fetch$, and $register$ are the operators.
To show that it does not belong to BURS, take any positive integer \( k \) and consider the tree of height \( k + 3 \)

```
+-----------
|  Fetch    |
|    Fetch  |
|  Fetch    |
|      |      |
|  Fetch   |
|    Fetch |
|  register|
```

No normal form rewrite sequence yielding "register" has a local rewrite sequence at the root of this tree of length less than \( k \).

5.3. State Characterization

We now follow the approach described in the introduction of this chapter. A normal form rewrite sequence defines a local rewrite assignment. Conversely, a local rewrite assignment uniquely determines one rewrite sequence (up to permutations). This leads to a first characterization of the interaction of a rewrite system on a subtree: the proto-state. A proto-state can be used to solve variable-goal REACHABILITY; later notions have more restricted applicability but are leaner and allow faster implementations.

5.3.1. Proto-States

**Definition 5.5** Let \( R \) be a rewrite system over \( Op \), and let \(<R, L_{Op}, L_{Op}>\) be in BURS. The proto-state associated with a tree \( T \) is the set of triples \(<\tau, T_1, T_2>\) such that there is a normal form rewrite sequence \( \pi \) such that \( \pi(T) = T_1 \) and \( \tau \) is a local rewrite sequence with \( \tau(T_1) = T_2 \). \( T_1 \) are the input trees and \( T_2 \) the output trees of the proto-state.

Proto-states contain enough information to characterize all the rewrite sequences, thus satisfying (STATE-1), and can be computed bottom-up, satisfying (STATE-2). This follows directly from the argument used in the proof of Proposition 5.4, which shows that we can enumerate all the local rewrite sequences of a rewrite system in BURS. Hence:

**Proposition 5.7** Let \( R \) be a rewrite system over \( Op \), and let \(<R, L_{Op}, L_{Op}>\) be in BURS. Let \( St(T) \) denote the proto-state associated with tree \( T \). There is a function \( f \) such that \( St(op(T_1, \ldots, T_n)) = f(op, St(T_1), \ldots, St(T_n)) \).

Variable-goal REACHABILITY between \( T \) and \( T' \) for a system \( R \), can now be solved as follows:

1. Compute all the proto-states of the input tree \( T \) as described above.
2. Compare the goal tree \( T' \) against all the output trees in the local rewrite sequences of the proto-state associated with \( T \). There will be a rewrite sequence in \( R \) from \( T \) into \( T' \) if and only if at least one of the comparisons succeeds. Set \( N \), the current node, to the root, and set \( G \), the current goal, to \( T' \).
3. Let \( T = op(T_1, \ldots, T_n) \). Select a local rewrite sequence \( \tau_N \) from the proto-state of \( T \), rewriting some input tree \( I \) into \( G \). There must be one. By construction of the local rewrite sequences, \( I \) must have the form \( op(G_1, \ldots, G_n) \). Repeat this step recursively for all \( i, 1 \leq i \leq n \), setting \( T \) to \( T_i \), \( G \) to \( G_i \), and \( N \) to the root of \( T_i \).
The above steps select, if it exists, a local rewrite assignment corresponding to a normal form rewrite sequence from $T$ into $T'$. A postfix concatenation of the local rewrite sequences produces the desired rewrite sequence.

If $R$ is in BURS, then each proto-state will be finite, and the above procedure is an algorithm for solving variable-goal REACHABILITY. Hence,

**Proposition 5.8** Let $R$ be a rewrite system over $Op$, and let $<R, L_{Op}, L_{Op}>$ be in BURS. There is an algorithm to solve variable-goal REACHABILITY for $R$, $L_{Op}$, and $L_{Op}$.

### 5.3.2. LR graphs

In practice, proto-states may contain either too many trees, or trees that are too large, or both, and the algorithm outlined in the previous section may become impractical. The notions of LR graphs and UI LR graphs alleviate these problems for fixed-goal REACHABILITY while still satisfying (STATE-1) and (STATE-2). LR graphs are studied in this section, while UI LR graphs are studied in the next section. Each such graph will correspond to a state.

As mentioned at the beginning of this chapter, the notion of LR graphs can be obtained from that of proto-states by changing what sequences are "interesting" and modifying the "information" that is encoded in the state. LR graphs consider a special type of normal form rewrite sequences that may transform the input tree into the (fixed) goal tree.

**Definition 5.6** Let $R$ be a rewrite system over $Op$, and let $\tau$ be a normal form rewrite sequence over $R$ applicable to some tree $T$ over $Op$. For every position $p$ in $T$, let $<\alpha_p \rightarrow \beta_p, p>$ be the composition of the local rewrite sequence associated with $p$ by $\tau$. We say that $\tau$ is efficient if for every position $p$ in $T$, for any position $q$ in $\alpha_p$ such that there is a variable $X$ at position $q$ in $\alpha_p$ that does not appear in $\beta_p$ (thus making $\alpha_p \rightarrow \beta_p$ an erasing rewrite rule), $\tau$ assigns an empty local rewrite sequence to any position that is a descendant of $p/q$.

Intuitively an efficient rewrite sequence is one without "obviously inefficient" rewrite applications. The following proposition shows that we can consider only efficient rewrite sequences for solving fixed-goal REACHABILITY:

**Proposition 5.9** Let $R$ be a rewrite system over $Op$, let $T$ be a tree over $Op$, and let $G$ be a nullary symbol in $Op$. There is a rewrite sequence, $\tau$, in $R$, such that $\tau(T)=G$ if and only if there is an efficient rewrite sequence $\tau'$ in $R$ such that $\tau'(T)=G$.

**Proof** Let $\tau$ be a rewrite sequence in $R$ such that $\tau(T)=G$. First obtain from $\tau$ an equivalent rewrite sequence $\tau_{ef}$ in normal form. $\tau_{ef}$ assigns to each position in $T$ a local rewrite sequence. Now perform a postorder traversal of the nodes in $T$ removing all the local rewrite sequences that violate the definition of efficient. The resulting set of local rewrite sequences can be composed to obtain the desired rewrite sequence $\tau'$ since the only local rewrite sequences removed are those whose effect will be discarded by the application of an erasing rewrite rule. Note that $\tau'$ is not necessarily equivalent to $\tau$ since $\tau'$ applies to a larger set of trees since the rewrite applications in $\tau$ that were removed need not be applicable for $\tau'$ to be applicable.

The reverse implication is immediate. $\square$

Efficient rewrite sequences also satisfy:

**Proposition 5.10** Let $R$ be a rewrite system over $Op$, let $T$ be a tree over $Op$, and let $G$ be a nullary symbol in $Op$. Let $\tau$ be an efficient rewrite sequence in $R$ such that $\tau(T)=G$. Then $\tau$ has a composition.

**Proof** The proof is left to the reader. It uses Proposition 2.15 and the restriction that the goal $G$ is a tree with a single node. $\square$
Now we continue defining the notion of an LR graph, a state. Intuitively, we will encode only enough information in the state associated with a node \( N \) so that we can decide what local rewrite sequences can be applied at any node that is an ancestor of \( N \). To determine this, we start by considering the composition of each local rewrite sequence (Definition 2.24). The input pattern of the composition encodes how much information is needed to determine that the local rewrite sequence can be applied. Since the information (that is, the patterns) available at a node is collected by the descendants of the node, the complete set of patterns that have to be encoded into the states corresponds to some type of closure of the set of input patterns of the local rewrite sequences under the application of the local rewrite sequences themselves. The extended pattern set is a set of patterns that satisfies the above requirements.

The notion of extended pattern set depends on the rewrite system \( R \) and the goal \( G \). This notion has a technical problem similar to the one present in the definition of match set (Def. 3.4): we want to collect an interesting set of patterns, but we don’t want to have two equivalent patterns in the collection. The solution used in Def. 3.4 was to draw patterns only from the “canonical set” \( \Pi_F \). Unfortunately, here we don’t readily have such a canonical set. (Actually, the extended pattern set will become a canonical set for further constructions). This makes the definition more cumbersome than desired.

Definition 5.7 If \( \tau \) is a local rewrite sequence with \( m \) rewrite applications, and composition \( \alpha_{e} \rightarrow \beta_{e} \), let \( \text{pre}(\tau, i) \) denote, for \( 0 \leq i \leq m \), the \( i \)-th prefix of \( \tau \) (thus \( \text{pre}(\tau, 0)(\alpha_{e}) = \alpha_{e} \), and \( \text{pre}(\tau, m)(\alpha_{e}) = \beta_{e} \).

Let \( R \) be a rewrite system over \( \text{Op} \) and let \( G \) be a nullary operator in \( \text{Op} \). We define three sets of patterns, \( \Gamma_{R,G}, \text{O}'_{R,G}, \) and \( \text{M}'_{R,G} \), over \( \text{Op} \) as the minimum set satisfying the rules (1), (2), and (3) defined below. The extended pattern set \( \Pi_{R,G} \) of the union of \( \Gamma_{R,G}, \text{O}'_{R,G}, \) and \( \text{M}'_{R,G} \). The set of input patterns, \( \Gamma_{R,G} \), is the subset of \( \Pi_{R,G} \) that is equivalent to \( \Gamma_{R,G} \); the set of output patterns, \( \text{O}'_{R,G} \), is the subset of \( \Pi_{R,G} \) that is equivalent to \( \text{O}'_{R,G} \); and the set of of intermediate patterns, \( \text{M}'_{R,G} \), is the subset of \( \Pi_{R,G} \) that is equivalent to \( \text{M}'_{R,G} \).

1. \( G \) belongs to \( \text{O}'_{R,G} \).
2. Let \( \tau \) be a local rewrite sequence with composition \( \alpha_{e} \rightarrow \beta_{e} \). Let \( \rho \) be a pattern in \( \text{O}'_{R,G} \) non-equivalent to \( \alpha_{e} \), and let \( \rho' \) be a pattern equivalent to \( \rho \) and variable-disjoint from \( \beta_{e} \).
   If \( \beta_{e} \) unifies with \( \rho' \), let \( \sigma \) be their most general unifier. Let \( \gamma(j) \) denote \( \text{pre}(\tau, j)(\sigma(\alpha_{e})) \).
   Then,
   (2.i) If there is no pattern in \( \Gamma_{R,G} \) equivalent to \( \gamma(0) \), \( \gamma(0) \) is added to \( \text{I}'_{R,G} \).
   (2.ii) For every \( j < m \), if there is no pattern in \( \text{M}'_{R,G} \) equivalent to \( \gamma(j) \), \( \gamma(j) \) is added to \( \text{M}'_{R,G} \); and
   (2.iii) If there is no pattern in \( \text{O}'_{R,G} \) equivalent to \( \gamma(m) \), \( \gamma(m) \) is added to \( \text{O}'_{R,G} \).
3. For every pattern \( \rho \) in \( \Gamma_{R,G} \), and every child \( \rho' \) of \( \rho \), if there is no pattern in \( \text{O}'_{R,G} \) equivalent to \( \rho' \), \( \rho' \) is added to \( \text{O}'_{R,G} \).

The intention of the extended pattern set is to reflect all the “situations of interest” that may arise in normal form rewrite sequences from trees in \( \text{Lin} \) into \( G \). Currently \( \text{Lin} \) is restricted to be \( \text{L}_{\text{Op}} \), but hopefully future research will extend the above construction algorithm to more general input and output languages. In the above definition, \( \Gamma_{R,G} \) are the patterns of interest at the beginning of local rewrite sequences, \( \text{M}'_{R,G} \) are those at the middle, and \( \text{O}'_{R,G} \) those at the end of the local rewrite sequences. The patterns in \( \text{O}'_{R,G} \) are those used to construct members of \( \Gamma_{R,G} \) “higher up” into the tree. The construction iteration in Definition 5.7 stops at \( X \) because we will characterize only efficient rewrite sequences.
Definition 5.7 provides a constructive mechanism to compute the extended pattern set because, by Proposition 5.3 we know how to generate all the local rewrite sequences of normal form rewrite sequences applicable at trees in \( L_{Op} \). Figure 5.5 shows the results of the constructive algorithm described in Definition 5.7 in the case where \( R \) is defined to be the rewrite system of Figure 5.1, and \( G \) is the pattern \( \text{reg} \). The figure presents a table with two columns of patterns, corresponding to the input and output nodes.

<table>
<thead>
<tr>
<th>( O_{R, \text{reg}} )</th>
<th>( I_{R, \text{reg}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{reg} )</td>
<td>( \text{Reg} )</td>
</tr>
<tr>
<td>( \text{amode} )</td>
<td>( +(\text{Const,}\text{reg}) )</td>
</tr>
<tr>
<td>( \text{Const} )</td>
<td>( \text{Const} )</td>
</tr>
<tr>
<td>( 0 )</td>
<td>( \text{biOp}(\text{amode,}\text{amode}) )</td>
</tr>
<tr>
<td>( )</td>
<td>( +(\text{reg,}0) )</td>
</tr>
<tr>
<td>( )</td>
<td>( +(0,\text{reg}) )</td>
</tr>
<tr>
<td>( )</td>
<td>( +(0,0) )</td>
</tr>
</tbody>
</table>

An Extended Pattern Set

Figure 5.5

Note that \( +(\text{amode},\text{amode}) \in I_{R,\text{reg}} \) by an application of step (2) in Definition 5.7, with \( \rho=\text{reg} \) and \( \tau=<r_{10},e><r_{1},e> \), and that \( +(\text{amode},0) \in I_{R,\text{reg}} \) also by an application of step (2) with \( \rho=\text{reg} \) and \( \tau=<r_{8},e><r_{3},e> \).

The desired properties of an extended pattern set can be formalized as (1), (2), and (3) in the proposition below. We currently know how to compute sets with these properties only for the case when the input set \( L_{in} \) is \( L_{Op} \).

**Proposition 5.11** Let \( R \) be a rewrite system over \( Op \), let \( L_{in} \) be a set of trees over \( Op \), and let \( G \) be a nullary operator in \( Op \). Let \( I, M, \) and \( O \) be three sets of patterns over \( Op \), and let (1), (2), and (3) be the following three statements:

1. A pattern \( \rho \) is equivalent to some pattern \( \bar{\rho} \in I \) if and only if there is a tree \( A \in L_{in} \), a position \( p \in A \), and an efficient normal form rewrite sequence \( \tau \) applicable to \( A \) such that, if \( \pi \) is the rewrite sequence assigned by \( \tau \) below \( p \), \( \tau_{0} \) is the local rewrite sequence assigned by \( \tau \) to \( p \), \( \phi \) is the rewrite sequence assigned by \( \tau \) around \( p \), and \( \zeta = \tau_{0} \circ \phi \), then:
   
   (1.i) \( \tau(A) = G \),
   (1.ii) \( \rho \) matches at \( \pi(A_{@p}) \),
   (1.iii) Let \( <\alpha_{\xi} \rightarrow \beta_{\xi},e> \) be the composition of \( \zeta \). Then \( \{p/s \ | s \text{ is a position in } p\} = \{q \mid q \text{ is a position in } \alpha_{\xi} \text{ which is a (maybe non-strict) descendant of } p\} \).

2. A pattern \( \rho \) is equivalent to some pattern \( \bar{\rho} \in M \) if and only if the same conditions in (1) apply except for (1.ii) which is replaced by
   
   (2.i) \( \rho \) matches at \( \text{pre}(\tau,k)(\pi(A_{@p})) \), for some \( k \) with \( 1 \leq k \leq \text{length}(\tau) \).
(3) A pattern $\rho$ is equivalent to some pattern $\tilde{\rho} \in O$ if and only if the same conditions in (1) apply except for (1.ii) which is replaced by

(3.ii) $\rho$ matches at $\tau(\pi(A_{op})$.

Then, if $L_\tau=I_{op}, M_{R,G}$ and $O_{R,G}$ are as defined in Definition 5.7, (1), (2), and (3) are satisfied by $I=I_{R,G}, M=M_{R,G}$, and $O=O_{R,G}$.

Proof: We only prove the property for $I_{R,G}$, the proofs for the other sets are similar.

Part I: If $\rho \equiv \rho \in I_{R,G}$ then $\rho$ satisfies (1). We show that repeated applications of the generating steps in Definition 5.7 preserve condition (1).

Let $\rho'$ be equivalent to some $\tilde{\rho}' \in I_{R,G}$, and by induction hypothesis, let $A', p', \tau', \pi', \tau_0, \phi'$, and $\zeta'$ be the values satisfying condition (1). In the application of step (2) of Definition 5.7, let $\rho_0$ be the $s$-th child of $\rho'$, let $\tau_0$ be the local rewrite sequence induced by $\tau'$, let $\sigma$ be the most general unifier of $\beta_{\tau_0}$ and $\rho_0$. Let $\rho = \sigma(\alpha_\rho)$. Let $X_1, \ldots, X_m$ be the variables in $\rho$, and let $op$ be any nullary operator in $R$ distinct from $G$. Let $B = \rho_{X_1 \leftarrow op} \cdots X_m \leftarrow op$. We want to show that $\rho$ satisfies (1) with $p = p'/s, A = A'_{\rho \leftarrow p}$, $\tau$ the empty rewrite sequence, $\tau_0$ as given, $\phi$ the rewrite sequence induced by $\tau'$ around $\rho$, and $\zeta = \tau_0/\phi$.

(1.i) $\tau(A) = G$.

\[ \tau(A) = \tau(A'_{\rho \leftarrow p}) \text{ (by definition)} \]
\[ = \phi(\tau_0(A'_{\rho \leftarrow p})) \text{ (since $\pi$ is empty)} \]
\[ = \phi(A', p \leftarrow \tau_0) \text{ (by definition of local rewrite sequence)} \]
\[ = \phi(A'_{\rho \leftarrow p}) \text{ (by definition of most general unifier)} \]
\[ = \phi'(\tau_0(A'_{\rho \leftarrow p})) \text{ (by construction)} \]
\[ = G \text{ (by inductive hypothesis).} \]

(1.ii) $\rho$ matches at $\pi(A_{\rho \leftarrow p})$. $\pi(A_{\rho \leftarrow p}) = A_{\rho \leftarrow p}$ (since $\pi$ is empty) = $B$ (by construction). $\rho$ matches at $B$ trivially.

(1.iii) Let $<\alpha_\zeta \rightarrow \beta_\zeta, \epsilon>$ be the composition of $\zeta$. Then $\{p/s | s \text{ is a position in } \rho\} = \{q | q \text{ is a position in } \alpha_\zeta \text{ below } p\}$. (Note that $\zeta$ has a composition because $\tau'$, being an efficient rewrite sequence has one.) Since all patterns are linear and $\rho_0$ and $\beta_{\tau_0}$ have disjoint variables, a position in $\rho$ corresponds to either a position in $\alpha_\rho$, or to one in $\rho_0$.

Part II: If $\rho$ satisfies (1), then $\rho \in I_{R,G}$. Let $A, p, \tau, \pi, \tau_0, \phi,$ and $\zeta$ be the values satisfying condition (1), and let $\rho$ be a pattern matching at $\pi(A_{\rho \leftarrow p})$. Let the position $p$ be $p_1, \ldots, p_k$, and for any position $q$ let $\zeta(q)$ denote the local rewrite sequence induced by $\zeta$ at position $q$. As elsewhere, if $\tau$ is a local rewrite sequence, its composition will be denoted by $\alpha_\tau \rightarrow \beta_\tau$. We construct a sequence of patterns $\rho_0^0, \rho_0^1, \ldots, \rho_k^0, \rho_k^1$ with $\rho_i^j$ in $I_{R,G}$, and $\rho_i^0$ in $O_{R,G}$, $\rho_i^k = p$, and such that the sequence corresponds to successive generating steps in Definition 5.7. The sequence is obtained from $\zeta$ as follows.

$\rho_0^0$ equals $G$, and $\rho_0^1$ equals $\alpha_{\zeta(0)}$.

For all $j$ in $1 \leq j \leq k$, $\rho_i^j$ equals the $p_j$-th child of $\rho_i^{j-1}$, and, $\rho_i^j$ equals $\sigma(\alpha_{\zeta(p_1, \ldots, p_j)})$.

where $\sigma$ is the most general unifier of $p_1^0 \beta_{\tau_0} \beta_{\tau_0} \ldots$.

Note that, since $\tau$ is efficient, $X$ is not any of the patterns present in the sequence.$\square$

The extended pattern set can now be used to define the LR graphs.

Definition 5.8 Let $R$ be a rewrite system over $Op$, and let $G$ be a nullary operator in $Op$. Let $<R, L_{op}, G>$ be in BURS. If $\tau$ is a local rewrite sequence with $m$ rewrite applications, let $pre(\tau, i)$ denote, for $0 \leq i \leq m$, the prefix subsequence of $\tau$ of length $i$. The LR graph associated with a tree $T$ is a graph $(V, E)$ with labeled edges together with a distinguished set of nodes $S$, defined as follows.
$S$ is the set of patterns in $I_G$ that match at $\pi(T)$ for some normal form rewrite sequence $\pi$ with no rewrite application at the root.

$V$ contains all patterns in $S$, and any patterns in $M_G$ or in $O_G$ equivalent to $\text{pre}(\tau,i)(p)$ for some local rewrite sequence $\tau$ of length $m$, some $p$ in $S$, and some $i$, $0 < i \leq m$.

There is an edge in $E$ from a pattern $\rho_1$ to another pattern $\rho_2$ both in $V$ if there exists a rewrite rule $r$ in $R$ such that $r(\rho_1) \equiv \rho_2$.

Figure 5.6 is the LR graph for $+(0,+(\text{Const},\text{Const}))$, using the bottom-up rewrite system of Figure 5.1, and with goal $\{\text{reg}\}$. The extended pattern set on which the LR graph is based is the one shown in Figure 5.5. Input nodes are shown circled using dotted lines, and output nodes with solid lines. Note that the input nodes together with $R$ and $G$ uniquely determine the LR graph; this is why the notion of an LR graph does not distinguish the output nodes explicitly.
If the rewrite system were extended with an additional rewrite rule $\text{Mul}(X,0) \rightarrow 0$, $\text{Mul}(X,0)$ would become a member of $I_{R,G}$, and the pattern $X$ would become a member of $O_{R,G}$. Note that we do not use $X$ to generate new members in $EF_{R,G}$, otherwise all the nodes in the LR graph would be marked as output nodes to reflect the fact that any result obtained by rewriting can be discarded later using an application of the rewrite rule $\text{Mul}(X,0) \rightarrow 0$. The difference between using $X$ or not corresponds to the difference between tracking all normal forms or only the efficient ones.

The notion of LR graphs is only practical for fixed-goal REACHABILITY in the case when $EF_{R,G}$ is finite.

**Proposition 5.12** There exist $\langle R,L_{OP},(G) \rangle$ in $\text{Burs}$ with unbounded $EF_{R,G}$.

**Proof** By example. The left part of Figure 5.7 shows the only rule of a rewrite system. The right part shows a tree representative of a class where $EF_{R,G}$ is unbounded.

The unbound-ness of $EF_{R}$ is not a result of a poor definition of extended pattern sets. For this example, no finite set of patterns produces LR graphs that can be used to reconstruct the rewrite sequences using the type of algorithm outlined above for proto-states. This observation motivates the following definition:
Definition 5.9 Let $R$ be a rewrite system over $\text{Op}$, let $G$ be a nullary operator in $R$, and let $k$ be a positive integer. $\langle R, L_{\text{op}}, \{G\} \rangle$ is said to satisfy the finite $\text{BURS}(k)$ property if it satisfies the $\text{BURS}(k)$ property and $\text{EF}_{R,G}$ is a finite set. The class finite $\text{BURS}$ is composed of those triples $\langle R, L_{\text{in}}, \{G\} \rangle$ satisfying the finite $\text{BURS}(k)$ property for some positive integer $k$.

As in the case of $\text{BURS}(k)$ and $\text{BURS}$, frequently the input and output sets of the triple will be defaulted to $L_{\text{op}}$ and $\{G\}$ (or $L_{\text{op}}$ in variable goal REACHABILITY) and omitted.

The rewrite systems describing the applications studied in this dissertation are finite $\text{BURS}$ (Chapter 6, 7). In particular Proposition 5.6 can be strengthened as follows:

Proposition 5.13 Let $R$ be a reduction system over $\text{Op}$. Then, $\langle R, L_{\text{op}}, L_{\text{op}} \rangle$ is in finite $\text{BURS}$.

Proof As in Proposition 5.6, a general local rewrite sequence has the form $a \sim a'$, where $a$ and $a'$ are sequences of rename rules and $\sim$ is a single reduction rule. The number of patterns in the extended pattern set can be bound by bounding the height of the input patterns. If $K$ is the height of the tallest pattern in $R$, then the height of any input pattern is at most $K$; this is direct if the reduction rule used in $\sim$ is of the form $\text{op}_i\text{top}$, and follows by induction if the reduction rule is of the form $\text{op}(X_1, \ldots, X_n) \rightarrow X_i$. □

A simple consequence of this definition is:

Proposition 5.14 Let $R$ be a rewrite system over $\text{Op}$, and let $G$ be a nullary operator in $\text{Op}$. Let $\langle R, L_{\text{op}}, \{G\} \rangle$ be finite $\text{BURS}$. Then the set of all the LR graphs that are LR graphs of some tree $T$ over $\text{Op}$ is finite.

Like proto-states, LR graphs satisfy (STATE-2), that is, they can be computed bottom-up:

Proposition 5.15 Let $R$ be a rewrite system over $\text{Op}$, let $G$ be a nullary operator in $\text{Op}$, and let $\langle R, L_{\text{op}}, \{G\} \rangle$ be in finite $\text{BURS}$. Let $G(T)$ denote the LR graph associated with tree $T$ over $\text{Op}$ is finite.

Proof Since in finite $\text{BURS}$ the input nodes uniquely characterize the LR graph, the proof will follow from showing how to compute the set of input nodes $I$ of the parent given the set of output nodes, $O_i$ for $1 \leq i \leq n$, of the children. There are two cases to consider. The first case is the pattern $X$. $X$ is equivalent to a pattern in $I$ if $X$ is equivalent to some pattern in $\text{EF}_{R,G}$. Let $\pi_i$ be the local rewrite sequence of $T_i$. If $\alpha \rightarrow \beta_i$ is the composition of $\tau_i$, then $\alpha$ matches at $\beta_i$, and $\beta_i$ is equivalent to an output node in $G(T_i)$, as desired. □

Given a rewrite system $R$ over $\text{Op}$ and a nullary operator $G$ in $\text{Op}$, it is semi-decidable whether $\langle R, L_{\text{op}}, \{G\} \rangle$ satisfies the finite $\text{BURS}(k)$ property. It is an open problem whether there is a decision procedure.

Corollary 5.2 Let $k$ be a natural number. Let $R$ be a rewrite system over $\text{Op}$, and let $G$ be a nullary operator in $\text{Op}$. It is semi-decidable if $\langle R, L_{\text{op}}, \{G\} \rangle$ satisfies the finite $\text{BURS}(k)$ property.

Proof First compute the local rewrite sequences of $R$, deciding in the process if $R$ satisfies the $\text{BURS}(k)$ property. Then compute the extended pattern set for $R$. If $\langle R, L_{\text{op}}, \{G\} \rangle$ is in finite $\text{BURS}$, then by Proposition 5.15, the LR graphs can be computed using a bottom-up tree automaton. Try to construct this B-fsa for the LR graphs. The triple $\langle R, L_{\text{op}}, \{G\} \rangle$ satisfies the finite $\text{BURS}(k)$ property if and only if the construction algorithm completes. □

LR graphs also satisfy (STATE-1):
Proposition 5.16 Let $R$ be a rewrite system over $Op$, and let $G$ be a nullary operator in $Op$, such that $<R,L_{in},(G)>$ is in BURS. Let (1) and (2) be the statements described below. If $L_{in}$ is $L_{Op}$ then (1) and (2) are true.

1. For every tree $A$ in $L_{in}$, every position $p$ in $A$, and every efficient normal form rewrite sequence $\tau$ with $\tau(A)=G$ with local rewrite sequence $\tau_0$ at $p$ of length $m$, let $\pi$ be the normal form rewrite sequence assigned by $\tau$ below $p$. There is a path in the LR graph of $A@p$ of length $m$ and such that the $j$-th pattern in the path matches $\text{pre}(\tau_0,j)(\pi(A@p))$ for $0 \leq j \leq m$.

2. For every tree $T$, and for every non-looping path $P_0 \cdots P_m$ from an input node to an output node in the LR graph for $T$ there is a tree $A$ in $L_{in}$, a position $p$ in $A$ with $A@p = T$, and an efficient normal form rewrite sequence $\tau$ with $\tau(A)=G$, local rewrite sequence $\tau_0$ at $p$, and with normal form rewrite sequence $\pi$ assigned below $p$, such that $\tau_0$ has length $m$ and for $0 \leq j \leq m$, $P_j$ matches at $\text{pre}(\tau,j)(\pi(A@p))$.

Proof Both parts follow from Proposition 5.11 and the definition of LR graph. As in Proposition 5.11 this proposition could be simplified substantially since $L_{in}$ is $L_{Op}$. □

LR graphs contain enough information for solving both TERMINATION and CONFLUENCE (recall the definitions of Section 2.3). A rewrite system is not confluent if there is an LR graph for which there are two nodes (patterns) that cannot reach a common node (pattern). The existence of such an LR graph implies the existence of an input tree rewriting into two trees that cannot be rewritten into a common tree. Thus, testing for CONFLUENCE can be done by testing the above property in all the LR graphs. In the most straightforward approach, this requires a finite number of LR graphs for the situation in which the output set is $L_{Op}$. TERMINATION is similar, but the property to test is the existence of a loop in the LR graph. Again, it depends on having a finite number of LR graphs.

5.4. Fixed-Goal Reachability and UI LR graphs

The notion of LR graphs leads to a practical algorithm for solving REACHABILITY when $L_{out}$ is a finite set. The algorithm is given in Figure 5.8. The algorithm is non-deterministic because of the step of the line marked (1): ‘‘let $\tau$ be a path in $G(T_{in})$ ending in $T_{out}$ ...’’. It is clear, from the properties of LR graphs, that any such path will provide an answer. See Section 5.6.1 below for some general comments on a possible implementation of this algorithm.
Algorithm for Fixed Goal Reachability

Definition 5.10  A restriction of an LR graph is a subgraph $G$ of that graph such that $G$ contains all the output patterns of the original graph, $G$ contains at least one input pattern, and, for every output pattern in $G$ there is at least one path in $G$ starting at an input pattern in $G$ and reaching the output pattern.

For any output tree the restricted graph will be able to provide a local rewrite sequence $\tau$ (line marked (1) in Figure 5.8). Thus, the replacement does not affect solving fixed-goal REACHABILITY. The strongest restriction on a graph is the "uniquely invertible" LR graph.

Definition 5.11  A uniquely invertible LR graph (UI LR graph) is a restriction of an LR graph in which each node has, at most, only one edge reaching it.
For an LR graph there may be several UI LR graphs. The replacement of an LR graph by a UI LR graph corresponds to throwing away many possible rewrite sequences, but nothing is lost for solving REACHABILITY.

Two LR graphs may have a common UI LR graph. For example, in Figure 5.9, the LR graph on the left has as an UI LR graph the LR graph on the right. The top row shows the corresponding input trees. Thus, since states correspond to LR graphs, one way to reduce the number of different states that are needed to solve REACHABILITY is to solve the following problem:

**Definition 5.12** Given a rewrite system $R$ over $Op$, and a nullary operator $G$ in $Op$, with $<R,Lop_,\{G\}>$ in finite BURS, the MINIMUM UI LR GRAPH problem consists of assigning to each LR graph a valid UI LR graph such that the number of UI LR graphs used is minimum.
Chapter 8 uses this technique in one application. Unfortunately \textsc{Minimum UI LR Graph} is NP-complete.

**Proposition 5.17** Let $R$ be a rewrite system over $\mathcal{O}$, and let $G$ be a nullary operator in $\mathcal{O}$. Let $<R,L_{\mathcal{O}},\{G\}>$ be in finite BURS. \textsc{Minimum UI LR Graph} is NP-complete.

**Proof** by reduction. The NP-complete problem to use is \textsc{Minimum Cover} [GaJ80]: Given a collection $C$ of subsets of a finite set $S$, and a positive integer $K \leq |C|$, determine whether $C$ contains a subset $C'$ with $|C'| \leq K$ such that every element of $S$ belongs to at least one member of $C'$.

\textsc{Minimum Cover} is equivalent to the following graph problem: given a bipartite graph with vertices $A \oplus B$, find the minimum number of nodes in $B$ such that every node in $A$ is connected
to at least one node in $B$. The graph problem, in turn, models exactly the situation present in MINIMUM UI LR GRAPH: the $A$ nodes of the bipartite graph represent the LR graphs, the $B$ nodes the UI LR graphs, and the edges the fact that one UI LR graph is a valid representative of an LR graph.

To complete the reduction it is only necessary to show that for any bipartite graph we can construct a rewrite system modeled by that bipartite graph. Let $A$ and $B$ be as above. The rewrite system is defined as follows:

1. For each node $B_i$ in $B$, there is a nullary symbol $N_{B_i}$. For each node $A_i$ in $A$, there is an nullary symbol $N_{A_i}$. There is a nullary symbol $\text{goal}$, and a unary symbol $Op$, different from all the other ones.

2. For each node $B_i$ in $B$, there is a rewrite $Op(N_{B_i}) \rightarrow \text{goal}$.

3. For each node $A_i$ in $A$ with $n$ incoming edges from nodes $B_1, \ldots, B_n$, there are $n$ rewrites $N_{A_i} \rightarrow N_{B_1}, \ldots, N_{A_i} \rightarrow N_{B_n}$.

With these definitions, the bipartite graph describing the relationship between LR graphs and UI LR graphs can be split into two parts. The first part is the desired bipartite graph as sketched at the left of Figure 5.10, the second part is a very simple bipartite graph that can be solved immediately.

---

Useless Nodes in LR Graphs

The original LR graphs were constructed to track all the possible rewrite sequences. The initial construction of the graphs guarantees that each node in the graph is useful, that is, there are
some trees for which an execution of the procedure \textit{reachability} \((T_{in},T_{out})\) will require the presence of the node. The situation changes after the selection of the UI LR graphs. Since it reduces the possible normal form rewrite sequences that are tracked by the new states, it may make some information (nodes) useless. Consider a rewrite system with four rewrite rules: \(0 \rightarrow \text{reg} , \quad +(+(\text{reg},0),\text{reg}) \rightarrow \text{reg} , \quad +(\text{reg},0) \rightarrow \text{reg} , \text{and} \quad +(\text{reg},\text{reg}) \rightarrow \text{reg} ,\) and the three LR graphs of Figure 5.11. Initially the three LR graphs are different. If the edges in thicker pen show the UI sub-graph selected, the first and the last LR graphs are identical, but the middle one is not because \(+ (\text{reg},0)\) is an output pattern (and an input pattern too). \(+ (\text{reg},0)\) was useful because \(+ (+(\text{reg},0),\text{reg})\) was an input pattern of the first LR graph. Since that pattern is now "useless", the output pattern \(+ (\text{reg},0)\) in the middle state can be removed, and the three states become the same.

![Useless Nodes in LR Graphs](Figure 5.11)

Detection of useless nodes can be done using a simple propagation algorithm:

\textbf{Proposition 5.18} Let \(R\) be a rewrite system over \(O_p\), and let \(G\) be a nullary operator in \(O_p\). Let \(<R,L_{in},\{G\}>\) be in finite BURS, and let \(S\) be a collection of restricted LR graphs (which may or may not be UI). A node \(N\) in a graph is \textbf{useful} if there is a tree \(T_{in} \in L_{in}\) such that \(N\) is part of a path (a local rewrite) \(\tau\) selected by a call to \textit{reachability} \((T_{in},G)\), using \(S\) as states. If \(L_{in}\) is \(L_{op}\), there is an algorithm to determine the set of useful nodes in all the states.

\textbf{Proof} Note that Proposition 5.16 says that no nodes are useless if \(S\) is the set of all LR graphs. The algorithm is that shown in Figure 5.12. Its correctness is straightforward. \(\Box\)
procedure useless-nodes()
  for each graph G
    for each node N in G
      set mark[N] = (if N = G then useful else useless);
  while (some mark on a node has changed) do
    for each graph G do
      for each output tree O in G do
        if mark[O] = useful
          for each node N reaching O
            set mark[N] = useful;
      for each graph G do
        for each input node p in G with mark[p] = useful
          let p = op(p_1, ..., p_n);
          for each i in 1..n do
            set mark[p_i] = useful in all graphs G

Algorithm for Useless Nodes

Figure 5.12

Detecting Blocks

If R is a rewrite system over Op, G a nullary operator in Op, and L a tree language, a blocking tree is a tree in L for which there is no rewrite sequence rewriting it to G. The blocking detection problem (Def. 2.28) is determining if there exists such a tree in L.

A given input tree T blocks for some fixed-goal reachability problem if and only if the state associated with T does not contain G. If the input language is L_op, there will be an input tree that blocks if and only if there is a state that does not contain G. Hence,

Proposition 5.19 Let R be a rewrite system over Op, and let G be a nullary operator in Op. Let <R,L_op,G> be in finite BURS. There is an algorithm to solve blocking for <R,L_op,G>.

This section has considered only the case where the set of input trees is L_op. The next section explores some consequences of using a general recognizable set as input.

5.5. Influence of the Input Set

The general reachability problem involves a rewrite system, R, a set of input trees, L_in, and a set of output trees, L_out. The previous sections have studied only some special cases of L_in and L_out. The limitation on L_out is not significant for the applications explored in this dissertation, but that on L_in could be. For example, Chapter 6 presents methods to solve the C-reachability problem and to use this solution for code generation of expression trees. In this case L_in represents the set of expression trees that can reach the code generator. This set should be used in determining if the rewrite system is in finite BURS: it could be that the rewrite system fails in a class of input trees outside of L_in. Hence it is desirable to solve the problems of the previous sections relative to a general class of input trees. The obvious candidate for this class are the recognizable sets.
Thus, it would be ideal to solve the problems attacked in the previous sections for the case when \( L_{in} \) belongs to RECOG. For completeness, it would also be nice to solve the problem for \( L_{out} \) in RECOG. This general problem will be the subject of future research but is not explored in this section. Instead this section assumes that \( <RL_{Op}(\{goal\})> \) is in finite BURS and then solves some problems relative to some recognizable set \( L_{in} \).

The three problems considered are: determining if there exists a tree in \( L_{in} \) for which the rewrite system will block; determining which states (LR graphs or UI LR graphs) are useful in solving REACHABILITY for trees in \( L_{in} \); and, determining which nodes in the state (LR graph or UI LR graph) are useful to solve REACHABILITY for trees in \( L_{in} \).

The first problem is very easy:

**Proposition 5.20** Let \( <RL_{Op}(G)> \) be in finite BURS. Let \( L \) be a recognizable set. There exists an algorithm that will determine if there is a tree \( T \in L \) on which \( R \) blocks.

**Proof** Let \( A_1 \) be the B-fsa that computes LR graphs for \( <RL_{Op}(G)> \). Let \( A_2 \) be the B-fsa obtained from \( A_1 \) that accepts a tree if and only if it blocks for \( <RL_{Op}(G)> \). Intersect \( A_2 \) with the B-fsa that recognizes \( L \) obtaining a new automaton \( A_3 \). Finally, determine whether \( A_3 \) if empty or not. \( \square \)

The second problem uses the general construction of Proposition 3.15.

**Proposition 5.21** Let \( R \) be a rewrite system over \( Op \), and let \( G \) be a nullary operator in \( Op \). Let \( <RL_{Op}(G)> \) be in finite BURS, and let \( A_R \) be the B-fsa that computes the LR (UI LR) graphs for it. Let \( L \) be a recognizable set. There exists an algorithm that will determine which states in \( A_R \) will be assigned to some subtree of a tree \( T \in L \).

**Proof** Without loss of generality, we can assume that the B-fsa recognizing \( L \) contains only one state \( s_{reject} \) that will not lead into an accepting state (in \( A_L \)). Compute, using Proposition 3.15, for each node \( s_{L} \) in \( A_L \) the set \( B \) of all those states \( s_{R} \) in \( A_R \) such that there is a tree \( T \) with state \( s_{R} \) in \( A_R \) that would have state \( s_{L} \) in \( A_L \). After computing it, a state in \( A_R \) will be "useful" if it belongs to the set \( B \) labeling a non-rejecting state in \( A_L \). \( \square \)

Note that the construction of the previous proof can also be used to solve the "blocking" problem above: check if any of the rejecting states of \( A_R \) is in the set \( B \) labeling a non-rejecting state of \( A_L \). Also note that we could not simply construct the intersection of \( A_R \) and \( A_L \) because \( A_R \) has more information than a simple B-fsa (that is the internals of the LR graphs are important).

The third problem is straightforward.

**Proposition 5.22** Let \( R \) be a rewrite system over \( Op \), and let \( G \) be a nullary operator in \( Op \). Let \( <RL_{Op}(G)> \) be in finite BURS. Let \( L \) be a recognizable set. Let \( A_R \) be the B-fsa computing the (UI) LR graphs for \( R \). There exists an algorithm that will determine for each (UI) LR graph which nodes (patterns) can be used when solving the REACHABILITY problem for \( <RL,\{G\}> \).

**Proof** First construct, using the previous propositions, a B-fsa that will compute the (UI) LR graphs and will have no useless states. Then apply the algorithm to compute useless nodes of Figure 5.12 \( \square \)

5.6. Representation Issues

There are several ways of implementing the algorithm of Figure 5.8. This section explores briefly the alternatives that depend on the representation used in the UI LR graphs.
5.6.1. Implicit Representation

The most important case is when the rewrite system is in finite BURS. In this case the UI LR graphs, the local rewrite sequences, and the input and output patterns, can all be represented by an index into an adequate set. The computation of the UI LR graphs (the line marked (2) in Figure 5.8) can be encoded in a B-fsa. Finding, given a UI LR graph and an output goal, a local rewrite and an input goal (the line marked (1) in Figure 5.8) can be precomputed for all possible values, stored in a table, and then accessed through table lookups.

The implementation of the line marked (1) in Figure 5.8 requires some comment. If the goal pattern \( p \) is \( X \), any path will satisfy the condition indicated in the line marked (1) and, in particular, a valid alternative is to simply stop the recursion at this point in the input tree. For the general case, the search for the \( T_0 \) at which \( p \) matches can be done at table construction time and encoded in the tables as described in the next paragraph.

The representation of the B-fsa is similar to the one used for the computation of match sets. (The reader can see Chapter 3 for details). The representation of the paths in the LR graphs can be done in several ways. The fastest possible representation is directly as one 1-dimensional table per UI LR graph, with an entry for each output node giving the index of a rewrite sequence \( \tau \). Another alternative is to represent each individual edge in the UI LR graph in a similar form. In either case the 1-dimensional tables have many empty slots. In the execution of reachability \((T_{in}, T_{out})\) in Figure 5.8, these empty slots are only accessed at the top level, when asking if \( T_{out} \) belongs to the state. In fixed goal REACHABILITY, this information can be considered separately, encoding the single bit per state of whether a state reaches goal or not by renumbering states, using a bit-vector, or simply detecting and reporting their existence at solver construction time as a specification error. If one of these encodings is used, the empty slots can be considered don't care entries, and a cheap and efficient encoding is to overlay the rows using a base and displacement scheme like the one used in YACC [Joh78] (see Figure 5.13). Given a state number corresponding to a UI LR graph and a tree corresponding to an output node in it, the BASE array is accessed with the state number and the result value is then added to the index characterizing the tree to obtain an entry into GOAL. The obtained value is either the desired local rewrite sequence or just one rewrite rule of it depending on what is encoded.
5.6.2. Explicit Representation

Another alternative is to represent the UI LR graphs explicitly. Such an approach would require much smaller tables. The only information that needs to be encoded is the individual rewrite rules. Their applicability can then be investigated at solving time. The disadvantage is that the effort spent at solving time will be increased substantially. This approach is not explored further in this dissertation.

5.7. Related Work

Chronologically, this chapter grew from an attempt to generalize the results used in the chapter on code generation (Chapter 6) to the context of tree languages (Chapter 7). This explains the emphasis on fixed-goal reachability.

The closest research related to that presented in this chapter is in the area of code generation. Hatcher [HaC] was particularly instrumental in starting the research. Recently, the author has learned of several researchers that have developed techniques for code generation that are special cases of BURS theory [He87, We86]. Using this chapter’s notation, their techniques involve implicit representation of some type of states for rewrite systems that are strict subclasses of reduction systems. Their work is discussed in Section 6.4.

The theory introduced in this chapter is used successfully in Chapter 6 to attack the problem of code generation, and in Chapter 7 for pattern matching and special types of tree transformations.
In this chapter we investigate the optimal selection of instructions and addressing modes for expression trees. This problem can be modeled as a REACHABILITY problem extended with a cost metric on the rewrite sequences; the technique used in this chapter to solve this problem is based on extensions to the results of Chapter 5. The algorithms presented here are used in Chapter 8 to implement a code generator generator.

An expression can be represented as a "low level" computational dag: a dag showing common sub-expressions explicitly as subdags with more than one parent, and with nodes representing low level operations, including explicit memory assignment. (In other words, references to locations in arrays are described as indirections through displacements from a base location). Several simplifications must be made to this model before being able to map the problem of generating code into something similar to REACHABILITY.

The presence of common subexpressions substantially increases the complexity of generating optimal code. A traditional solution [Hen84, WJW75] is to generate code for dags by "pulling out" the parts of the input expression with more than one use and replacing them by a single node. The sub-expression then can be evaluated independently and computed into a temporary which is represented by the new node. In general this simplification will produce non-optimal code (for example, it could have been cheaper to recompute the sub-expression instead of computing it into a register) but it works reasonably well in practice. Hence, the first simplification imposed in this chapter is to assume that there are no common subexpressions; that is, that the computation dag is actually a tree.

Generating code for the expression tree can be phrased as a problem involving a rewrite system describing the target machine architecture and some properties of the operators present in the expression tree. The effect of an instruction can be modeled as a rewrite rule by which some subtree representing the action of the instruction can be replaced by another representing its result. For example, the rewrite rule

\[
\begin{array}{c}
\text{reg reg} \\
\text{+} \\
\text{reg} \\
\end{array} \rightarrow \text{reg}
\]

could represent a 3-address, register-to-register, "Add" instruction. Here, the nullary operator \texttt{reg} models a whole class of registers, not one particular member of the class. Rewrite rules can also be used to facilitate the description of the target machine by providing some type of "abstraction" facility, as in:
or to model such algebraic properties as commutative operators:

\[ + \rightarrow \text{biOp} \]
\[ \wedge \rightarrow \wedge \]
\[ X \ Y \quad Y \ X \]

and other algebraic properties such as:

\[ + \rightarrow X \]
\[ \wedge \rightarrow X \]
\[ X \ 0 \]

The completion of the computation is represented by a distinguished nullary operator, \( G \), generated by rewrite rules such as \( \text{register} \rightarrow G \). The instructions described through the rewrite system are "virtual" instructions: they need not be implemented directly by any one instruction in the physical hardware and can be implemented as an in-line sequence of physical instructions or by a call to run-time support routines. A rewrite sequence from an expression tree into \( G \) corresponds to an instruction sequence implementing the expression tree.

The operators of the expression tree and intermediate trees manipulated by the rewrite system have associated attributes. Following [Hen84], these attributes can be classified into three groups depending on how their values affect the instruction sequences for an expression tree. **Mandatory** attributes are those whose value influences whether the shape of an instruction sequence is correct or not. A typical example is the data type of the operators; the correct instruction sequence for \( +(\text{register,register}) \) will depend on the relationship between the types of '+' and the two register symbols. **Incidental** attributes are those whose value is only used in the details, not the shape of the instruction sequence. An example is a nullary symbol constant: it models any constant\(^{17}\), which one is not important to determine the correct shape of the instruction sequence. **Optional** attributes are those whose value is important to determine the best instruction sequence, but discarding them still produces correct sequences.

Attributes with a finite domain set can be encoded syntactically into the names of the symbols. For example, if the data type has three possible values, byte, word, and long, the encoding of the data type attribute of the operator register produces the operators register\(_b\), register\(_w\), and register\(_l\). One advantage of encoding mandatory attributes syntactically is that the correctness of the instruction sequences emitted can be enforced through syntactic means. If optional attributes are also encoded syntactically then the optimality of the sequence can be treated identically. [AGH84] contains a discussion of the advantages (and disadvantages) of encoding the mandatory attributes syntactically. Since this chapter and Chapter 8 model the selection of instructions exclusively through the use of a rewrite system with linear N-patterns, all mandatory and some optional attributes are encoded syntactically.

It may be impossible, or impractical, to encode some attributes syntactically. This may be the case if the register set of the target architecture is not "uniform" with "even-odd".

\(^{17}\text{If the target machine distinguished between constants of different size then the ranges of the constants would be either mandatory or incidental attributes depending on the architecture.}\)
constraints on register pairs, special registers, or similar things. This problem can be alleviated, at some cost in the quality of the generated code, by modifying the "virtual" target architecture. [Hen84] discusses in detail a successful code generator generator based on this purely syntactic approach.

If a target machine architecture is described as suggested above, a rewrite sequence for an expression tree into goal corresponds to a valid instruction sequence for the expression tree. Any such instruction sequence can be provided with a cost, and a resource usage. The cost quantifies the "goodness" of the sequence. Examples can be the number of bytes required to represent the sequence and the number of cycles required to execute it. The resource usage describes how many resources the sequence needs for its evaluation. The prototypical example of a resource is a register. The problem of obtaining optimal code for an expression tree $T$ using a machine description can now be phrased as finding a rewrite sequence of the machine description that will transform $T$ into goal with minimum cost and with resource usage within the maximum number of resources available. This problem resembles the REACHABILITY problem, except for the two additional requirements: minimal cost, and limited number of resources.

Dealing optimally with a limited number of registers is a difficult problem. There are two major difficulties. One is that it is no longer possible to restrict our attention to rewrite sequences in bottom-up normal form: if the number of resources employed to hold a computation value is not always constant (as is the case with a value of type double requiring twice the number of registers than one of type single) there are non-bottom-up rewrite sequences that have lower resource usage, and equal cost, than any bottom-up normal form rewrite sequence [AJU77].

As an example of this difficulty consider an architecture having 6 identical registers and consider the expression tree sketched in Figure 6.1. Further, assume that the architecture is such that the number of resources to compute the lower two subtrees is 5, while those for the two upper subtrees is 3, and that the number of registers required to hold the value of the two lower subtrees is 1, while the two upper subtrees require 3. Then, there is a rewrite sequence that computes the tree using only the 6 available registers, but there is no rewrite sequence in bottom-up normal that does so. The desired sequence first computes the lower left subtree and saves the value using a single register; then computes the complete right subtree using the remaining 5 free registers, saves the value in 3 registers and finally completes the evaluation of the top left subtree using the saved value and the 2 free registers.
The second difficulty is that the resource usage of a rewrite sequence is not the sum of the resource usages of its components, as the example above also showed. As we will see later in this chapter, this characteristic would inhibit using fast techniques to find the optimal rewrite sequence, even if we were willing to restrict our attention only to bottom-up normal form sequences.

If, as in many target machine architectures, there is a finite number of resources, the limitation must be removed somehow. A common simplification is to assume an infinite number of registers. Code generation is then done using "virtual" registers which are later mapped somehow into "physical" registers. Two ways of doing this mapping are "on-the-fly", and "globally". On-the-fly register allocation is easy and computationally cheap. Global register allocation is "global" to some program unit, for example, expressions, basic blocks, procedures, separately compilable units, or the complete load module. A recent technique is based on the notion of "interference graphs" and "graph coloring" [Cha82]. The computational cost of using this technique is related to the size of the program unit, and to the "complexity" of the unit itself.

The C-REACHABILITY problem is, given a rewrite system \( R \) and two trees \( T \) and \( T' \), to determine whether there is a rewrite sequence in \( R \) from \( T \) to \( T' \) and, if so, to find the one with minimum cost. This chapter extends the techniques of Chapter 5 for REACHABILITY to C-REACHABILITY. C-REACHABILITY provides a solution to code generation with no constraints on the number of registers used. This later problem is frequently also called instruction selection. The notion of blocking (Definition 2.28) applies well to this simplified model of code generation: a block corresponds to an input tree for which no code could be generated. Since this is a code generator error, it should be corrected by modifying either the set of input trees or the set of rewrite rules available. Sometimes [Hen84] blocking is called intrinsic blocking to differentiate it from algorithm-induced blocking in which code cannot be generated for some input tree due to an inadequacy of a code generation algorithm.

The next section defines formally a cost metric for rewrite sequences, C-REACHABILITY, and the notion of an instruction description. Section 6.2 defines an extension of the LR graphs introduced in Chapter 5, called the \( \delta \)-LR graphs, and presents a sufficient condition for the existence of a finite number of them. Then, Section 6.3 discusses the modifications that are needed to apply the algorithms for REACHABILITY to solve C-REACHABILITY. The two last sections discuss
related work and present some conclusions. Chapter 8 shows how the theory and techniques
developed in this chapter are used to implement a code-generator generator.

6.1. Basic Definitions

"Optimal" code only makes sense in the presence of some cost metric. Since our approach
to code generation is based strictly on rewrite systems, this metric is defined on rewrite
sequences. The resulting notion is that of an extended rewrite system: a rewrite system where a
non-negative cost is associated with each rewrite rule.

Definition 6.1 An extended rewrite system $R_e$ is a pair $<R, \text{cost}>$, where $R$ is a rewrite system,
and cost is a function associating with each rewrite rule $r$ in $R$ a non-negative integer. $R_e$ is
said to be an extension of $R$.

If $\tau$ is a rewrite sequence in $R$, the cost of $\tau$ is the sum of the costs of all the rewrite rules in
$\tau$.

Restricting the cost of a sequence to be linear on the cost of its composing rewrite rules is
intrinsic to the approach presented in this chapter. It is possible to relax the linearity constraint to
be a linear combination (this would require some redefinitions) but non-linear combinations are
outside our approach. The reason will be apparent after defining the notion of a $\delta$-LR graph.

The main problem investigated in this chapter is:

Definition 6.2 Let $R_e$ be an extended rewrite system over $Op$, and let $L_i$ and $L_o$ be two sets of
trees over $Op$. The minimum cost REACHABILITY problem for $R_e$, $L_i$, and $L_o$, denoted by $C$-
REACHABILITY, consists in determining, given $T \in L_i$ and $T' \in L_o$, whether there is a rewrite
sequence $\tau$ from $R_e$, such that $\tau(T) = T'$, and if so to produce one such $\tau$ with cost minimum over
all rewrite sequences in $R_e$ rewriting $T$ to $T$.

If $L_o$ is a singleton $\{G\}$, then the C-REACHABILITY problem is said to be fixed-goal C-
REACHABILITY, and $G$ is called the goal.

Fixed goal C-REACHABILITY provides a solution to instruction selection. Instruction selec-
tion uses a special class of extended rewrite systems, the instruction set descriptions. These
extended rewrite systems are given a "semantics" by associating with each rewrite rule an unin-
terpreted string.

Definition 6.3 Let $Op$, $OpC$, and $IfC$ be three mutually disjoint sets of operators, called the
input operators, the generic operators, and the instruction fragment symbols, with all the opera-
tors in $IfC$ being nullary, and one of them being a distinguished member $G$. An instruction set
description over $Op$, $OpC$, and $IfC$ is an extended rewrite system where the rewrite system is a
reduction system $R_e$ over $Op \oplus OpC \oplus IfC$ together with a function assigning to each rewrite
rule its semantic action, a (maybe null) string word in some alphabet.

Three types of rewrite rules are given special names:

An instruction fragment is a reduction rule of the form $\rho \rightarrow cl$ where $cl \in IfC$ and $\rho$ is a
pattern without variables.

A generic operator rewrite is a rename rule of the form
$op(X_1, \ldots, X_n) \rightarrow op'(X_1, \ldots, X_n)$, where $op \in Op$ and $op' \in OpC$.

A commutative operator rewrite is a rename rule of the form
$op(X_1, \ldots, X_n) \rightarrow op(X_{\pi_1}, \ldots, X_{\pi_n})$, where $\pi$ is a permutation of $1..n$.

An instruction set description is flat if IfC is a singleton, otherwise it is factored. An
instruction set description has operator classes if $OpC \neq \emptyset$. 

An instruction set description is a simple machine grammar if it has only instruction fragment and generic operator rewrites.

The original article introducing the Graham-Glanville technique [GIG78] used only instruction fragment rewrites. [Hen84] used factored machine descriptions with operator classes, but handled commutative operators through transformations on the machine description itself. Later we will see that erasing reduction rules are difficult to handle with our approach.

An application of a rewrite rule transforms a tree \( T \) into another tree \( T' \); the semantic actions extend the mapping to attributed trees. By extension, the sequence of semantic actions associated with a rewrite sequence from an input tree \( T \) into \( T' \) defines the value of the attributes of \( T' \). In practice, the semantic actions also have side-effects which are used to emit instructions as they are found. The instruction selection problem can be solved by first solving the fixed-goal C-REACHABILITY problem for the rewrite system, thus obtaining a rewrite sequence for the input tree \( T \) into the goal \( G \), and then using this rewrite sequence to rewrite \( T \) into \( G \) while using the semantic actions associated with each rewrite rule in the rewrite sequence to find the attributes of the intermediate trees.

We will not discuss how to write the semantic actions (see [Hen84] for details), but we explain how some of them can be null. A simple example is a rename rule corresponding to an abstraction like \( \text{amode\_index} \to \text{amode} \) where \( \text{amode} \) and \( \text{amode\_index} \) have exactly the same attributes. Formally, the semantic action would copy all the attributes of \( \text{amode\_index} \) into the corresponding attributes of \( \text{amode} \), but it may be possible to do better. For instance, assume that the attributes are represented independently of the intermediate tree as objects pointed to by a semantic stack. Then a null semantic action, leaving the stack undisturbed, would have the desired effect. A similar situation would happen if a node in an intermediate tree is represented by an object and the rewrite application only changes its "label" field, leaving the "attribute" fields unchanged. Even more, if no later semantic action refers to the label of the node, the original label could be left unchanged: this works correctly because we do not use the label of the intermediate tree to determine what rewrite rules are applicable: that decision was made when solving the C-REACHABILITY problem.

A more complicated example is a generic operator rewrite rule like \( +(X,Y) \to \text{biOp}(X,Y) \). One possible semantic action would change the node + into biOp and update an attribute, \( \text{class} \), of biOp to indicate that that biOp is an abstraction of a +; later semantic actions would then use the \( \text{class} \) attribute. Another possibility is to leave the + node unmodified, and to write the later semantic actions so that they use the label of the node instead of the \( \text{class} \) attribute. In the second case the semantic action can be null.

As an example of a situation where a semantic action cannot be null consider the commutative rewrite rule \( +(X,Y) \to +(Y,X) \). Although no "new" attributes are computed in this rewrite application, some action will be necessary so that references later in the rewrite sequence to positions in the right subtree of + (the \( X \)) will find the values that previously were in the left subtree of +. What specific computation is done depends on how the intermediate trees and their attributes are stored. A similar situation occurs with the rewrite rule \( +(X,0) \to X \).

The formalization of the instruction selection problem is as follows:

**Definition 6.4** Let \( L \) be a set of trees over \( Op \), and let \( ISD \) be an instruction set description over \( Op \) (and \( OpC \) and \( IfC \)) with \( G \) its goal symbol. The unconstrained code generation problem, \( \text{UCODE}^8 \), consists in determining, for each input tree \( T \) in \( L \), whether there is a rewrite sequence

\(^8\) The \( U \) stands for "unconstrained". The constrained code generation problem, \( \text{CCODE} \), not defined here, is the corresponding problem where the number of resources used by the sequence of semantic actions is constrained to be smaller than some value.
\( \tau \) from ISD, such that \( \tau(T) = G \), and if so to produce the sequence of semantic actions of such a \( \tau \) with the additional property of having a cost minimum over all rewrite sequences reducing \( T \) to \( G \).

Clearly, solving C-REACHABILITY provides a solution to UCODE, but the converse is not necessarily true due to the presence of null semantic actions (see section 6.3).

Since the rewrite system underlying an instruction set description is a reduction system, we have:

**Proposition 6.1** Let \( R \) be the rewrite system of an instruction set description over \( Op \) with goal \( G \). Then \( \langle R, L_{Op}, \{G\} \rangle \) is finite-BURS.

Figure 6.2 gives an example of an instruction set description. The underlying rewrite system is the same as that of Figure 5.1. In the figure, \( Op = \{0, Const, Reg, +, -\} \), \( OpC = \{biOp\} \), and \( IFC = \{reg, amode\} \). The rewrite rules correspond to a 2-address operation, a load, two rename rules, three addressing modes, one commutative operator, two operator class rewrite rules, and a simple reduction rule corresponding to an algebraic law. The first column indicates the type of the rewrite rule (Frag = instruction fragment, GenOp = generic operator, Comm = commutative operator, Red = non-erasing reduction), the second column the rewrite rule itself, and the last two columns its cost and an indication of whether the semantic action is null or not.
<table>
<thead>
<tr>
<th>Type</th>
<th>Rewrite</th>
<th>Cost</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frag</td>
<td>biOp → reg</td>
<td>1</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>amode amode</td>
<td></td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>Reg → reg</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>amode → reg</td>
<td>1</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>0 → Const</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>reg → amode</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>Const → amode</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Frag</td>
<td>+ Const reg</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Comm</td>
<td>+ X Y + Y X</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>GenOp</td>
<td>+ biOp X Y + X Y</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>GenOp</td>
<td>- biOp X Y - X Y</td>
<td>0</td>
<td>null</td>
</tr>
<tr>
<td>Red</td>
<td>+ X 0</td>
<td>0</td>
<td>null</td>
</tr>
</tbody>
</table>

Example of an Instruction Set Description

Figure 6.2
In Figure 6.2 the cost of a rewrite rule is 1 if the rewrite rule corresponds to an instruction and 0 otherwise. Other examples of cost functions are the number of bytes used to represent an instruction sequence, the number of bytes of memory data touched by the execution of an instruction sequence, and the number of cycles needed to execute an instruction sequence. Note that the last two cost functions cannot be modeled accurately in our framework in the presence of several important architecture features such as pipelines, cache memory, and page faults. As in the case of a finite number of registers, the solution is to ignore the limitation of the model, generating as good a code as possible and later using an instruction scheduling algorithm to improve the obtained instruction sequence.

6.2. $\delta$-LR Graphs

Chapter 5 gives two notions of state for solving REACHABILITY: LR graph and UI LR graph. This chapter shows how to enrich these notions with cost information. The new notions are called $\delta$-LR graphs, discussed in this section, and $\delta$-UI LR graphs, which are discussed in the next one. Although not all extensions of a finite-BURS rewrite system will have a finite number of $\delta$-LR graphs, extended rewrite systems that model real instructions sets have a finite number of $\delta$-LR graphs. This observation leads to a code generator generator system described in Chapter 8.

Since the cost of a rewrite sequence does not depend on the particular order of its components, the rewrite sequence of minimum cost in a rewrite system can be found by considering only rewrite sequences in bottom-up normal form. Hence, it is meaningful to try to extend the notion of an LR graph by simply extending the meaning of its nodes. In a first approach, which we call full cost LR graph, the nodes of the graph for a tree $T$ represent the pairs $<p, c(p)>$, where $c(p)$ is the minimum cost required to rewrite $T$ into a pattern of interest $p$, while the paths would represent local rewrite sequences with minimum cost. This definition leads to a notion that can be used to solve C-REACHABILITY in a manner very similar to that used to solve fixed-goal REACHABILITY: a first pass, bottom-up, computing the state information; a second pass, top-down, selecting minimum cost local rewrite sequences; and a third pass, bottom-up, collecting these local rewrite sequences.

Unfortunately, full cost LR graphs do not lead to an efficient implementation. The main problem is that only a few trivial extended rewrite systems will have a finite number of full cost LR graphs. Most interesting systems have unbounded sets of trees for which the minimum cost of rewriting a tree into a given pattern $p$ is a function that grows with the height of the tree (an example is the system of Figure 6.2). This unboundness precludes the use of a fully implicit representation of the states and the implementation of the phases as simple table lookups. And, if the costs are carried explicitly at C-REACHABILITY solving time, the computation of the minimum cost requires additions and comparisons in the first, bottom-up, computation phase.

The notion of $\delta$-LR graphs is an elaboration of the one presented above based on the observation that there are only two main requirements for the information kept in the states, similar to those required of states in Chapter 5:

(C-STATE-1) The collection of states associated with the nodes contains enough information to characterize the minimum-cost rewrite sequence applicable to the input cost reaching the goal tree.

(C-STATE-2) The states can be computed in a bottom-up pass over the input tree.

Note that neither (C-STATE-1) nor (C-STATE-2) indicate that the states need to encode the cost of the minimum cost rewrite sequence. The notion of a full cost LR graph satisfies both (C-STATE-1) and (STATE-2), but it is too expensive. A first attempt at a new notion of state would record not the costs themselves, but only their relative ordering. This certainly satisfies (C-STATE-1), but, as the reader can verify, does not satisfy (C-STATE-2). The correct notion of state is somewhere in between these two notions: it stores the difference between the costs associated with the patterns in the state. We call this notion a $\delta$-LR graph, and it can be obtained from
the notion of a full cost LR graph by finding the smallest of all the costs associated with nodes in the full cost LR graph and then subtracting this value from all of the costs. Figure 6.3 is the analog of Figure 5.6 but showing $\delta$-LR graphs instead of LR graphs. The $\delta$ costs are shown to immediately to the right of the patterns in bold font, and the full costs to their right in italics.

There are two differences between the $\delta$-LR graphs and the LR graphs in Figure 6.3 and Figure 5.6. One is the addition of the cost information, the other is that the edge between $amode$ and $reg$ has been removed because it does not belong to a rewrite sequence with minimum cost.

$\delta$-LR graphs (and $\delta$-UI LR graphs) are used to solve \textsc{C-Reachability} in a slightly different way than the way in which LR graphs are used to solve \textsc{Reachability}. If the cost information is removed from the $\delta$-LR graphs the result is a restriction of the corresponding LR and UI LR graphs. This restriction is enough to satisfy (C-STATE-1). The cost information in the $\delta$ graphs is present only to satisfy (C-STATE-2), to be able to compute the states in a bottom-up pass. This situation was formalized in the notion of LB-fsa of Section 2.4.1, and is explored in Section 6.3.

The formal definition of a $\delta$-LR graph is:
Definition 6.5 Let $R$ be a rewrite system over $Op$, let $G$ be a nullary operator in $Op$, let $<R, \text{cost}>$ be an extended rewrite system, and let $<R, L_{Op}, \{G\}>$ be in BURS. The $8$-LR graph associated with a tree $T$ over $Op$ is a graph $G = (V,E)$ defined as follows.

Let $(V_0, E_0)$ be the LR graph of $T$ for $R$ and $G$. Define, for a pattern $p \in E_0$, its cost, $c(p)$, to be the cost of the minimum cost rewrite sequence in $R_e$ from $T$ into $p$. Let $C_{\min}$ be the minimum value of $c(p)$ for all $p \in V_0$. The members of $V$ are pairs $<p, c(p) - C_{\min}>$ where $p \in V_0$. The members of $E$ are those labeled edges $<p_1, p_2>$ in $E_0$ with label $\tau_1$ for which $c(p_1) = c(p_2) + \text{cost}(\tau_1)$.

It follows that for any tree $T$, the graph that contains the same edges as the $8$-LR graph of $T$ but whose vertices are only the patterns is a restriction (Def. 5.10) of the LR graph of $T$.

The formalization of (C-STATE-1) and (C-STATE-2) are Propositions 6.2 and 6.3 respectively. Their proofs follow in an straightforward way from the corresponding propositions for LR graphs.

Proposition 6.2 Let $R$ be a rewrite system over $Op$, and let $G$ be a nullary operator in $Op$, such that $<R, L_{in}, \{G\}>$ is in BURS. Let $<R, \text{cost}>$ be an extended rewrite system. Let (1) and (2) be the statements described below. If $L_{in}$ is $L_{Op}$ then (1) and (2) are true.

(1) For every tree $A$ in $L_{in}$, every position $p$ in $A$, and every efficient minimum-cost normal form rewrite sequence $\tau$ with $\tau(A) = G$ with local rewrite sequence $\tau_0$ at $p$ of length $m$, let $\pi$ be the normal form rewrite sequence assigned by $\tau$ below $p$. There is a path in the $8$-LR graph of $A@p$ of length $m$ and such that the $j$-th pattern in the path matches $\text{pre}(\tau_j)(\pi(A@p))$ for $0 \leq j \leq m$.

(2) For every tree $T$, and for every non-looping path $p_0 \cdots p_m$ from an input node to an output node in the $8$-LR graph for $T$ there is a tree $A \in L_{in}$, a position $p$ in $A$ with $A@p = T$, and an efficient minimum-cost normal form rewrite sequence $\tau$ with $\tau(A) = G$, local rewrite sequence $\tau_0$ at $p$, and with normal form rewrite sequence $\pi$ assigned below $p$, such that $\tau_0$ has length $m$ and for $0 \leq j \leq m$, $p_j$ matches at $\text{pre}(\tau_j)(\pi(A@p))$.

Proposition 6.3 Let $R$ be a rewrite system over $Op$, let $G$ be a nullary operator in $Op$, let $<R, \text{cost}>$ be an extended rewrite system, and let $<R, L_{Op}, \{G\}>$ be in finite BURS. Let $Gr(T)$ denote the $8$-LR graph associated with the tree $T$. There is a function $f$ such that $Gr(op(T_1, \ldots , T_n)) = f(op, Gr(T_1), \ldots , Gr(T_n))$.

The following example shows that in general, LR graphs do not provide enough information to solve C-REACHABILITY. Consider the rewrite system in Figure 6.4, where the integer on the right is the cost of the rewrite rule to its left.
Example of Different $\delta$-LR graphs per LR graph

Figure 6.4

There are input trees with the same LR graph but with different $\delta$-LR graphs. The $\delta$-LR graph for the tree $+(Const,reg)$ would be:

```
  + 0
 / \
 amode reg 0 1
```

while the $\delta$-LR graph for the tree $+(reg,Const)$ would be:

```
  + 1
 / \
 amode reg 0 1
```

Both trees have the same LR graph.

Finite Number of $\delta$-LR Graphs

The definition of $\delta$-LR graph does not guarantee a finite number of states, even if the underlying rewrite system is finite BURS. The top of Figure 6.5 shows such a rewrite system. To show that it is necessary to track an unbounded number of states, consider the class of trees represented at the bottom of the figure. There are two possible disjoint rewrite sequences rewriting this tree into goal: one using amode, the other using imode. Which one yields the lowest cost depends on whether there are more or fewer nodes labeled with `'` than labeled with Fetch.

It is important to note that the lack of finiteness is not a deficiency of the definition of $\delta$-LR graphs: any definition that is based on the bottom-up traversal paradigm that we use in Chapter 5 and in this chapter, requires an unbounded number of states to count the sizes of each tree and
Determining whether there will be a finite number of $\delta$-LR graphs for some extension of a rewrite system is semi-decidable if we already know that the rewrite system is in finite BURS.

**Proposition 6.4** Let $R$ be a rewrite system over $Op$, and let $G$ be a nullary operator in $Op$, with $<R,L_0,\{G\}>$ in finite BURS. Let $<R,cost>$ be an extension of $R$. There is a procedure that will generate all the $\delta$-LR graphs for $<R,cost>$ and $G$ and will stop if there is a finite number of them.

**Proof** A closure algorithm that generates keeps generating $\delta$-LR graphs while necessary will stop if and only if there is a finite number of $\delta$-LR graphs. □

Although Figure 6.5 generates an unbounded number of $\delta$-LR graphs, a simple modification guarantees a bounded number of states. If $reg$ is added, together with the rewrite rules $amode \rightarrow reg$, $imode \rightarrow reg$, and $reg \rightarrow imode$, and $reg \rightarrow amode$, then, the two rewrite sequences cease to be disjoint, since it is possible to switch from one to the other. This implies
that the difference between the minimum cost in one sequence and the other is never larger than the cost required to switch from one sequence to the other. Fortunately, the new rewrite system is more representative of "real" machine architectures.

The remainder of this section gives a sufficient condition for the existence of a finite number of δ-LR graphs. An intuitive discussion of the situation is given using a graphical representation introduced in [Hen84]: the cost diagrams. Such a diagram is an exact description of the situation only for trees with a unique rewrite "thread", as with trees that contain only unary and nullary operators, but hopefully it will help the intuition of the reader.

The horizontal axis of a cost diagram corresponds to the size of the tree along its only thread. The vertical axis indicates the cost associated with a rewritten tree. A rewrite sequence is described through a path: a connected sequence of straight segments, one for each rewrite rule in the sequence. Several rewrite sequences will show as several paths. Paths may split, join, and cross, according to the behavior of their associated rewrite sequences. The optimal code is that associated with the lowest path that reaches the end of the thread (that is, it does not block).

In this graphical presentation, the δ-LR graph associated with a subtree corresponds to a vertical slice of the cost diagram, with a horizontal coordinate corresponding to the subtree. The paths in the slice correspond to the paths in the δ-LR graph; since the absolute cost is the vertical coordinate of the diagram, the relative cost is related to the distance between the paths. Asserting that the number of δ-LR graph is finite is equivalent to saying that the distances between paths are bounded.

Figure 6.6 shows a tree thread where there are two possible reduction sequences. If both were to reach the end of the thread, the lower one would be the one to choose.

As illustrated in Figure 6.7, the case where the cost difference is bounded corresponds to those cases where after separation there is a fast "join", or those where the paths stay separated but approximately "parallel".
If the paths diverge, there may be an infinite number of states. Fortunately this is unrepresentative of real machine architectures. Consider a typical register-oriented instruction set without memory-to-memory instructions. Every tree can be evaluated into a register, since register is always a good target for an instruction. In addition, every "long enough" rewrite sequence for an expression has to load values into registers (in order to continue the rewriting). Intuitively this implies that two paths in a cost diagram cannot diverge very much: given two rewrite sequences for the same input tree, but with different output trees, register can be used to "bridge" from one rewrite sequence to the other, thus insure that, if they are both of minimal cost (for the given output trees), the difference in their costs is "small" (i.e. bounded). This observation can be formalized in the next proposition, where register is generalized to a set of "key" symbols \( S \) (in part to deal with the memory-to-memory instructions).

**Proposition 6.5** Let \( R \) be a rewrite system over \( O_p \), and let \( G \) be a nullary operator in \( O_p \), with \( <R,L_{op},(G \mid )> \) in finite BURS. Let \( <R,\text{cost}> \) be an extension of \( R \). Let \( S \) be a subset of \( EF_{R,G} \) such that there are positive integers \( k_1 \) and \( k_2 \):

1. For any pattern \( \rho \) in \( EF_{R,G} \) and any \( s \in S, \rho \) can be rewritten into \( s \) with a sequence having cost at most \( k_1 \).
2. There is an integer \( k_2 \) such that for any tree \( T \) and any normal form rewrite sequence \( \gamma \) for \( T \) there is a permutation of \( \gamma \) of the form \( \gamma_1 \gamma_2 \) with \( \gamma_2 \) of cost at most \( k_2 \), and such that the frontier of \( \gamma_1(T) \) contains only members of \( S \).

Then the set of different possible \( \delta \)-LR graphs is bounded.

Proof Since \( R \) is finite BURS, the only way to have an unbounded number of \( \delta \)-LR graphs is to have an unbounded delta cost in the graph. Let \( T \) be an input tree, and \( \alpha \) and \( \beta \) be two normal form rewrite sequences leading to \( \rho_\alpha \) and \( \rho_\beta \), in \( EF_{R,G} \). Without loss of generality assume that \( \text{cost}(\alpha) \leq \text{cost}(\beta) \). Then, we want to show that there is a constant \( K \), independent of \( T, \alpha \), and \( \beta \) such that there is a rewrite sequence \( \beta' \) applicable to \( T \) and leading to \( \rho_\beta \) and such that \( \text{cost}(\beta') \leq \text{cost}(\alpha) + K \). \( \beta' \) is constructed from \( \beta \) and \( \alpha \). The proof proceeds by structural induction.
From (2) applied to \( \beta \) and \( T \), \( \beta \) is of the form \( \beta_1 \beta_2 \) with \( \beta_1(T)=T' \) and \( \beta_2(\beta_1(T))=\rho_\beta \). The new \( \beta' \) is obtained by replacing \( \beta_1 \) by an equivalent rewrite sequence. By normal form and by structural induction hypothesis on (1), there is a permutation of \( \beta_1 \) of the form \( \gamma_1 \cdots \gamma_m \), where \( \gamma_i \) applies to \( t_i \), a subtree of \( T \), and \( \gamma_i(t_i)=s_i \in S \). Let \( \alpha_i \) be the restriction of \( \alpha \) to \( t_i \). Consider now the application of \( \alpha_i \) to \( t_i \), and call it \( T_{a_i} \). \( T_{a_i} \) is a member of \( EF_{R,G} \) because \( \alpha(T)=\rho_\alpha \in EF_{R,G} \). Hence, by (1), there is a rewrite sequence \( \theta_i \) with cost at most \( k_1 \) such that \( \theta_i(T_{a_i})=s_i \). The new \( \beta'_1 \) is \( \alpha_1 \theta_1 \cdots \alpha_m \theta_m \). The cost of this sequence is bound by \( m \times k_1 + \text{cost}(\alpha) \). Hence, the cost of \( \beta' \) is bound by \( m \times k_1 + k_2 + \text{cost}(\alpha) \). □

The condition of Proposition 6.5 is not a necessary condition; there are many ways to strengthen it and still have a finite number of \( \delta \)-LR graphs. For example, there will still be a finite number of \( \delta \)-LR graphs if the rewrite rules can be divided into two disjoint sets corresponding to floating and integer expressions, with each one satisfying the conditions of the proposition. The proposition is provided here to give a flavor for the type of conditions that produce a finite number of \( \delta \)-LR graphs.

Erasing reduction rules almost always lead to an unbounded number of \( \delta \)-LR graphs. Consider a rewrite system with rewrite rules \( \text{Mul}(X,0) \rightarrow 0 \), \( 0 \rightarrow \text{const} \), and \( \text{Mul}(\text{reg, const}) \rightarrow \text{reg} \), and an input tree such as \( \text{Mul}(T_1,0) \) where \( T_1 \) can be rewritten into \( \text{reg} \) in \( K \) rewrite applications. Define the cost of the rewrite system to be the number of rewrite applications. The \( \delta \)-LR graph associated with such an input tree will have an output pattern "0" with cost 1, and an output pattern "reg" with cost \( K+2 \). If there is one such \( T_1 \) for each positive integer \( K \), the number of \( \delta \)-LR graphs will be unbounded.

**Alternatives to \( \delta \) Costs**

Some extended rewrite systems with an unbounded number of \( \delta \)-LR graphs can be handled by approximating "large" differences between costs as infinite. Using ordinal numbers one could have a sequence, for example,

\[
<e_1,0>,<e_2,\omega>,<e_3,\omega+1>,<e_4,2* \omega>
\]

This would be interpreted as meaning that the difference in cost between \( e_1 \) and \( e_2 \) is "unsurmountable" as is that between \( e_3 \) and \( e_4 \), but that \( e_1 \) is only one unit more expensive than \( e_2 \). The difference between the two alternatives reaches an "infinite" value when the alternative with higher cost will be used only if the other one blocks. Cost differences can increase from being finite to being infinite, but not otherwise.

An example of the situation could be a target architecture where it is possible to choose between two different banks of registers but, once a bank is selected it is not possible to change between banks. In addition, the costs of instructions in one bank must be uniformly larger than those in the other. To generate optimal code it is necessary to track the potential costs of each register bank selection, but only up to the point where it is obvious which selection was the best one.

It is not always possible to use an approximation to infinite ordinals to solve the problem. In some cases the two paths first diverge an unbounded distance, and then can slowly get back to a middle ground, as shown in Figure 6.8. Related to the previous example, this corresponds to the case where the advantage of using one register bank over the other is not "uniform".
In the rest of this chapter it is assumed that it is possible to characterize the cost information using $\delta$-costs, either using finite ordinals or the modified infinite ordinals suggested above.

6.3. Solving C-REACHABILITY and UCODE

The previous section showed how to characterize minimal-cost rewrite sequences through $\delta$-LR graphs. C-REACHABILITY can now be solved by solving a fixed-goal REACHABILITY problem using the algorithm of Figure 5.8 on any uniquely invertible subgraph of the $\delta$-LR graphs. Section 5.4 discussed how to select the UI LR graphs for the case of LR graphs. The same considerations apply here with one difference. It has already been pointed out that the purpose of the B-fsa computing the $\delta$-LR graphs is not to compute them but to eventually obtain the restriction of the LR graphs equivalent to the $\delta$-LR graphs. Because of this, the whole process is best described as the application of an LB-fsa, with the B-fsa computing the $\delta$-LR graphs and with labeling function the one that—informally put—strips the costs away from the $\delta$-LR graphs.

This difference is apparent when minimizing the bottom-up tree automaton. Since in REACHABILITY all the state obtained by the automaton is used (i.e. the labeling function is the identity), removing identical states guarantees a minimum LB-fsa. In C-REACHABILITY the labeling function changes the situation since it ignores cost information. As an example, Figure 6.9 shows the nodes of two $\delta$-LR graphs, $St_1$ and $St_2$ from an instruction set description for the Vax-11 [DEC81] with the number of bytes referenced as the cost function. $St_1$ and $St_2$ have the same underlying LR graph restriction. Moreover, the nodes can be split into two parts (shown in the figure) so that each subset in both graphs, when considered in itself, contains the same $\delta$ cost information, and in all contexts only one of the parts is used. Hence, $St_1$ and $St_2$, although being different $\delta$-LR graphs, are equivalent for solving C-REACHABILITY, and would be found so using the algorithm of Proposition 2.27.
Table 6.9: Pattern cost

<table>
<thead>
<tr>
<th>Pattern</th>
<th>$S_{t_1}$</th>
<th>$S_{t_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>compute_trees</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>rval_b</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>rval_w</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>rval_l</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>register_l</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>register_b</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>register_w</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>(And_b rval_b constant_l)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>tree</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>amodes_uncon</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>byte_r_addr</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>(And_b Icon_l rval_b)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Two Equivalent $\delta$-LR graphs

Figure 6.9

A similar situation appears when solving UCODE. UCODE can be solved by solving C-REACHABILITY and using the rewrite sequence to obtain a sequence of instructions, or, more accurately, a sequence of calls to semantic routines that will generate the instructions. Instead, the information can be extracted directly from the $\delta$-UI LR graphs, leading to a situation as before, except that now the labeling is into a graph where the edges are semantic calls. Some states in the $B$-fsa may be equivalent when there are different rewrite rules with the same semantic calls. Again, we have an LB-fsa that can be minimized using the algorithm of Proposition 2.27.

As an example of this new situation, assume that there are rewrite rules $+(X,Y) \rightarrow biOp(X,Y)$, and $Xor(X,Y) \rightarrow biOp(X,Y)$, where $X$ and $Y$ are variables. Further assume that both $+$ and $Xor$ are not used anywhere but in this generic operator rewrite, and that the two rewrite rules have the same semantic action routine (this could be true, for instance, if later semantic actions consult the label of the input tree to distinguish between the two cases). Two $\delta$-UI LR graphs that have identical input sets except that all the patterns in one are labeled with $+$ and in the other with $Xor$, will behave the same, will produce the same semantic actions, and will be equivalent for UCODE, as shown in Figure 6.10. But the two $\delta$-UI LR graphs are different for C-REACHABILITY.
6.4. Related Work

Recent years have seen a considerable amount of work in code generation algorithms. This section briefly covers those that relate to the work presented in this chapter. As in many research contributions, sometimes it is difficult to determine the exact chronology and authorship of the different techniques.

**Graham-Glanville**

The Graham-Glanville (GG) code generation algorithm [GlG78], [AGH84], [Hen84] is a code generator based on SLR(1) technology. It maps trees into strings through their preorder traversal, and has a left-to-right bias (due to the mapping mentioned above) and a "greedy" approach to choose among different alternatives (the so-called "maximum munching" heuristic). This makes the code generator potentially non-optimal. Under the mapping from trees to strings, the transformation rules correspond to grammar rules, instruction fragment class symbols to non-terminals, and IR operators to terminals. This is the origin of the term *machine grammar* formalized in Def. 6.3. The sentential forms in the grammar correspond to the elements of the extended pattern set.

GG has been used to construct practical code generator generators, including CODEGEN [AGH84]. CODEGEN follows closely the model presented in this chapter\(^{19}\) using a purely syntactic approach and an "on-the-fly" register manager. Thus, it essentially tries to solve an approximation to the UCODE problem.

The main advantage of GG is the re-use of a well known technology, SLR(1), for pattern matching and rewrite rule application. The main disadvantage of GG is that it cannot guarantee optimality. It is possible to perform analysis at table construction time [Hen84] that will provide the user of the system with information on those cases where the system will not perform as desired, and, in some cases, to provide automatic corrections. But, in general, the user of the technique requires some understanding of its fundamentals to write descriptions that will work

\(^{19}\) Or the other way around.
properly. Despite its limitations GG has been quite successful and has been a very influential milestone.

Dynamic Programming

In its simplest form *dynamic programming* is a tabular technique used to compute the value of certain recursive functions [AHU75]. That is, if \( P(n) \) is a problem of size \( n \), and \( f \) is a function on the problem that can be provided with a recursive decomposition into subproblems \( f(P_1(n-1)), ..., f(P_m(n-1)) \), then a table is used to "save" the evaluation of each subproblem as it is solved and thus avoid re-evaluation.

The term dynamic programming is also used to mean a more specific optimization technique in mathematical programming for problems involving a *multistage decision process* [RND77]: a process in which a sequence of decisions is made, the choices available being dependent on the current state of the system – that is, on the previous decisions. The optimization problem is to find a sequence of decisions that minimizes some objective function. The key property required of the problem is the principle of optimality:

An optimal sequence of decisions has the property that whatever the initial state and initial decisions are, the remaining decisions must be an optimal sequence of decisions with regard to the state resulting from the first decision.

The principle of optimality leads to a recursive formulation of the minimum cost of the objective function. This value can then be computed using the tabular technique mentioned above. A sequence of decisions for it can then be extracted by following the decomposition "backwards" (maybe with the help of additional information kept in the table) and combining it "forwards".

Aho and Johnson

The notion of dynamic programming is used by Aho and Johnson in [AhJ76] to obtain an algorithm for code generation for expression trees. There is a finite number, \( N \), of identical registers (denoted by \( r \)), and an infinite number of memory locations (\( m \)). There are only two types of instructions: register operations of the form \( T(r,m) \rightarrow r \), where \( T(r,m) \) is a tree with operators including \( r \) and \( m \), and memory stores of the form \( r \rightarrow m \). The cost of a rewrite sequence is defined to be its length, and its resource usage is the maximum number of registers it uses at any given moment. (A rewrite rule of the form \( r \rightarrow m \) frees registers). The optimization problem is to determine the sequence of rewrite rules that will rewrite the original input tree into \( r \) with a resource usage of less than \( N \) registers.

Aho and Johnson first show that it is possible to consider only bottom-up normal rewrite sequences\(^{20}\). Then they define a notion of state at a subtree that describes, for each \( i \) with \( 0 \leq i \leq N \), the minimum number of rewrite rules needed to rewrite the subtree to \( r \) or \( m \), with a register usage at most \( i \). Applying the dynamic programming technique, this leads to a three pass algorithm. The first pass does a bottom-up traversal of the tree to compute the states. The second pass does a top-down traversal to extract the rewrite sequences which are then reordered in a final bottom-up pass.

The algorithm of Aho and Johnson has many similarities to our algorithm for solving fixed goal C-REACHABILITY. The main disadvantages of the algorithm when compared with our own are:

\(^{20}\) This requires assuming only one class of registers
(D.1) The state in [AhJ76] does not contain any information that can be used by a pattern matcher. Thus the decomposition of the problem is done by trying all the possible rewrite rules and, for each one, reaching "down" the tree at different depths depending on the shape of the rewrite rule being used. In contrast δ-LR graphs allow a direct decomposition.

(D.2) The rewrite rules accepted by [AhJ76] are more restricted than those accepted by BURS theory.

(D.3) Explicit cost information needs to be stored in the states of [AhJ76]. δ-LR graphs do not contain explicit cost information.

The algorithm of Aho and Johnson has some advantages over our algorithm:

(A.1) The theory described in this chapter assumes an infinite number of registers, while [AhJ76] can deal with the additional restriction of a finite number of registers as long as there is a single class of registers.

(A.2) The cost function of Aho and Johnson can be more complex than ours, using the full power of the dynamic programming method.

PCC2

The original algorithm of [AhJ76] was implemented in PCC2 [Hen82], a research version of the portable C compiler code generator. The implementation assumed an infinite number of registers available (thus simplifying the notion of state and removing advantage (A.1)) but still used an ad-hoc technique for recognizing the applicability of instructions.

Top-Down Pattern Matchers

A significant performance improvement in the above techniques was obtained in [AGT86] by using a top-down pattern matcher. Similar approaches have also been developed by Wilhelm and Weisgerber [WeW86] and by Henry and Damron [HeD87]. In these implementations it is still necessary to represent the states by explicitly mentioning both their (sub)patterns and their costs. This leads to slow code generation algorithms.

Bottom-Up Pattern Matchers

Top-down pattern matchers are slower than bottom-up pattern matchers. The recent work of Henry and Damron [HeD87], of Wilhelm and Weisgerber (a preliminary description is in [WeW86]), and of Moencke [Moe87]21 are modifications to the states mentioned above to use bottom-up pattern matching. The rewrite systems accepted by the system reported in [HeD87] can only contain instruction fragment rewrite rules. Their states are similar to the LR graphs of Chapter 5 for that class of rewrite systems, but UI LR graphs are not contemplated. The states can be precomputed at table generation time and then computed at code generation time using a B-fsa because there is a finite number of states. Cost information is encoded essentially as in the full cost LR graphs mentioned elsewhere in this chapter. This forces the implementation of the state to describe the cost information explicitly and to compute it at problem solving time. Chapter 8 quantifies the time penalty involved.

Henry and Damron observe, in [HeD87], that, for a given cost function, it is possible to determine that some paths of the LR graphs will never be useful. They use this analysis to remove some of the edges and nodes from the LR graphs. One advantage of the use of δ-UI LR graphs over this technique is the larger amount of information available statically which leads to a much better job in removing unneeded alternatives and produces smaller and fewer states.

21 That work has been done independently of the research presented in this dissertation.
Hatcher and Christopher claim in [HaC] that it is possible to perform optimal unconstrained code generation with an algorithm that would work in time linear in the size of the input operator tree with a small and instruction set-independent constant of proportionality. The article starts with a description of the (solving-time) code generation algorithm, which is similar to the one used in fixed goal REACHABILITY. But the article’s (solver-generation time) code generator generation algorithm is quite confusing. Actually, the research on BURS systems in this dissertation started as an answer to the puzzle created by their code generator generation algorithm.

The main problem with [HaC] is that it tries to get along with too little in its states. The author’s current understanding of the notion of state in [HaC] is that of a UI LR graph with “locally optimal” edges; that is, whose paths correspond to the minimum-cost local rewrite sequences. In addition [HaC] has additional constraints that relate to the computation of the encoding of the B-fsa as a row and column folding. The example of Figure 6.4 shows that, even for simple machine grammars, it is necessary to encoding some type of cost information. Hence, the approach of [HaC] is doomed for many machine grammars. [HaC] contains an pessimistic algorithm that is supposed to determine at table construction time when non-optimal code may be generated. [HaC] contains examples where optimal code cannot be generated using this technique, but where new rewrite rules can be added to alleviate the problem, but neither [HaC] nor [Hat85] characterize under what circumstances this can be done.
CHAPTER 7

X-Patterns and Projection Systems

Use it up, wear it out;
Make it do, or do without.

[New England maxim]

This chapter collects two different applications of REACHABILITY. The first application (Section 7.1) is PATTERN MATCHING for typed X-patterns. The second application is in a new type of tree transducer called a projection system; the transducer and its properties are developed in Section 7.2.

PATTERN MATCHING

A pattern defines a set of trees: those at which the pattern matches. Chapters 3 and 4 study PATTERN MATCHING for linear and non-linear N-patterns. The patterns of those chapters are untyped patterns, that is, patterns in which the values to be assigned to the variables are not constrained in any way. This limits the expressiveness of the patterns. For instance, there is no untyped pattern that matches at all trees, and only at those, of the form:

\[
\text{not} \quad \text{not} \quad X
\]

Even number of "not"s

In contrast, typed patterns are expressive enough for the task. The above set of trees can be described by an N-pattern "X" where the type of X is a recognizable set L of trees whose top part contains chains of nots of even length. It can also be described by the X-pattern "X(Y)", where the type of X is a recognizable set L' of trees that are chains of nots of even length. The two patterns will be denoted by "X:L" and "X:L'(Y)" respectively.

Any recognizable set of trees L can be trivially described as the set of trees matching the pattern "X:L". This fact suggests dispensing completely with patterns and using, instead, B-fsa specifying recognizable sets. Yet, there are two differences between using a (perhaps typed) pattern and using a B-fsa.

The first difference is that a pattern specifies not only the set of trees at which it matches, but also one or more variable assignments for each of these trees. These assignments "separate" the trees into named components that can be used by the application containing PATTERN MATCHING.
ING as a subproblem. For instance, if \( L' \) is as above, the removal of useless operator chains\(^{22}\) could be specified as \( \varepsilon.X:L'(Y) \rightarrow Y \).

The second difference is that patterns are much more concise and readily grasped by the human reader. In some real sense, patterns can be seen as a higher specification that is implemented as a B-fsa (or, more precisely, a LB-fsa).

The simplest extension to untyped \( \text{n-patterns} \) are typed \( \text{n-patterns} \). This chapter will only consider linear typed \( \text{n-patterns} \); \( \text{PATTERN MATCHING} \) for non-linear typed \( \text{n-patterns} \) can then be solved using the approach described in Chapter 4. \( \text{PATTERN MATCHING} \) for typed \( \text{n-patterns} \) can be solved by constructing an LB-fsa that will label a node in a subject tree accordingly to whether the pattern matches at the node or not. The LB-fsa can be found by taking the LB-fsa of the untyped version of the pattern and "pasting" into it the B-fsa representing the types of its variables. Section 7.1.1 shows how this is done.

The general idea for solving \( \text{PATTERN MATCHING} \) for \text{untyped} \( \text{x-patterns} \) is still to use some algorithm based on a bottom-up traversal of the subject tree to find match sets, but the situation is more complex because it is non-trivial to find a variable assignment; indeed, there may be more than one assignment valid at a given node.

Forgetting for a moment the variable assignment, \( \text{PATTERN MATCHING} \) could be solved by pasting together LB-fsa "solving" portions of the pattern. For instance, Figure 7.1 shows a non-deterministic LB-fsa that recognizes the set of trees matched by the pattern \( \varepsilon.X(\text{Minus}(4).\text{Plus}(Y)) \). That figure uses a slight extension to the notation used in previous chapters to describe LB-fsa. The symbols "NullOp", "UnOp", and "BiOp" are used to represent any nullary, unary, and binary operators; "\( \varepsilon \)-moves" indicate transitions that can occur independently of the input; and those transfers that are symmetric are indicated by a short stroke in a thicker pen across the transfer edges. The figure is split into 3 different portions. The lower two correspond to the LB-fsa that recognize \text{Minus}(4) and \text{Plus}(Y), and the upper one represents the \( \text{X-variable} \). The LB-fsa shown is non-deterministic, but the algorithms of Section 2.4.1 show how to obtain from it a deterministic LB-fsa.

\(^{22}\) "Useless", of course, depends on the semantics of the operators. For instance, C hackers will promptly point out that \( !'! \) is not equal to \( \varepsilon \).
One could construct a LB-fsa for any untyped X-pattern following the same approach of "pasting together" portions of patterns, but this would not solve the problem of finding the variable assignment. One possible solution to this problem would be to extend the state associated with each node in the tree with some representation of the (partial) variable assignments. Instead, the solution used in this chapter is to re-use the techniques of previous chapters and use the solution to REACHABILITY or, more precisely, UCODE, to solve this problem.

A rewrite system and a goal tree describe a set of trees: those that the rewrite system can rewrite into the goal. Any recognizable set can be described using this mechanism by constructing a rewrite system in finite-BURS emulating the B-fsa of the recognizable set. Rewrite systems can describe non-recognizable sets, but, if the rewrite system belongs to finite-BURS, the two mechanisms have the same descriptive power. Despite this equivalence, rewrite systems are
more convenient than B-fsa because they are descriptions at a higher level (in the same sense in which patterns are at a higher level than B-fsa) and because they provide convenient "hooks" for the placement of semantic actions.

The idea to solve \textsc{pattern matching} for untyped X-patterns, is to define a rewrite system that performs in a way similar to the LB-fsa hinted in Figure 7.1. This rewrite system contains some rewrite rules whose semantic routines are used to store information that is used to record the root and the frontier of the subtrees in the subject tree that are associated with the X-variables in the pattern. The algorithm for \textsc{pattern matching} now follows the three-pass algorithm for UCODE: the first, bottom-up, pass assigns an LR graph to each node of the subject tree from which we can extract the collection of patterns matching at the node. The second pass, top-down, can now be done for each pattern in the collection to find the root and frontier of the subtrees associated with the X-variables. Finally, the third pass, bottom-up, can be seen as actually collecting the root and frontier information into the variable assignment. Repeated applications of passes two and three could produce the variable assignments of all the patterns, but typical applications will require the assignment for only one pattern.

The approach sketched above and formalized further in Section 7.1.2 has the obvious advantage of recycling the technology developed for UCODE. It also has the advantage that, since most applications of pattern matching do not require the variable assignments of all the patterns, it will run substantially faster than an approach that tracks the variable assignment as it traverses the tree bottom-up. Finally, it can be extended to deal with typed X-patterns, as is shown in Section 7.1.3.

\textbf{Projection Systems}

The intuitive notion of "projecting" a input tree is to "split" the tree into parts and to consistently replace these parts by new tree fragments which, when "pasted" together, will produce an output tree. The simplest instance of this notion of projection is the relabeling of Def. 2.17. Relabelings can be used to describe simple tree transformations, and can also be used to describe \textsc{reco} sets as relabelings of local sets (Proposition 2.10). As an example of this last proposition, the tree language composed of the trees of the form: is not the set of derivation trees for any context-free grammar, but can be obtained as the relabeling of one such set. In particular, it is the result of the relabeling of \( e_1 \) by \( e \) and \( e_2 \) by \( e \) in the derivation trees of the context-free grammar having the rewrite rules:

\[
\begin{align*}
e_1 & \rightarrow e_2 \text{ pepe} \\
e_2 & \rightarrow e_2 \text{ foo} \\
e_2 & \rightarrow \text{bar}
\end{align*}
\]

There are many tree transformations that correspond to our intuitive notion of a "projection" but cannot be described using a relabeling. Linear homomorphisms (Def. 2.18) are one generalization of relabelings in which an operator in the input tree can be replaced by a subtree. Still, neither relabelings nor linear homomorphisms can describe a transformation that requires "context" information. For instance, one would want to be able to rewrite a tree like:
The notion required to describe such types of "projection" is that of a projection system. A projection system is a rewrite system that is applied in a different way. The key concept is the idea of a "cover", a non-overlapping collection of matchings of the input patterns in the system completely covering the input tree. Given a cover for a tree, its projection is obtained by replacing each input pattern by its associated output pattern.

Finding the cover can be done by solving a reachability problem, thus providing an algorithm to compute the projection. Similarly, the results of Chapter 5 can be used to determine if any tree in a recognizable set can be covered. Moreover, the function defined by the projection system can be "inverted", that is, given an output tree it is also possible to use the solution to another instance of reachability to obtain an input tree belonging to a recognizable set that projects into the output tree.

One application of projection systems is to describe the transformation between concrete and abstract syntax trees. The concrete syntax of a programming language is the syntax used by the programmer, normally described by a context-free grammar. The concrete syntax tree for a program is the derivation tree for the program. Since the concrete syntax grammar is used to direct the compilation process, it may contain several constructs (new non-terminals, additional productions) that are irrelevant to characterize the "deep structure", or meaning, of the program. The abstract syntax of the language only reflects this deep structure, making it a more convenient representation for semantics, both "static" and "dynamic".

Some tree mappings between concrete and abstract syntax trees can be described using a projection system. The application of the projection defines the mapping from concrete to abstract trees, while the application of the inversion algorithm provides a mapping between abstract and concrete trees. An application of these mappings could be in a language-based editor like PAN [BVG87], where the abstract syntax tree is used internally to save space but the concrete syntax tree is required for incremental parsing or for pretty-printing; see [BBG87] for another approach to this problem.

Another application of the "inversion" algorithm is to allow more flexible ways to define recognizable sets: as images of local sets under projection systems instead of only under relabelings.

7.1. Typed Patterns

The goal of this section is to show how to solve pattern matching for typed X-patterns. Before attacking the general case (Section 7.1.3), the section first solves two useful
simplifications: typed N-patterns (Section 7.1.1) and untyped X-patterns (Section 7.1.2). The simpler cases serve as an introduction to the more complex one as well as being useful in their own right.

7.1.1. Typed N-patterns

As indicated in the introduction, the idea used here is quite simple: graft the B-fsa describing the types of the variables into the B-fsa describing the untyped N-pattern. The key proposition is:

**Proposition 7.1** Let \( \rho \) be a typed linear N-pattern over \( \text{Op} \), with the types in \( \rho \) being described by B-fsa over \( \text{Op} \). There is an algorithm that will generate a (deterministic and minimal) LB-fsa \( \langle A, L \rangle \) such that for every subject tree \( T \) over \( \text{Op} \) a node in \( T \) is labeled with \( \{ \rho \} \) if \( \rho \) matches at the subtree rooted by the node, and is labeled with \( \emptyset \) otherwise.

**Proof** We first produce a non-deterministic LB-fsa with the desired properties. The LB-fsa can then be converted into a deterministic one and minimized using the appropriate algorithms of Section 2.4.1.

Denote the typed variables in \( \rho \) by \( X_1, \ldots, X_n \), and let \( \rho' \) be \( \rho_{X_1 \leftarrow a_1, \ldots, X_n \leftarrow a_n} \) where \( a_1, \ldots, a_n \) are new nullary operators not in \( \text{Op} \). Clearly, there is a correspondence between trees over \( \text{Op} \) matched by \( \rho \) and trees over \( \text{Op} \cup \{ a_1, \ldots, a_n \} \) matched by \( \rho' \). Now construct a match set LB-fsa for \( \rho' \), \( B \). Let \( B_1, \ldots, B_n \) be the \( n \) B-fsa that recognize the types associated with \( X_1, \ldots, X_n \). Assume that \( B_1, \ldots, B_n \) have a single final state and that the states in \( B \), \( B_1, \ldots, B_n \) are all mutually disjoint. We construct a new (non-deterministic) LB-fsa \( B' \) from \( B \), \( B_1, \ldots, B_n \). The states in \( B' \) are all the states in the B-fsa except for the states in \( B \) corresponding to the nullary operators \( a_1, \ldots, a_n \). The transfer function in \( B' \) is the union of those in the B-fsa, except that those transfers that used to come from a state \( a_i \), now come from the final state of \( B_i \). The labeling function for \( B' \) assigns \( \rho \) to the states in \( B' \) that correspond to states in \( B \) that are labeled \( \rho \), and \( \emptyset \) to the remaining states. \( \square \)

The situation discussed in the proof of Proposition 7.1 is sketched in Figure 7.2.
Given a collection of typed N-patterns, we can construct an LB-fsa for each one of them and then collect them into a non-deterministic LB-fsa that will recognize the collection. If desired the LB-fsa can then be converted into deterministic form and minimized. Thus:

**Proposition 7.2** Let $F$ be a collection of typed linear N-patterns over $O_p$ with the types given as $B$-fsa over $O_p$. There is an algorithm that will generate a (deterministic and minimal) LB-fsa $<A,L>$ such that the label of a node in a tree contains $\rho \in F$ if and only if $\rho$ matches at the subtree rooted by the node.

### 7.1.2. Untyped X-patterns

This subsection deals with linear untyped X-patterns. The introduction of types is studied in the next subsection. Again, we restrict ourselves to linear patterns since solving **PATTERN MATCHING** for X-patterns where an X-variable appears more than once is quite difficult. In particular, solving this problem would require comparing two internal portions of the subject tree which, unlike the situation for N-patterns, cannot be solved by simple pointer equality in a computation dag.

This section solves **PATTERN MATCHING** by solving a particular class of **REACHABILITY** problems. The idea is to construct for each X-pattern a rewrite system that contains symbols to indicate that certain parts of the pattern have been recognized, including one for the complete pattern. The rewrite rules encode the conditions under which the given parts are recognized, and a
tree can be rewritten into a symbol representing a pattern if and only if the pattern matches at the tree.

If $\rho$ is a match of an $X$-pattern at a subject tree, $\rho$ assigns to each $n$-ary variable in the $X$-pattern a linear $N$-pattern with $n$ variables. This $N$-pattern can be characterized by $n+1$ pointers to nodes in the subject tree: one corresponding to the root of the $N$-pattern, the others to the location of its $n$ variables. The root pointer does not need to be represented explicitly: saying that the $X$-pattern matches at some subtree is equivalent to saying that the root pointer points to the root of that subtree. This is why we have not mentioned any explicit pointers when discussing pattern matching for $N$-patterns. But for $X$-patterns, the remaining $n$-pointers are required to uniquely determine the assignment to the variable. Figure 7.3 sketches the situation for an assignment $\rho$ that is a matching for the $X$-pattern (shown at the right of the figure) at the subject tree (shown at the left of the figure). In the figure, $T_i$ stand for fixed trees, $X_i$ for variables, and $\sigma(X_1), \sigma(X_2),$ and $\sigma(X_3)$ are the trees ($N$-patterns) assigned to $X_1, X_2,$ and $X_3$ by the matching.

The assignment of the matching can be found by associating a semantic action with the rewrite rules "outlining" the lower boundary of the $X$-variables. These semantic actions save the
pointer to the node in the subject tree currently being visited at matching time.

**Proposition 7.3** Let \( p \) be an untyped (linear) X-pattern over \( Op \). There is a rewrite system \( R_p \) and a goal symbol \( G_p \) such that a tree \( T \) can be rewritten by \( R_p \) into \( G_p \) if and only if \( p \) matches at \( T \).

In addition, \( R_p \) has \( n \) distinguished rewrite rules for each \( n \)-ary variable in \( p \). If \( p \) matches at \( T \), then any normal form rewrite sequence in \( R_p \) from \( T \) to \( G_p \) contains exactly one of each of these distinguished rewrite rules. The input nodes at which the rewrite rules are applied define a variable assignment for \( p \), and any variable assignment corresponds to some normal form rewrite sequence in \( R_p \).

**Proof** The construction of the rewrite system is given. It is left to the reader to show, using structural induction on the patterns, that it satisfies the proposition. The description only contains the cases of 0,1,2 operators. Larger arities can be obtained either by describing them using the lower arities (e.g. \( X(p_1,p_2,p_3) \) becomes \( X(p_1,X(p_2,p_3)) \), or by direct extension of the technique). \( NullOp \), \( UnOp \), and \( BiOp \) should be replaced by all nullary, unary, and binary operators in \( Op \).

There is a symbol “original” that will represent a portion of the subject tree on which no interesting rewrite rules can be applied. The rewrite rules associated with it are:

\[
\begin{align*}
\text{NullOp} & \rightarrow \text{original} \\
\text{UnOp} & \rightarrow \text{original} \\
\text{BiOp} & \rightarrow \text{original} \\
\end{align*}
\]

None of the remaining rewrite rules will introduce either original or an operator in \( Op \). Thus, a tree can be rewritten into original only if no other rewrite rule is used.

The next rewrite rules recognize portions of the subpattern. They use several symbols for each variable \( X \) in \( p \): \( X\text{-found} \) indicates that the subpattern of \( p \) rooted by \( X \) matches at the sub-tree, and, if \( X \) is a binary variable of the form \( X(p_1,p_2) \), \( X\text{-left} \) and \( X\text{-right} \) respectively mean that the patterns \( X(p_1) \) and \( X(p_2) \) match.

If \( X \) is a subpattern (that is, \( X \) has arity 0), then there is a rewrite rule of the form

\[
\text{original} \rightarrow X\text{-found}
\]

If \( X(p_1) \) is a subpattern, and \( p_1 \) is of the form \( \gamma(\delta_1, \ldots, \delta_n) \) where \( \gamma \) has no variables in it and, for \( 1 \leq i \leq n \), \( \delta_i \) has a variable \( X_i \) at its root, then

\[\text{An alternative is to make them symbols and use a generic operator rewrite.}\]
This rewrite rule is distinguished and will have a semantic action associated with it.

If \( X(p_1,p_2) \) is a subpattern, \( p_1 \) is of the form \( \gamma^1(\delta^1_1, \ldots, \delta^1_n) \), \( p_2 \) is of the form \( \gamma^2(\delta^2_1, \ldots, \delta^2_n) \) where \( \gamma^1 \) and \( \gamma^2 \) have no variables, and \( \delta^i_i \) (1 \( \leq i \leq n \)) each has a variable \( X'_i \) at its root, then

\[
\begin{align*}
\gamma^1 & \rightarrow X\text{-left} \\
X^1_1\text{-found} & \ldots \ X^1_n\text{-found} \\
\gamma^2 & \rightarrow X\text{-right} \\
X^2_1\text{-found} & \ldots \ X^2_n\text{-found}
\end{align*}
\]

These two rewrite rules are distinguished and have a semantic action associated with them to record the tree position at which they are invoked. In addition there are also rewrite rules of the form

\[
\begin{align*}
\text{BiOp} & \rightarrow X\text{-left} \\
\text{X-left original} & \\
\text{BiOp} & \rightarrow X\text{-right} \\
\text{X-right original} & \\
\text{BiOp} & \rightarrow X\text{-left} \\
\text{original X-left} & \\
\text{BiOp} & \rightarrow X\text{-right} \\
\text{original X-right} & \\
\text{UnOp} & \rightarrow X\text{-left} \\
\text{X-left} & \\
\text{UnOp} & \rightarrow X\text{-right} \\
\text{X-right} &
\end{align*}
\]

And, finally, for any \( X \)-variable, we have
The definitions guarantee that a tree can be rewritten into \( X\text{-found} \) if and only if the subtree of \( p \) rooted by \( X \) matches at the tree.

The rewrite system can be completed with a final rewrite rule corresponding to the top of the original pattern \( p \). If \( p \) can be decomposed as \( \gamma(\delta_1, \ldots, \delta_n) \) where \( \delta_i \) is rooted by a variable \( X_i \), then there is a rewrite rule of the form:

\[
\gamma \rightarrow p
\]

where \( p \) is a symbol representing the matching of the pattern \( p \).

Note that the distinguished rewrite rules detect the variable assignments.

The rewrite system can now be used to solve Pattern Matching by associating with all the rewrite rules the null semantic function except for the distinguished rewrite rules finding the variable assignment and solving UCODE. The algorithm for UCODE can be specialized further: the second, top-down, phase can be modified so that whenever \( \text{original} \) is a goal, the traversal is stopped. Solving UCODE instead of Reachability has the advantage of yielding substantially smaller tables.

There is no problem in dealing with a collection of patterns: just add new rewrite rules for the new subpatterns. Subpatterns that appear in more than one pattern produce only one set of rewrite rules. Consequently:

**Proposition 7.4** Let \( F \) be a collection of untyped \( X \)-patterns. There exists an algorithm that will solve Pattern Matching (except for finding the variable assignment) for \( F \) in time linear in the size of the subject tree. If the variable assignment is wanted, the extra time required is linear in the size of the subject tree for each desired pattern.

The technique shown above also allows a simple, but probably useful, modification. When constructing the UI LR graphs one can prefer, whenever possible, some rewrite rules instead of others. Thus, if
is selected always before

the left subtree of a binary X-pattern is chosen "as far to the left" as possible. This might be useful to reduce some of the ambiguity inherent in X-patterns. The next stage after this is to require that the subtree associated with X must have some particular shape, that is, typed X-patterns.

7.1.3. Typed X-patterns

This section, finally, deals with the more complex case. The idea is simply to take the rewrite system used in the proof of Proposition 7.3 and encode the transitions of the B-fsa describing the types into it.

The types of the nullary variables can be dealt with pretty easily. Assume that the B-fsa for these types have disjoint states and are deterministic. The rewrite rules for \( \text{original} \) are replaced by collections of rewrite rules of the form

\[
\begin{align*}
\text{NullOp} & \rightarrow \text{state-0} \\
\text{UnOp} & \rightarrow \text{state-2} \\
& \rightarrow \text{state-1} \\
\text{BiOp} & \rightarrow \text{state-5}
\end{align*}
\]

where \( \text{NullOp}, \text{UnOp}, \) and \( \text{BiOp} \) are instantiated to be specific nullary, unary, and binary operators, and \( \text{state-0}, \ldots, \text{state-5} \) are new symbols corresponding to the states in the B-fsa of the types related by \( \text{state-0} = f(\text{nullop}), \text{state-2} = f(\text{unop.state-1}), \) and \( \text{state-5} = f(\text{biop.state-3.state-4}). \)

Then, if \( \text{state} \) is a state in a B-fsa \( B \), a tree can be rewritten into \( \text{state} \) if and only if \( B \) associates \( \text{state} \) with the tree.

Dealing with the types of the X-variables is similar. Recall (Def. 2.3) that the type of an \( n \)-ary X-variable is a recognizable set of trees using the operator set extended with \( n \) nullary operators, \( \text{child}_1, \ldots, \text{child}_n \) representing the "slots" for the children of the X-variable. Thus, for each typed X-variable we can assume the existence of a deterministic B-fsa over \( \text{Op}\bigcup\{\text{child}_1, \ldots, \text{child}_n\}. \) The types of these B-fsa are then encoded into the rewrite rules that are associated with each X-variable.

Only the case for binary X-variables is shown; unary X-variables are similar. For each typed binary X-variable \( X \) and each state \( st \) in its B-fsa, there will exist symbols \( \text{X-left-st}, \text{X-right-st}, \text{X-found-st}, \) and \( \text{X-found} \). The first three encode the fact that the tree can be rewritten into
the X-left, X-right, and X-found, of untyped X-patterns where the subtree assigned to the X-variable has state st under the B-fsa. The symbol X-found encodes the fact that the tree can be rewritten into the untyped X-found with a final state. These states are computed by simulating the transitions of the B-fsa with the rewrite rules. Thus, if the type is described by a B-fsa B with transfer function f, one would have:

\[ \gamma^1 \rightarrow X\text{-left-StL} \]

\[ X^1_{\text{found}} \rightarrow X^1_{\text{n-found}} \]

\[ \gamma^2 \rightarrow X\text{-left-StR} \]

\[ X^2_{\text{found}} \rightarrow X^2_{\text{n-found}} \]

where StL=f(child_1) and StR=f(child_2). The values are then propagated by rewrite rules like the ones below, where the states satisfy St 3=f(biop, St 1, St 2) and St 2=f(unop, St 1).

\[ \text{BiOp} \rightarrow X\text{-left-St3} \]

\[ X\text{-left-St1} \text{ St2} \]

\[ \text{BiOp} \rightarrow X\text{-right-St3} \]

\[ X\text{-right-St1} \text{ St2} \]

\[ \text{BiOp} \rightarrow X\text{-left-St3} \]

\[ \text{BiOp} \rightarrow X\text{-right-St3} \]

\[ \text{St1} \text{ X-left-St2} \]

\[ \text{St1} \text{ X-right-St2} \]

\[ \text{UnOp} \rightarrow X\text{-left-St2} \]

\[ \text{UnOp} \rightarrow X\text{-right-St2} \]

\[ \text{X-left-St1} \]

\[ \text{X-right-St1} \]

And:
And, if $s_t$ is the final state in $B$, finally used as follows:

$$X\text{-}found\text{-}StF \rightarrow X\text{-}found$$

The approach to solving PATTERN MATCHING is identical to the one used in untyped X-patterns: solving a UCODE problem for this rewrite system, although many rewrite rules will be frequently found useless if the LB-fsa computing the UI LR graphs is minimized. Thus, we have:

**Proposition 7.5** Let $F$ be a collection of typed X-patterns, with the types of the variables provided by a collection of B-fsa. There exists an algorithm that will solve PATTERN MATCHING (except for finding the variable assignment) for $F$ in time linear in the size of the subject tree. If the variable assignment is wanted, the extra time required is linear in the size of the subject tree for each desired pattern.

**Applications to Rewrite Systems**

The pattern matching algorithms presented in this section can be used in an algorithm dealing with rewrite systems. In particular, they could be used in a rewrite system for which REACHABILITY is being solved. Postponing a deeper analysis of the implications for future work, it seems that typed N-patterns and both untyped and typed X-patterns can be used as input patterns in rewrite rules without interfering with the basic principles behind the theory used in Chapter 5 to solve REACHABILITY. In any case, output patterns are still restricted to be untyped N-patterns: adding types to the variables is meaningless, and dealing with X-patterns seems to easily lead to rewrite systems outside BURS.

### 7.2. Projection Systems

Projection systems are tree transducers that are a generalization of linear homomorphisms and relabelings. The generalization allows the system to use context information in determining how to "project" a portion of the input tree. Formally, a projection system is identical to a rewrite system, but it is applied in a different way.
An example of a use of a projection system is the one shown at the beginning of this chapter involving "if-then-else" statements. Another application could be the specification of the mapping between concrete and abstract representations of expression trees. For example the rewrite system of Figure 7.4 describes how portions of a parse tree for the context-free grammar of Figure 7.5 would be modified. The rewrite rule $expr(X_1,X_2,X_3) \rightarrow expr(X_1,X_2,X_3)$ reflects the fact that this case for $expr$ is left unmodified. This rewrite rule should be used only if no other rewrite rule applies and, in particular, if $expr(\langle\langle X,\rangle\rangle) \rightarrow X$ does not apply. This constraint on the application of the rewrite rules is formalized below as the "more coarser than" notion. The rewrite rule is required to satisfy that the input patterns of the projection system cover (Definition 7.1) the input tree.

<table>
<thead>
<tr>
<th>$expr \rightarrow X$</th>
<th>$factor \rightarrow X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>$X$</td>
</tr>
<tr>
<td>$term \rightarrow X$</td>
<td>$term \rightarrow X$</td>
</tr>
<tr>
<td>$\langle X \rangle$</td>
<td>$X$</td>
</tr>
<tr>
<td>$term \rightarrow expr$</td>
<td>$expr \rightarrow expr$</td>
</tr>
<tr>
<td>$X_1 X_2 X_3$</td>
<td>$X_1 X_2 X_3$</td>
</tr>
<tr>
<td>$X_1 X_2 X_3$</td>
<td>$X_1 X_2 X_3$</td>
</tr>
<tr>
<td>$addOp \rightarrow +$</td>
<td>$multop \rightarrow *$</td>
</tr>
<tr>
<td>$+$</td>
<td>$*$</td>
</tr>
<tr>
<td>$id \rightarrow id$</td>
<td></td>
</tr>
</tbody>
</table>

Example of a Projection System

Figure 7.4
Example of a Context-Free Grammar

Figure 7.5

The application of the projection system to an input tree first finds a "partition" of the input tree using the input patterns of the rewrite rules in the projection system, and then replaces them by the output patterns. The formal notion involved is called a cover.

Definition 7.1 Let $F$ be a set of $N$-patterns over $Op$, and let $T$ be a tree over $Op$. A cover for $T$ using $F$ is a function assigning to each position $p$ in $T$ either the distinguished value $\text{nil}$ or a pair $<p, \sigma>$ where $\sigma$ is a match for the pattern $p$ in $F$ at the subtree $T_{@p}$, and such that:

1. The cover assigns a non-nil value to the root of $T$;
2. If the cover assigns $<p, \sigma>$ to position $p$, and the positions of the variables in $\sigma$ are $p_1, \ldots, p_n$, then the cover assigns non-nil values to the positions $p/p_1, \ldots, p/p_n$; and
3. The only positions to which the cover assigns non-nil values are those indicated by (1) and (2) above.

For example, Figure 7.6 shows a cover of a tree in the local set induced by the grammar in Figure 7.5 using the input patterns of Figure 7.4.
Definition 7.2 Let $F$ be a set of patterns over $O_p$, let $T$ be a tree over $O_p$, and let $C_1$ and $C_2$ be two covers for $T$ on $F$. $C_1$ is immediately coarser than $C_2$ if there is a position $p$ in $T$ such that, for every position $q$ different from $p$, if $C_1$ assigns a non-nil value to $q$, then the pair assigned is identical to the one assigned to $q$ by $C_2$. The relation coarser, denoted $\succ$, is the transitive closure of "immediately coarser than".

A cover for $T$ is a maximal cover if it is maximal over $\succ$.

Note that, since both $C_1$ and $C_2$ in Definition 7.2 are covers, the pair assigned by $C_1$ to the position $p$ is, in some sense, "covering" the same portion of the input tree covered by the remaining non-nil values of $C_2$.

Maximal covers are useful because larger patterns in a projection system indicate a more precise specification.

Definition 7.3 A projection system $P$ over $O_p$ is a rewrite system with rewrite rules $\alpha \rightarrow \beta$ where (1) $\alpha$ and $\beta$ are both linear patterns with exactly the same variables, and (2) for every tree $T$, there is a cover for $T$ on $\{ \alpha \rightarrow \beta \in P \}$.

The result of applying $P$ to $T$ is a new tree $h(P,T)$ defined recursively as follows: if $P$ assigns to $\alpha(T_1, \ldots, T_n)$ a pattern $\alpha(X_1, \ldots, X_n)$, $h(P,\alpha(T_1, \ldots, T_n))$ is defined to be $\beta_{X_1:h(P,T_1)} \cdots X_n:h(P,T_n)$.

A good projection system for some recognizable set $L$ is one such that each $T \in L$ has a single maximal cover.

The cover in Figure 7.6 is a maximal cover for the set of input patterns in Figure 7.4. As such, it defines a projection of the input tree, namely, the one shown below:
Finding a maximal cover is more complex for some projection systems than for others. Using the same example of the mapping between concrete and abstract syntax trees, one might want to add the rewrite rules in Figure 7.7 to those of Figure 7.4. As always, $X$ and $Y$ are variables.

Second Example of Projection System

Figure 7.7

In this case, there is more than one possible cover for the tree of Figure 7.8. Following the definition of projection system, a maximal cover should be used.
The projection system containing the rewrite rules of Figure 7.4 together with the rewrite rules of Figure 7.7 still satisfies the property that there is a single maximal cover for every input tree. Determining whether this and other properties involving projection systems hold can be answered using results and techniques from REACHABILITY theory. The first question is how to compute covers.

**Proposition 7.6** Given a set \( F \) of patterns over \( Op \), and a tree \( T \) over \( Op \), there is an algorithm that finds all the covers on \( T \) by \( Op \).

**Proof** For any pattern \( \alpha \) with \( n \) variables \( X_1, \ldots, X_n \), we will use \( \alpha(\bot) \) to denote the replacement of all the variables with \( \bot \), that is, \( \alpha(X_1\leftarrow\bot \ldots X_n\leftarrow\bot) \). For any set of (linear) patterns \( F \), \( F(\bot) \) will be used to denote the rewrite system over \( Op \oplus \{\bot\} \), where the rewrite rules are of the form \( \alpha(\bot) \rightarrow \bot \). \( F(\bot) \) is a simple reduction system, and, thus, in BURS. Moreover, a reduction corresponds to finding a cover. An invocation of fixed goal \( (T, \bot) \) will find all the covers of \( T \) over \( F \). \( \square \)

The above algorithm can be modified to find good covers.

**Proposition 7.7** Given a set \( F \) of patterns over \( Op \), and a tree \( T \) over \( Op \), there is an algorithm that will compute a maximal cover for \( T \) over \( F \).

**Proof** The algorithm is a variation of the one used for the previous proposition. As before we solve fixed-goal REACHABILITY for \( F(\bot) \), but now we replace LR graphs by an appropriate restriction. If \( G \) is an LR graph of \( F(\bot) \), associate with it a restricted LR graph \( G' \) where there is an edge between \( \alpha(\bot) \) and \( \bot \) only if \( \alpha \) is maximal under subsumes over all those patterns \( \beta \) such that \( \beta(\bot) \rightarrow \bot \) is in \( G \). Using these restricted LR graphs, a solution to fixed-goal REACHABILITY with goal \( \bot \) over tree \( T \) produces a cover for \( T \). In addition, it is a maximal cover: otherwise there would be a highest node in \( T \) at which a pattern \( \beta \) was chosen when some other pattern \( \beta' \), with \( \beta' \geq \beta \), should have been chosen, contradicting the construction of the restricted LR graphs. \( \square \)

The above algorithm also provides information on whether the maximal cover is unique or not.
Proposition 7.8  Given a set $F$ of patterns over $Op$, and a tree $T$ over $Op$, there is an algorithm that will determine whether $T$ has a unique maximal cover over $F$.

Proof There is a unique cover if and only if all nodes encountered during the solving of the fixed-goal REACHABILITY problem using the restricted LR graphs defined in Proposition 7.7 have a single incoming edge.

The questions addressed in the propositions above can also be asked relative to a recognizable set described through a B-fsa.

Proposition 7.9  Let $F$ be a pattern set and let $L$ be a recognizable set over $Op$. Further assume that $L$ is given as a B-fsa. (1) There is an algorithm that will determine whether every tree in $L$ has a cover over $F$. (2) There is an algorithm that will determine whether every tree in $L$ has a unique maximal cover over $F$.

Proof (1) can be solved by solving the blocking problem for $F(\bot)$ and $L$ (Proposition 5.20). (2) can be solved by removing useless nodes in the restriction of the LR graphs defined in the proof of Proposition 7.7, removing useless nodes in them for $L$ using Proposition 5.22, and then checking whether there is any restricted LR graph where $\bot$ has more than one incoming edge.

Computing projections is a direct corollary of the definition of projection and Proposition 7.7.

Corollary 7.1  Given a projection system $P$ over $Op$ and a tree $T$ over $Op$, there is an algorithm that will compute all the applications of $P$ to $T$.

If there is a unique maximal cover, Proposition 7.7 and the previous corollary show:

Corollary 7.2  RECOG is closed under inverse projections.

Finally, one can determine the shape of the output trees:

Proposition 7.10  Given a projection system $P$ over $Op$ and two B-fsa $B_1$ and $B_2$, there is an algorithm that will determine whether there is any tree $T$ over $Op$ accepted by $B_1$ such that its projection under $P$ is not accepted by $B_2$.

Proof We construct a new rewrite system $R$ from the projection system and from $B_2$. Assume, without loss of generality, that $B_2$ has a single final state $S_{final}$. $R$ will be defined over $Op$ extended with nullary symbols representing the states in $B_2$. For every rewrite rule in the projection system of the form $\alpha(X_1, \ldots, X_n) \rightarrow \beta(X_1, \ldots, X_n)$ where the variables in $\alpha$ and $\beta$ are $X_1, \ldots, X_n$, there are rewrite rules in $R$ of the form $\alpha_{X_1 \leftarrow S_{t_1}, \ldots, X_n \leftarrow S_{t_n}} \rightarrow S_{t_0}$ where $S_{t_0}, \ldots, S_{t_n}$ are symbols corresponding to states in $B_2$, and $S_{t_0}$ is the state that would be assigned by $B_2$ to a tree of the form $\alpha(X_1, \ldots, X_n)$ if, for $1 \leq i \leq n$, the subtree rooted by $X_i$ had state $S_{t_i}$.

Clearly there are finitely many rewrite rules in $R$, and they can be computed. The reductions in $R$ track both covers and the state information. By structural induction one can easily prove that there is a rewrite sequence in $R$ from $T$ to $S_{t}$ if and only if a projection $T'$ of $T$ under $P$ is assigned state $S_{t}$ by $B_2$. Moreover, $R$ is a reduction system and a member of finite-BURS.

The question in the body of the proposition is equivalent to determining if there is a blocking tree in $B_1$ for $R$ and goal $S_{final}$.

Inverting a Projection

A useful question involving projection systems is the following: given a projection system $P$ and a tree $T'$, determine if there is a tree $T$ that yields $T'$ under $P$. The answer is very simple if there are no constraints on $T$:...
Proposition 7.11  Let \( P \) be a projection system over \( \text{Op} \). There is an algorithm that will determine for a tree \( T' \) over \( \text{Op} \) whether there is another tree \( T \) over \( \text{Op} \) such that the projection of \( T \) over \( P \) is \( T' \) and, if so, will provide one such tree \( T \).

**Proof** There will be such a tree if and only if there exists a cover of \( T' \) using the output patterns of \( P \). An application of the rewrite rules of \( P \), “in reverse” will produce \( T \).

A more useful version of inversion is when the input tree is required to belong to a recognizable set.

Proposition 7.12  Let \( L \) be a recognizable set described using a \( B \)-fsa \( B \). Let \( P \) be a projection system over \( \text{Op} \). There exists an algorithm that will determine, given a tree \( T' \) over \( \text{Op} \) whether there is a tree \( T \) accepted by \( B \) such that the projection of \( T \) over \( P \) is \( T' \) and, if so, will provide one such tree \( T \).

**Proof** The proof is similar to the proof of Proposition 7.10. We construct a new rewrite system \( R \) from the projection system and from the \( B \)-fsa. Assume, without loss of generality, that \( B \) has a single final state \( S_{\text{final}} \). \( R \) will be over \( \text{Op} \) extended with nullary symbols representing the states in \( B \). For every rewrite rule in the projection system of the form \( \alpha(X_1, \ldots, X_n) \rightarrow \beta(X_1, \ldots, X_n) \) where the variables in \( \alpha \) and \( \beta \) are \( X_1, \ldots, X_n \), there are rewrite rules in \( R \) of the form \( \beta_{X_1 \leftarrow S_{t_1}} \cdots X_n \leftarrow S_{t_n} \rightarrow S_{t_0} \) where \( S_{t_0}, \ldots, S_{t_n} \) are symbols corresponding to states in \( B \), and \( S_{t_0} \) is the state that would be assigned by \( B \) to a tree of the form \( \beta(X_1, \ldots, X_n) \) if, for \( 1 \leq i \leq n \), the subtree rooted by \( X_i \) had state \( S_{t_i} \).

Clearly there are finitely many rewrite rules in \( R \), and they can be computed. The reductions in \( R \) track both covers and the state information. By structural induction one can easily prove that there is a rewrite sequence in \( R \) from \( T' \) to \( S_t \) if and only if there is a tree \( T \) such that its projection under \( P \) is \( T' \) and its state under \( B \) is \( S_t \).

Since \( R \) is clearly a member of finite-BURS, we can construct the UI LR graphs for \( R \) and, for any given output tree \( T' \), solve the fixed-goal REACHABILITY problem for \( R \) with goal \( S_{\text{final}} \). A desired \( T \) will exist if and only if \( T' \) rewrites into \( S_{\text{final}} \), and if so, it can be extracted from the rewrite sequence.

The above proposition shows that the projection of any recognizable set is a recognizable set. In particular, it provides an answer to the question raised in Chapter 2 regarding the “inverse” of Proposition 2.10.

Corollary 7.3  \( \text{RECOG} \) is closed under forward applications of projection systems. In particular, if \( G \) is any context free grammar, and \( P \) be any projection system, then the set of the projections of \( L(G) \) is a recognizable set.

Extensions

Up to this point this section has assumed that the input patterns in the rewrite rules of the projection systems were untyped linear N-patterns. A first extension to the notion of projection system is to allow typed linear N-patterns to restrict the applicability of some projection transformation. This can be done using the techniques presented in Section 7.1. We leave the details for the reader.

Adding non-linearity is complex because of the same reasons that forbade its use in BURS theory, but it is feasible to consider allowing X-patterns, both typed and untyped as input patterns. This extension requires redefining the notion of a cover. The key point is what to do with the portions of the input tree that are assigned to an X-variable. Two obvious alternatives are to copy them directly, and to recursively transform them using the projection system. In most cases the second alternative is the more useful one. For example, that would be the case if we wanted to extend the projection system of Figure 7.7 to include detecting repeat statements. The transformation could be described as:
Either approach to X-patterns can be incorporated in projection systems using the techniques described in Section 7.1. The details of this approach will be discussed in a future document, which will, hopefully also include reports on the use of the technique.

7.3. Previous and Related Work

The techniques used for typed N-patterns are described by Engelfriet in [Eng75] in the context of finite state tree transducers. The author is not aware of any work done in the context of X-patterns.

The major previous work related to that presented in Section 7.2 are the tree transformation grammars (TT-grammars) of Keller et al. [KMP84]. TT-grammars are used to describe the mapping between two local sets. The description contains the input and output context-free grammars, associations between subgrammars of them, and associations between individual symbols in productions of the subgrammars. The input subgrammars are used to tile the input tree in a way similar to projection systems. The associations are then used to construct output tree fragments which are then put together to construct the output tree. TT-grammars can be seen as a cross between our projection systems and an attribute grammar [Knu68]: they are attribute grammars in which the domains of the attributes are always fragments of derivation trees of the output grammar, and the semantic functions are either simple “pasting” of the tree components, or just copies of tree-values, but they are extended so that the unit of locality (at which the semantic actions are chosen) is an input subgrammar instead of a production.

The main emphasis in TT-grammars is in being able to determine the shape of the sets of input and output trees while increasing the context information used to choose the transformation of a portion of the input tree. [KMP84] contains three subclasses of TT-grammars of varying degree of complexity. The simplest class, called dual grammar translation scheme (DGTS), corresponds to a projection system where the input patterns represent single productions in the input grammar (which can be described using typed variables where the type indicates that the derivation tree is rooted by a given non-terminal) while the output patterns may represent larger pieces of derivation trees.
The second class of TT-grammars, called *single input production — explicitly qualified* (SIPEQ), is an extension of the first class that shows more the AG relation of TT-grammars. In this class the input subgrammars still correspond to single productions, but the output subgrammars can be several, possibly disconnected, output parse subtrees. In addition it is possible to select between several output subgrammars based on some semantic attribute. Transformations described with this type of TT-grammar can "move" output tree values up and down the input tree and may not be describable using projection systems, as expressing such a transformation using a rewrite-based system seems to require iterated rewrite rule invocation.

The final class of TT-grammars discussed in [K.Nll'84] is the *multiple input production* TT-grammars, that is, unrestricted TT-grammars. Unlike the first two classes, this one has not been implemented and its definition in [K.Nll'84] has some obscure points: especially with the association of symbols when both the input and the output subgrammars have recursive non-terminals. As in SIPEQ TT-grammars, this class is implemented using an attribute grammar. Moreover, understanding the meaning of a specification using the full power of these two classes of TT-grammars requires the same kind of reasoning used with attribute grammars.

TT-grammars are more powerful than projection systems in the sense mentioned above. In a different direction, projection systems allow descriptions of transformations between any two sets of trees, and, given the properties proved in this section, the sets of trees can be restricted to be any recognizable sets, not just derivation trees. This would be useful in transformations like those dealing with abstract syntax trees. A disadvantage of the more general TT-grammars is that they have to rely on attribute grammars for their implementation and to reason about their semantics, while projection systems have a simpler and more natural semantic model. An additional advantage of projection systems is that they can be inverted; [KMP84] explicitly mentions this question as an open one for TT-grammars.

[KMP84] mentions that DGTS and SIPEQ TT-grammars have been used to specify and implement transformations from Ada to DIANA abstract syntax trees, from DIANA abstract syntax trees to C trees, and from FORTRAN 77 format statement to an intermediate representation, and to implement the front end of a manipulation system. Many of these applications seem describable using projection systems extended with typed patterns and X-patterns in the ways indicated at the end of the previous section. Further research will investigate the correctness of this hypothesis.
CHAPTER 8

A Code Generator Generator Using BURS

Now! Now! cried the Queen,
Faster! Faster!
Lewis Carroll [1832 - 1898]

The proof of the pudding
is in the eating.
Miguel de Cervantes Saavedra [1547 - 1616]

Chapter 6 presents an algorithm for UCODE but leaves open a major question: will a finite number of δ-UI LR graphs suffice to generate code for real target machines, and, if so, will the required tables be competitive with other code generation techniques? This chapter describes an implementation of a code generator generator based on BURS and the results of experiments with several machine descriptions that allow us to answer the question affirmatively.

The implementation of the code generator generator follows the theory of Chapter 6 with two main limitations: only factored machine grammars [Hen84] are accepted, and the input language is assumed to be the set of all trees over the given operator set. The first limitation does not impair the applicability of the implementation to code generation, but the second limitation should be removed in a production-quality code generator as it affects the detection of blocks and produces tables that are larger than necessary.

The machine descriptions used for the experiments describe three different target machines: VAX-11 [DEC81], a popular CISC (complex instruction set computer) architecture with a quite orthogonal instruction set; Mc68000 [Mot82], a popular micro-processor with a moderate number of addressing modes and a (relatively) small number of irregularities; and, RISC-II [KSP83], an experimental RISC (reduced instruction set computer) machine. Some target machines have more than one description.

All the machine descriptions come from the CODEGEN research effort, led at the University of California, Berkeley, by Susan L. Graham, and its successor at the University of Washington, UW-CODEGEN, under the direction of Robert R. Henry. While CODEGEN contains only a code generator based on Graham-Glanville technology, UW-CODEGEN is designed to compare different code generation techniques and also contains two techniques that generate locally optimal code based on dynamic programming: one using top-down pattern matching and the other using bottom-up pattern matching. The experiment reported in this chapter consisted of adding to UW-CODEGEN a new table-driven code generator and table generator based on BURS theory and measuring their behavior for several machine descriptions.

The experiment used two groups of descriptions, summarized in Figure 8.1. The first group contains descriptions developed at UCB for a Graham-Glanville-based code generator (see [AGH84] for a report of that experiment). The second group are simplifications of these descriptions done at UW.
The first group comprises three VAX-11 descriptions using different data types, and one description each of Mc68000 and RISC-II. The machine descriptions in this group include generic operator rewrite rules since they are supported by the Graham-Glanville technology. The second group comprises three descriptions, one for the Mc68000, two for the VAX-11. These descriptions do not have generic operator rewrite rules because some of the techniques used in UW-CODEGEN do not allow them. In addition some rewrite rules that are useless for the input tree language actually reaching the code generator are removed. Removing these rules manually allows some more meaningful comparison between techniques when, as in our case, only some of them can benefit from specifying the input set. Vax.ng.ne is a modification of vax.ng where some rewrite rules have been dropped. The dropped rules are the ones that produce poor code in the Graham-Glanville technique.

All the machine descriptions produce a finite number of δ-LR graphs. Henry explains the structure of this type of machine descriptions [Hen84]. The main symbols are register, rval, and lval, describing values computed into a register, values that can be used in the right-hand side of an assignment, and values referring to locations that can be used in the left-hand side of an assignment, respectively. In addition there are a number of other symbols to describe individual addressing modes and classes of them, different types of constants, and other features of the target machine.

The VAX-11 machine descriptions are reasonably complex, due mainly to the large number of addressing modes present in that machine. The descriptions satisfy the conditions of Proposition 6.5 (on the finite number of δ-LR graphs) with \( S = \{ \text{rval, register} \} \); rval is needed in addition to register because there are unbounded rewrite sequences of the form \( \text{lval} \rightarrow \text{rval} \rightarrow \text{lval} \cdots \) if the memory-to-memory operations of the VAX-11 architecture are used. Since VAX-11 is a CISC architecture its machine description allows many valid rewrite sequences rewriting an input tree into the goal. The RISC-II machine descriptions are very simple. Since RISC-II is a load/store architecture, Proposition 6.5 is satisfied directly with \( S = \{ \text{register} \} \), and there are few alternative ways to implement a given input tree. The Mc68000 machine descriptions are not as large as the VAX-11 descriptions because they do not have as many addressing modes or instructions, but they are more complex due to the non-uniformity of the register set of the Mc68000. This non-uniformity is handled using the techniques of "syntax for semantics" [Hen84], with different instruction fragment classes to track two sets of attributes.
dedicated and temporary registers, and address and data registers. Despite the complexity, Proposition 6.5 applies directly with $S=\{rval\}$.

All the machine descriptions associate with each rewrite rule a 4-tuple of positive integers. With these four values there are 6 cost functions of principal interest: each of the 4 projections, the lexicographic order on the tuple, and a constant cost function (effectively ignoring all the costs). The cost tuples for the different machine descriptions are shown in Figure 8.2. The combination of a machine description $m$ and a cost function $c$ is frequently denoted in this chapter as $m.c$

<table>
<thead>
<tr>
<th>Machine</th>
<th>Cost tuple</th>
</tr>
</thead>
<tbody>
<tr>
<td>vax.bwl</td>
<td>(M I S O)</td>
</tr>
<tr>
<td>vax.bwlfd</td>
<td>(M I S O)</td>
</tr>
<tr>
<td>vax.bwfldg</td>
<td>(M I S O)</td>
</tr>
<tr>
<td>mot.bwl</td>
<td>(C S I M)</td>
</tr>
<tr>
<td>risc.bwl</td>
<td>(C B I M)</td>
</tr>
<tr>
<td>vax.ng</td>
<td>(M I S O)</td>
</tr>
<tr>
<td>vax.ng.ne</td>
<td>(M I S O)</td>
</tr>
<tr>
<td>mot.ng</td>
<td>(M I S O)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>Constant cost for all fragments</td>
</tr>
<tr>
<td>I</td>
<td>Number of instructions of the fragment</td>
</tr>
<tr>
<td>M</td>
<td>Number of memory bytes referenced by the fragment</td>
</tr>
<tr>
<td>C</td>
<td>Number of CPU cycles of the fragment</td>
</tr>
<tr>
<td>B</td>
<td>Number of bus cycles of the fragment</td>
</tr>
<tr>
<td>O</td>
<td>Number of operands in the fragment</td>
</tr>
<tr>
<td>S</td>
<td>Number of operands with hardware side effects in the fragment</td>
</tr>
<tr>
<td>L</td>
<td>Lexicographic ordering on the cost-tuple</td>
</tr>
</tbody>
</table>

Cost Functions

Figure 8.2

Although the finiteness of the number of $\delta$-LR graphs can be inferred from the rewrite system underlying the machine descriptions, the actual number of states needed depends strongly on the cost function used. The experimental results of Section 8.1.2 show that the differences in the number of states required for each of the different cost functions can be substantial. For instance, the number of states for $vax.bwl.M$ is 1249, while that for $vax.bwl.I$ is 422, and $vax.bwl.K$ is only 91. This difference stems from the different behavior of the cost functions.

Some cost functions lead to $\delta$-UI LR graphs with small $\delta$-costs and, thus, small total number of graphs. These cost functions are described as "shallow". The opposite situation is a "deep" cost function. In the VAX-11 description, the number of instructions is a shallow function because the VAX-11 has very powerful instructions and addressing modes and most of the time an input tree can be covered with a very small number of instructions, while the number of memory references is a deep cost function since different addressing modes may vary widely in
the number of memory references used. The "shallowest" cost function is the constant function; the "deepest" is the lexicographic order on the 4-tuple. The implementation reported here cannot deal gracefully with lexicographic order; see Section 8.4 for further comments.

The experiment involved implementing a a table generator and a code generator. The table generator, BURS-TG, is a stand-alone program that generates tables in the form of initialized C structures; its implementation details and experimental results are discussed in Section 8.1. The implementation details of the code generator, BURS-CG, are discussed in Section 8.2, with most of the experimental results being described in Section 8.3 where BURS-CG is compared with three other code generators integrated in UW-CODEGEN. The figures in that section show that the tables generated by BURS-CG are competitive with those generated by the other techniques and that the time spent solving UCODE in BURS-CG is much smaller than that spent in the other locally optimal code generators in UW-CODEGEN, and, indeed, even significantly faster than the one based on Graham-Glanville technology.

Section 8.4 presents the conclusions and lists the areas for further work.

8.1. Implementation of BURS-TG

The general organization of BURS-TG is essentially the one described in Chapter 6: first the \( \delta \)-LR graphs are generated, then \( \delta \)-UI LR graphs are chosen to minimize the number of required states, finally the resulting transfer tables are packed with some reasonable efficiency and are printed out as C initialization structures, to be used in BURS-CG.

8.1.1. Generating \( \delta \)-LR Graphs

The \( \delta \)-LR graphs are generated using a modified version of David Chase's algorithm for generating match sets in linear pattern sets (Section 3.5).

The central part of Chase's original algorithm is a generation of match sets from the combination of previous match sets. This is done in the procedure \( \text{add}(\cdot) \) of Figure 3.9. This procedure has to be modified to generate new \( \delta \)-LR graphs from previous \( \delta \)-LR graphs, or, more exactly, the set of input nodes of the new \( \delta \)-LR graph is computed from the set of output nodes of the previous \( \delta \)-LR graphs. To support this computation the representation of a \( \delta \)-LR graph includes a description of its set of output nodes and \( \text{add}(\cdot) \) is actually invoked with a set of input nodes, which will then generate a \( \delta \)-LR graph (and then will be considered for new combinations and so on, as in the generation of match sets).

Sets of nodes are sets of pairs \(<p,c>\) where \( p \) is a subpattern, and \( c \) is its cost. For \( \delta \)-LR graphs, the only important sets are those that are normalized, i.e. those where the minimum cost in the set is 0. The modified algorithm uses sets of nodes whenever the original algorithm used sets of subpatterns. The key data structures involved are:

- \( \delta \)-LR graph. In addition to a straightforward representation of the graph, the implementation keeps two copies of the set of output nodes. The first copy is just an optimization for speed, and always corresponds to the information in the graph. The second value is initially a copy of the first, but it will never be changed, even when the \( \delta \)-LR graph is later modified to reflect restrictions. This second value is used to retrieve the folding information.

- \( P_{op,i} \). This data structure is identical to the one used by Chase (see Section 3.5); namely, it is a set of trees, stored as a bit vector.

- \( R_{G,op,i} \). For pattern matching, \( R_{\sigma,op,i} \) is an indexed set of match sets, but for solving C-REACHABILITY \( R_{G,op,i} \) is an indexed set of normalized cost-pattern pairs: the normalized set of the nodes of the \( \delta \)-LR graph \( G \) appearing in \( P_{op,i} \).

The other data structures are mostly unchanged. The modified version of \( \text{add}(\cdot) \) is shown in Figure 8.3.
procedure add(IS)
  let IS be a set of input nodes;
  if IS is not new then
    return index of IS in the set of all input sets;

  compute the δ-LR graph G associated with IS;
  compute the output set from G, and normalize it
  store IS into the set of all input sets,
  and associate G with it;

  comment now we update \(R_{G,op,i}\);
  for each \(op \in OP\) do
    let n be the arity of op
    for each \(i, 1 \leq i \leq n\) do
      compute \(R_{G,op,i}\);
      if \(R_{G,op,i}\) is new then
        store it;
        mark it with last iteration (a global variable);
  return the index of IS into the set of all input sets;

Adding a δ-LR Graph
Figure 8.3

The implementation of this routine is quite straightforward, the only issue is in the specific
data structures used. In this implementation, sets of \(<pattern, cost>\) pairs are represented as bit
vectors plus explicit index+cost arrays, which allows the algorithms to select the fastest represen­
tation for a given operation, but it is quite expensive in memory. A production-quality imple­
mentation should be very careful in the selection of the data structures.

The above version of \(add()\) maintains a one-to-one mapping between input sets and δ-LR
graphs. The next subsection explains that this is not always the case; the changes are done by
inserting code at the places indicated by the =>.

The basic algorithm described above is modified slightly to deal with generic operator
rewrite rules. For simplicity, most generic operator rewrite rules are transformed into normal
reduction rules "before" generating the δ-LR graphs. This is done by considering the contexts
where the rules could be applied and generating new rewrite rules that correspond to "instantia­
tions" of the generic rewrite rules to those contexts.

An exception to the "instantiating" process described above are those generic operator
rewrite rules, \(Op(X_1,\ldots,X_n)\rightarrow Op'(X_1,\ldots,X_n)\), such that \(Op\) appears only in this rewrite rule,
and where the semantic action does not refer to any of the attributes associated with \(X_1,\ldots,X_n\).
In this case, the application of the rewrite rule could have been done in a previous phase. Recogn­
zizing these patterns may reduce the number of patterns to consider at table generation time by
ignoring the operators \(Op\) and using only \(Op'\). This technique is particularly useful for the
machine descriptions that were designed for Graham-Glanville technology, where generic opera­
tor rewrite rules are frequently used just as an abbreviation mechanism. A typical example are
the rewrite rules abstracting the comparison operators (for example, \(Ne_l\rightarrow Cmp\)). The
recognition of these rewrite rules by BURS-TG does not imply that BURS-CG needs to split its behavior into these two phases. A single phase is used in BURS-CG since it yields smaller tables and runs faster. The two-phase approach is slower because of the presence of the additional phase, and has larger tables because in the one-phase implementation the tables of all the operators that are abstracted into the same generic operator can be fully shared, while a two-phase implementation would (normally) require many entries to describe identity transformations in the first phase.

8.1.2. Selecting the δ-UI LR graphs

The next stage after generating the δ-LR graphs is to select uniquely invertible subgraphs that contain no useless nodes, contain enough information for solving UCODE, and are as small as possible. Proposition 5.17 showed that there is little hope for solving this problem optimally. Fortunately, the heuristic algorithm described in this section does an adequate job.

The general idea is to intermix the removal of useless nodes with the selection of increasingly more restricted δ-LR graphs until obtaining the δ-UI LR graphs. At each stage, the restriction of the δ-LR graphs is selected in a "first-fit" manner: two partially restricted LR graphs are compared and, if possible, are replaced by a common restriction. After a few iterations, 2 or 3 for our machine descriptions, this process converges to a set of, probably not uniquely invertible, restricted δ-LR graphs. At this stage δ-UI LR graphs are chosen. We provide two different mechanisms to do this. One algorithm tries to reduce the total number of δ-UI LR graphs, the other tries to reduce the "diameter" of the δ-UI LR graphs, that is, the length of the longest local rewrite sequence of the graphs. Then the LB-fsa that computes the δ-UI LR graphs is minimized using the algorithm described in Section 2.4.1. The overall organization is shown in Figure 8.4; the rest of this subsection explains the most interesting details and then provides experimental results. The actual implementation follows quite closely this description except for some speed-ups, of which the most important one is the use of the folded representation of the LB-fsa in steps 3 and 6.
On-the-fly Restriction (Step 2)

The first (optional) restriction is on-the-fly, done inside the `add()` procedure of Figure 8.3. This is done by inserting code at the points indicated by ⇒ in Figure 8.3. As described in that figure, `add()`, maintains a one-to-one mapping between input sets and δ-LR graphs. When the on-the-fly restriction is used, the mapping becomes many-to-one, reflecting the fact that different input sets may have been found to generate different δ-LR graphs with a common restriction. If the mapping is called `inputs_to_graphs`, the code to be inserted at the two ⇒ would look like:

```
if IS is in the domain of inputs_to_graphs then
    return the index of inputs_to_graphs(IS);
```

and
search for a previous state that can be merged with the current state
if there is one such \( G' \) then
  add \((IS, G')\) to \( \text{inputs to graphs} \)
  return the index of \( G' \);

This restriction is very effective in reducing the number of \( \delta \)-LR graphs that have to be considered, as it is done while the graphs are being generated.

**Removal of Useless Nodes in the Graphs (Step 3)**

The \( \delta \)-LR graphs generated by the modification to Chase's algorithm assume that any output node is useful. Detecting and removing the useless nodes allows for further graphs to have common restrictions (and also leads to smaller representations for the graphs themselves). In addition, whenever an \( \delta \)-LR graph is inverted, more nodes may be found useless. Thus, there is a need for the detection of useless nodes.

In the current implementation useless nodes are found by constructing a summary version of the LB-fsa computing the \( \delta \)-LR graphs, and propagating useful nodes through it. The data representation used to represent the summary is quite simple and uses the fact that, in the stages before LB-fsa minimization, there is a single operator in the input language labeling the root of all the patterns in the set of input nodes of each LR graph. Since the constructed transition graph is going to be used only to propagate information backwards, all that is needed is to store, for each graph and for every position of a tree as a child of the operator associated with the graph, a list of all the graphs that, when characterizing a tree in that position, may transfer to the current graph. The transformation is shown in Figure 8.5. The list of states is implemented using a bit vector representation. This algorithm is simple but it is also moderately expensive in space and time.

![Summary Transfer Graph](image)

Figure 8.5

After removing useless nodes in the \( \delta \)-LR graphs, identical states can be found, for example, by comparing the set of nodes of the graphs.

**Restricting the \( \delta \)-LR Graphs (Step 4)**

Detection and removal of useless nodes shows new opportunities for the presence of common restrictions in the \( \delta \)-LR graphs. Thus, each application of the previous algorithm is followed by an attempt to further restrict the graphs. This is done in a way identical to the application of
the "on-the-fly" restriction, using the updated information.

Repeated stages will further restrict the graphs until they are very "thin", almost uniquely invertible, and no further restrictions are possible.

Selecting the δ-UI LR Graphs (Steps 5a and 5b)

At some point the partially restricted δ-LR graphs are restricted completely to obtain the δ-UI LR graphs. This is normally done using a "global" heuristic that attempts to make the resulting δ-UI LR graphs as similar as possible. Since the previous stages were stopped at a point where no two graphs had a common restriction, this stage will not succeed in making any two graphs identical, but, if the graphs are similar, they may become identical after removing the nodes that became useless after this stage. If two or more edges reach a node in a graph, the heuristic tries to select an edge that corresponds to a rewrite rule used previously in another uniquely inverted graph. This makes graphs similar after the inversion, and reduces the number of different rewrite rules used (and therefore reduces table size). This heuristic is related to the heuristic used above for restricting the δ-LR graphs and, in some cases, its effects can subsume those of the previous stages. These "first-fit" heuristics yield tables with reasonable sizes. The real performance of the heuristic is difficult to estimate since the problems are large enough to preclude computing the optimal solution to the NP-problems exhaustively.

The previous paragraphs have assumed the goal is to minimize the number of non-equivalent states, that is, to generate small tables. BURS-TG can also try to generate a "faster" code generator at the expense of larger tables. This could be done optimally by defining a new cost function that would be a lexicographic ordering on a pair where the first component would be the (normal) cost function to minimize, and the second would represent the (code generation time) cost associated with generating the instruction fragment25. This approach has not been explored in BURS-TG for implementation reasons but seems likely to generate large tables. Instead BURS-TG computes an approximation: it avoids performing any of the restriction operations on the δ-LR graphs, and then uses a modified global heuristic for selecting the δ-UI LR graphs, trying to select always the shortest possible path in the δ-LR graphs. A later section reports on the results of these changes.

LB-fsa Minimization (Step 6)

This step is an straightforward implementation of the algorithm to minimize a LB-fsa using the considerations of Section 6.3.

Experimental Results

Figure 8.4 contains many possible sequences of actions to compute a final set of δ-UI LR graphs. A first collection of runs of the table generator provides some information on the value, and cost, of the most interesting sequences. Figure 8.6 contains two tables. The first table contains the number of states of vax.bwl.J at positions in 5 sequences; the second table does the same for vax.bwl.M except that the last sequence is not shown. The first table also shows the time required to create the tables. Each entry contains two numbers: real (elapsed time) and user time, as provided by the UNIX 4.3 system call getrusage. These times are in seconds in a Vax-11/8600.

25 Note that it is an additive function.
Recall that step 2 is an on-the-fly application of step 4. The tables in Figure 8.6 suggest that it is normally useless to repeat step 4 more than twice. In fact, only one of the description-cost cases shows any change with three applications of step 4, and in that case the difference disappears after step 5a-3. Since an additional application of these steps is expensive in time, we limit ourselves to two applications of step 4. These are chosen as steps 2 and 4, since the on-the-fly application is substantially faster, and cuts the memory requirements significantly.

The experiments also show that the deeper the cost function the larger the reduction obtained by the LB-fsa minimization. But, the benefits of the LB-fsa minimization are independent, to a certain extent, of the benefits of a careful selection of the $\delta$-UI LR graphs. Trying to save time by doing a too hasty selection of the $\delta$-UI LR graphs backfires since step 6 is a very significant part of the total time and it depends heavily on the number of states given. That is why the last row in the first table has such large times. Even worse, the same combination is missing from the second table because that sequence of steps would exceed the memory limits of the machine where it was run, in this case about 28 Mb.

It is necessary to explain where to apply step 3, detection and removal of useless nodes in the $\delta$-LR graphs. Step 3 has to be performed between restrictions (steps 2 or 4) to allow the later restrictions to proceed. It is not applied between the last application of step 4 and steps 5a-3 because the heuristic done in step 5a acts globally and pays no attention to the presence or absence of the nodes. Finally, it is done between steps 5a and 6 because step 5a may introduce

---

26 One could make a good argument for changing the global heuristic in 5a, but this has not yet been done.
new useless nodes and step 6 will not detect them.

Because of the above considerations, the path 1–2–3–4–5a–3–6–7 is the one used by default in BURS-TG; we will call it the "preferred path". Figure 8.7 now shows the effect of this path on all the machine descriptions and cost functions.
<table>
<thead>
<tr>
<th>Machine</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5a-3</th>
<th>6-7</th>
</tr>
</thead>
<tbody>
<tr>
<td>vax.bwl.K</td>
<td>645</td>
<td>304</td>
<td>171</td>
<td>109</td>
<td>95</td>
<td>91</td>
</tr>
<tr>
<td>vax.bwl.M</td>
<td>8619</td>
<td>4006</td>
<td>1726</td>
<td>1626</td>
<td>1596</td>
<td>1249</td>
</tr>
<tr>
<td>vax.bwl.I</td>
<td>1298</td>
<td>798</td>
<td>525</td>
<td>475</td>
<td>441</td>
<td>422</td>
</tr>
<tr>
<td>vax.bwl.S</td>
<td>1286</td>
<td>753</td>
<td>422</td>
<td>390</td>
<td>371</td>
<td>352</td>
</tr>
<tr>
<td>vax.bwl.O</td>
<td>651</td>
<td>304</td>
<td>168</td>
<td>109</td>
<td>95</td>
<td>91</td>
</tr>
<tr>
<td>vax.bwlf.K</td>
<td>809</td>
<td>380</td>
<td>230</td>
<td>146</td>
<td>127</td>
<td>121</td>
</tr>
<tr>
<td>vax.bwlf.M</td>
<td>12330</td>
<td>5777</td>
<td>2753</td>
<td>2635</td>
<td>2483</td>
<td>1835</td>
</tr>
<tr>
<td>vax.bwlf.I</td>
<td>1677</td>
<td>1060</td>
<td>736</td>
<td>674</td>
<td>626</td>
<td>605</td>
</tr>
<tr>
<td>vax.bwlf.S</td>
<td>1674</td>
<td>1013</td>
<td>643</td>
<td>585</td>
<td>552</td>
<td>531</td>
</tr>
<tr>
<td>vax.bwlf.O</td>
<td>818</td>
<td>380</td>
<td>226</td>
<td>146</td>
<td>127</td>
<td>121</td>
</tr>
<tr>
<td>vax.bwlfgh.K</td>
<td>1010</td>
<td>472</td>
<td>301</td>
<td>187</td>
<td>161</td>
<td>153</td>
</tr>
<tr>
<td>vax.bwlfgh.M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>vax.bwlfgh.I</td>
<td>2123</td>
<td>1373</td>
<td>988</td>
<td>916</td>
<td>848</td>
<td>825</td>
</tr>
<tr>
<td>vax.bwlfgh.S</td>
<td>2132</td>
<td>1333</td>
<td>894</td>
<td>830</td>
<td>779</td>
<td>756</td>
</tr>
<tr>
<td>vax.bwlfgh.O</td>
<td>1022</td>
<td>472</td>
<td>296</td>
<td>187</td>
<td>161</td>
<td>153</td>
</tr>
<tr>
<td>risc.bwl.K</td>
<td>136</td>
<td>80</td>
<td>75</td>
<td>66</td>
<td>66</td>
<td>56</td>
</tr>
<tr>
<td>risc.bwl.C</td>
<td>227</td>
<td>151</td>
<td>143</td>
<td>142</td>
<td>142</td>
<td>132</td>
</tr>
<tr>
<td>risc.bwl.B</td>
<td>227</td>
<td>151</td>
<td>143</td>
<td>142</td>
<td>142</td>
<td>132</td>
</tr>
<tr>
<td>risc.bwl.I</td>
<td>222</td>
<td>151</td>
<td>145</td>
<td>144</td>
<td>144</td>
<td>134</td>
</tr>
<tr>
<td>risc.bwl.M</td>
<td>222</td>
<td>151</td>
<td>145</td>
<td>144</td>
<td>144</td>
<td>134</td>
</tr>
<tr>
<td>mot.bwl.K</td>
<td>362</td>
<td>200</td>
<td>192</td>
<td>187</td>
<td>158</td>
<td>147</td>
</tr>
<tr>
<td>mot.bwl.C</td>
<td>4509</td>
<td>1154</td>
<td>768</td>
<td>666</td>
<td>662</td>
<td>583</td>
</tr>
<tr>
<td>mot.bwl.B</td>
<td>362</td>
<td>200</td>
<td>192</td>
<td>187</td>
<td>158</td>
<td>147</td>
</tr>
<tr>
<td>mot.bwl.I</td>
<td>392</td>
<td>228</td>
<td>221</td>
<td>215</td>
<td>188</td>
<td>178</td>
</tr>
<tr>
<td>mot.bwl.M</td>
<td>1751</td>
<td>634</td>
<td>517</td>
<td>441</td>
<td>436</td>
<td>392</td>
</tr>
<tr>
<td>vax.ng.K</td>
<td>416</td>
<td>149</td>
<td>149</td>
<td>112</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>vax.ng.M</td>
<td>7482</td>
<td>2972</td>
<td>1228</td>
<td>1120</td>
<td>1120</td>
<td>1045</td>
</tr>
<tr>
<td>vax.ng.I</td>
<td>933</td>
<td>430</td>
<td>366</td>
<td>310</td>
<td>302</td>
<td>296</td>
</tr>
<tr>
<td>vax.ng.S</td>
<td>859</td>
<td>435</td>
<td>382</td>
<td>303</td>
<td>291</td>
<td>286</td>
</tr>
<tr>
<td>vax.ng.O</td>
<td>419</td>
<td>149</td>
<td>143</td>
<td>111</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>vax.ng.ne.K</td>
<td>379</td>
<td>182</td>
<td>182</td>
<td>115</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>vax.ng.ne.M</td>
<td>3049</td>
<td>1733</td>
<td>816</td>
<td>731</td>
<td>731</td>
<td>652</td>
</tr>
<tr>
<td>vax.ng.ne.I</td>
<td>754</td>
<td>417</td>
<td>328</td>
<td>276</td>
<td>276</td>
<td>270</td>
</tr>
<tr>
<td>vax.ng.ne.S</td>
<td>660</td>
<td>417</td>
<td>348</td>
<td>283</td>
<td>273</td>
<td>268</td>
</tr>
<tr>
<td>vax.ng.ne.O</td>
<td>381</td>
<td>182</td>
<td>143</td>
<td>111</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>mot.ng.K</td>
<td>293</td>
<td>190</td>
<td>185</td>
<td>182</td>
<td>182</td>
<td>167</td>
</tr>
<tr>
<td>mot.ng.M</td>
<td>3914</td>
<td>1089</td>
<td>787</td>
<td>643</td>
<td>637</td>
<td>576</td>
</tr>
<tr>
<td>mot.ng.I</td>
<td>293</td>
<td>190</td>
<td>185</td>
<td>182</td>
<td>182</td>
<td>167</td>
</tr>
<tr>
<td>mot.ng.S</td>
<td>309</td>
<td>213</td>
<td>211</td>
<td>209</td>
<td>209</td>
<td>194</td>
</tr>
<tr>
<td>mot.ng.O</td>
<td>1160</td>
<td>537</td>
<td>489</td>
<td>408</td>
<td>408</td>
<td>374</td>
</tr>
</tbody>
</table>

Preferred Path to Compute Equivalent States

Figure 8.7

The entry for vax.bwlfgh.M could not be computed because, due to the space-hungry implementation of BURS-TG, the program runs out of swap space (28M). We expect the final table size to be in line with the results for vax.bwl.M and vax.bwlf.M, but the final numbers will
have to wait for more swap space or better table-generation algorithms (more on this later). The space problem is even worse for the lexicographic cost functions. The only one that can be computed with the current algorithm and the available hardware is the one for RISC-II, where it is 134. This value is not very interesting because the RISC-II description is so simple and different from the other machine descriptions.

There is a large reduction in the number of states for \texttt{vax.ng.M} to \texttt{vax.ng.ne.M}, especially considering that the difference between the two machine descriptions is only the removal of 9 rewrite rules. These are the rules that make Graham-Glanville produce poor code for some input trees. Tracking the effect of these rules almost doubles the number of states required (but, as we will see, the table size increase is not as pronounced).

The entries in the table above show much the number of \(\delta\)-UI \(LR\) graphs depends on the depth of the cost function, and also on the details of the underlying rewrite system, including the number of attributes that are encoded syntactically. It also reminds the reader of the potential effects of incorporating non-orthogonal input sets. The number of states in \texttt{vax.bwl} and \texttt{mot.bwl} are larger than those in \texttt{vax.ng} and \texttt{mot.ng}; although some of the difference is due to slightly different cost functions, most of the difference probably follows from the manual removal of rules that are known to be useless for the actual input language. A more controlled experiment will have to wait until \texttt{BURS-TG} is extended to allow for the description of the input set as a recognizable set.

The preferred path analyzed in the tables above tries to minimize the number of final states. Two other useful goals are to generate tables corresponding to code generators that obtain shorter final rewrite sequences, and to generate the tables fast. The first goal can be seen as an approximation to lexicographic order; it is called the "good code generation" (good-cg), and it is obtained by avoiding any of the restrictions and applying a heuristic that tries to obtain \(\delta\)-UI \(LR\) graphs that have short diameter: the path 1-5b-3-6-7. The second approach is called the "fast table generator" (fast-tg) and it is obtained by generating the \(\delta\)-LR graphs using step 2 to speed up the generation, and then applying the global heuristic: the path 1-2-5a-7. Section 8.1.4 summarizes results using these two paths and the preferred one.

8.1.3. Packing Tables

The output of the generation of the \(\delta\)-UI \(LR\) graphs are tables organized as in Figure 8.8\textsuperscript{27}. The top part of the figure, the TRANSFER tables, represent the LB-fsa computing the \(\delta\)-UI \(LR\) graphs. The lower part represents the \(\delta\)-UI \(LR\) graphs themselves.

\textsuperscript{27} The two parts of this figure have appeared before in Chapters 3 and 5.
8.1.3.1. Representing the $\delta$-UI LR Graph LB-fsa

Most of the size reduction in the tables representing the LB-fsa is the result of the row and column folding obtained using the improvements to Chase's generative algorithms, including sharing identical restrictor arrays shown in Section 3.5, and the state equivalence techniques mentioned in Section 8.1.2. A final table compression mechanism is to represent the restrictor arrays using a variable number of bits (1, 2, 4, 8, or 16). This does not substantially slow the code generator but reduces considerably the table requirements. Figure 8.9 shows the influence of the encoding used for the restrictor arrays for one machine description; the other machine descriptions should be similar. Section 8.1.4 contains additional information on table measurements.
### Table 8.9

<table>
<thead>
<tr>
<th>Mode</th>
<th>Restrictor Size</th>
<th>Total LB-fsa Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>No sharing/Full Size</td>
<td>123084</td>
<td>146404</td>
</tr>
<tr>
<td>Sharing/Full Size</td>
<td>55186</td>
<td>78506</td>
</tr>
<tr>
<td>Sharing/Bit-encoded</td>
<td>26010</td>
<td>48230</td>
</tr>
<tr>
<td>No sharing/Bit-encoded</td>
<td>37196</td>
<td>59416</td>
</tr>
</tbody>
</table>

Influence of the Representation of the Restrictors for vax.bwl.M

Figure 8.9

The part of the LB-fsa that corresponds to $Plus_l$ is always a large percentage of the total, because $Plus_l$ appears in the patterns corresponding to the addressing modes. This is especially true for the VAX-11 descriptions. For instance, in vax.bwl.M, $Plus_l$ has 14.6KB out of 65KB of total table size, and in vax.bwlfd.M, 18KB out of 106KB. Several unsuccessful approaches were attempted to try to find a more compact, but still fast, representation.

The most interesting attempt notices that several rows (respectively, columns) differ in just a few columns (resp. rows). Hence it is possible to represent a column (row) by a "default" representative and a collection of "differences" relative to that representative. The columns (rows) and the number of entries in which they disagree can be modeled by vertices in a graph and weighted edges between them. If one allows multiple indirections (that is, the "default" of some column can be, in itself, represented by a default and a list, and so on) the smallest representation corresponds to finding a minimum-cost spanning forest of the graph. Each connected component is represented by a single column listed in "full" and as many difference lists as edges in the component. Access to the values of a given column requires consulting the lists associated with the edges until it is found, or the fully described column is reached.

This approach was implemented but the results were disappointing. The new tables had a size similar to the initial table, and much slower access time. The problem is that the columns are not similar enough, the difference lists are too big, and too many representatives are needed.

#### 8.1.3.2. Packing the δ-UI LR Graphs

The representation used for the δ-UI LR graphs is the one discussed in Section 5.6.1. A δ-UI LR graph can be seen as a sparse row, with one entry per possible pattern appearing in the extended pattern set of the rewrite system. An entry will either be a don’t-care entry if the represented pattern does not appear at all in the graph, or contain an indication of the rewrite rule representing the edge leading to the node in the graph. A collection of states can be stored together by superimposing the rows into a single 1-dimensional array, GOAL, with rows starting at different positions in the array indicated by another array BASE.

Finding the packing with the smallest GOAL is complex. The problem can be split into two different stages motivated by the observation that given an entry value, there is a single position in a row where it can appear: the one corresponding to the output pattern of the transformation

28 The table that encodes whether a state includes the goal symbol or not can also be bit-encoded
whose number is the entry value. In the first stage, we determine what rows will share the same "base", that is, what rows are overlapped one directly on top of the other. This problem can be described as a clique detection problem, which is NP-complete [GaJ80]. (Construct a graph where each node corresponds to a row, and there is an edge between two nodes if they can be overlaid at the same BASE position. An overlapping arrangement is done by selecting a collection of disjoint cliques covering the graph. The best arrangement is one that minimizes the number of cliques). The second stage tries to find how to place the resulting (denser) rows into GOAL so that the number of "empty" slots is minimized.

The implementation follows these two stages, applying a first-fit approach to each problem. In the first stage, rows are overlapped as much as possible. In the second stage, each possible open position in GOAL is tried. The resulting layouts seem quite reasonable.

The representation of the δ-UI LR graphs described above does not specify how to detect that an input node has been reached. One possibility is to associate with those nodes an edge looping from the node to itself. A better approach is based on the observation that a node is an "input node" depending only on its associated pattern. Thus one can mark patterns as being an "input" or not. Furthermore, this information can be encoded into the pattern by a simple renumbering of the pattern's index. This has the additional advantage that it produces slightly better packing for the GOAL tables.

GOAL and BASE contribute to about half of the space requirements of the representation of the graphs, the rest being used to represent the rewrite rules themselves. For a large table like vax.bwlfd.M, GOAL is 7.6KB, and BASE is 3.6KB. The typical density (that is, the number of non-zero entries) of GOAL is about 60%, which places an upper limit on how much smaller it can become. Of course this limit can be unobtainable. One problem in obtaining higher densities are rows (corresponding to a δ-UI LR graph) that are very dense in some region, and impede any other row from being laid out crossing that region. If two of the dense regions are separated by a sparse region, that area may have trouble being filled in. A heuristic that tries to correct this situation removes the dense areas by "expanding" the rows by a factor $k$. This corresponds to changing the external numbering of the output trees. Unfortunately, this heuristic has not been effective for our machine descriptions, and it is clearly not effective for large values of $k$ because the increase in the spread of the rows dominates whatever gains could be done with a better layout. Overall it seems to do little and it is not used unless explicitly requested by the user of the table generator.

The above paragraphs represent the graph one edge at a time. Another possibility is to provide, for each pattern in the output set of the state, the full local rewrite sequence (or, actually, the sequence of associated semantic actions). This approach increases the table space requirements (a "back-of-the-envelope" analysis of the vax.bwl.I machine description indicated a 4 to 5-fold increase in the space requirements for representing the graphs), but might produce slightly faster code generators (or it may not due to factors such as cache thrashing). Overall, this approach is not promising, and it is not used in our system.

8.1.4. Summary of Table Sizes

This section collects the results of several experiments showing the behavior of BURS-TG for different machine descriptions, cost functions, and the three heuristics mentioned previously (preferred, good code generation, fast table generation).

The table of Figure 8.7 indicates, for each machine description and each cost function, the number of δ-UI LR graphs generated initially, the number generated with the restriction on-the-fly, and the final number of non-UCODE-equivalent δ-UI LR graphs obtained using the "preferred path" of Figure 8.4. Figure 8.10 is just a summary of that of Figure 8.7.
Figure 8.11 presents information on the table sizes, distinguishing between the contribution from the LB-fsa computing the 8-UI LR graphs and the contribution from the encoding of the graphs themselves. For each machine description and each cost function, it provides the size of the LB-fsa, the size for representing the graphs, and the total size.

Table Sizes in bytes for Preferred Path (LB-fsa Graphs Total)
Figure 8.11
This figure can be combined with the previous one to obtain the table size (in bytes) per state. The table shows a very strong regularity; on closer examination, a similar regularity appears in the previous two tables. Using this data, one can make an "educated guess" to the values of $vax.bwlfogh.M$: a bit over 60 bytes per state, about 2500 states, and about 150K. Testing this hypothesis will wait for larger computing resources or for better algorithms.

<table>
<thead>
<tr>
<th>Machine</th>
<th>K</th>
<th>M</th>
<th>I</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>bwlf</td>
<td>102.90</td>
<td>57.80</td>
<td>66.26</td>
<td>68.12</td>
<td>102.90</td>
</tr>
<tr>
<td>bwlfgh</td>
<td>106.64</td>
<td>-</td>
<td>70.56</td>
<td>71.77</td>
<td>106.64</td>
</tr>
<tr>
<td>vax.ng</td>
<td>97.93</td>
<td>51.70</td>
<td>64.66</td>
<td>68.90</td>
<td>98.52</td>
</tr>
<tr>
<td>vax.ng.ne</td>
<td>99.15</td>
<td>64.98</td>
<td>66.96</td>
<td>69.71</td>
<td>98.98</td>
</tr>
<tr>
<td>mot.ng</td>
<td>97.24</td>
<td>75.15</td>
<td>97.24</td>
<td>95.46</td>
<td>77.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine</th>
<th>K</th>
<th>C</th>
<th>B</th>
<th>I</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>mot</td>
<td>101.49</td>
<td>77.63</td>
<td>101.49</td>
<td>98.26</td>
<td>77.14</td>
</tr>
<tr>
<td>risc</td>
<td>99.50</td>
<td>72.90</td>
<td>72.90</td>
<td>73.31</td>
<td>73.31</td>
</tr>
</tbody>
</table>

Total Table Size (in bytes) per State

Figure 8.12

Table Generation Times for the Preferred Path (Real User System) (in seconds)

Figure 8.13
Finally, Figure 8.13 lists the time spent generating the tables. The values are on a Sun 3/175 with 12M of memory and no local disk. It must be re-emphasized that the implementation of BURS-TG can be called “exploratory programming”, and that these numbers should be considered only rough upper bounds.

The numbers in Figure 8.13 correspond to the preferred execution path in BURS-TG. The next tables compare this path to the “good code generator” and the “fast table generator” paths discussed at the end of Section 8.1.2. Only the values for vax.ng, vax.ng.ne, and mot.ng are shown here.

<table>
<thead>
<tr>
<th>States (Original Generated Final)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vax.ng</td>
</tr>
<tr>
<td>Preferred</td>
</tr>
<tr>
<td>Fast-tg</td>
</tr>
<tr>
<td>Good-cg</td>
</tr>
<tr>
<td>vax.ng.ne</td>
</tr>
<tr>
<td>Preferred</td>
</tr>
<tr>
<td>Fast-tg</td>
</tr>
<tr>
<td>Good-cg</td>
</tr>
<tr>
<td>mot.ng</td>
</tr>
<tr>
<td>Preferred</td>
</tr>
<tr>
<td>Fast-tg</td>
</tr>
<tr>
<td>Good-cg</td>
</tr>
</tbody>
</table>

Comparing States for Alternate Paths

Figure 8.14

Figures 8.14, 8.15, and 8.16 provide some preliminary information on the tradeoffs available at table generation time. The “preferred” path yields the smallest number of states and the smallest tables. The table generation time can be (in some cases) reduced by more than a factor of 2 from that of the preferred path by using the “fast-tg” path. This reduction may be coupled to a table size increase that may be up to a factor of 2 relative to the “preferred” path. In some cases. The “good-cg” path is a first attempt to get some information on the table requirements for minimizing lexicographic cost ordering. The figures indicate that, for this approximation to lexicographic cost, the table size is increased over the “preferred” values, but without reaching the values for the “fast-tg” path. The table generation time for “good-cg” is increased significantly from that for “preferred”, and so is the memory usage (not shown), which leads to a rapid deterioration of the behavior of the table generator in the case of mot.ng.M and reaches an extreme with vax.ng.M, for which the table generator cannot complete.
<table>
<thead>
<tr>
<th></th>
<th>K</th>
<th>M</th>
<th>I</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>vax.ng</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preferred</td>
<td>1722    7582  9304</td>
<td>36690  17338  54028</td>
<td>6362  12778  19140</td>
<td>6812  12896  19708</td>
<td>1722  7638  9360</td>
</tr>
<tr>
<td>Fast-tg</td>
<td>2582    8570  11152</td>
<td>79588  22872  102460</td>
<td>9146  13926  23072</td>
<td>9250  14438  23688</td>
<td>2582  8570  11152</td>
</tr>
<tr>
<td>Good-cg</td>
<td>2514    10810 13324</td>
<td>7956  13892  21848</td>
<td>8862  14590  23452</td>
<td>2256  10548  12804</td>
<td></td>
</tr>
</tbody>
</table>

| **vax.ng.ne** |                    |                    |                    |                    |                    |
| Preferred | 1722    7698  9420 | 26388  15980  42368 | 5760  12320  18080 | 6390  12294  18684 | 1722  7682  9404 |
| Fast-tg  | 2924    8729  11652 | 46924  18576  65500 | 8452  13324  21776 | 8772  13564  22336 | 2924  8728  11652 |
| Good-cg  | 2514    10786 13300 | 29114  15858  44972 | 7090  19686  20776 | 8450  14282  22732 | 2256  10452  12708 |

| **mot.ng** |                    |                    |                    |                    |                    |
| Preferred | 3652    12588 16240 | 22500  20788  43288 | 3652  12588  16240 | 4542  13978  18520 | 10320 18692  29012 |
| Fast-tg  | 4102    13446 17548 | 35254  23538  58892 | 4102  13446  17548 | 4818  14402  19220 | 13454 20674  34128 |
| Good-cg  | 4210    14598 18808 | 26964  22360  49324 | 4210  14598  18808 | 4906  15194  20100 | 13734 20842  34567 |

Comparing Table Sizes for Alternate Paths

Figure 8.15
Table Generation Times (in seconds) (Real User System)

<table>
<thead>
<tr>
<th></th>
<th>K</th>
<th>M</th>
<th>I</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred</td>
<td>126.5</td>
<td>124.6</td>
<td>1.3</td>
<td>5699.2</td>
<td>399.2</td>
</tr>
<tr>
<td>Fast-tg</td>
<td>87.1</td>
<td>85.1</td>
<td>1.4</td>
<td>2313.5</td>
<td>23.8</td>
</tr>
<tr>
<td>Good-cg</td>
<td>193.6</td>
<td>190.7</td>
<td>1.5</td>
<td>-</td>
<td>568.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>K</th>
<th>M</th>
<th>I</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred</td>
<td>132.6</td>
<td>129.2</td>
<td>1.7</td>
<td>2361.3</td>
<td>398.8</td>
</tr>
<tr>
<td>Fast-tg</td>
<td>94.1</td>
<td>83.6</td>
<td>1.4</td>
<td>921.3</td>
<td>207.7</td>
</tr>
<tr>
<td>Good-cg</td>
<td>204.7</td>
<td>174.2</td>
<td>2.4</td>
<td>4016.3</td>
<td>451.2</td>
</tr>
</tbody>
</table>

Comparing Table Generation Times for Alternate Paths

Figure 8.16

Vax.ng.M does not show any values for "good-cg" because BURS-TG runs out of swap space on it.

8.2. Implementation of BURS-CG

The tables of Figure 8.8 are used at solving time by BURS-CG following the ideas presented in Section 5.6.1, and in the context of UW-CODEGEN.

UW-CODEGEN implements a plug-in compatible replacement for the code generation phase of the portable C compiler PCC [Johes]. As such it accepts as input PCC-IR, a collection of expression trees, and produces as output assembly code. Register allocation is done on-the-fly, one expression tree at-a-time. The internal organization of UW-CODEGEN is shown in Figure 8.17; see [Hen84] for more details.
The kernel of the code generator is what Robert Henry calls a tree pattern match select replacer (abbreviated TPMSR) [HeD87], which is, in fact, a module that will solve UCODE, or an approximation to it. The TPMSR are all generated automatically from the machine description, are mostly table-driven, and all have three main interfaces with the rest of the code generator: topIRcodeout, recurIRcodeout, and testIRcodeout. In each case the TPMSR is given an input tree, and the output is the cost, maybe infinite, needed to rewrite it into the goal, plus, in some cases, a side-effect. UW-CODEGEN contains implementations for several TPMSRs. Section 8.3 below compares their performance with the BURS-based TPMSR described in this chapter.

The ‘‘principal’’ interface to all the TPMSR is topIRcodeout; as a side-effect it will invoke the sequence of semantic actions associated with a rewrite sequence for the expression tree that is its input. This expression tree is the output of an IR transformer, currently a simple type of tree transformer. The IR transformer generates a sequence of trees for each of the original PCC-IR trees. The transformation process sometimes requires measuring the complexity of the subtrees. This is done by querying the machine description via the testIRcodeout interface to the TPMSR. In this interface only the cost is computed and no semantic functions are evaluated.

The instruction-building actions and the IR transformer also interact through the temporary and register manager, which does the on-the-fly register allocation and assigns temporaries. The result of the instruction-building actions is a sequence of assembly instructions. In some cases
the cleanest way to generate code for some construct is to build an instruction tree and then generate code for it. This is done with a recursive invocation of the TPMSR, now using the *recuirR-codeout* interface.

The internal implementation of each interface of BURS-CG is very simple. There are two main recursive routines. The first routine is invoked once per node to compute the δ-UI LR graphs; it implements the first, bottom-up pass of UCODE. The second routine is conceptually invoked once per rewrite rule application; when going down the tree it finds the local rewrite sequences, when unraveling it can be used to invoke the semantic functions. The actual implementation preallocates enough space per node for all the possible rewrite rules and performs only one recursive call per node. *topIRcodeout* is identical to *recuirRcodeout*. *TestIRcodeout* varies in that the semantic functions are not invoked.

8.3. Comparison with Related Work

Chapter 6 mentions several other approaches to UCODE, and compares them against the BURS-based techniques from a theoretical perspective. This section measures the performance of three of these techniques, denoted by GG, TD, and BU, and compares them against our own, denoted by BURS, all in the framework of UW-CODEGEN.

GG is the “classical” Graham-Glanville technique, in its “pure syntax” mode. It only solves an approximation to C-REACHABILITY. [AGH84] is still the best reference for this method. TD and BU both solve C-REACHABILITY exactly, using representations of the full-cost LR graphs. TD uses a top-down pattern matcher and represents the full-cost LR graphs explicitly. TD is related to the proposal of Aho, Ganapathi, and Tjiang [AGT86], except that in that proposal, the tree transformation phase is mixed with the solving of reachability, while in UW-CODEGEN the two phases are done sequentially. [AGT86] does not provide many details on the interaction between the tree transformer and the reachability phase, but it seems to be quite similar to the one in UW-CODEGEN. It is cast in a better formalism but it has the disadvantage of describing many actions purely semantically, thus not providing much information at table construction time. BU uses a bottom-up pattern matcher and uses a mixed representation of the full-cost LR graphs. The LR graph is represented implicitly with an index value, while the cost information is represented explicitly. Reinhard Wilhelm and Beatrix Weisgerber in [MWW84] propose two methods that are similar to TD and BU. [HeD87] contains a detailed description of the implementation of UW-CODEGEN and measurements of GG, TD, and BU.

Since all the TPMSRs in UW-CODEGEN are plug-in compatible, it is possible to make meaningful comparisons in table size and code generation speed. This is the intention of this section. The UCB machine descriptions cannot be integrated fully into UW-CODEGEN and the only descriptions used for comparing the different approaches are the UW descriptions, *vax.ng.ne* and *mot.ng*.

The comparison uses the BURS tables obtained with the 3 alternate paths of the previous section; in this section they are named BURS-p for the preferred path, BURS-tg for the fast table generation path, and BURS-cg for the “good” code generation path. The three tables lead to code generators that run at very similar speeds; based on the length of the rewrite sequences that they find, BURS-cg should be faster than BURS-p which, in turn, should be faster than BURS-tg but the difference is small enough it cannot be detected reliably using the profile tools available (and given the variation due to the presence of architectural features like caches).

For measuring the dynamic performance of the algorithms to solve C-REACHABILITY, the same benchmarks are used as in [AGH84], [Hen84] and [HeD87]. There are 6 benchmark programs, all written in C, shown in the table of Figure 8.18.
Table Size

Figure 8.19 gives information on table size. The size information is split into two categories: the representation for the automaton used (which particular automaton is used varies depending on the method) and the representation of the states themselves.

<table>
<thead>
<tr>
<th>Target</th>
<th>GG</th>
<th>TD</th>
<th>BU</th>
<th>BURS-p</th>
<th>BURS-cg</th>
<th>BURS-tg</th>
</tr>
</thead>
<tbody>
<tr>
<td>vax.ng.ne</td>
<td>33.7</td>
<td>20.1</td>
<td>56.4</td>
<td>26.3</td>
<td>29.1</td>
<td>46.9</td>
</tr>
<tr>
<td>states</td>
<td>8.8</td>
<td>18.2</td>
<td>18.6</td>
<td>15.9</td>
<td>15.8</td>
<td>18.5</td>
</tr>
<tr>
<td>total</td>
<td>42.5</td>
<td>38.3</td>
<td>75.0</td>
<td>42.3</td>
<td>44.9</td>
<td>65.5</td>
</tr>
<tr>
<td>mot.ng</td>
<td>33.0</td>
<td>18.6</td>
<td>50.2</td>
<td>22.5</td>
<td>26.9</td>
<td>35.3</td>
</tr>
<tr>
<td>states</td>
<td>8.7</td>
<td>18.2</td>
<td>18.2</td>
<td>20.7</td>
<td>22.3</td>
<td>23.5</td>
</tr>
<tr>
<td>total</td>
<td>41.7</td>
<td>36.8</td>
<td>68.4</td>
<td>43.2</td>
<td>49.3</td>
<td>58.8</td>
</tr>
</tbody>
</table>

Table Size for several TPMSR (in KBytes)

Figure 8.19

The values for GG, TD, and BU are from [HeD87]; all the BURS values correspond to the 1st cost component \((M)\) and were measured directly. *Vax.ng.ne* is used because it is the value used in GG, TD, and BU. A comparison of the values of TD and BU (both implemented by Henry and Damron) show a substantial difference in the table sizes of the top-down and bottom-up automata. Chase reports in [Cha87] that the *vax.ng* generated tables ranging from 78.7KB for no fancy encoding at all, to 22.9KB for a bit-encoding similar to the one used in our own implementation, to 12.4KB for a run-length encoding. The middle alternative, which is the one used in BURS-CG, causes little loss of solving time speed and would produce tables very comparable to the top-down pattern matching ones. In addition, recall that Chase's original implementation did not share identical "restrictor" arrays. Most likely, with that additional optimization, the
bottom-up tables would be smaller than the top-down tables.

The encoding of the 652 states in BURS-p takes 15.9KB while the 380 states in BU use 18.6KB. The reason is that the BURS states, being δ-UI LR graphs, encode only one alternative per useful output node, while the BU states need to encode all the possibly useful alternatives.

The comparison between BURS-p, BURS-cg, and BURS-tg is as expected: the smallest table corresponds to BURS-p, and the largest to BURS-tg, where no effort was made to generate small tables. Most of the increase in table size comes from the LB-fsa, since the representation of the states depends substantially on the rewrite rules being used, which stay constant.

**Speed Solving UCODE**

The time spent solving UCODE was measured by using a profiler, *gprof*, [GKM83] to measure the time spent in the routines solving the problem, and by compensating for the time spent measuring the routines themselves. Currently UW-CODEGEN runs on Vax-11. Two implementations of the architecture were available for the experiments: a Vax-11/8600 and a Vax-11/750. The 8600 was chosen because it has a more rational cache architecture. Despite this precaution and running the programs only on unloaded machines, individual measurements fluctuate quite a bit, so the actual values used were the average of 6 compilations of each benchmark program.

Figures 8.20 and 8.21 give information on the time required to solve the UCODE by the different TPMSRs. The time includes the three code interfaces to the TPMSRs. There was no significant difference between the different versions of BURS, and a single column (for BURS-p) is shown. The interface between UW-CODEGEN and BURS-CG is slightly less efficient than it should be, so the numbers for BURS could actually be slightly better.
<table>
<thead>
<tr>
<th><strong>vax.ng.ne</strong></th>
<th>GG</th>
<th>TD</th>
<th>BU</th>
<th>BURS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time in UCODE Normalized to GG</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>grep</td>
<td>1.00</td>
<td>3.79</td>
<td>3.39</td>
<td>0.83</td>
</tr>
<tr>
<td>reader</td>
<td>1.00</td>
<td>3.29</td>
<td>2.88</td>
<td>0.61</td>
</tr>
<tr>
<td>knuth</td>
<td>1.00</td>
<td>4.60</td>
<td>3.72</td>
<td>0.56</td>
</tr>
<tr>
<td>puzzle</td>
<td>1.00</td>
<td>3.01</td>
<td>2.55</td>
<td>0.51</td>
</tr>
<tr>
<td>dh</td>
<td>1.00</td>
<td>3.37</td>
<td>3.04</td>
<td>0.63</td>
</tr>
<tr>
<td>mark</td>
<td>1.00</td>
<td>3.55</td>
<td>3.06</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Percentage of Code Generation Time in UCODE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>grep</td>
<td>12.02</td>
<td>34.96</td>
<td>32.24</td>
<td>9.52</td>
</tr>
<tr>
<td>reader</td>
<td>15.10</td>
<td>35.63</td>
<td>33.40</td>
<td>8.84</td>
</tr>
<tr>
<td>knuth</td>
<td>13.67</td>
<td>22.10</td>
<td>21.51</td>
<td>8.73</td>
</tr>
<tr>
<td>puzzle</td>
<td>16.02</td>
<td>33.98</td>
<td>32.27</td>
<td>7.93</td>
</tr>
<tr>
<td>dh</td>
<td>13.35</td>
<td>34.06</td>
<td>33.16</td>
<td>8.26</td>
</tr>
<tr>
<td>mark</td>
<td>14.09</td>
<td>37.10</td>
<td>34.25</td>
<td>9.16</td>
</tr>
<tr>
<td><strong>Total Code Generation Time (User System) (in seconds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>grep</td>
<td>7.67</td>
<td>9.69</td>
<td>9.35</td>
<td>7.10</td>
</tr>
<tr>
<td>reader</td>
<td>22.24</td>
<td>29.36</td>
<td>28.15</td>
<td>20.88</td>
</tr>
<tr>
<td>knuth</td>
<td>3.20</td>
<td>6.69</td>
<td>5.67</td>
<td>2.88</td>
</tr>
<tr>
<td>puzzle</td>
<td>4.97</td>
<td>6.39</td>
<td>6.04</td>
<td>4.63</td>
</tr>
<tr>
<td>dh</td>
<td>11.08</td>
<td>14.29</td>
<td>13.53</td>
<td>10.46</td>
</tr>
<tr>
<td>mark</td>
<td>7.81</td>
<td>10.33</td>
<td>9.90</td>
<td>7.25</td>
</tr>
</tbody>
</table>

Code Generation Time for vax.ng.ne

Figure 8.20
BURS is substantially faster than any other TPMSR. It easily outperforms BU and TD because it avoids handling costs explicitly. It is more surprising that BURS is even faster than GG. A careful comparison of the respective portions of code implementing UCODE showed several causes for the difference in speeds. Probably the biggest contribution lies in the representation of the automaton: GG uses a tight encoding and a cache, which loses in speed against the more efficient table folding. In addition, GG uses the normal technique (for parsing technology) of default transitions, which is slower than a simple lookup. Another contributor is that the relationship between the parser used in GG and the traversal of the tree providing the prefix traversal is not as simple as the tree traversal used by BURS. Finally, GG stores states and other information in a stack (the parse stack), while BURS uses (pre-allocated) slots associated with the tree; the stack requires extra checks for overflow and the like. GG also uses a few more indirect routine calls than BURS. Despite the difficulty in comparing the methods in the presence of these differences in implementation strategy, we think that the evidence shows that BURS is, at least, comparable in speed to GG. To reduce effects caused by compilation of the algorithms, the values shown in Figures 8.20 and 8.21 correspond to GG compiled using the peephole optimizer, and BURS without it; the values are more favorable to BURS otherwise.

If BURS is used, the time spent solving UCODE becomes a quite small percentage of the total time in the code generator. After achieving this reduction, the next goal is to increase it again, by
reducing the time spent in the other parts of the code generator. The main target for "reduction" are the IR transformer routines, which are currently quite inefficient. Work is underway by the author and other researchers to speed up this phase.

Quality of the Generated Code

For the purposes of this section, the "cost" of the generated code is the cost of its associated rewrite sequence as a 4-tuple. GG does "maximum munching" which may lead to non-optimal sequences in all cost components. TD, BU, and BURS are all capable of generating optimal code, but, due to the limitations in the current implementation of BURS-TG, BURS uses tables that minimize only the first component of the cost tuple. BURS-cg provides the best approximation to the lexicographic cost among BURS-tg, BURS-p, and BURS-cg and BURS-tg provides a slightly better value than BURS-p. The costs are shown in Figure 8.22 normalized to 100 as the optimal cost; the smaller an entry, the smaller its cost. The abnormality of the fourth component of BURS-cg in mot.ng is due to a strange bug in BU and TD that misleads the rewrite sequence from icon_w into dreg_temp_1.

<table>
<thead>
<tr>
<th>vax.ng.ne</th>
<th>GG</th>
<th>BURS-p</th>
<th>BURS-cg</th>
<th>BURS-tg</th>
</tr>
</thead>
<tbody>
<tr>
<td>grep</td>
<td>102.3 108.5 97.4 100.9</td>
<td>100.0 103.4 103.3 100.0</td>
<td>100.0 100.2 101.6 100.0</td>
<td>100.0 103.4 103.3 100.0</td>
</tr>
<tr>
<td>reader</td>
<td>100.6 101.8 99.5 100.8</td>
<td>100.0 102.0 102.7 100.0</td>
<td>100.0 100.0 101.0 100.0</td>
<td>100.0 102.0 102.7 100.0</td>
</tr>
<tr>
<td>knuth</td>
<td>117.4 115.5 104.7 100.0</td>
<td>100.0 106.3 104.4 100.0</td>
<td>100.0 100.0 100.3 100.0</td>
<td>100.0 100.0 104.4 100.0</td>
</tr>
<tr>
<td>puzzle</td>
<td>100.8 101.4 100.0 110.0</td>
<td>100.0 100.0 100.7 100.0</td>
<td>100.0 100.0 100.7 100.0</td>
<td>100.0 100.0 100.7 100.0</td>
</tr>
<tr>
<td>dh</td>
<td>101.9 104.1 98.8 109.5</td>
<td>100.0 103.1 103.2 100.0</td>
<td>100.0 100.8 101.0 100.0</td>
<td>100.0 103.1 103.3 100.0</td>
</tr>
<tr>
<td>mark</td>
<td>100.4 101.0 99.4 100.0</td>
<td>100.0 101.8 106.1 100.0</td>
<td>100.0 100.1 101.5 100.0</td>
<td>100.0 101.8 106.1 100.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>mot.ng</th>
<th>GG</th>
<th>BURS-p</th>
<th>BURS-cg</th>
<th>BURS-tg</th>
</tr>
</thead>
<tbody>
<tr>
<td>grep</td>
<td>101.4 100.0 103.1 95.8</td>
<td>100.0 100.0 100.0 100.0</td>
<td>100.0 100.0 100.0 100.0</td>
<td>100.0 100.0 100.0 100.0</td>
</tr>
<tr>
<td>reader</td>
<td>101.3 100.0 104.0 97.6</td>
<td>100.0 100.0 100.0 103.7</td>
<td>100.0 100.0 100.0 100.0</td>
<td>100.0 100.0 100.0 103.7</td>
</tr>
<tr>
<td>knuth</td>
<td>102.5 100.0 94.7 100.6</td>
<td>100.0 100.0 100.0 108.6</td>
<td>100.0 100.0 100.0 100.0</td>
<td>100.0 100.0 100.0 108.6</td>
</tr>
<tr>
<td>puzzle</td>
<td>104.5 100.0 112.2 95.7</td>
<td>100.0 100.0 100.0 102.8</td>
<td>100.0 100.0 100.0 99.8</td>
<td>100.0 100.0 100.0 102.8</td>
</tr>
<tr>
<td>dh</td>
<td>103.1 100.0 103.2 100.3</td>
<td>100.0 100.0 100.0 104.1</td>
<td>100.0 100.0 100.0 99.3</td>
<td>100.0 100.0 100.0 104.1</td>
</tr>
<tr>
<td>mark</td>
<td>101.8 100.0 102.5 98.3</td>
<td>100.0 100.0 100.0 102.2</td>
<td>100.0 100.0 100.0 99.8</td>
<td>100.0 100.0 100.0 102.2</td>
</tr>
</tbody>
</table>

Quality of the Generated Code

(value of cost tuple (M I S O) relative to lexicographic optimum (100 100 100 100))

Figure 8.22

Table Generation Times

One of the main disadvantages of the current implementation of BURS-TG is that it generates tables very slowly. Direct comparisons of BURS-TG against the table generators of GG, TD, and BU are not available, but the tables of Figures 8.23 give some relevant information. The top of the figure shows times in seconds on a Sun-3/75 with 12 MB of main memory and no local disk. The bottom of the figure reproduces information from [HeD87] comparing the performance of the different table generators in UW-CODEGEN; values are in seconds on a DEC Microvax-II. There are
two columns for BU: the first column corresponds to the generation of tables without any effort to use cost information at table-generation time to reduce the number of alternatives to consider at code generation time; the second column corresponds to the tables used in our other comparisons, in which some elimination of alternatives is done based on costs. We emphasize again that the current implementation of BURS-TG was written with no special effort to generate tables fast.

<table>
<thead>
<tr>
<th></th>
<th>K</th>
<th>M</th>
<th>I</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>BURS</td>
<td>132.6</td>
<td>2361.3</td>
<td>398.8</td>
<td>368.4</td>
<td>148.1</td>
</tr>
<tr>
<td>BURS-cg</td>
<td>94.1</td>
<td>921.3</td>
<td>207.7</td>
<td>196.5</td>
<td>111.7</td>
</tr>
<tr>
<td>BURS-tg</td>
<td>204.7</td>
<td>4016.3</td>
<td>451.2</td>
<td>391.5</td>
<td>178.2</td>
</tr>
<tr>
<td>mot.ng</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BURS</td>
<td>282.84</td>
<td>2582.</td>
<td>281.5</td>
<td>324.7</td>
<td>841.1</td>
</tr>
<tr>
<td>BURS-cg</td>
<td>172.4</td>
<td>1757.9</td>
<td>170.7</td>
<td>194.6</td>
<td>518.9</td>
</tr>
<tr>
<td>BURS-tg</td>
<td>216.7</td>
<td>19984.3</td>
<td>217.6</td>
<td>236.4</td>
<td>1158.3</td>
</tr>
</tbody>
</table>

Table Generation Times for several TPMSR

Figure 8.23

8.4. Conclusions and Further Work

BURS-based code generators seem to be the method of choice for generating code in the compilation model supported by UW-CODEGEN. They generate code as good as the best methods available, namely any of the dynamic programming-based techniques, with tables of competitive size and with code generation speed faster than the previously fastest techniques (PCC and GG in UW-CODEGEN). The inflexibility in changing cost functions "on-the-fly" does not seem a real disadvantage, but, given the table size, it could be supported, if desired, by changing tables.

Two other well-known systems that have not been compared directly to BURS are PCC2 and twig. We did not have access to the systems for direct measurements, but there are a few published numbers. [AGT86] indicates that a compiler built using twig had a speed improvement of 25% over one built using PCC2; PCC2 is normally considered to be twice as slow as PCC1, (see [HeD86] which cites a technical report by Aho, Ganapathi, and Tjiang), and we know that GG can run as fast as PCC1 [Hen84]. Hence, twig is substantially slower than GG and, hence, than BURS. The portion of twig that solves a subproblem similar to UCODE is based on the same theory as TD, and one would expect their running times to be similar.
There are several questions left open after this experiment. Most of the questions are related to the current implementation of BURS-TG. Briefly the approach used now is to generate a large number of states and then find and force equivalent states among them. This is both slow and, more important, it consumes a large amount of memory, so much so that it has been possible to generate tables using the lexicographic cost function only for risc.bwl. It is of theoretical (although probably not practical) interest to know what will happen with the descriptions for the Mc68000 and VAX-11. The current implementation of BURS-TG grew with BURS theory and it is very "exploratory"; a better selection of data structures will improve performance significantly, but a drastic reduction awaits new approaches to the generation of the states.

Another question related to the current implementation is what is the effect of the input tree language on the table generation time and the size of the generated tables. Comparing vax.bwl and vax.ng shows a non-trivial reduction in the number of states and table size. This is, to a large extent, due to the removal of useless rewrite rules. Chapter 6 already has the theory required to examine this issue. Implementing it would allow quantifying its benefit.

Finally, it is probable that better heuristics can be found to find the best 8-UI LR graph and to lay out the GOAL array. Such heuristics could further reduce the size of the generated tables.

Another direction of research includes more experiments with different target machines, and also with different descriptions of them, since the ones used for this experiment were developed considering the idiosyncrasies of the Graham-Glanville techniques.
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Chase gracefully made available to us the code implementing his algorithms to build match set B-fsa. I had avoiding "bitting the bullet" of implementing my algorithms for solving C-REACHABILITY and UCODE for several months, but the opportunity provided by the presence of his code prompted me to build my table generator in top of it. My original approach was to construct the first a table representation of the BURS-state B-fsa and then find row and column foldings of the tables. Given the large initial number of states this approach would have been very inefficient, if at all feasible. The timely appearance of Chase's algorithms (late 1986) saved me from, at best, having to re-discover them, or, at worst, giving up on the implementation altogether. Overall, I increased the original 2700 lines of finely tuned code from Chase to more than 10000 lines of "exploratory" code, in the process slowing down his code by an order of magnitude.

UW-CODEGEN is the result of the effort of many people at UC Berkeley and at UW, and, foremost among them is Robert Henry. Its availability was crucial in order to measure the performance of the code generators. In some sense, my work can be seen as an outgrowth of the CODEGEN effort.
CHAPTER 9

Conclusions

I do not think we can hope for any better things now.
We shall stick it to the end,
but we are getting weaker, of course,
and the end cannot be far.

It seems a pity, but I do not think I can write more.

Diary of the Terra Nova Expedition to the Antarctic
March 29, 1912 (last entry)

[Robert Falcon Scott (1868-1912)]

In this dissertation, we have studied some tree transformation problems using a descriptive mechanism that can be characterized as "natural" extensions of "pure" tree rewrite systems, with as little intrusion as possible from other techniques such as attribute grammars. The dissertation explores two different areas: it contains some foundational work to support the thesis that such a descriptive mechanism can be made expressive enough for many applications, and, it shows that even simple tree rewrite systems are very useful. The increase to the descriptive power of the mechanism is based on extending the notion of pattern. Although the dissertation does not provide the "last" word in this aspect, it does show several useful extensions and how to implement them efficiently. The usefulness of simple tree rewrite systems is based on variations of the notion of BURS.

9.1. Extending Patterns

"Traditional" tree patterns are what have been called linear N-patterns: patterns where variables have arity 0 and are not repeated. They are studied in Chapter 3, where a unified description of several pattern matching algorithms based on bottom-up automata is presented. The algorithms cover a range of alternatives from fast algorithms with large tables to slower algorithms with small tables. Some of the algorithms are well known [Ho082], and others are simple, but useful, improvements to known ones (Section 3.5 improves an algorithm by Chase [Cha87]), and yet others, like the CTF subpattern B-fsa algorithm (Section 3.4), are new and could be of interest for applications requiring small tables and reasonable matching time. The exact table and size comparisons are application-dependent and will be the subject of future research. Chapter 3 also contains some results providing a better understanding of the notions involved in bottom-up pattern matching and shows how to determine which match sets will be useful when the input tree belongs to a given recognizable set, which seems a new result and is quite useful.

Linear N-patterns can only describe very local conditions. This dissertation contains several ways in which to extend this notion. A first extension are the non-linear N-patterns, in which variables are still restricted to have arity 0 but may be repeated. Chapter 4 considers these patterns and reports on a family of algorithms that solve non-linear pattern matching by combining linear pattern matching with testing of semantic routines. Linear pattern matching is done using the algorithms of Chapter 3; the result of testing semantic routines can be "folded" into the
states used by these algorithms to avoid recomputing some predicates. This folding allows the implementer to trade table size against algorithm speed. The results in this chapter provide a practical approach to non-linear pattern matching, but they have not been implemented and it is not known how well they perform in practice. None of the algorithms attain the goal of a practical algorithm that does at most as many semantic tests as edges are present in a dag representation of the input tree.

The algorithms in Chapter 4 can either assume a dag representation of the input tree and perform tests for subtree equality by pointer comparison, or do full subtree equality tests. A problem with the dag representation is that local changes to the tree may produce global changes to its corresponding dag. This might preclude the use of a dag representation in an application such as a rewrite system. Performance measurements would be needed to make a final decision on this issue.

The extension to the notion of pattern is a typed N-pattern: a normal N-pattern extended with a restriction on the valid values that can be assigned to the variables. Section 7.1 shows how to perform pattern matching for linear typed N-patterns by modifying the B-fsa used in Chapter 3. The techniques of Chapter 3 can be used to restrict the input set to be a recognizable set.

The final extension considered in the dissertation are X-patterns, patterns in which variables may have non-zero arity. X-patterns are closely related to some special typed N-patterns, but they name and identify portions of the pattern; they can also be typed. Section 7.1 shows how to do pattern matching for typed linear X-patterns by using the techniques of Chapter 5 and solving a Reachability problem. Recognizable sets as input sets can be taken into account using the same techniques.

The extensions of patterns considered above are necessary to describe non-trivial tree transformations, but may not be enough in some cases. For example, a tree transformation such as:

```
  Op_1
   \__ Op_2
     \__ T_1
         \__ T_2
             \__ T_3
                 \__ T_4
                   \__ T_5
```

cannot be described in a single transformation with the extensions to patterns proposed here. Moreover, a description with several individual transformations requires complicated interactions that will reduce the readability of the description. Future research will try to extend the notion further, but note that the above transformation could be described using an input pattern typed so as to correspond to the input tree and extended so that one could name an undeterminate number of variables, which then would be composed, in a different way, in the output pattern. [Pel84] contains a sketch for several possible extensions along these lines.

9.2. BURS and Reachability

A major contribution of this dissertation is the definition of the subclass of rewrite systems called bottom-up rewrite systems, BURS, and the definition and solving of the Reachability problem for them. The rewrite systems in BURS use only linear N-patterns, but they can be used to solve several useful problems.
Chapter 5 introduced the notion of a BURS and the basic algorithms for REACHABILITY for them, as well as the faster specialized versions for finite BURS. The idea behind the algorithm for REACHABILITY has been around for a while; maybe the earliest references in the context of compiler systems are the dynamic programming algorithms of [AUJ77] and [Rip78] for code generation. BURS theory differs from these early proposals in that it is based on rewrite systems, it can handle a larger class of rewrite systems, and it emphasizes the computability of the states by a bottom-up automaton. Also, the emphasis in solving fixed-goal REACHABILITY (as opposed to tracking the behavior of some rewrite system as in [Moc87]) produces fast algorithms.

Chapter 7 contains two direct applications of REACHABILITY problems. Section 7.1 shows how to solve pattern matching for typed X-patterns. The resulting algorithm seems quite fast, but it has not been implemented and measured yet. Another application of the REACHABILITY algorithm is in finding "tilings" of trees. This is the basic process underlying solving the forward application problems of the projection systems defined in Section 7.2. Inverse application problems for projection systems can also be solved using REACHABILITY. The application of REACHABILITY explored in most detail in this dissertation is code generation, which is based on solving C-REACHABILITY, which is solved in Chapter 6.

Some questions remain unanswered. The most important are faster algorithms for the generation of the LR graphs and UI-LR graphs, and algorithms for membership in finite BURS for the case that the input set is a general recognizable set.

9.3. Code Generation

The idea of using some type of dynamic programming for code generation has been around for a while (see Section 9.2 above), but it is only recently that practical proposals have been made based on this approach. Suddenly, a number of researchers independently have proposed similar algorithms. This dissertation contains another proposal but with several significant advantages. Chapter 6 shows how to modify the algorithms of Chapter 5 for code generation. To test the applicability of the theory a code generator generator was implemented, which is described in Chapter 8. The results of that chapter show that, in the code generation model of UW-CODEGEN, a BURS-based code generator is at least as fast as a non-optimal technique like Graham-Glanville, much faster than an optimal technique based on dynamic programming with an explicit manipulation of costs, and competitive in table size with all but some substantially slower approaches.

The results presented in this dissertation show the potential for BURS-based fast optimal code generation for expression trees. It is important to emphasize that the main advantage of optimality is that it frees the machine description writer from having to understand the theory used to generate the code generator. A non-optimal technique like GG may generate quite good code (see Figure 8.22) if the machine description is fine-tuned for that particular technique [Hen84].

The BURS theory was developed independently of [WeW86], [HeD87]; it differs from them in its ability to encode cost information into the $\delta$-BURS states and in handling a larger class of rewrite systems. The results obtained are similar to those claimed by Hatcher and Christopher [HaC] and [Hat85] but while the Hatcher/Christopher technique requires modifying some parts of the machine description to retain optimality, the approach described in Chapter 6 is always optimal, provided that a finite number of states exist. It is likely that the Hatcher/Christopher technique can be explained as a simplification of BURS-theory, but descriptions available have been inadequate to do so.

Probably the best-known implementation for optimal code generation is the one based on twig and reported in [AGT86]. The theory behind it is quite similar to the one used in the TD code generator reported in Chapter 8 with two differences. The first difference is that the implementation of twig reported in [AGT86] does more computation at solving time than TD. Thus, twig has smaller tables and smaller table generation times, but larger code generation times. The
second difference is in the phase organization. Both twig and UW-CODEGEN perform two types of transformations: some transformations do normalization and simplification, as in the mapping of short-circuit booleans into compare and jumps, the others are the ones discussed in this article and correspond to the machine instructions. Twig deals with both types of transformations together in a single mechanism, but the interaction of the machine rewrite rules with the simplification routines makes it possible to write looping and non-optimal transformations. UW-CODEGEN first performs the normalization and simplification and then the machine rewrite rules, but the simplification routines can query the machine description to make decisions. Although there are no specific measures comparing our approach and twig, it is safe to say that BURS-based code generation is substantially faster than one based on twig.

In addition to just solving the code generation problem, the 8-LR states contain information that could be used to help the design of some parts of the instruction set of target machines. In particular, one can determine whether the addition of a feature will affect the quality of the generated code for any valid input tree.

There are several open questions in this area. One important experiment that we did not perform would be to quantify the effect of the input set on table size. This could be done by implementing the algorithm presented in Section 5.5. Another experiment of interest would be to generate tables to minimize lexicographic cost and compare their size with the ones currently generated for the approximation to lexicographic cost; probably the benefits in the cost of the generated code are not going to be worth the increase in table size. Finally, it would be very useful to have a faster table generator. This would require a better implementation and, most likely, new algorithms to generate the states.

9.4. Bottom-Up and Top-Down Pattern Matching

At first observation, it is not clear whether top-down or bottom-up pattern matching is the better approach. Proponents of top-down pattern matching point out its small table size and its table-generation speed, those of bottom-up pattern matching, its solving-time speed.

The results of [HeD87] suggest that, at least in the context of code generation, the resulting table sizes of fast top-down pattern matchers are not significantly smaller than what we can obtain for bottom-up pattern managers using recent technology (such as Chase’s algorithm [Cha87] as modified in Section 3.5). Similarly, Chase’s algorithm to generate bottom-up pattern matchers is fast enough for all the applications with which we are familiar.

Still in the context of code generation, this dissertation has shown how to combine the information required for bottom-up pattern matching together with information encoding rewrite sequences and cost information into a single state, but we do not know how to do this for top-down pattern matching. Combining all this information into a single state allows for very fast code generation solving times.

If table size is a big concern, it appears certain that an implementation using either sub-pattern B-fsa, or a faster variation like CTF subpattern B-fsa (Chapter 3) will produce very small tables, maybe comparable to the sizes of top-down pattern matchers.

Another significant advantage of bottom-up pattern matchers is that they mix well with recognizable sets (Def. 2.5). Chapter 3 showed how to restrict the match set to those that are used in trees of a recognizable set, and Chapter 5 did a similar thing for BURS, but it is not clear how a top-down pattern matcher could exploit such a restriction on the input set.

9.5. Compiler Phases

The dissertation has shown how to describe several problems in compiler systems as a few problems involving transformation on trees. It has also shown that some of these tree transformations can be described using BURS and solved very efficiently. The application to code
generation has been explored quite extensively in this dissertation. The use of BURS in solving application problems in projection systems (Def. 7.3) needs additional work. Currently, the most appealing application is to defining the the mapping back and forth between parse trees and abstract syntax trees. Projection systems are quite similar to the tree-to-tree grammars of [KMP84] but with a cleaner definition and with the ability for inversion. They are not as powerful, but some of the extensions suggested in Section 7.2 seem to fill the gap.

Another important open question is how useful are the extensions of patterns introduced (typed N-patterns and typed X-patterns) for defining complex tree transformations. A specific example for future investigation are the machine independent and machine dependent rewrites of TTS in Codegen [AGH84]. It seems likely that a proper description will require the use of further extensions to the notion of pattern.
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Daisy, Daisy, give me your answer, do!
I'm half crazy, all for the love of you!
   It won't be a stylish marriage,
       I can't afford a carriage,
   But you'll look sweet upon the seat
       Of a bicycle built for two!

[Harry Dacre d. 1922]