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In the cyber world, there has been a shift in mindset from trying to prevent attacks from occurring and succeeding to developing tools and techniques that can make systems resilient in the face of incidents. Unfortunately, progress in this area has been hampered by the fact that we lack concrete methods that allow us to evaluate when, and by how much, modifications to a system contribute to making it more resilient. Part of the problem is that the term "resilience" itself lacks a clear definition that supports measurable metrics that would allow two like systems to be compared against each other, or would enable the measurement of how different resiliency techniques can improve a system's resiliency when they are applied. In this paper, we will review and discuss the terminology and definitions that have been proposed and used for describing the terms "resilience" and "resiliency" with respect to cyber and other systems. Ultimately, we address the deficiencies of these previous definitions by choosing a definition for resilience that equates to the inverse of "mission risk" that is adequately qualified by the context in which it applies. In selecting a measurement (or estimated measurement) based on risk as our resilience metric, we have chosen a resilience definition that is clearly defined measurable, and has a sound theoretical grounding. Our computable metric makes it possible to perform like-to-like systems comparisons that allow us to measure the resiliency of a system, and to use this measurement to evaluate how resiliency methods are able to improve the resiliency of a system.
Abstract

In the cyber world, there has been a shift in mindset from trying to prevent attacks from occurring and succeeding to developing tools and techniques that can make systems resilient in the face of incidents. Unfortunately, progress in this area has been hampered by the fact that we lack concrete methods that allow us to evaluate when, and by how much, modifications to a system contribute to making it more resilient. Part of the problem is that the term “resilience” itself lacks a clear definition that supports measurable metrics that would allow two like systems to be compared against each other, or would enable the measurement of how different resiliency techniques can improve a system’s resiliency when they are applied.

In this paper we will review and discuss the terminology and definitions that have been proposed and used for describing the terms “resilience” and “resiliency” with respect to cyber and other systems. Ultimately, we address the deficiencies of these previous definitions by choosing a definition for resilience that equates to the inverse of “mission risk” that is adequately qualified by the context in which it applies. In selecting a measurement (or estimated measurement) based on risk as our resilience metric, we have chosen a resilience definition that is clearly defined, measurable, and has a sound theoretical grounding. Our computable metric makes it possible to perform like-to-like systems comparisons that allow us to measure the resiliency of a system, and to use this measurement to evaluate how resiliency methods are able to improve the resiliency of a system.
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1 Introduction

A number of different definitions of the term “resilience” exist. In our work trying to evaluate and then determine how to combine different resiliency techniques together, we have been frustrated by the qualitative nature of the existing resiliency definitions [Haimes, 2009; Wood, 2005]. While it is understood that developing and deploying systems that are resilient in the face of incidents and attacks is highly desirable, there is a need to know which techniques are the best ones to choose given the incident environment. In addition, there is a need to be able to compare the resiliency of different systems or system versions within the same incident environment. In this paper, we propose a definition of resiliency that supports its measurement and enables comparison of like systems (e.g., two different designs for an airplane).

In this paper, we will review and discuss the terminology and definitions that have been proposed and used for describing the term “resiliency”. In many of these cases, the focus has been on qualitative descriptions or on comparing resiliency to other terms such as robustness or survivability. Often, when there has been an attempt to compute quantitative metrics, there has been a tendency to overly simplify resilience and to focus on trying to compute one or more ordinal, scalar numbers as metrics (typically performance metrics) [Haimes, 2009; Vugrin et al., 2010]. This approach often ignores many of the considerations that must be taken into account to adequately describe the context where a resiliency metric might be valid. Ultimately, we address the deficiencies of these previous definitions by choosing a definition of resilience that equates to the inverse of “mission risk” [Haimes, 1991; Haimes, 2009; Wood, 2005; Ayubb, 2013]. By selecting a measurement (or estimated measurement) based on risk as our resilience metric, we have chosen a resilience definition that is clearly defined, measurable, and has a sound theoretical grounding. Since risk relies on both the likelihood of events occurring as well as changes in utility (value) when these events occur, we are provided with a computable metric. This metric will be fully qualified by the contextual characteristics or attributes that define the set of events, utility scores, system description (e.g., the system boundaries), and even the timeframes over which the metric can be considered valid. These attributes provide the considerations that should be used to clearly define resilience as a computable metric.
2 Considerations for Measuring Resilience

While we look for quantitative methods that allow us to evaluate the resiliency of a system (e.g., cyber systems and biological systems), we must first describe all of the different factors that make its measurement so complex. Probably the most important issue with formulating a workable definition is that there is often a tendency to oversimplify what is being defined. There have been many proposals for resiliency metrics, and many of them focus on performance. More importantly, many of them focus on implicitly useful metrics [Bodeau et al., 2012] that largely imply resilience (in the face of a number of implicit assumptions) but that may not always hold in general. As an example, consider the use of network performance metrics (throughput, latency, etc.) in a system that relies heavily on the exchange of information between networked components. Although these network performance metrics and the set of incidents over which they apply can be determined, it is easy to consider that in one mission context what might be important would be to ensure that some mission-critical data can be exchanged between networked components within a mission-dependent timeframe. In another mission context (e.g., video conferencing), it may be that maintaining the sustained throughput of the network is more important. So to consider system resiliency, we must be explicit about all of the factors, mission and otherwise, that contribute to the resiliency definition. We are calling this “mission risk” since it allows us to characterize how well the intended function of the system will be achieved in the face of actual or potential incidents. The rest of this section explores the different aspects of this problem.

System Boundaries Matter

An important factor in determining resilience is to consider the system boundary of any system for which you are trying to estimate the resilience. Consider estimating the resilience of a power plant that produces electricity. Given the power plant itself, it is possible to consider the various types of attacks and incidents to which it might be subject, and estimate the circumstances under which it can produce power, and/or how long it might take to recover from any incidents that might cause it to stop producing power for any period of time. Given this context, it is possible to compare whether one power plant design might be more resilient than another. If, however, we expand the boundary of what we consider to be the “system” to include the delivery of power to customers, not only would the resiliency of an individual power plant represent only the resiliency of part of the system, the overall system is different, and the events that it might be expected to withstand are likely to be also different (e.g., it is unlikely that high winds would have any impacts on a power plant, but they are known to have impacts on the lines that transmit the power to consumers).

Performance and Resilience

People often think that resilience is mainly about performance. Though this is often true, as we will show, this is not always so; often performance is not the only thing to consider when thinking about a system’s resilience. But since performance is often an important aspect of resilience, we should consider how it contributes. Consider the mission performance curve illustrated in Figure 1. The figure shows the mission-oriented performance of a system in response to some incident. The performance of the system can be something as simple as the monetary profit the system produces. However, for most of the systems we are likely to try to analyze, the metrics are complex ones that would require a multi-attribute utility function. This utility function would be defined by reaching agreement across multiple stakeholders as to what constitutes an acceptable way to measure the performance of the system. Irrespective of which
(mission-specific) multi-attribute performance metric is selected, when considering the resilience of a system, the choice of performance metric needs to be described and documented explicitly, so that it is clear what system properties are being optimized for the purpose of resiliency decision making.

![Figure 1. Performance Curve Illustrating Aspects of Resilience](image)

The curve above illustrates many of the aspects of performance that people mention when considering resiliency. The curve shows how the mission-oriented performance of the system has been reduced after the incident occurs, and it shows the time-to-failure. The time-to-failure illustrates the amount of time it takes after the incident occurs before the system performance drops below an acceptable level. Time-to-recovery represents the amount of time it then takes, either because of an automatic response or as a result of a manual intervention, to recover the performance of the system. The recovered performance level may either return to the original pre-incident performance levels, or may only represent a partial recovery. After that, the recovered performance can either sustain at the recovered level or not. People sometimes refer to “time-to-failure,” “time-to-recovery,” and “recovered performance” as examples of resiliency metrics [Sheard and Mostashari, 2008], since there is often an implicit relationship between them and the resiliency of a system. Longer “time-to-failure” is usually better. Shorter “time-to-recovery” is usually better, and a recovery to pre-incident performance levels is typically what is wanted. But as we will demonstrate, such metrics are not always appropriate.

Depending on the system, and the mission it performs, there may be some acceptable level of system performance that must be maintained (over some time period). In this context, the resiliency of the system may be binary: as long as the performance stays above the minimum level, it’s fine, but below the minimum level it might as well be zero. In Figure 2 the performance of two systems is depicted. Because the performance of System 1 drops below the minimum acceptable level, it is reasonable to say that System 2 is more resilient than System 1. Again, depending on the mission context, it may not even matter whether the performance is below the minimum level for a short period of time or for a long period of time. Also, some system designers/operators are more risk averse than others, and for the risk averse it is often the worst possible performance outcome that matters, rather than the mean or integral value of the performance curve over some time interval.
An incident-perturbed performance curve as shown in Figures 1 and 2 contains all the performance information that is necessary for computing resiliency. Depending on the system and mission context, however, different people may choose to compute a different metric given the curve. Popular examples of a metric are binary (given some threshold), the minimum, the average, or the integral under the curve. As an example, in Figure 3, if the performance curve represents profit per unit of time, calculating the integral under the curve would indicate that System 1 is more resilient than System 2 in the face of this incident. No one metric choice is necessarily the correct one to use for all circumstances, but for anyone claiming that a system is being made more resilient, whichever metric is chosen should be explicitly documented as being part of how the system’s resiliency is being estimated.

**Resilience Depends on the Analysis Timeframe**

Above we introduced some common aspects of a system’s resilience as being the time-to-failure and time-to-recovery, given the system’s mission-oriented performance. In most circumstances,
as in the example in Figure 3, a system that can recover from an incident more quickly will be considered more resilient than a system that recovers more slowly. There is almost always a relationship between time and resiliency, and in exactly the same way that it is necessary to explicitly specify the system performance metric being used to measure resiliency, and to define which function to apply to the performance curve, it is necessary to define the time interval over which a resiliency estimate is valid.

Figure 4 shows how two different systems perform after an incident occurs. If we look at the performance using time window 1 (TW1) and curve metrics such as “min,” “mean,” or the “integral,” it is apparent that we will consider System 1 more resilient than System 2. If, however, we continued to monitor the performance of the systems over a longer time interval, the performance of System 1 might continue to decline, while the performance of System 2 might stabilize. Using the same “min,” “mean,” or “integral” metrics for time window 2 (TW2), it becomes clear that System 2 is more resilient than System 1. Thus, the resiliency estimate is valid only for the time interval selected and so its chosen value must also be explicitly documented as part of any resilience calculation.

Usually there are operational motivations for selecting a time window over which to compute. Sometimes it’s because having a longer time to failure might provide additional time to respond to the incident (e.g., to evacuate a burning building), which might save lives. There are a number of examples in which people have focused on using incident recovery metrics as their measure of resiliency [Vugrin et al., 2010], and this remains entirely consistent with our view of estimating resiliency since it merely involves selecting a specific timeframe associated with the system performance after the occurrence of an incident. Sometimes the timeframe is dependent on the complete lifecycle of the incidents of concern. Particularly in the physical world, where you might be considering how society continues to function in the face of damage to buildings and infrastructure from events such as hurricanes, floods, or earthquakes, the incident lifecycle can be quite long, since it must consider the manual actions of rebuilding and adapting. Choosing a timeframe to use for computing resilience is always going to be system- and mission-dependent.

![Figure 4. The Effects of Choosing a Different Time Window on Calculating Resiliency](image)

**Resilience Is Also About the Capacity to Withstand Incidents**

In the previous examples we presented resiliency examples that are based on comparing how a system’s mission performance is affected in the face of specific incidents. While this is an
important aspect of resilience, it is not the only aspect to consider. Consider the performance curves for two different systems shown in Figure 5. Although it looks only like a single performance curve is present in the figure, there are actually two coincident curves that are indistinguishable from each other. What is depicted are two systems that successfully withstand an incident without having any performance impact. An example of how this might be possible might be to have fault-tolerant systems that contain hot spares for a component that fails or is compromised. But what if System 1 has two hot spares while System 2 has only one? In the face of a single compromise neither system is impacted; however, most people will intuitively consider that System 1 is more resilient than System 2, because it has the capacity to withstand more compromising events. What Figure 5 illustrates is that focusing only on performance in the face of incidents is sometimes an inadequate way to represent resiliency. While in some circumstances it is perfectly acceptable to present an assessment of resiliency that is based purely on performance, there are also many situations where resiliency is about the possibility that some number of compromising events might occur. Consider the following definition for estimating risk:

\[
\text{Mission Risk} = P(\text{bad-event-occurs}) \times \text{the-value-of-loss-given-event}
\]

Since we associate resiliency with the inverse of risk, this calculation adequately captures and represents how System 1 is more resilient than System 2, since the likelihood that two component failures occur is almost certainly less\(^1\) than the likelihood that a single component fails. Unlike the general case of calculating risk, this formulation is acceptable because we’re estimating risk in only a specific context, considering how “like” systems respond to the same set of incidents over the same evaluation timeframe, under the same assumptions.

**Figure 5. Two Systems that Perform the Same in the Face of an Incident**

Cost/benefit tradeoffs are usually involved in seeking to achieve additional resiliency, but we do not cover that issue in this paper.

**The Occurrence of Incidents Is Uncertain**

While it is often reasonable to talk about a system’s resilience as the capacity to withstand specific incidents, in general systems are designed for and must operate in an environment in which one or more incident types “might” occur. Some incidents are more likely to occur than

---

\(^1\) When dealing with deliberate attacks against a system rather than random failures, the ability of an adversary to subvert a component usually implies that other instances of the same type of component in the system are also susceptible to the same act.
others. Some incidents have more impacts than others, and from a systems engineering perspective, resiliency is about getting the best overall system performance given the uncertainties associated with these incidents.

In the previous section, we discussed system resiliency in the context of having the capacity to withstand incidents. What we were actually describing were situations where incidents that could cause some level of performance degradation were less likely to occur for one system than the other. So, in this current context a comparative measure of the resilience of two or more systems can be expressed as the probability (or likelihood) that some incidents may bring the system to a failure state (or some other pre-determined definition of bad performance).

Consider the systems shown in Figure 6. Similar to Figure 5, this figure depicts the performance of two systems that perform identically in the face of some incident, making it appear that there is only one performance curve. Suppose, for example, System 1 is made of plastic parts and System 2 is made of titanium parts, and the probability that plastic parts will fail is higher than the probability that titanium parts will fail. So \( P(\text{fail} | \text{incident}) = 0.6 \) for System 1 and \( P(\text{fail} | \text{incident}) = 0.1 \) for System 2. Since the performance of both systems is the same given the incident, a performance-based description of resiliency is not informative, and we must consider an alternative measurement. In this case, expressing resiliency as a probability (or likelihood) that the performance-impacting event will occur is more useful, and intuitively most people will agree that the system with titanium parts is more resilient. We are using the term “more resilient” in this context because we are also considering the system response in the face of deliberate actions of misuse rather than just random failure.

![Figure 6. Performance of the System With and Without an Incident](image)

Usually, however, a system must withstand multiple incident types, and system performance in the face of different incidents can be expressed as multiple performance curve metrics as described above. A system may do well in the face of some incident types (magnitudes, durations, etc.) but less well for others. Estimating the comparative resiliency of the system, then, depends on estimating a composite, overall performance metric given the relative likelihood that each type of incident might occur. Typically, for convenience, people will consider that the different types of incidents are mutually exclusive of each other, but in reality they may not be, and that can make the estimation of resiliency much more complex. That is because it relies on estimating a joint probability distribution that scales exponentially with the number of dependent variables, and may also involve estimating the system performance given the occurrence of multiple simultaneous incidents.
Figure 7 shows another example of two systems with different performance metrics for two different types of incidents. If we consider that the incidents that we are considering are mutually exclusive of each other (that is, we are concerned that Incident 1 or Incident 2 might occur but are not concerned that both might occur simultaneously), and if $P(\text{Incident1})=0.95$ is much more likely than $P(\text{incident2})=0.05$, then, based on the performance curves, System 2 would be more resilient than System 1 (assuming you are measuring performance as integral under the curve). If the circumstances were reversed and $P(\text{incident2})=0.95$ was much more likely than $P(\text{incident1})=0.05$, then System 1 would be more resilient. One can think of this example as measuring the overall system output performance given a number of Bernoulli trials, where the number of trials for each incident type is in the ratio of the incident probabilities.

![Figure 7. The Performance of Two Systems Given Two Different Incidents](image)

**The Scale of Deployment May Affect Resiliency for Those Who Are Risk Averse**

Another consideration relating to estimating resiliency is to understand the differences associated with the scale of deployment for resilience mechanisms. So far we have discussed the performance of systems as being more or less resilient. In reality, different mechanisms that can make a system more resilient may work differently from each other. One mechanism may work with certainty on some incidents. Another may, in addition, also work on other incidents, but with some variance. As a result of the variance, the number of times a mechanism is deployed can matter for risk-averse decision makers.

For example, consider two Host-based Intrusion Prevention Systems (HIPS). One (HIPS 1) reduces the number of successful Denial of Service (DoS) attacks from 10% to 5% with certainty. The other (HIPS 2) reduces the number of attacks from 10% to 0% with certainty $P(0.8)$. If there is only a single deployment of this mechanism, then HIPS 2 is the best choice. But as the number of mechanisms deployed increases, the variance of HIPS 2 means that there will be intervals of time where the second mechanism may perform worse than HIPS 1, which has a guaranteed performance of reducing the number of attacks to 5%. For a risk averse decision maker (someone who cares about the worst possible outcome), HIPS 1 is a better choice.
### 3 A Definition of Resilience

Based on the discussion above, we have come up with the following general definition useful for estimating the resilience of a system.

**Resilience is:**

_The persistence under uncertainty of a system’s mission-oriented performance in the face of some set of disturbances that are likely to occur given some specified timeframe._

This definition is very similar to the definition proposed by Ayyub [Ayyub, 2013], but it is more explicit in that it specifically calls out the fact that an estimate of resilience depends on the set of disturbances over which it is valid, as well as the fact that it exists within an operational timeframe.

The following definitions apply to the definition above:

- **System** defines the “scope” (or boundaries) over which the analysis applies.
- **Performance** is a function of mission requirements, outcomes, or objectives, and is measured as a form of output, throughput, etc. metrics that indicate how well the system contributes to achieving those objectives.
- **Uncertainty** relates to the probability or likelihood of the events and disturbances that the system may experience given the analysis timeframe.
- **Persistence** is a matter of the system enduring the events and/or recovering and continuing the performance of its operation.
- **Disturbance** is synonymous with incidents, an event, or attack that would be likely to have an impact on the system’s performance.
- **Timeframe** is the time interval over which the performance, uncertainty, and persistence measures apply.

This definition of resilience is, in effect, a risk metric. Risk is conventionally measured as a functional combination of the likelihood that an undesirable event will occur and the severity of the event’s consequences, where it is understood that these factors are evaluated with respect to some specified timeframe and with some degree of uncertainty. In this definition of resilience, the undesirable event is “some number of disturbances” and the consequences are measured as the persistence of system performance.

“Mission risk” is the risk that a mission will fail to meet its objectives. If a mission depends on a system, mission objectives are translated into Measures of Performance (MoP) and Measures of Effectiveness (MoE) for mission tasks and/or Key Performance Parameters (KPP) for the system. In our definition of resilience, persistence of performance can be expressed using one or a combination of these metrics computed over the chosen timeframe.
4 Example of Estimating Resiliency

For an example of how mission risk can reflect resiliency, and how resiliency can be calculated and applied to decision-making, consider the following:

An e-commerce company sells products via a web service that allows their customers to view their products and purchase them. Having grown from a small startup, the company relies on a single web server that runs ruby scripts. The company is now worried that unavailability of the web server (whether from a system or software failure or from a malicious attack that causes the server to crash) will affect their profits. Their IT guru has suggested two possible solutions.

1. To replicate the server, so that if one becomes unavailable the other will continue to serve customers.
2. To implement a fast recovery solution, so that the time required to reconstitute an unavailable server so that it is up and running again is significantly reduced so that fewer customer orders will be lost.

To analyze these options, the company needs to consider the frequency of customer orders, the average value of those orders, and how long it currently takes to recover from an unavailable server. In a typical 12-hour operating day, the company receives 1000 orders, each averaging $200 profit. When the server becomes unavailable, the time required getting it back up and running is usually three hours. So the typical impact of a server-unavailable incident is about $50,000. These server-unavailable incidents occur on average about once every 3 months (90 days), so the probability that the server will be unavailable on any given day is 1.11 percent.

For proposed solution #1, replicating the server doesn’t reduce the impact of an incident should both servers fail, but it does reduce the likelihood that they will both be down at the same time. Conservatively, since a server crash is only one of the reasons why the service might be unavailable to customers, IT has estimated that the replication solution reduces the likelihood that both servers will be unavailable by at least 75%.

For proposed solution #2, using a fast recovery server doesn’t reduce the chances that the server will be unavailable, but it does reduce the impact of each unavailability event since the time to recover to operating condition has been reduced to ~35 minutes. Hence, using solution #2, instead of having an impact of $50k, the income loss (impact) is now less than $10k.

Using our mission risk formulation, for the initial state of the system without using any possible mitigation, the mission risk is as follows:

\[
\text{mission risk} = P(\text{bad-event-occurs}) \times \text{the-value-of-loss-given-event}
\]

the nominal operational risk of the system is

\[
0.01111 \times 50,000 = 555.5
\]

If solution #1 is used, then the mission risk becomes:

\[
(0.01111 \times 0.25) \times 50,000 = 138.9
\]

If solution #2 is used, then the mission risk becomes

\[
0.01111 \times 10,000 = 111.1
\]
Referring back to our definition of resilience, we must also describe the resilience context. In this example the mission risk estimate assumes that the system definition encompasses only the operation of the web server being able to take customer orders. Other business functions, such as payroll, inventory, etc. are outside the scope of this analysis. Mission performance is based on an expected rate of orders of an average value that would be received during the period during which the server is unavailable. Uncertainty in this example is based on the fact that the original likelihood of an incident is 1.11%, and that one of the resiliency techniques reduces this likelihood. Persistence considers the typical duration of these incidents, and how one of the resilience techniques reduces that interruption. Disruption in this case only considers unavailability events, and does not consider theft of customer information, or other disruptions such as the modification of information in the system. Finally, the timeframe associated with this metric is a 12-hour business day, since it is expected to take less than a business day to resolve the incident.

Based on the risk metric, both proposed solutions are shown to be effective in terms of making the e-commerce site more resilient in the face of server-unavailability events. Assuming we are comfortable with the performance estimates associated with applying the different solutions, solution #2 is shown to be a more effective approach than solution #1.

Although this example is greatly over-simplified, and as depicted does not include an adequate description of the nuances of DoS events against the e-commerce site, and how the different solutions address them, it is only intended to illustrate the application of the mission risk metric as guidance to a decision maker. Obviously, the hard part of performing this analysis is to come up with accurate estimates for mission impacts, and to determine how the resiliency techniques can reduce the likelihood of the bad events occurring. Although these are non-trivial problems, one must consider why anyone would ever choose to implement a resilience technique if it were not possible to make any assessments about its expected performance (be they measured or subjective assessments).

For the purpose of comparison of different resilience solutions, this approach works because each version of the system is performing the same mission; the mission performance is based on the same metric in each case; the timeframe over which we are performing the resiliency analysis is the same; and in this case the resilience comparison is valid only in the context of server-unavailability events. If we were to expand the resiliency context to include other types of incidents, such as unavailability of the internet connection, modification of data, and/or the interception of confidential information (e.g., customer information or their credit card details) on the server, then the resilience estimate would be different.
5 Comparison with Previous Work and Definitions

The term “resiliency” has multiple connotations and is multi-dimensional depending on the context in which it is used [Haimes, 1991; Gates, 2011]. The concept of resilience and related research on its definition and metrics have appeared in multiple domains, including cyber systems and biological systems [Sheard and Mostashari, 2008; Vugrin et al., 2010]. Most of the definitions, however, provide insufficient context, and hence do not support clearly measurable metrics [Wood, 2005; Gilbert, 2010]. Sheard and Mostashari, who provide a survey of other peoples’ works, conclude that a measurable definition of resiliency that would support metric development should include such multiple attributes as time frame (short-term recovery, long-term recovery, etc.), events (disturbance, perturbations, attacks, etc.), system definition (cyber systems, ecological systems, etc.), required actions (failover, recover, etc.), and preserved qualities (system function, structure etc.). We have found that the work by Sheard and Mostashari provides the most comprehensive description of the factors that relate to resiliency, and hence it offers the strongest basis for developing a measurable definition of resiliency. Despite this, they do not actually develop any workable metrics themselves.

Vugrin defined resilience in this manner: “Given the occurrence of a particular disruptive event (or set of events), the resilience of a system to that event (or events) is the ability to reduce efficiently both the magnitude and duration of the deviation from targeted system performance levels” [Vugrin et al., 2010]. This definition points to a computable resilience metric that is based on system performance, but does not take into consideration any uncertainty associated with the disruptive events that might occur, hence giving them all equal weighting. Inherently, this becomes a limitation to the resiliency definition in Vugrin’s paper, since, as we discussed in the previous section, there are a number of circumstances where uncertainties should be considered in resiliency definitions. Primarily, this is because of the different degrees of impacts given different incident types, and there are many examples where a system can be made much more resilient overall by eliminating low-impact but highly likely events, rather than by eliminating impactful but unlikely events.

Wood defined resilience in systems as “a system’s ability to adapt or absorb disturbance, disruption and change” [Wood, 2005]. Including attributes such as system and disturbance in Wood’s definition helps facilitate the development of a computable metric. Gilbert and his associates [Gilbert et al., 2010] defined cyber resiliency as “the ability to provide and maintain an acceptable level of service, in the face of faults and challenges to normal operations.” Using this definition, the level of service provides an adequate surrogate for measuring system performance, accepting that “service” might be a compound multi-attribute metric obtained by combining several system performance metrics together. However, this definition doesn’t clearly differentiate whether resilience is being defined in the context of all possible events (the faults and challenges to normal operation) or perhaps just some. In both of these definitions, other attributes (timeframe, uncertainty, etc.) that could support such a measurable definition of resilience were not clearly discussed or enumerated.

Haimes and others [Haimes, 2009; Bishop et al., 2011; Ford et al., 2012] all defined resiliency metrics while discussing them in terms of qualitative measures. Haimes defined system resiliency as “the ability of the system to withstand a major disruption within acceptable degradation parameters and to recover within an acceptable time and composite cost and risks.” Bishop et al. defined resilient systems as “systems expected to maintain their operations under attack or failure,” but stated that “they are also expected to remain mission-capable, that is, to
reconfigure or recover in order to restore their original state.” Bishop et al. compared resiliency to survivability, robustness, reliability, etc. in an attempt to develop a measureable definition of resiliency. Ford et al. suggested defining the term resiliency by considering specific systems, tasks, outputs, and other variable conditions. The definitions of Haimes, Bishop et al., and Ford et al. all discuss and consider the various factors that would enable the development of measureable resiliency metrics. They all suggest that resiliency metrics are highly contextual, that a holistic approach to each specific system should be considered, and that it is impractical to generalize a set of quantitative metrics for different systems. For example, Ford et al. stated that recovery time resiliency metrics used for ecological systems might not be appropriate for computing systems because of their different missions, recovery options, etc. Ford et al. and Haimes also identified the relationship between resilience and risk by suggesting how improving a system’s resilience offers significant advantage in managing its risk, and they discussed examples of how the resulting risks can be measured in terms of recovery time and/or composite costs (that can be calculated in a variety of ways). These costs can include the expected value of risks or the conditional value of the extremes, given that the inputs and outputs are probabilistic. Among the three authors, Haimes’s discussion is the one that is supportive of the fact that the resilience metric of a system can be measured as a probability or as the inverse of a risk estimate. This last argument is reinforced by the fact that the probabilistic nature of inputs and outputs warrants the consideration of a probabilistic measurement of mission risk [Haimes, 2009]. These statements, though limiting to the definitions of Bishop et al. and Ford et al., all support the discussions in our previous sections on resiliency considerations. Nonetheless, even Haimes ultimately failed to transform his qualitative discussion into quantitative computable metrics.

Holling defined ecological resilience as “the persistence of relationships within a system and is a measure of the ability of these systems to absorb changes of state variables, driving variables, and parameters, and still persist” [Holling, 1993]. Ayyub defined resilience in multi-hazard environments as “the persistence under uncertainty of a system’s performance in the face of disturbances” [Ayyub, 2013]. Together, Holling and Ayyub indicate the importance of needing multiple contextual attributes to support the development of resilience metrics. Despite their identification of several of the necessary contextual attributes in each of these definitions, neither of them considers the timeframe over which such a computable metric would apply. As discussed in the previous section, time and resilience are interrelated. For instance, for a given system, one resiliency technique might be best suited for one mission timeframe (e.g., short-term performance) while another could be best for a different timeframe (e.g., long-term performance).

Based on the literature, for example Sheard and Mostashari [2008], and from our own discussions on considerations for resiliency, we conclude that when developing a measureable definition of resiliency, the following must be taken into consideration: it is system specific (e.g., it is impractical to compare a computer system with an ecological system); a holistic approach should be taken given the system under consideration; sufficient attributes of the contextual system characteristics and its threat environment need to be specified; and the resiliency metric can be a performance, a probability, or a risk measure.
6 Discussion

The contribution of this paper is to present a quantifiable definition of resiliency that would allow systems (cyber systems, biological systems, etc.) and engineers to evaluate how changes to a system can make them more resilient, or to allow the resiliency of different systems (or design options) to be compared against each other. Since we have defined resiliency in terms of the persistence of performance, and hence in mission terms, we do not define an absolute scale for resiliency – it is only reasonable to support a relative comparison of resiliency. In the same way as it is not possible to compare on an absolute scale how an electrical power plant will withstand an earthquake with how a city will withstand a hurricane, our definition of resiliency is only valid for comparison given “like systems” (i.e., given the context in which it is defined).

In computing a measurable metric for resilience, the contextual factors associated with that measurement are vitally important. Any proposed resiliency metric that does not adequately specify the context in which it is valid leaves no room for its proper evaluation. Based on our study, the factors that must be specified are:

\[ S = \{S_1, S_2, \ldots, S_n\} \text{, the definition of the system being evaluated} \]
\[ I = \{I_1, I_2, \ldots, I_m\} \text{, the set of incidents the resiliency metric covers} \]
\[ T = T_w \text{, the time window over which the metric is calculated} \]
\[ P = \{P_{f_1}, P_{f_2}, \ldots, P_{f_k}\} \text{, the performance metric used to measure system performance} \]
\[ M = \{\text{min, max, mean, etc.}\} \text{, the metric used to evaluate the performance graph} \]
\[ U = \{P(I_1), P(I_2), \ldots, P(I_m)\} \text{, the uncertainty that each incident in the set will occur} \]

\( S \) defines the scope of the system in the form of the set of functional capabilities it provides. \( I \) is the set of incidents that are considered in estimating the resiliency of the system. \( T \) is the overall timeframe for which the resiliency estimate is valid. \( P \) is a metric that represents how the performance of the system is characterized in the face of incidents; \( P \) can be the combination of multiple metrics \( P_f \). \( M \) is the choice of metric that is used to evaluate the system performance \( P \) given the anticipated system performance in the face of incidents given the time window \( T \), and where min, max, mean, integral, etc. represent popular examples. \( U \) represents the set of probabilities that each incident in the set \( I \) will occur.

Given that these attributes define the context in which the resiliency metric is valid, there are still a number of different ways the resiliency of a system can be reported.

1. It can be reported as a performance score \{P, T, M\} for the system \{S\} mission-oriented performance in the face of incidents \{I\}
2. It can be reported as a probability \{U\} for the system \{S\} that might have some stated mission-oriented performance \{P, M, T\} impact, given incidents \{I\}
3. It can be reported as a risk score \( R = \{U\} \times \{P, T, M\} \) considering the performance impacts given the probabilities \( U \) of incidents \{I\}

Each of these statements about a system’s resiliency is perfectly valid, given the context for which it is defined. A statement of type 1 assumes that there is no uncertainty in the occurrence of the incidents. A statement of type 2 normalizes out the performance aspect of resiliency and reports on the probability that the incidents would cause an undesirable level of performance (e.g., how likely is it that the incidents would be able to reduce the mission performance to an
unacceptable level). A single system can also be described by multiple resiliency statements, each with a different context, and where each statement might be a different one of the above forms. A system may be very resilient in the face of one type of incident, but may be less so for other incident types. It may also have yet another set of resilience characteristics for the combination of possible incidents, given their relative likelihoods.

Our definition of resilience adequately encompasses metrics for resilience that have been reported by others. The main difference is that we require that the context for the resilience metric to be explicitly defined, rather than leaving it implicit, as is often the case. For example, the metric “time to recovery” (which is commonly used) is encompassed by our definition. This metric is incorporated by being specific about which incident(s) are being recovered from, and by choosing a time window that starts at the point of worst performance, given the incident(s).

In our analysis, we have found no reason to differentiate between resiliency for structural systems, cyber systems, cyber physical systems, biological systems, or even cultural systems. “Resiliency” is a term that depends on its context, and so the resiliency of each system must be considered in the context of the environment in which it operates, the incidents it might face, and any operational (mission-oriented) needs that the system must accomplish. By defining the complete resiliency context (as described above), our definition of resilience should apply for any given system description, making it clear why one system design might be better than another, and how a system’s modification can lead to a more resilient outcome.
7 Summary

This paper was motivated by our desire to be able to compute resilience metrics for cyber systems and improve upon them by applying different resilience techniques [Bodea and Graubart, 2011; Goldman, 2010]. Since each resilience technique is only likely to be effective against a specific incident or subset of incidents, the goal is to be able to determine which combination of resilience techniques is best suited to making the system more resilient. A good way to achieve this is to optimize the resiliency decisions using a computable metric.

Unfortunately, our review of the literature on resilience found mostly qualitative definitions and failed to identify a sufficiently generic yet computable definition for resilience that we could use as our metric.

In this paper we propose a computable definition for resilience, based on mission risk. As has been described by others, resilience is a complex concept that requires the consideration of many factors to define, and is one that must further be defined by the context in which it is considered.

In our definition, resilience can be computed as being either:

- A utility-based performance metric that indicates how well the system responds in the face of one or more incidents (where the incidents are assumed to have occurred)
- A probability that some events might occur to bring the system to some specified unacceptable level of performance
- A risk estimate that combines the probability of incidents with the system utility-based measure of performance changes that result when the incidents occur

A single system can be characterized by more than one resilience statement. A system may be resilient in the face of one type of incident, but not another. The resiliency of a system can be evaluated in the context of only a subset of the incidents that are possible, because other incidents might be out of scope. Clearly, any metric computed for resiliency must be qualified by its context.

The context needed to define a system’s resilience depends on specifying the system and its boundaries, the set of incidents being considered, the timeframe over which the system performance is being analyzed, how system utility is being estimated, the metric used to evaluate performance (e.g., min, max, average) over the time interval, and the uncertainty associated with the incidents that might occur.

Although there is no absolute scale for estimating resiliency, selecting a context in which to make a resiliency computation makes it possible to compare “like” systems and to evaluate whether modifications to a system make it more or less resilient.
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