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The objective of this Phase I project was to investigate the feasibility of scalable, efficient and practical algorithms for analysis-driven construction of high-resolution 3D terrain models from BIG terrain data sets, and to build a prototype software.
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The objective of this Phase I project was to investigate the feasibility of scalable, efficient and practical algorithms for analysis-driven construction of high-resolution 3D terrain models from BIG terrain data sets, and to build a prototype software infrastructure for making analysis-prepared terrain models available to data consumers on multiple platforms. Analysis-driven modeling means that the construction of the model is influenced by, and prepared for, the specific analysis that the terrain model will be used for by data consumers.

The following list summarizes the main findings of Phase I:

* Constructing and maintaining DEM. A practical algorithm and its implementation for constructing large (static) constrained Delaunay triangulations
* Denoising. A proof-of-concept bridge-detection algorithm that can detect likely locations of bridges having a significant impact on flow networks.
* Analysis-driven level of details. An algorithmic framework for building a visibility-preserving hierarchical representation of a terrain.
* Uncertainty-aware algorithms. An efficient algorithm for constructing a stochastic model of a terrain that incorporates uncertainty in LiDAR data.
* Online service. A simple prototype of an online service.

Enter List of papers submitted or published that acknowledge ARO support from the start of the project to the date of this printing. List the papers, including journal references, in the following categories:

(a) Papers published in peer-reviewed journals (N/A for none)
Number of Papers published in peer-reviewed journals:

(b) Papers published in non-peer-reviewed journals (N/A for none)

<table>
<thead>
<tr>
<th>Received</th>
<th>Paper</th>
</tr>
</thead>
</table>

TOTAL:

Number of Papers published in non peer-reviewed journals:

(c) Presentations

<table>
<thead>
<tr>
<th>Received</th>
<th>Paper</th>
</tr>
</thead>
</table>

Number of Presentations: 0.00

TOTAL:

Non Peer-Reviewed Conference Proceeding publications (other than abstracts):

<table>
<thead>
<tr>
<th>Received</th>
<th>Paper</th>
</tr>
</thead>
</table>

TOTAL:

Number of Non Peer-Reviewed Conference Proceeding publications (other than abstracts):

<table>
<thead>
<tr>
<th>Received</th>
<th>Paper</th>
</tr>
</thead>
</table>

TOTAL:
Number of Peer-Reviewed Conference Proceeding publications (other than abstracts):

(d) Manuscripts

Received Paper


TOTAL: 1

Number of Manuscripts:

Books

Received Paper

TOTAL:

Patents Submitted

Patents Awarded

Awards

Graduate Students

<table>
<thead>
<tr>
<th>NAME</th>
<th>PERCENT SUPPORTED</th>
<th>Discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wuzhou Zhang</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>You Wu</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>FTE Equivalent:</td>
<td>1.07</td>
<td></td>
</tr>
</tbody>
</table>

Total Number: 2
## Names of Post Doctorates

<table>
<thead>
<tr>
<th>NAME</th>
<th>PERCENT_SUPPORTED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FTE Equivalent:</td>
</tr>
<tr>
<td></td>
<td>Total Number:</td>
</tr>
</tbody>
</table>

## Names of Faculty Supported

<table>
<thead>
<tr>
<th>NAME</th>
<th>PERCENT_SUPPORTED</th>
<th>National Academy Member</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pankaj K. Agarwal</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>FTE Equivalent:</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Total Number:</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

## Names of Under Graduate students supported

<table>
<thead>
<tr>
<th>NAME</th>
<th>PERCENT_SUPPORTED</th>
<th>Discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niel Lebeck</td>
<td>0.00</td>
<td>Computer Science</td>
</tr>
<tr>
<td>FTE Equivalent:</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Total Number:</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

## Student Metrics

This section only applies to graduating undergraduates supported by this agreement in this reporting period.

- The number of undergraduates funded by this agreement who graduated during this period: 1.00
- The number of undergraduates funded by this agreement who graduated during this period with a degree in science, mathematics, engineering, or technology fields: 1.00
- The number of undergraduates funded by your agreement who graduated during this period and will continue to pursue a graduate or Ph.D. degree in science, mathematics, engineering, or technology fields: 1.00
- Number of graduating undergraduates who achieved a 3.5 GPA to 4.0 (4.0 max scale): 1.00
- Number of graduating undergraduates funded by a DoD funded Center of Excellence grant for Education, Research and Engineering: 0.00
- The number of undergraduates funded by your agreement who graduated during this period and intend to work for the Department of Defense: 0.00
- The number of undergraduates funded by your agreement who graduated during this period and will receive scholarships or fellowships for further studies in science, mathematics, engineering or technology fields: 1.00

## Names of Personnel receiving masters degrees

<table>
<thead>
<tr>
<th>NAME</th>
<th>Total Number:</th>
</tr>
</thead>
</table>

## Names of personnel receiving PHDs

<table>
<thead>
<tr>
<th>NAME</th>
<th>Total Number:</th>
</tr>
</thead>
</table>
Sub Contractors (DD882)

<table>
<thead>
<tr>
<th>NAME</th>
<th>PERCENT SUPPORTED</th>
<th>FTE Equivalent</th>
<th>Total Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thomas Moelhave</td>
<td>0.80</td>
<td>0.80</td>
<td>1</td>
</tr>
</tbody>
</table>

Inventions (DD882)

Scientific Progress

Technology Transfer
Construction of 3-D Terrain Models from BIG Data Sets

Scalable Algorithmics USA (SCALGO USA)

1 Technical Objectives of Phase I

The objective of Phase I was to demonstrate the feasibility of constructing analysis-prepared digital elevation models (APDEMs) from big heterogeneous data, and of constructing a software infrastructure for making these models available to data consumers. To this end, Phase I focused on designing algorithms for a number of problems — and implementing a subset, which also led to a basic prototype of the full system. Some of these problems (e.g. constrained Delaunay triangulation; denoising) built on our past work, while others were relatively unexplored (e.g. uncertainty-aware algorithms; analysis-driven levels of detail). More specifically, we divided the goal of preparing APDEMs into five tasks and proposed to study the following specific problems for each of the tasks in Phase I:

(C1) Constructing and maintaining DEM. A practical algorithm and its implementation for constructing large (static) constrained Delaunay triangulations with large amounts of constraints.

(C2) Denoising. A proof-of-concept bridge-detection algorithm that can detect likely locations of bridges having a significant impact on flow networks.

(C3) Analysis-driven level of details. An algorithmic framework for building a visibility-preserving hierarchical representation of a terrain.

(C4) Uncertainty-aware algorithms. An efficient algorithm for constructing a stochastic model of a terrain that incorporates uncertainty in LiDAR data.

(C5) Online service. A simple prototype of an online service that supports: (i) simple DEM retrievals, (ii) submissions of data corrections and updates from users, and (ii) visualization of the updated results.

1.1 Phase I findings

This subsection summarizes the research performed in Phase I, and the main accomplishments of this phase.

C1 - Constructing and maintaining APDEMs. Constraining Delaunay triangulation. The Phase I objective was to show the feasibility to construct nationwide APDEMs from heterogeneous terrain data and feature databases. We achieved this by refining and implementing the I/O-efficient algorithm by Agarwal et al. [1] for computing constrained Delaunay triangulations (CDTs). A CDT is an extension of the regular Delaunay triangulation (DT) with support for enforcing the presence of certain constraint edges in the triangulation.

Our starting point was an existing implementation of DT that did not support constraints. We accomplished the following at the end of Phase I:

1. We extended the DT algorithm to construct a CDT that is efficient when data sets are small enough to fit in main memory.
Figure 1. (a) (b) An example terrain depicted with contours through saddle vertices and showing the critical vertices of the terrain. (c) The contour tree of the terrain in (a).

2. We implemented the Agarwal et al. algorithm, which needs the above algorithm as a subroutine. Their algorithm assumes that the number of constraints are small enough to fit in the main memory. We made some progress on relaxing this constraint, and the work in Phase I has suggested idea how to relax this assumption completely.

The work in Phase I on CDT demonstrated the feasibility of constructing a scalable algorithm. It also suggested that significant work is often needed even after enforcing constraints in the construction of a DEM. Constraints are represented as polygonal chains in 2D and it requires work to appropriately embed them in 3D. Furthermore, polygonal chains consists of line segments but the features they represent often have a width (e.g. highways, rivers) or an interior (e.g. houses and lakes). Inserting the line segment itself as a constraint is thus not sufficient to ensure that roads are flat and lakes and rooftops are appropriately represented in the presence of interior LiDAR data. Part of our Phase II effort will be to deal with this problem.

Dynamic contour trees. Although not originally proposed in the Phase I proposal, while working on DEM construction we realized that auxiliary structures are needed to perform terrain analysis efficiently. One such auxiliary structure, which is useful in many applications, such as denoising, hydrology analysis, and contour maps, is the so-called contour tree [3]. Roughly speaking, the nodes of a contour tree are the critical points (minima, maxima, and saddle points) and its edges represent the evolution of contours (i.e., connected components of level sets of a terrain) as the height changes – when a new contour appears, when an existing contour disappears, when two contours merge, or when a contour splits into two. See Figure 1 for an example.

Therefore, if the DEM is dynamically updated, then the contour tree needs to be updated as well. We thus developed a simple, efficient algorithm for maintaining the contour tree of a terrain, as the DEM is updated—either heights at certain points change, new points are added, or existing points are deleted. The algorithm transforms each such update into a continuous deformation process. The contour tree does not change during this process except when certain critical events occur. We characterize the changes at each event, and show that each event causes simple changes in the tree. We are currently writing this result and will be submitting it for publication later this summer.

C2 - Denoising. Most terrain flow-analysis algorithms assume water flows downhill until it reaches a local minimum (or sink). Several anthropogenic features (e.g. bridges) obstruct the water flow and the denoising component corrects many of these issues algorithmically. In Phase I we developed an algorithm to detect bridges in the DEM located in the vicinity of sinks, because they have major effects on the analysis, see Figure 4 for an example.

The algorithm divides the terrain into watersheds; one for each sink. The watershed of a sink is the area of the terrain that drains to the sink. We observed that bridges often create artificial sinks on watershed
boundaries (e.g. a river flows downstream until it hits a sink right next to the bridge). Thus if a bridge is the cause of an artificial sink in the DEM, the sink will be very close to the bridge itself and the terrain across the bridge will likely be associated with a different watershed. Based on this observation we developed a simple algorithm to identify potential bridges.

This effort demonstrates that it is feasible to detect bridges that are blocking significant hidden flow paths, but manual validation is needed as the simple geometric approach generates a few false positives. We have implemented preliminary support for integrating the results in the online service, mentioned later. This will allow the user to quickly scan an area and mark incorrectly identified bridges.

C3 - Analysis-driven level of detail. Originally we had proposed to investigate visibility-preserving levels of detail (LoD) algorithm for a terrain. In addition to visibility-preserving terrain LOD, we also studied the problem of computing a hierarchical DEM that preserves the lengths of shortest paths on the terrain.

A commonly used approach to build a hierarchical DEM from a triangulation is the so-called edge-contraction algorithm [4], which at each stage contracts an edge to a single vertex; see Figure 2. We developed an edge-contraction algorithm that estimates how the contraction of an edge degrades the quality of a path on the terrain, computes the optimal location of the contracted point, and chooses an edge for contraction that causes minimum degradation in the quality of paths. In particular, we designed a penalty function \( \pi \), so that \( \pi(e) \) for edge \( e \) estimates the average distortion of shortest paths on the terrain if \( e \) is contracted to a single point. We developed an efficient algorithm for updating the penalty function when an edge is contracted to a single point. At each step, the edge with the smallest penalty is contracted, and the penalties of the affected edges are updated. Our experiments show that our approach performs significantly better than the previous ones and is quite efficient. Details can be found in the paper [5], which has been submitted to International Journal of Robotics Research for publication.

Since visibility is a very broad concept, we focused on visibility with the goal of computing highly occluded paths on terrains, a problem of enormous interest in army applications. We faced two challenges developing an edge-contraction algorithm for this case. First, unlike shortest paths, it seems difficult to develop a simple penalty function that estimates how much visibility information is compromised by contracting a single edge. Second, the size of triangles varied significantly on the simplified terrain, which made it difficult to compute highly occluded paths on simplified terrains. We therefore pursued a different approach, which addressed both of these challenges.

We hypothesized that a sparse one-dimensional network on the terrain can be constructed that partitions the terrain into a small number of regions so that the highly occluded path either follows a shortest path inside each region or follows the boundary of these regions; see Figure 3. This not only reduces the size of the terrain but also simplifies the path-computation algorithm. We developed a simple learning-based algorithm to verify our hypothesis. Our experiments show that one can indeed construct a sparse 1D network to find highly occluded paths on a terrain, but the algorithm for constructing the network is slow. The next step is to design an algorithm that exploits the geometry and topology of the terrain.

C4 - Uncertainty aware algorithms. We designed an out-of-core algorithm to construct a stochastic representation of a grid DEM from LiDAR data, which models the uncertainty in the original LiDAR data because of measurement errors. This algorithm first constructs a hierarchical partition of the region for which we wish to build the DEM, next, for each cell of the resulting partition it chooses LiDAR points inside the cell and its neighborhood, models the terrain inside the cell as a stochastic process (e.g. a Gaussian process) [2], and then uses this model to infer the elevation at each grid point inside the cell. Although the second step is computationally expensive, the hierarchical partition ensures that the number of points used to compute the
Gaussian process is small. This is just the first step and significant research will be conducted on Phase II.

**C5 - Online service.** The overall objective of the online service is to integrate the advantages of analysis driven modeling with users and help transcend the notion of a single DEM that can be applied to all tasks at all times. Our Phase I objective was to build a prototype version of the service. We have developed a scalable and fully-functional system for visualizing national DEMs and a wealth of derived products on these DEMs. We recently launched SCALGO Live Global\(^1\) in collaboration with SCALGO DK\(^2\), which allows users to visualize, and interact with, a near-global terrain model\(^3\) and a set of derived hydrological products. The launch was a success and was featured in major online venues (e.g. Slashdot); we served 18.3 million map tiles over the span of a few days. We have since added the full 10m NED (along with some derived products) to the online service\(^4\).

On top of this system we developed prototypes of some of the components supporting our vision of providing custom, high-quality APDEMs in a dynamic and interactive setting: (1) Support for accessing and downloading the underlying DEM for an area of interest. (2) Submitting, editing and visualising user-supplied corrections to the DEM in the form of polygonal chains and using on-the-fly queries to our back-end to retrieve the elevation at the chain vertices, refer to Figure 4. (3) Simulated support for dynamically updating the model using the submitted corrections, and using periodic re-computations though an automated system for managing the APDEM construction process across a set of computing machines - an important part of managing large amounts of data and APDEMs with minimal manual labor.

The speed of the data service is important to ensure users enjoy working with the prototype. Our data service prototype has been carefully implemented to be multi-threaded, heavily cached and disk-efficient - this ensures that the data service itself is not the bottleneck in the system. In practice, network latency as the primary bottleneck for users that are not geographically close to our servers. Due to both user and server-side caching, this latency is not detrimental to the experience, but a decrease in latency would result in a better user experience for such users.

\(^2\)Denmark-based company by the same group of founders focusing on terrain analysis.
\(^3\)We used the 3 arc seconds (90m at the equator) model produced by the The Shuttle Radar Topography Mission (SRTM)
Figure 4. Screenshots from the online service showing (a) a ~5ft (1.6m) DEM zoomed in on an highway bridge spanning a stream. (b) River network at this part of the DEM, water flows from top left to bottom right. The stream is incorrectly diverged at the highway bridge and is mapped to the wrong side of the street after the bridge. (c) An edit is inserted, cutting through the highway at the bridge, clearing room for the stream. (d) Correct mapping of stream.

Phase I Conclusion. Overall Phase I was very successful and clearly demonstrates the feasibility of our overall vision, both in terms of technology and commercialization. Figure 5 summarizes our progress towards the Phase I objectives for each of the five components.

(C1) We produced the CDT algorithm and learned that more work will be needed to support very large numbers of constraints. We developed an algorithm for dynamic contour trees, an addition to the content in the Phase I proposal.

(C2) We tested a geometric approach for detecting bridges obstructing major flow paths; more work is needed to increase the performance and accuracy.

(C3) We investigated how to approximate the visibility map for computing occluded paths, and how to simplify the terrain while maintaining shortest paths.

(C4) We designed an algorithm for generating a stochastic DEM. More work is needed on the effectiveness of the algorithm and on basing the uncertainty information on the full LiDAR waveform of the input points.

(C5) We developed a fully functional system for launching SCALGO Live Global and the prototype functionality required for the update and download capabilities was functional as well.

Besides the experience in project feasibility gained from Phase I we produced a number of tangible outcomes. Some of these are mentioned above, but we summarize them here. We have prepared a publication on the maintenance of dynamic contour trees and plan to submit this for publication in the coming months. We submitted a paper [5] on level of detail using edge contractions for publication to the International
Figure 5. Overall progress on the tasks during Phase 1 as a percent of the proposed objectives. The dashed line indicates the work proposed in the Phase I proposal.

*Journal of Robotics Research.* We are also in the process of writing a paper on extracting networks for finding low-visibility paths, this will be submitted in the coming months as well.

Finally, we acquired the full 10m National Elevation Dataset (NED) model for the contiguous US states produced by the USGS. This model, periodically updated by the USGS, is an excellent starting point for a good national model. The model consists of about 200 billion cells and is now available in its entirety on our online service. We have also produced derived products on the entire model and we are a first mover in our ability to perform these computations on such a large model. Besides being interesting in their own right, these computations are important drivers for identifying missing flow paths in the model, as as baselines for comparisons with future models.
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