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**14. ABSTRACT**

The U.S. Army Research Laboratory is developing the Symbolic and Subsymbolic Robotic Intelligence Control System (SS-RICS) as a robotic control system based on human cognition. It has, as part of its intelligence, a production system similar to that of Adaptive Control of Thought–Rational (ACT-R). One feature of the ACT-R system is that chunks of information about the surrounding environment have recorded activation values, which increase when the system turns its attention toward them and decrease in the absence of attention. This feature can be beneficial in keeping recently used information readily available to attention. It can also be detrimental when a feedback loop develops, with a chunk being selected for attention because it has the highest activation and then increasing its activation value as a result. This report explores the behavior of the baseline activation equation with different parameter settings, and over different patterns of selection, in order to provide SS-RICS researchers with information for selecting appropriate parameters. It also makes recommendations as to how the equations might be modified to eliminate such feedback loops.
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1. Introduction

The U.S. Army Research Laboratory is developing the Symbolic and Subsymbolic Robotic Intelligence Control System (SS-RICS) as a robotic control system based on human cognition (1–4). It has, as part of its intelligence, a production system similar to that of Adaptive Control of Thought–Rational (ACT-R) (5, 6) as well as statistical learning-based modules that process and filter input outside of the production system to reduce the computational load on that system (2). The production system of ACT-R matches “chunks” of information held in buffers (working memory) to achieve goals. Each chunk has a numeric value called activation associated with it, and among matching chunks the one with highest activation is selected. This process may be modified by making the selection process stochastic by randomly perturbing chunk activation values or by accepting partial matches that are close enough to a perfect match, but the essence of the process is selection of a high-activation chunk that constitutes a sufficient match. The ACT-R reference manual (5) contains greater detail. One feature of activation is that regular use of a chunk increases its activation value, which in turn can lead to the chunk being selected for use again. This can be beneficial under some circumstances but could also lead to a system becoming fixated on something in its environment, with this feature resulting in a feedback loop of ever-increasing activation values (7). The purpose of this report is to explore the behavior of ACT-R activation equations, with varying parameters, under varying degrees of stimulation. This will provide SS-RICS developers with better insight into the value of certain parameter choices and the behavior of different terms of the ACT-R baseline activation equation.

The ACT-R activation equation, which determines activation values, can conceptually be broken down in several ways, depending on the degree of detail desired. Using a breakdown that corresponds to the ACT-R reference manual (5, p. 218), we represent the activation of a chunk \( A \) as the sum of a baseline component \( B \), a spreading component \( S \), and components representing partial matching \( P \) and noise \( \varepsilon \):

\[
A = B + S + P + \varepsilon
\]  

(1)

The partial match value is used when perfect matching of chunks is not required, and indicates how close the match is. The noise value is a random perturbation of the activation level. The spreading activation value reflects the association of a chunk to other chunks in the buffers and represents the contribution of associative memory to recall efforts. The baseline term consists of a stable component, which is usually set by the modeler to reflect baseline strength, and a function whose value changes while the chunk is in working memory to reflect the recency and frequency of use. This function may include a refraction term that makes a chunk less likely to be used multiple times in quick succession.
Different baseline activation terms have been used with ACT-R (5, 8, 9). These baseline activation terms are developed to mimic the human thought process in terms of task performance. SS-RICS is intended for a robot. The intelligence of a robot should be close enough to that of a human to be understandable but different enough to complement, rather than replicate, human performance. For example, a human would not be expected to repeat complex behavior with great frequency over long periods of time. We are not going to add a number to both sides of an equation once every 3 s for a month. A robotic system, however, might perform such a task with great frequency for a long duration. To assist SS-RICS developers in modifying the structure of ACT-R, this report examines the behavior of the baseline terms of the activation equation given various intensities and patterns of activation. In the next section, we present several baseline activation equations used in ACT-R and a new one developed for comparison. We also present a brief asymptotic analysis of the behavior of these equations under frequent use for long duration. Subsequently, we explore the behavior of these equations on simulated activation timelines. We intend to provide SS-RICS developers with intuition to help choose the appropriate activation equation for different types of memory. In the conclusions, we make observations on and recommendations for the use of different activation terms and make suggestions as to the direction of future research.

2. Defining Baseline Activation Terms

We will consider several alternate forms for the baseline activation term $B$ of equation 1 and examine the following aspects of that baseline activation term:

- How does activation change with frequency of use?
- Is activation value bounded?
- How does activation change with recency of use?
- How does baseline activation decay with no or infrequent use?
- How much memory is required for the equation to be used?

The first baseline activation term presented in the ACT-R Reference Manual (6) is

$$B \left( t, \{t_j\}_{j=1}^{n} \right) = \ln \left( \sum_{j=1}^{n} (s_j)^{-d} \right) + \beta; \quad s_j := t - t_j$$

(2)

where $\beta$ is a constant activation for the chunk, $d$ is a decay parameter, $t$ is the present time, and $t_j$ is the $j$th time the chunk was used, with $t_1$ being the first use of the chunk and $t_n$ being the most recent. Since the logarithm function is negative for numbers within the interval (0,1), this function will quickly become negative after a single use. This could be prevented by making activation the maximum of the result of equation 2 or zero. Alternatively, it may be desirable for
the term to decay quickly to offset the increase caused by other terms in equation 1, such as spreading activation. Since the ACT-R buffers are small, it may also be desirable to have quick decay to force chunks out of the buffers. In SS-RICS, working memory is larger, and chunks could remain in it for a long time. Thus it may be undesirable for the activation value to decay so quickly.

While the initial behavior of equation 2 is quick decay after one use, the long-term behavior with regular use is different. To gain intuition as to this behavior, we consider what would happen if a chunk is used every $T/n$ time increment for a time period of length $T$. Under this assumption,

$$B_i := B_i(t_i) = \ln\left(\sum_{j=1}^{n} s_j^{-d}\right) + \beta_i; \quad s_j = T - (j - 1) * T/
$$

$$= \ln\left(\sum_{j=1}^{n} (T)^{-d} * \left(1 - \frac{j}{n} + \frac{1}{n}\right)^{-d}\right) + \beta_i
$$

$$= \ln\left(\left(\frac{n}{T}\right)^d * \sum_{k=1}^{n} \left(\frac{k}{n}\right)^d\right) + \beta_i \quad (3)$$

We will estimate the series inside the logarithm in equation 3 using an integral approximation. For $d < 1$,

$$\frac{(n+1)^{1-d}}{1-d} - \frac{1}{1-d} = \int_1^{n+1} x^{-d} \leq \sum_{k=1}^{n} \left(\frac{1}{k}\right)^d \leq \int_1^{n+1} x^{-d} + 1 = \frac{(n+1)^{1-d}}{1-d} - \frac{d}{1-d} \quad (4)$$

Using $\sim$ to denote a relationship in which the ratio of two terms converges to 1 as $n$ increases, and using $\cong$ to denote a relationship in which the difference of two terms converges to 0 as $n$ increases, equation 4 implies that

$$\sum_{k=1}^{n} \left(\frac{1}{k}\right)^d \sim \frac{(n)^{1-d}}{1-d} \quad (5)$$

which, in combination with equation 3, implies that

$$B_i \cong \ln\left(\left(\frac{n}{T}\right)^d \cdot \frac{(n)^{1-d}}{1-d}\right) + \beta_i = \ln\left(\frac{n}{T(1-d)}\right) + \beta_i \quad (6)$$

Thus, when $n < T^d(1 - d)$, baseline activation can be less than $\beta$. So for infrequent use, baseline activation values can go below $\beta$ for some number of uses. Over long periods of time, however, something different happens. Suppose that the frequency $n/T$ is a constant, $c$. Then equation 6 becomes

$$B_i \cong \ln\left(c^d \cdot \frac{n^{1-d}}{1-d}\right) + \beta_i \sim (1 - d) \ln n \quad (7)$$

So a regularly occurring event will have a growth in activation that is proportional to the logarithm of the number of times it occurs. This proportionality can be adjusted by changing the decay parameter $d$. With regular use, baseline activation increases without bound, but if you stop after a few uses, activation falls below baseline. The rate of increase, however, is slow. Using the
approximation in equation 7 with $d = 0.5$, the baseline activation (approximately) reaches integer values as shown in table 1. The increase is slow and only relevant for tasks regularly repeated for long duration. For values of $d > 1$, equation 2 is bounded and decays much faster.

We consider values of $d < 1$ of primary interest because the results are more interesting, but we provide some numerical examples with $d > 1$ in appendix A (figure A-3).

Table 1. Baseline activation as a function of $n$.

<table>
<thead>
<tr>
<th>$B_i$ (from equation 7)</th>
<th>Value of $n$ (rounded to the nearest integer)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>403</td>
</tr>
<tr>
<td>4</td>
<td>2,980</td>
</tr>
<tr>
<td>5</td>
<td>22,026</td>
</tr>
<tr>
<td>6</td>
<td>162,754</td>
</tr>
<tr>
<td>7</td>
<td>1,202,604</td>
</tr>
</tbody>
</table>

The estimate in equation 6 is suggested in Avery et al. (5) as a low memory way to keep track of activation values. If the assumption of regular activation is reasonable, it may be a good approximation for equation 2. We suggest, however, a more flexible variation of the baseline activation equation 2, also found in Avery et al., which remembers a fixed number ($k$) of uses:

$$B_i = \ln \left( \sum_{j=n-k+1}^{n} (s_j)^{-d} + \frac{(n-k)(s_1^{1-d} - s_{n-k}^{1-d})}{(1-d)(s_1 - s_{n-k})} \right) + \beta_i$$

The first term inside the logarithm tracks the $k$ most recent uses of the chunk, and the second is an approximation similar to those made in equations 4–6. The implicit assumption is that the untracked terms are equally distributed over the untracked portion of time. If the history of the chunk is one of intense but sporadic use, this could be a poor estimate of equation 2. In short-term sporadic use, however, the difference may be minor, and may be negligible after a period of decay. Examples of this behavior appear in sections 3.3 and 3.4. If there are $k$ uses or fewer, then equations 2 and 8 produce the same values.

Refraction is a short-term depression in the value of the baseline equation. In Thomson (8), the authors explain why it may be desirable to have a baseline term with refraction. We will not repeat their reasons but rather present only the baseline activation term they suggest:

$$B_i = \ln \left( \sum_{j=1}^{n} (s_j)^{-d} \right) - \ln \left( 1 + \left( \frac{s_n}{\tau} \right)^{-d_r} \right) + \beta_i$$
Here $\tau$ is a time-scaling parameter and $d_r$ is a short-term decay rate. The term inside the second logarithm depresses the activation by a function of $\tau$, with this depression decreasing as time passes. This version keeps the entire history of use but could easily be altered to keep only the last $k$ terms by including a refraction term in equation 8.

Since these activation terms are all variations of equation 2, we include a distinct alternative with which to compare them. This alternative is an exponential decay baseline activation term with refraction:

$$B_i(t, t_n) = X_i(t, t_n) + \beta_i$$

where

$$X_i(t, t_n) = l \text{ for } t - t_n < r$$

and

$$X_i(t, t_n) = 2^{-(t-t_n/h)}(X_i(t_n) + b \ast 2^r/h) \text{ for } t - t_n \geq r$$ \hspace{1cm} (10)

Here $l$ is the refraction level, $r$ is the length of the refraction, $h$ determines the decay rate, and $b$ determines the increase to the baseline after refraction ends. The decay is exponential, so that in the absence of use, the $X$ term will decay by a factor of two every $h$ time units. This exponential decay has a cost and a benefit. The cost is accelerated forgetting and the benefit is a constant upper bound independent of how many times the chunk is activated depending on the parameters $h$ and $b$. The bound comes from observing that

$$X(t, t_n) \leq b + b \ast \sum_{i=1}^{\infty} 2^{-i/h} = b + b \ast \frac{1}{1-2^{-1/h}}$$ \hspace{1cm} (11)

The variations of equation 2 do not have a natural upper bound but could be bounded by simply limiting the value to which it can increase. Equation 10 requires remembering only the time of last activation and the value at that activation time. The refraction effect resulting from equation 10 is sharp and sudden and different from the effect caused by the refraction term in equation 9, which is more gradual. This is intentional to provide an alternative version of refraction. We could make the refraction of equation 9 sudden by replacing the refraction term there with the refraction behavior of equation 10. Likewise, we could make the refraction in equation 10 more gradual by replacing its refraction behavior with a term like that in equation 9.

We are aware of another version of an ACT-R baseline activation term (8) that causes baseline activation to decay as a function of the length of time the chunk was held in a buffer. The longer the chunk is in a buffer, the slower the decay rate. This dynamically generated decay strength is not considered here because the reliance on time in buffer is not appropriate criteria for SS-RICS. In ACT-R, buffers (working memory) are small, and retention in working memory could be a reasonable proxy for importance. In SS-RICS, working memory is large, and retention in working memory should not be considered as a proxy for importance.
Finally, the terms activation and refraction come from terms describing the behavior of neurons, which become activated and then experience a refractory period before returning to a resting state. A graph showing such firing is included in figure 1. It is not our intent here to develop equations that reproduce this graph. We are examining the increase in activation and refraction in current ACT-R equations and in an alternative chosen for its contrast with those equations. We will discuss the possibility of developing alternative models in the conclusions section.

![Figure 1. A generic graph demonstrating the concept of refraction (10).](image)

In the next section, we compare the activation terms given sequences of activations. That is, we assume that a chunk has been activated at certain times and we observe the activation value. This provides insight into the activation terms for SS-RICS developers, but it is not a simulation of the performance of SS-RICS given these activation terms. Such a simulation would require more time and greater resources and is not justified at this stage.

### 3. Comparing Baseline Activation Terms

Our goal is to illustrate the behavior of baseline activation terms assuming activation at different time intervals. We will begin with a few examples of sparse activation where only two activations occur. This will give us insight into how each term behaves when activation occurs rarely. Then we will examine cases in which activation occurs frequently. We consider regular sequences in which the activations occur at a fixed frequency, sporadic sequences in which the activations occur clustered together with gaps between clusters, and random (binomial) sequences with a given probability of activation occurring at each time increment.
For each of these cases, we examine sequences where activation occurs with expected proportions ranging from 0.05 to 0.2. We consider proportions much lower than 0.05 to be covered by the sparse examples and values greater than 0.2 are dense enough that behavior is an easily observable increase in the value of the activation equations for all cases. We use a length of time of up to 400 time increments. We find that much beyond that the graphs are difficult to interpret.

Our focus here is on comparing different versions of the baseline activation term, but of course each version has multiple parameters. In appendix A we have included graphs of the activation terms with varying parameters. For all examples, here and in the appendices, the parameter $\beta$ is set to 0. The other parameters for the examples in this section are in table 2.

Table 2. Parameter values and legend for all graphs in section 3.

<table>
<thead>
<tr>
<th>Equation Abbreviations</th>
<th>Parameter Values</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Base</td>
<td>$d = 0.5$</td>
<td>Red (solid)</td>
</tr>
<tr>
<td>8 Short Base</td>
<td>$d = 0.5, k = 3$</td>
<td>Orange (dashed)</td>
</tr>
<tr>
<td>9 Base w/Ref.</td>
<td>$d = 0.5, dr = 0.5, \tau = 10$</td>
<td>Blue (solid)</td>
</tr>
<tr>
<td>10 Exp</td>
<td>$l = 0, r = 5, h = 10, b = 0.2$</td>
<td>Purple (dashed)</td>
</tr>
</tbody>
</table>

### 3.1 Examples With Sparse Activation

For sparse activation, we examine only three terms: Base, Base w/ Ref., and Exp. For these sparse cases, there is no need to use Short Base since keeping the last three terms would be the same as keeping all terms. The values of the activation equations are set to zero until the first activation occurs. In all figures, the lines are interpolations of the baseline activation values, which are evaluated only at whole number time increments. The patterns are easier to follow with lines than they would be with a discrete plot. After initial use, the Base and Base w/ Ref. activation terms show a decrease, which we can understand by examining equations 2 and 9 and by recalling that the logarithm of number less than 1 is negative. One goal for the activation function could be that, outside of a refractory period, activation should increase and not decrease after use, in which case this behavior would be undesirable. If, however, it is desired that activation decrease after single use but increase with regular use, Base and Base w/ Ref. do perform this function, as is shown comparing figures 2 and 3 here with figure 3 in section 3.2.
Figure 2. Sparse activation at time periods 3 and 13; equations 2 (red), 9 (blue), and 10 (purple).

Figure 3. Sparse activation at time periods 3 and 23; equations 2 (red), 9 (blue), and 10 (purple).
3.2 Examples of Activation With Fixed Frequency

To see how activation values change with regular use, we suppose that activation occurs every 10 or 20 time periods for 200 time units (proportion of activation of 0.1 and 0.05, respectively). From the analysis of section 2, we expect that Base and Short Base will yield similar results when the frequency is regular, so we will again examine the three terms we considered in the last section. The spacing of activation and the length of refraction time $r$ for Exp were chosen to make the trends of the activation value graphs easy to interpret. Activation, which is much more or much less frequent, results in a graph that is difficult to interpret. More-frequent activation would cause the activation equations to increase more quickly and make the dips in the graph of Exp more dramatic, while less-frequent activation would have the opposite effect. All terms exhibit an upward trend with regular use, with refraction having less impact on Base and Base w/ Ref. than on Exp.

With regular activation, it is easy to see the difference in the Base and Base w/ Ref. terms. Looking at figures 4 and 5, we generally see an immediate rise upon activation for Base and an immediate dip for the Base w/ Ref. Both exhibit general upward trends. We can also see how refraction slows the overall rate of growth for Base w/ Ref. but diminishes in significance as the activation value increases. We see that refraction does not slow the rate of increase of the Exp (purple) but always results in a decrease to the same value (by design). For a chunk that is regularly used, refraction will cause a temporary reduction of that activation of up to $\log \tau$ in the Base w/ Ref. and will result in a decrease to a set value for Exp. Either one may be better in a given circumstance. The implications of these differences are discussed in section 4.

![Activation Value Graph](image)

* Activation value graph for Base, Base w/ Ref., and Exp. with activation every 10 time periods.

Figure 4. Plots of equations 2 (red), 9 (blue), and 10 (purple), with activation every 10 time periods.
3.3 Examples of Sporadic Activation

Having examined how baseline terms behave given regular activation, we now consider their behavior when activation is intense over some intervals and sparse over others. We consider three test sequences—lengths of 100, 150, and 200—each having 30 activations. We found the graphs easier to read when we changed the proportion of activations by altering length of time rather than by changing the number of activations. We cluster the activations into intervals with gaps between to see what differences exist in this case as compared with the fixed frequency case. Sometimes the activations occur with no break between them while at other times they are separated by a number of time steps less than the length of \( r \) (table 2). Here we do plot the values of Short Base (equation 8), which we expect to be different from Base in these examples.

Examining the results of figures 6–8, we are surprised how close the values produced by Short Base are to those of Base. Because the estimation in equation 8 assumes a regular distribution of activations, more sporadic activation yields more divergence. Only tracking the three most recent terms, Short Base stayed close to the Base equation and seems like a good substitute when one needs to save memory. The Exp equation, because it refracts to a set value, was fixed at that refraction value during periods of intense use, which could be a benefit or liability depending on the situation. In figure 8, we see that during the time period from 20 to 70, Base w/ Ref. was negative the whole time while Base was negative half the time, which could be also be a benefit or a liability.
Figure 6. Plots of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), with 30 activations over 150 time steps.

Figure 7. Plots of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), with 30 activations over 100 time steps.
3.4 Examples of Random Sequences

We considered the fixed-frequency, sporadic, and sparse cases motivated by situations we could imagine occurring during use. To deal with situations that we cannot imagine, we randomly chose times at which to activate the chunk and observe the activation values that result. We used 10 random series of length 200, activated at each time interval with probability 0.1 or 0.05, and 5 series of length 400 activated at each time interval with probability 0.05. Graphs of the activation values for 3 such series are shown in figures 9–11 and the rest are in appendix B.
Figure 9. Plots of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.1.

Figure 10. Plots of equations 2 (red), 8 (orange), 9 (blue) and 10 (purple), randomly activated at each time step with probability 0.05.
Figure 11. Plots of equation 2 (red), 8 (orange), 9 (blue) and 10 (purple), randomly activated at each time step with probability 0.05.

It may look as though Exp decreases below zero at around time unit 300 in figure 11; this is not the case. It is the case, however, that Exp drops below the value of Base as was seen before in the sporadic case (figure 6). The random activation examples (including those in appendix B) do not show any new behavior of the activation terms. This leaves us feeling comfortable enough to draw some conclusions about when each term is appropriate for use.

4. Conclusions

Upon initial use, the Base term (and its variations) will begin to decay and will go below zero. Unless all other baseline activations are similarly decaying, this will result in lower likelihood of use following initial use. With regular use, the Base term (and variations) will increase without bound. Thus, rarely used chunks become less likely to be used after initial use and regularly used chunks become more likely to be used after a brief time period in which the activation values get large. Presumably there are mechanisms for dealing with the unbounded nature of the terms’ behavior in ACT-R, and some mechanism will need to be implemented in SS-RICS. One method would be to program-in upper and lower bounds for the baseline activation values. If the chunk reaches its lower bound, it could stay at that value for a certain length of time and then get reset to its baseline value $\beta$. This makes refraction built-in when use is infrequent. For frequent use, one could use an upper bound. Values reaching that upper bound would be kept there until natural decay takes the value below the upper bound.
Refraction (equation 9) seems unnecessary when activation of a chunk is a rare occurrence. When activation is frequent, the activation value will follow a generally increasing trend with or without refraction, so if a chunk is much more commonly used than all other chunks competing (for selection) with it, refraction would not be sufficient to give the competitors a chance. To see the value of refraction, one must imagine two chunks with roughly the same activation values competing to be selected as a match. One is then chosen, and soon after that the same matching criteria appear again. Should the one just chosen be more or less likely to win again as a consequence of having just been selected? If the answer is less likely, then a refraction term (as in equation 9) should be included, and if the answer is more likely, such a term should be omitted. Figure 8 provides a good example of the consequences of including a refraction term.

The refraction of equation 10 is of a different variety. The chunk is essentially eliminated from competition for a period of time and then returns as more likely to be selected. Such refraction would be appropriate for a resource that, once used, is unavailable for some period of time. Such a thing might not happen with human cognition, but one can imagine a robot appendage that, once ordered to a task, cannot be used again until the time to complete the task is over.

To complete our comparison of equation 10 with the other equations, consider that after refraction the former increases above its initial value after its first use and after every subsequent use. This would mean that as soon as you use a chunk you become more likely to use it as soon as you can. This may not be a good model for mature cognitive function and brings to mind a student who, upon solving one type of problem on a test, assumes that a similar solution would work for every subsequent problem. But there are times when such function is useful, as when you see a child running across the street and subsequently you become more attentive to children in the street. It may be the case that different activation terms should determine the activation value of different chunks.

To suggest a line of future research, we observe that none of the activation equations presented here allow for habituation, which is a decline in stimulus resulting from repeated presentation (11, 12). Including such a feature has been suggested by SS-RICS researchers (13). Such a feature would allow a robot to become habituated to a repeated stimulation and eventually turn its attention to something else. We believe that developing such an equation is a good idea, and intend to do so in collaboration with those researchers. However, we also suggest that multiple activation equations could be a more beneficial way of representing the complete spectrum of cognition. Different types of memories could have different types of activation equations. This would allow us to use human models of cognition for behaviors in which it is superior to that of machines but not in areas in which it is inferior. If our robot is searching a door, we want it to eventually get bored with searching in one area and to try different areas. If our robot is on guard, it should never get bored with looking at its assigned area of responsibility. It may be that the type of activation should be chosen based on the command given by the user. “Find the door.
Start looking over there” would result in selection of an activation equation with habituation. “Watch that path until I tell you to stop” would result in selection of an equation without habituation.

We conclude with some concise observations and recommendations regarding baseline activation terms:

• Equation 8 is a useful memory saving version of equation 2. Unless the entire time series of activations is going to be retained for later learning, we recommend using equation 8 to save memory. The difference between the two may well be insignificant once noise (ε) is included.

• Equation 2 and its variations are all unbounded, but this could be easily addressed by putting upper and lower limits on their values. I would not choose a different activation equation just because these are unbounded.

• The difference in refraction between equations 9 and 10 is significant. Equation 10 essentially sets a chunk off limits to search for a period of time no matter how high its activation is, while equation 9 lowers activation value by a predetermined amount. The refraction in equation 9 matters most when a chunk has several similarly valued competitors.

• The refraction properties of equations 9 and 10 could be exchanged if only a change to refraction is desired.

• Equation 10 puts a chunk above its initial value immediately after first use while the other equations allow for quick decay to values below the initial value. The programmer must decide if the likelihood of using a chunk should increase, stay the same, or decrease after a single use.

• We should develop an alternative activation equation with habituation and the type of refraction shown in figure 1.

To replicate the results here, the necessary functions and test cases are included in appendix C.
5. References


INTENTIONALLY LEFT BLANK.
Appendix A. Baseline Activation Terms With Different Parameters
In figure A-1 and table A-1 we show the effects of different parameter values for equation 10 of the report. From the beginning, a higher value of $b$ causes the blue curve to increase more than the others, and over time a faster rate of decay causes the purple curve to increase more slowly than the red curve. Higher values of $b$ and slower rates of decay resulting from increased $h$ result in greater increases and a more dramatic effect swing to a refraction value.

![Activation values over time for different Exp. parameters **](image)

Figure A-1. A comparison of parameter values for equation 10 (see table A-1).

<table>
<thead>
<tr>
<th>Color</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (dashed)</td>
<td>$r = 3, h = 10, l = -0.1, b = 0.1$</td>
</tr>
<tr>
<td>Blue (dashed)</td>
<td>$r = 3, h = 10, l = -0.1, b = 0.2$</td>
</tr>
<tr>
<td>Purple (solid)</td>
<td>$r = 3, h = 5, l = -0.1, b = 0.1$</td>
</tr>
</tbody>
</table>

In figure A-2 and table A-2 we show the effect of the decay parameter on equation 2 of the report. A larger decay value results in faster decay and slower increase with regular activation.
Figure A-2. A comparison of parameter values for equation 2 (see table A-2).

Table A-2. Parameter values for figure A-2.

<table>
<thead>
<tr>
<th>Color</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (dashed)</td>
<td>$d = .50$</td>
</tr>
<tr>
<td>Blue (dashed)</td>
<td>$d = .25$</td>
</tr>
<tr>
<td>Purple (solid)</td>
<td>$d = .75$</td>
</tr>
</tbody>
</table>

We have conducted most of our examination of equations 2–9 of the report with values of $d$ less than 1. For completeness, however, we include in figure A-3 and table A-3 a repetition of the activation series of figure A-2 with some $d$ values greater than 1. The baseline activation term is bounded with this decay parameter value because it decays quickly.
Figure A-3. A comparison of parameter values for equation 2 (see table A-3).

Table A-3. Parameter values for figure A-3.

<table>
<thead>
<tr>
<th>Color</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (dashed)</td>
<td>( d = .5 )</td>
</tr>
<tr>
<td>Blue (dashed)</td>
<td>( d = 1.25 )</td>
</tr>
<tr>
<td>Purple (solid)</td>
<td>( d = 2.0 )</td>
</tr>
</tbody>
</table>

In figure A-4 and table A-4, we can see the effect of the refraction decay parameter on equation 9 of the report. Deeper refraction results from higher values of the refraction decay parameter. When the parameter is set to 0.1, no meaningful refraction is discernible.
Figure A-4. A comparison of parameter values for equation 9 (see table A-4).

Table A-4. Parameter values for figure A-4

<table>
<thead>
<tr>
<th>Color</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (dashed)</td>
<td>$d = .5, dr = 0.1, \tau = 10$</td>
</tr>
<tr>
<td>Blue (dashed)</td>
<td>$d = .5, dr = 0.5, \tau = 10$</td>
</tr>
<tr>
<td>Purple (solid)</td>
<td>$d = .5, dr = 0.9, \tau = 10$</td>
</tr>
</tbody>
</table>

In figure A-5 and table A-5, we can see the effect of the time scale parameter on equation 9. Deeper refraction results from higher values of the scale parameter.
Figure A-5. A comparison of parameter values for equation 9 (see table A-5).

Table A-5. Parameter values for figure A-5.

<table>
<thead>
<tr>
<th>Color</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (dashed)</td>
<td>$d = .5, dr = 0.5, \tau = 5$</td>
</tr>
<tr>
<td>Blue (dashed)</td>
<td>$d = .5, dr = 0.5, \tau = 10$</td>
</tr>
<tr>
<td>Purple (solid)</td>
<td>$d = .5, dr = 0.5, \tau = 20$</td>
</tr>
</tbody>
</table>
Appendix B. Replications of the Examples of Section 3.4 of the Report
Since the series used in section 3.4 of the main report were random, we repeated each length and probability of activation with four additional random series, keeping the same parameters as in section 3.4.

Figure B-1. Replication 1 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.1.

Figure B-2. Replication 2 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.1.
Figure B-3. Replication 3 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.1.

Figure B-4. Replication 4 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.1.
Figure B-5. Replication 1 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.

Figure B-6. Replication 2 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.
Figure B-7. Replication 3 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.

Figure B-8. Replication 4 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.
Figure B-9. Replication 5 of equations 2 (red), 8 (orange), 9 (blue), and 2.10 (purple), randomly activated at each time step with probability 0.05.

Figure B-10. Replication 6 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.
Figure B-11. Replication 7 of equations 2 (red), 8 (orange), 9 (blue) and 10 (purple), randomly activated at each time step with probability 0.05.

Figure B-12. Replication 8 of equations 2 (red), 8 (orange), 9 (blue), and 10 (purple), randomly activated at each time step with probability 0.05.
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Appendix C. Code for Reproducing Test Results
The following R code is provided for those wanting to replicate the results in this report. Included are the function definitions, followed by the test cases.

C.1 Function Definitions

Preliminary functions for averaging and refraction:

```r
inv.d.pwr <- function(x, d) return(1/(sign(x)*abs(x)^d) );
d.pwr <- function(x, d) return(sign(x)*abs(x)^d);
b.avg <- function(s1, snk, d, n, k){
  tp <- -(n-k)*(d.pwr(s1, 1-d) - d.pwr(snk, 1-d))
  btm <- -(1-d)*(s1-snk)
  return(tp/btm)
}
```

Baseline activation term definitions:

Base definition

```r
base.act.0 <- function(time, act.ts, d, beta=0){
  if(length(act.ts)==0){return(beta)}
  x <- sum(inv.d.pwr(time-act.ts, d))
  return(log(x)+beta)
}
```

Short Base definition

```r
base.act.1 <- function(time, k.act.ts, s1, snk, d, n, k, beta=0){
  if(length(k.act.ts)==0){return(beta)}
  if(snk==0){x <- sum(inv.d.pwr(time-k.act.ts, d)); return(log(x)+beta)}
  x <- sum(inv.d.pwr(time-k.act.ts, d)) + b.avg(s1, snk, d, n, k)
  return(log(x)+beta)
}
```

Base w/Ref. definition

```r
base.act.2 <- function(time, act.ts, d, sn, dr, scale.time, beta=0){
  if(length(act.ts)==0){return(beta)}
  x <- sum(inv.d.pwr(time-act.ts, d))
  if(sn==0){return(log(x)+beta)}
  return(log(x)+b.refract(sn, dr, scale.time)+beta)
}
```

Exp definition

```r
exp.act <- function(time, sn, r, h, l, c=2, b, Xn){
  if(sn==0){return(list(0, Xn))}
  X.up <- d.pwr(c, -(sn)/h)*(Xn + b*d.pwr(c, r/h))
  if(sn==1){Xn <- X.up}
  if(sn<r){return(list(l, Xn))}
  else{return(list(X.up, Xn ))}
}
```
A function for preparing an activation time series for Base Short:

```r
k.trim.ts <- function(time, act.ts, k) {
  n <- length(act.ts)
  if(n == 0){return(list("time"= time,"n"=0,"k"=k,"s1"=0,"snk"= 0,"k.act.ts"=NULL ))}
  k.act.ts <- act.ts
  if(n - k <= 1){return(list("time"= time,"n"=n,"k"=k,"s1"=0,"snk"= 0,"k.act.ts"=k.act.ts ))}
  k.act.ts <- act.ts[(n - k + 1):n]
  s1 <- time - act.ts[1]
  snk <- time - act.ts[n-k]
  return(list("time"= time,"n"=n,"k"=k,"s1"=s1,"snk"= snk,"k.act.ts"=k.act.ts ))
}
```

C.2 test cases used in the report

```r
beta <- 0
d=.5
dr=.5;k.val=3
scale.time=10
r=5;h=10;l=-1;c=2;b=0.2
For each instance, define the vector `act.50` as appropriate for the test case, as shown in the following:
Sporadic:
```r
#act.50<-c(rep(c(1,0),5),rep(0,10),rep(c(0,1,0,0),5),rep(0,20),rep(c(0,1,0),10),rep(0,25),
  rep(1,0),rep(0,25) )
#act.50<-c(rep(c(0,1),5),rep(0,10),rep(c(1,1,5),rep(0,10),rep(c(0,1,0),5),rep(0,40) )
#act.50<-c(rep(c(0,1),5),rep(0,60),rep(c(0,1,0,20),rep(0,30),rep(c(0,1,0),5),rep(0,25) )
```
Regular:
```r
#act.50<-rep(c(0,1,0,0,0,0,0,0,0,0,0,0,10)
#act.50<-rep(c(0,1,0,0,0,0,0,0,0,0,0,0,rep(0,10)),10)
```
Random:
First set the random seed
```r
#set.seed(23)
```
Then execute five of these
```r
#act.50<-rbinom(200,1,.1)
```
Now set the second seed
```r
#set.seed(27)
```
Five of the first then five of the second
```r
#act.50<-rbinom(200,1,.05)
#act.50<-rbinom(400,1,.05)
```

Having defined the test case, run the following code:
```r
act <- act.50
act.len <- length(act)
act.val.mtx.0 <- matrix(0,ncol=num.curve,nrow=act.len)
```
act.val.mtx.1 <- matrix(0, ncol=num.curve, nrow=act.len)
act.val.mtx.2 <- matrix(0, ncol=num.curve, nrow=act.len)
act.val.mtx.exp <- matrix(0, ncol=num.curve, nrow=act.len)
Run some number of times each case, as defined by num.curve.
num.curve = 1
for(li in 1:num.curve){
  act.times <- NULL
  act.val <- rep(0, act.len)
  act.val.base.0 <- act.val; act.val.base.1 <- act.val; act.val.base.2 <- act.val;
  act.val.exp <- act.val
  for(i in 1:act.len ){
    time <- i+1
    if(act[i] == 1){act.times <- c(act.times, i)}
    a0 <- base.act.0(time, act.times, d=d)
    act.val.base.0[i] <- a0
    klst <- k.trim.ts(time, act.times, k=k.val)
    a1 <- base.act.1(time = time, k.act.ts = klst["k.act.ts"], s1 = klst["s1"],
                    sn = klst["sn"], d=.5, n = klst["n"], k = k.val)
    act.val.base.1[i] <- a1
    a2 <- base.act.2(time, act.times, d=d, sn = sn, dr = dr, scale.time = scale.time)
    act.val.base.2[i] <- a2
    if(i == 1){Xn <- 0; X.up <- 0} else{
      E.list <- exp.act(time, sn = sn, r = r, h = h, l = l, c = c, b = b, Xn = Xn)
      Xn <- E.list[2]; ax <- E.list[1]
      act.val.exp[i] <- ax
    }
  }
  act.val.mtx.0[,li] <- act.val.base.0
  act.val.mtx.2[,li] <- act.val.base.2
  act.val.mtx.1[,li] <- act.val.base.1
  act.val.mtx.exp[,li] <- act.val.exp
}

Plots are made using a the command with labels altered as appropriate.

```r
ts.plot(ts(act.val.mtx.1),ts(act.val.mtx.0),ts(act.val.mtx.2),ts(act.val.mtx.exp),
plot.type= "multiple",col=c("orange","red","blue","purple"),
xlab="Time (no units)",ylab="Activation value",lty=c(4,1,1,3),
main="Activation values over time **",type="l",
sub=paste("** d="",d," ",n="",act.len," p=0.15, sporadic\)\)"
```
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