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The data from high speed pressure transducers were analyzed using standard signal processing techniques to identify the different flow regimes. Initial results indicate that different flow regimes can be identified from their pressure signature. In addition, real-time void fraction measurements indicate variations between ECT and high speed images, however, enough information is provided to create flow pattern maps and regime identification for different superficial vapor and liquid velocities.

Results indicate variations between ECT and high speed images, however, enough information is provided to create flow pattern maps and regime identification for different superficial vapor and liquid velocities.
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ABSTRACT

Understanding the behavior of transient two phase refrigerant flow is an important aspect of implementing vapor compression systems in future aerospace applications. Pressure drop and heat transfer coefficient are important parameters that guide the design process, and are influenced by flow regime. Published two phase flow models rely heavily on a priori knowledge of the current two phase flow conditions including flow regime. Additional complications arise when applying published correlations to a range of systems because each correlation is based on a specific set of experimental conditions, including working fluid, flow orientation, channel size, and channel shape. Non-intrusive measurement techniques provide important advantages while measuring the behavior of two phase flow systems.

A two phase flow experimental test rig has been developed at the Air Force Research Laboratory, providing a closed loop refrigeration system capable of producing flow regimes from bubbly through annular flow. Two phase flow is produced by pumping subcooled R134a through a heat exchanger with 40 minichannels into an adiabatic transparent fused quartz observation channel with a hydraulic diameter of 7 mm. Refrigerant mass flux is varied from 100-400 kg/m²s with a heat flux from 0-15.5 W/cm². Temperatures ranged from 18-25 °C and pressures between 550-750 kPa. The data from high speed pressure transducers were analyzed using standard signal processing techniques to identify the different flow regimes. Initial results indicate that different flow regimes can be identified from their pressure signature. In addition, real-time void fraction measurements were taken using Electrical Capacitance Tomography (ECT). This paper describes the process behind ECT systems used to measure two phase flow conditions. Comparisons with high speed video assess the accuracy of ECT measurements in identifying various two phase flow conditions. Results indicate variations between ECT and high speed images, however, enough information is provided to create flow pattern maps and regime identification for different superficial vapor and liquid velocities.

NOMENCLATURE

$\alpha$ = Void fraction  
$A$ = Channel cross sectional area (m²)  
$B_B$ = Empirical constant  
$D$ = Channel Diameter (m)  
$D_{H}$ = Hydraulic diameter (m)  
$d(j)$ = Detail coefficients  
$\varepsilon$ = Permittivity (F/m)  
$E_f$ = Energy density  
$F_s$ = Sample frequency
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INTRODUCTION

Understanding two phase flow transitions and interactions is important in the development of advanced cooling systems. Applications include cooling techniques for computers, home/automotive air conditioning systems, avionics, industrial transport, and nuclear reactors. Various flow and heating conditions will result in a wide array of flow behavior that can be classified into discrete flow regimes. Current models rely on a priori knowledge of the flow regime in order to apply proper correlations.

During laboratory testing optical access is not an issue; however, in final applications this might be difficult or impossible. Therefore, non-intrusive measurement techniques must be used to indicate the flow regime. Once a flow regime identification method is developed it can be used to classify pressure drop and heat transfer correlations.

Tran et al. tested two phase flow pressure drop for R-134a, R-12, and R-113 with channel inlet pressures ranging from 138 to 856 kPa. They tested two different channel geometries, with hydraulic diameters of 2.46 mm and 2.4 mm with round and rectangular cross sections respectively. A pressure drop correlation was developed based on experimental data to an error of ± 20%. However, comparison with state-of-the-art correlations failed to accurately predict the experimental data; showing wide variation between correlations produced by similar experimental techniques.

Lee and Garimella tested flow boiling in microchannel arrays with a hydraulic diameter of 0.6 mm using deionized water. Comparisons between experimental data and published correlations provided mean absolute error (MAE) from 16.4% to 55.1%. Based on these correlations a new correlation was developed to have an MAE of 11.4%. These correlations were based on the assumption of micro/mini channels with laminar flow conditions. Therefore, these correlations are not expected to translate well to larger channel sizes; demonstrating the need for a general method for comparing experimental data.

Brutin et al. investigated the unsteady behavior of pressure signals in single microchannel flow of n-pentane. Their research revealed pressure fluctuations from 20 to 100 kPa/m with frequencies ranging from 3.6 to 6.6 Hz. However, this study focused on detecting flow reversal due to unsteady boiling behavior experiencing slug flow. This technique might be useful for differentiating flow regimes.

Quiben and Thome developed an analytical model for horizontal two phase flow with evaporation. Their model is reliant on knowing the flow regime present in the channel in order to calculate the associated two phase pressure drop. The model is broken into eight separate flow regimes, requiring a priori knowledge of the flow regime in order to proceed. Unclear flow regime definitions leave room for subjective interpretation by researchers, demonstrating the need for a generalized method that can be used to differentiate between flow regimes.

Two phase flow behavior varies depending on the size and orientation of the channel. For this paper all flow is in the horizontal orientation. Characterization of the channel size is accomplished using the hydraulic diameter, \( D_H \) (\( D_H=4A/p \)), enabling a comparison between different shape channels. Channel classifications are broken down by size and include: macrochannels – \( D_H \) larger than 3 mm, minichannels – \( D_H \) less than 3 mm but larger than 1 mm, and microchannels – \( D_H \) less than 1 mm. Additional classifications and transition regions are described in the literature.

There are two different methods of flow regime identification, direct and indirect. Direct identification is a subjective method and is usually accomplished with visual techniques. Indirect identification uses analysis of measured signals to determine the flow regime. The current work will compare the results from a direct method, using a high speed video camera, with two indirect methods, Electrical Capacitance Tomography (ECT) analysis and pressure transducer signal analysis.

ECT is a non-invasive flow measurement technique and has been improving since its conception by the Department of Energy in the 1970s in Morgantown, WV. However, commercial development did not take off until the late 1980s. ECT is a technique that consists of three main components: an externally mounted sensor containing \( n \) electrodes, the sensing and control electronics, and the computer interface used for controlling and interpreting the measurements.

Applications for ECT include two phase and three phase flow systems, including: fluidized beds, oil transport, mixing, and multiphase flow systems. Most of the research efforts at this point have been focused on industrial applications where qualitative results are sufficient. However, with improvements in computer capabilities, iterative methods can now be used to solve for permittivity distributions.

Pressure signal analysis is another method used for regime identification. Fourier analysis is a powerful tool for signal analysis and effectively transforms a time-based data signal into
the frequency domain by projecting the signal onto trigonometric basis functions of varying frequencies. Unfortunately, for non-stationary signals, that is, signals which change character when shifted in time, Fourier analysis alone is deficient since it confounds unequally-spaced time events into spurious frequency content.

Conversely, wavelet analysis provides tools to analyze signals in both time and frequency domains, by using the best traits of Fourier analysis without losing important time-based information. Instead of trigonometric basis functions, this type of analysis uses specific wavelet shape functions as bases. Not any shape is admissible as a wavelet function and strict adherence to design rules is required.

In the Discrete Wavelet Transform (DWT) a wavelet shape function is transformed by low-pass and high-pass filters. This provides two outputs: low-frequency “approximation” coefficients and high-frequency “detail” coefficients. Then, the coefficient vectors are down-sampled by a factor of two. This is the first level decomposition. This process is repeated by sending the new approximation coefficients through the same filters and again down-sampling to provide the second level decomposition. Thus, this scheme only provides scales based on powers of two. The magnitude of these coefficients represents how well the wavelet approximates the signal at specific times and frequency scales.

Wavelet transformations have been applied to fluid flow, in particular turbulence. The two-phase, vertical flow of water and air was studied by Elperin and Klochko. In that work, they laid out a methodology for future two-phase flow regime identification using the output of a DWT. Their analysis forms the basis of what is presented here. Tan also studied vertical air/water flow; however, instead of pressure signals they recorded electrical resistance tomography data and then applied wavelet transformations. Furthermore, they used machine learning algorithms to identify the flow regime with ~90% accuracy. The mathematical details of wavelet analysis can be found in other works.

The aim of this paper is to present two phase flow behavior of R134a in a horizontal channel, by documenting and comparing different analysis techniques for flow regime identification and pressure drop analysis. Results will be presented for both flow regime identification and pressure drop analysis.

**EXPERIMENTAL FACILITY**

The experimental test facility used for this research effort is a closed loop refrigeration system with two separate flow loops. Figure 1 presents the design schematic showing components used to create and maintain two phase flow, including: receiver, filter, positive displacement gear pump, micro-turbine flow meter, heat exchanger (with 40 minichannels $D_H = 1.4$ mm), observation channel ($D_H = 7$ mm), back pressure valve, and condenser. The system is also equipped with a bypass and over pressure containment tank. System temperatures and pressures are set for standard room temperature conditions with ample insulation in order to create adiabatic test conditions. A liquid-liquid heat exchanger connected to a constant temperature chiller is used to remove heat from the system.

Flow created from heating liquid refrigerant can be classified into one of seven flow regime categories. Baseline flow corresponds to pure liquid refrigerant flow. Bubbly flow is mostly liquid flow with small vapor bubbles. As the vapor bubbles grow and coalesce into bullet shaped vapor pockets they form plug flow. Slug flow occurs when the vapor pockets expand and occupy most of the channel diameter and are separated by fully filled liquid regions. Intermittent flow occurs when a full liquid fill no longer separates vapor pockets and large waves dominate. As the flow becomes smoother it transitions into stratified wavy flow. Finally as the flow begins to climb up the side walls of the channel annular wavy flow occurs. A more in depth description of the components and capabilities of the system was published previously by Kreitzer.

![Figure 1. Experimental flow loop schematic, showing each of the flow components the dashed lines represent control singles from the DAC to the components.](image)
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The test rig is outfitted with various measurement devices including temperature and pressure measurement as indicated in Figure 1. Advanced measurement techniques include high speed video capabilities with automated image analysis software capable of tracking individual objects throughout the flow. Another technique that is being used to determine flow distribution and flow regimes is ECT. Both of these advanced measurement techniques will be discussed further in the next section. System performance is outlined in Table 1, showing the flow rates and heater powers that are attainable using this facility.

A. Uncertainty
The experimental test rig is outfitted with numerous thermocouples, pressure transducers and a flow meter. Omega Type T thermocouples were used and calibrated to ±0.1 °C using a Fluke constant temperature bath and Hart Scientific RTD over a range from 5 to 100 °C. Omega PX409 pressure transducers were calibrated to ±0.1% full scale using a Heise handheld pressure calibrator between 35 and 760 kPa. A McMillan micro-turbine flow meter was calibrated to 0.6 % full scale using Air Force standard F242007.

MEASUREMENT TECHNIQUES

Determining the flow regime enables application of published frictional pressure drop and heat transfer coefficient correlations. Direct identification methods like high speed video analysis are the most common methods for verifying the flow regime present in a two phase flow system. However, in a real life application, directly viewing the flow path might be unsafe or even impossible. Therefore, indirect measurement techniques are needed to evaluate the current flow regime within a channel. Both ECT and pressure transducer wavelet analysis provide a non-intrusive technique that provide flow phase distribution and a method for identifying the proper flow regime.

A. High Speed Video
Comparisons of ECT data with high speed video are imperative for determining the quality and accuracy of the measurements. A transparent quartz observation channel provides access for both measurement devices (Figure 2). Under a given flow condition a high speed video camera captures the behavior of two phase flow inside the channel. Different camera orientations have been used to provide imaging of the flow either entering or exiting the ECT sensor.

Close up imaging provides a high resolution that can be used to resolve fine details and track specific objects through the flow.

A Vision Research V4.2 high speed camera with an image resolution of 512 x 512 pixels was used for all visualizations. This camera uses a framing rate of 2,100 fps for full resolution and up to 90,000 fps with a reduced resolution. High intensity VIC LED lighting is used to backlight the channel to optimize image contrast and available depth of field.

Figure 2 presents a 0.305m section of the observation channel with measurement regions clearly marked. The location of the ECT sensor can be moved to accommodate different measurement techniques. Fused quartz glass tubing, ideal for visualization, as well as insulation for the ECT sensor, was selected as the observation channel material. Between each observation section is a mounting block provides access for pressure transducer and thermocouple measurements. The inner diameter of the mounting block was machined to the ID of the glass sections to provide a smooth transition from block to channel.

B. Electrical Capacitance Tomography
ECT sensors can have eight, 12, or 16 radially fixed electrodes around an insulating vessel. For simplicity and relevance to current research efforts, all measurements are described for an eight electrode round sensor with two phases within the measurement volume. Figure 3 shows the current configuration of the eight electrode sensor, insulating tube, ground screen and an enclosed measurement volume. The eight electrodes function as sender and receiver electrodes. Void fraction measurements are accomplished by sending a voltage into the measurement volume by the active sender electrode.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerant</td>
<td>R-134a</td>
</tr>
<tr>
<td>Pump mass flux</td>
<td>0 – 300 kg/m²s</td>
</tr>
<tr>
<td>Heater power</td>
<td>0 – 1000 W</td>
</tr>
<tr>
<td>Coolant delta T</td>
<td>0 – 10 °C</td>
</tr>
<tr>
<td>Saturation Temperature</td>
<td>18 – 23 °C</td>
</tr>
<tr>
<td>Saturation Pressure</td>
<td>550 – 650 kPa</td>
</tr>
</tbody>
</table>

Table 1. System Capabilities.
and measuring the resultant electrical field through the receiver electrodes.

ECT measurements are able to discriminate between different phases within the measurement volume; given the two phases have different permittivity values. Liquid-vapor distributions of the two phase flow create unique electric fields inside the sensor, thus influencing the measured capacitance by each electrode in the sensor. Starting with electrode number one as the sender, a voltage signal is applied and the capacitance is measured from the remaining electrodes, 2-8. Next, electrode two becomes the sender and electrodes 3-8 become the receivers. This process is repeated around the sensor until all measurement pairs have been established, producing a diagonal measurement matrix. The number of measurements can be represented by the following equation:

\[ \frac{n(n-1)}{2} = \frac{8(8-1)}{2} = 28. \] (1)

Signal excitation results in voltage measurements between pairs of electrodes, indicating inherent capacitances. Baseline reference values were taken while the sensor was liquid filled, indicating high permittivity (\(\varepsilon=1\)) and vapor filled, indicating low permittivity (\(\varepsilon=0\)). Permittivity measurements are then normalized between zero and one corresponding to the reference values. A non-linear electric field response may generate values outside this normalized range and must be coerced back to values of zero or one, based on reference conditions. It is then possible to convert the measurements into a color coded map of the measurement volume for visual observations (tomogram).

Sensitivity maps are created for each location within the measurement volume. Sensitivity is defined as the propensity for capacitance of a given location to differ with the change of permittivity within the measurement volume. These maps represent the sensitivity of a particular location to detect a change in permittivity. The configurations and non-intrusive behavior of the sensor, results in greater sensitivity along the edges, closer to the electrodes, with less sensitivity near the center. As a result sharp contour changes between different phases are difficult to detect. Reconstruction algorithms use these maps to linearize the measured capacitance values.

Two electrode grounding techniques are used with ECT measurements. The first technique grounds all of the receiving electrodes for a faster measurement cycle. The second grounding technique allows all the receiver electrodes to float relative to the electric field present; only grounding the electrode that is read. The second measurement technique is slower but produces more sensitive capacitance readings. Figure 4 presents an unwrapped sensor showing the electrodes. Wiring from the capacitance measurement box and individual electrode grounding is shown for electrode 1.

Selection of the number of electrodes and the size of the electrodes is an important portion of the ECT process. The tomogram is a 2-D representation of a 3-D volume, as a result of the shape and size of the electrodes within the sensor. Depending on the size of the measurement volume, excess electrodes will reduce capacitance sensitivity between neighboring electrodes. Similarly, the length of the electrodes has a comparable effect. If the electrodes are too short an increased uncertainty in the capacitance measurements will result. If the electrodes are too long the reconstructed resolution will be diminished.

Two categories of algorithms are available for the reconstruction process: non-iterative and iterative. The non-iterative algorithms include: linear back projection (LBP), singular value decomposition, and Tikhonov. These algorithms are fast and can be performed real-time but do not provide highly accurate reconstructions. The more involved iterative algorithms include: an algebraic reconstruction technique, Newton-Raphshon iterative Tikhonov, and Landweber iteration. These algorithms are slower and must be performed during post processing; they provide a more accurate reconstruction of the measurement volume. Results presented in this paper were analyzed using the LBP method.

A tomogram display is a 32 x 32 element area; for a square sensor this would produce 1024 elements while a round sensor only has 812 elements. Each element has three states. The first is for a measured value of one corresponding to a high \(\varepsilon\) phase. Second, is when the measured value is zero or low \(\varepsilon\) phase. Third is for transition and the value is between zero and one. Depending on the permittivity value, the resulting display color is changed; indicating the refrigerant state.
A useful benefit of ECT is the ability to combine a series of 2-D tomograms to create a pseudo 3-D representation of the flow. Stacked images allow a realistic visualization of the flow by stacking subsequent tomograms together. Comparing ECT results with those obtained from high speed video analysis is easily accomplished using this technique.

C. Pressure Transducer Signal Wavelet transformation

This section describes the application of the discrete wavelet transform to the pressure signal data. This type of analysis is especially useful when the data signal is non-stationary, that is, not regularly periodic. The method extracts both frequency and time information by comparing the signal to a predetermined wavelet function that is both scaled in length and shifted in time. These numerous comparisons result in coefficients that are further manipulated to provide characteristic values, which aid in signal identification.

Before applying any transformation, the original signal was conditioned using a low-pass filter. Fourier analysis revealed two spikes of energy at approximately 50 and 90 Hz that occur in all of the pressure signals. It was concluded that these were both due to unidentified mechanical component noise. Using the Matlab signal processing toolbox, a low-pass filter was designed for a cutoff frequency of 50 Hz. The filter, an FIR-type, was implemented using a zero-phase algorithm. An example of the filtering is shown in Figure 5.

![Figure 5. A representative image of the filtering applied to the raw pressure signal data.](image)

In some cases, a noticeable linear trend was present in the raw data and can be attributed to an increasing environmental temperature. Even though this trend was less than 1°C/min, it moved additional relative energy to low frequencies. The linear least squares method was used to calculate the linear trend which was subsequently subtracted from the signal data, setting the mean of the signal to zero. While the mean pressure value is important for regime identification and determining saturation properties, it is not required for a frequency analysis. Finally, each signal was scaled by its standard deviation allowing the following analysis to be plotted with the same axis limits.

In the DWT the signal is iteratively convolved with the wavelet filters and down-sampled, using the following steps:

1) Generate the wavelet scaling filter from the desired wavelet.
2) Generate the complimentary, orthogonal low-pass and high-pass filters.
3) Convolve both filters with the signal. The low-pass filter produces the approximation coefficients while the high-pass filter produces the details coefficients.
4) Down-sample the new approximation signal.
5) Repeat steps 3 and 4.

The MATLAB wavelet toolbox was used to generate appropriate wavelet scaling. Following the work of Elperin, the Daubechies’ wavelet of order four (db4) was chosen for its ability to represent the variety of flow regimes present in the experimental data. For more information on this family of wavelets, see Daubechies. From the wavelet scaling function, low-pass and high-pass decomposition filters were generated using quadrature mirror filter decomposition. Figure 6 shows the wavelet shape and scaling functions as well as the resulting high and low pass filter vectors.

![Figure 6. The db4 wavelet shape function (a), scaling function (b), and high and low pass filter vectors (c).](image)

The low frequency approximation coefficients are the convolution of the low-pass filter and the signal. The high frequency detail coefficients are the convolution of the high-pass filter and the signal. The discrete convolution of a signal $u$ and a filter $v$ is given by

$$w(k) = \sum_{j=-\infty}^{\infty} u(j)v(k-j+1) \quad (2)$$

where both inputs have been zero-padded. The DWT retains only the central part of the convolution that is the same size as the original signal.

The approximation coefficients were down-sampled by removing every other data point. This effectively doubled the scale of the wavelet for the next iteration thereby revealing features at half the previous frequency. Continuing in this fashion produced approximations of the original signal with successively halved frequency content. For example, if the sample frequency is given by $F_s$, the first DWT produced an approximate signal with frequency content of $F_s/2$ and lower. The next DWT produced an approximation with frequencies less than $F_s/4$, etc.
This process cannot continue indefinitely as the successive down-sampling will eventually reduce the number of data points to one. Thus, the maximum number of DWTs to perform is given by \( \text{floor}(\log_2(N)) \), with \( N \) being the original number of data points; however, it was chosen to stop the process when the number of data points falls below a certain value. For the experimental data, eleven levels of deconstruction were used. Similar to Fourier transformation, the original signal can be perfectly reconstructed by reversing the process, namely, by up-sampling the last approximation and detail coefficient vectors, re-filtering each with the proper reconstruction filter, summing the results, and repeating.

At each DWT level, one is left with two vectors of coefficients. Define the energy density of a DWT by the sum of squares of the detail coefficients divided by the number of samples, i.e.,

\[
E_l = \frac{1}{N} \sum d_l(j)^2, \quad l = 1, 2, ..., n\text{levels}
\]

Where \( l \) is a particular level of the DWT and the \( d_l(j) \) are the detail coefficients at that level. By plotting these energies at each level, a characteristic map emerged that communicates the relative amount of energy within discrete frequency bands. This method of analysis is due to Elperin.

\[\text{(3)}\]

RESULTS

Three different measurement and analysis techniques were used to examine the two phase flow data presented in this paper. Figure 7 shows pressure data for each of the experimental flow regimes. This data was recorded directly before and after the ECT sensor to monitor the condition of the two phase flow. An L/D ratio of 285 was used for all ECT measurements. From this chart each flow regime has a different repeatable pressure signature. From the literature search a two phase flow of a compressed liquid and non-condensable gas should be fully developed before it reaches the measurement section. The present system consists of a saturated liquid resulting in some phase change along the tube due to pressure drop but typically the flow structure is not changing by the end of the observation channel.

Figure 7 clearly shows that the frequency and amplitude of the pressure signal increases with changing flow regime. Bubbly flow shows an almost flat trend with little to no change of signal. As the heat flux is increased the flow regime transitions from bubbly to plug, slug, intermittent, stratified wavy, and annular. Plug flow starts to show periodic depressions during flow. During slug flow the amplitude of the deflections begins to increase and the frequency resembles the observed flow pattern. Stratified wavy flow produces larger peaks that are more spread out corresponding to the actual flow conditions where the flow is mostly separated in a turbulent manner with mostly small waves and an occasional large wave that fills the channel. Finally, looking at annular flow, the flow is fully separated with an increase in the size of the surface waves at the interface. Liquid refrigerant is seen flowing along the walls and top of the channel during this flow regime.

A. ECT Analysis Results

Simultaneous measurements using the high speed video camera and the ECT system were taken for each of the expected flow regimes. Two assumptions are used; fully developed flow in the final section of the observation channel, and the ECT sensor and the high speed video observes the same flow (see Figure 2). Therefore, direct comparisons between the high speed video images and the resulting tomograms or stacked tomograms should be reasonable.

Figure 8 shows a comparison between the ECT data in the form of a stacked tomogram with the high speed video. A stacked tomogram is a series of tomograms plotted as a function of time to provide a pseudo 3-D view of the flow traveling through the channel in the location of the sensor. In Figure 8 the flow is traveling from left to right. From this comparison the ECT does a good job representing the flow traveling through the channel within the sensor. Transition regions are slightly exaggerated in the ECT portion of Figure 8 because the electrodes within the sensor are about two inches in length and therefore represent a volume average of the flow. This averaging also explains why the small bubbles are not visible in the stacked tomogram.

Figure 8. Stacked ECT tomogram (top) compared with a high speed video image (bottom) of the same flow.
Figure 9 presents results of ECT sampling during testing. The top portion of each section presents a tomogram, where dark blue corresponds to pure vapor and dark red corresponds to pure liquid; oranges, yellows, and greens represent transition regions. The bottom portion of each section presents the permittivity distribution during each flow regime and is displayed over time, indicated by frame number (sampled at 17.8 Hz). The red line indicates the maximum permittivity detected in the channel, while the blue line represents the minimum permittivity. Locations where the red line equals one indicate pure liquid present in the channel; similarly when the blue line equals zero pure vapor is present. The green line represents the mean permittivity of the entire tomogram for each frame and the fluctuations indicate changing flow conditions.

Figure 9 a) corresponds to bubbly flow and shows a mostly liquid channel section with a small vapor pocket along the top. The permittivity plot shows that the vapor region tends to fluctuate indicating the passage of bubbles, while the mean permittivity remains relatively constant. As the flow transitions to plug flow, Figure 9 b), the vapor region at the top of the tomogram increases to reflect the larger size of the vapor pockets. The permittivity plot shows a more periodic behavior and fluctuations in the mean permittivity are reflected. Figure 9 c) presents slug flow with vapor present along the top of the tomogram and transition flow to mostly liquid along the bottom. An oversaturation region exists on the right hand top portion of
the tomogram. This region is present because of a minor manufacturing defect and always shows liquid present. The permittivity plot shows exaggerated semi-repeatable fluctuations for the mean permittivity, indicating a highly oscillating flow condition with the passage of vapor pockets separated by regions of full liquid slugs. Stratified wavy flow presented in Figure 9 d) shows vapor along the top of the channel with transition and a thinner liquid layer along the bottom. The permittivity plot for stratified wavy flow indicates that both vapor and liquid are always present in the channel. Examining the mean permittivity shows that the mean permittivity is approximately 30 percent. The fluctuations seen in the slug case have subsided and a smoother line is present. Finally, Figure 9 e) presents annular flow with similar conditions to the stratified wavy case, however with a thinner layer of liquid along the bottom of the tomogram. The mean permittivity value is smoothed out even more and indicates less oscillation in the flow.

Using the permittivity distribution data presented in Figure 7, a void fraction can be estimated from the ECT data assuming that the void fraction is one minus the mean permittivity. Table 2 shows a direct comparison between the ECT permittivity data, energy balance calculations for void fraction and high speed video analysis. The values from the ECT match very well the values calculated performing an energy balance. The data obtained from the high speed video is very subjective (visual estimate) and therefore is roughly the same as the ECT in each case.

Table 2. Void fraction comparison between analysis methods.

<table>
<thead>
<tr>
<th></th>
<th>ECT</th>
<th>Energy Balance</th>
<th>High Speed Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubbly</td>
<td>6.3</td>
<td>4.3</td>
<td>5</td>
</tr>
<tr>
<td>Plug</td>
<td>13.1</td>
<td>15.4</td>
<td>10</td>
</tr>
<tr>
<td>Slug</td>
<td>46.6</td>
<td>43.2</td>
<td>40</td>
</tr>
<tr>
<td>St. Wavy</td>
<td>68.6</td>
<td>70.3</td>
<td>60</td>
</tr>
<tr>
<td>Annular</td>
<td>81.8</td>
<td>87.7</td>
<td>80</td>
</tr>
</tbody>
</table>

The calculations used for the void fraction using the energy balance were based on the Zivi model of the Butterworth form\(^2\). Where the empirical coefficients are defined as: \(\beta_b = 1\), \(n_1 = 1\), \(n_2 = 0.67\), and \(n_3 = 0\).

\[
\alpha = \left[1 + \beta_b \left( \frac{1-x}{x} \right)^{n_1} \left( \frac{\mu}{\mu_p} \right)^{n_2} \left( \frac{\rho}{\rho_p} \right)^{n_3} \right]^{-1} \tag{4}
\]

B. Wavelet Analysis Results

Figure 10 shows relative energy densities per level for each of the seven flow regimes. A few observations can be made. First, the baseline case has most of its energy in the higher frequencies (lower DWT level). It is important to note that each plot is scaled to its own standard deviation and that the baseline case does not necessarily have more energy than the plug case. The shape of the distributions is the important distinction. Unfortunately, the baseline and bubbly cases appear indistinguishable. However, using the mean pressure signal, one could identify the difference in heater power between the two cases to identify the regime (Figure 7).

Figure 10. The result of DWT processing of the scaled data signals.

The plug flow regime is characterized by a Gaussian-like peak at level seven. Slug flow looks very similar to plug flow except there is almost equal energy at levels seven and eight. Intermittent flow has its peak energy at level eight with a wide distribution. The most peaked distributions occur in the stratified wavy flow regime with peaks at level six. The annular wavy flow also has a peak location at level six but with increasing wider distribution as the heat power increases.

Granted, these categories and distribution shapes are semi-qualitative at this point and depend on both the sample frequency and number of samples. Future work will be to implement an algorithm, such as in Tan\(^15\), to automatically classify new data into the proper regime. Any scheme should also include the mean and standard deviations of the pressure signals.

C. Pressure Drop Results

Pressure drop was measured across the entire length of the channel described in the experimental setup previously. The pressure drop was seen to fluctuate based on the flow regime present, Figure 7, and therefore the pressure signal at each location had to be averaged before a pressure drop was calculated.

Figure 11 shows the measured pressure drop compared with five other common two phase pressure drop correlations available in the literature. This plot shows that most of the current correlations over predict the observed pressure drop; however, there is one that under predicts the pressure drop. Each of these correlations is based on an experiment with slightly different testing conditions. Comparing results of the current experimental data with the published results of Mishima and Hibiki\(^30\) and Yu et al.\(^31\) resulted in mean absolute (MAE) errors of 35% and 80% respectively. Comparing the results of Lee and Lee\(^32\) vs Yu et al.\(^31\) results in a MAE of 95%. The lack of consistency among the different correlations and with the
current data shows the need for a generalized pressure drop correlation that can be used across various geometries, sizes, shapes, and fluids. The use of steady state testing and flow regime identification could be used to improve the accuracy of pressure drop correlations and provide a more general application.

Figure 11. Pressure drop comparison with published correlations.

CONCLUSION

Three different techniques were used to identify the flow regime present in horizontal two phase flow, using both direct and indirect techniques. High speed visualizations were used as a baseline standard for comparison.

ECT proved to be the most reliable of the non-intrusive flow regime identification techniques tested. Several different display techniques complemented each other in creating a realistic view of the flow inside the channel. Void fraction measurements using ECT were compared to visualizations and energy balance calculations and proved to be fairly accurate and much less subjective than the high speed video analysis.

The discrete wavelet transform was used to generate a compact representation of the characteristic frequencies of two-phase refrigerant flow. The different flow regimes have recognizable frequency spectra that will hopefully provide for an automatic flow regime detection algorithm. Wavelet analysis has several benefits over Fourier analysis; the wavelet analysis can represent both time and frequency information. Also, it provides for a method of discretely binning the global energy spectrum of a signal whereas a similar Fourier analysis would require more user intervention.

The pressure drop observations from the current work fit into the widely variable correlations that were available in the literature. Comparing the current experimental data with Mishima and Hibiki resulted in a MAE of 35%; however comparing the results between Yu et al. and Lee and Lee produced a MAE of 95%. This lack of uniformity shows the need for a method of producing a correlation to capture the physical behavior of two phase flow with the use of a more general correlation. Flow regime identification appears to be very important in achieving this goal. Future work is expected to further the research identifying two phase flow regimes and investigating the possibility of a generalized correlation across channel size, shape, and fluid.
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