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The growing interest in the use of microspacecraft within government and industry is driving a critical need for new propulsion systems capable of fulfilling a wide range of mission requirements. The applicability of each propulsion system is highly mission dependent and subject to system constraints. The purpose of this research was to investigate the design, fabrication, and microspacecraft systems limitations associated with the scaling of micropropulsion devices.
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1.0 INTRODUCTION

The growing interest in the use of microspacecraft within government and industry is driving a critical need for new propulsion systems capable of fulfilling a wide range of mission requirements. The applicability of each propulsion system is highly mission dependent and subject to system constraints. The purpose of this research was to investigate the design, fabrication, and microspacecraft systems limitations associated with the scaling of micropropulsion devices.

When in orbit, spacecraft require on-board or secondary propulsion systems to perform orbit transfer, orbit maintenance, and attitude control maneuvers. An important issue in the use of any spacecraft propulsion system involves the assessment and reduction of effects caused by the interaction between the thruster plume and spacecraft surfaces. Direct impingement of a thruster plume on surfaces can generate unwanted torques, localized surface heating, and surface contamination. Self-impingement (i.e., the impingement of a thruster plume on a host satellite surface) generally occurs for small surface angles with respect to the propulsion system’s thrust vector or occurs in the thruster backflow. Cross-impingement (i.e., the impingement of one spacecraft’s thruster plume onto another spacecraft) can occur at essentially any angle and is becoming increasingly important with the advent of microsatellite constellations.

1.1. Micropropulsion and MEMS Propulsion

There are many definitions as to what the term “micropropulsion” really describes. Some definitions use characteristic size while others use producible thrust level. Perhaps the most general definition of micropropulsion is any propulsion system which is applicable to a microspacecraft (mass less than 100 kg) mission. This definition allows the inclusion of a wide range of concepts from scaled down versions of existing thrusters operating at reduced power levels to completely redesigned microelectromechanical (MEMS) fabricated thrusters with micron characteristic sizes. Although this definition is rather broad, it appears to be the most widely accepted. However, the objective of this research will be to address the systems related issues and design considerations in the limit of MEMS devices, since the ultimate goal of micropropulsion systems (even for relatively large microspacecraft) lies in this direction.

Micropropulsion is an enabling technology for microspacecraft operations by making missions possible which otherwise could not be performed. For example, the formation and maintenance of platoons of microspacecraft will require a maneuvering capability to counter orbital perturbations. Microspacecraft missions involving large spacecraft resupply, repair or surveillance will also require maneuverability. The mission requirements for microspacecraft will be varied; and in some cases a large range of capability might be required on the same spacecraft. Micropropulsion systems must be extremely versatile to address these requirements. It is clear that there is a need for micropropulsion systems – from high thrust chemical engines to high specific impulse electric ion thrusters – to fulfill specific missions. Applications of micropropulsion systems for every mission need to be carefully studied to ensure that the propulsion system has sufficient benefit.
The design of micropropulsion systems is also complicated by the scaling of systems level aspects with spacecraft size, including power, mass, and volume. One systems level aspect that may not scale with spacecraft size is the expected propulsion system lifetime. Although microspacecraft will be designed to be replaceable, propulsion system failures will not be tolerated any more than on larger spacecraft. To maintain a platoon of microspacecraft, members of the platoon will need to be removed from the general platoon “neighborhood” at the end of the spacecraft’s useful life or in the event of premature failure of a spacecraft subsystem. In this regard, the micropropulsion system may be required to function even after a major spacecraft failure or after several years on orbit.

In order to ensure long lifetime, micropropulsion systems will need to be robust and durable. Issues will arise from corrosive propellant usage, plugging of small orifices with contaminants, thin film degradation, MEMS component mechanical and thermal cycling, and environmental interactions. Early indications suggest that micropropulsion systems in general may experience decreased performance efficiency due to losses associated with small characteristic sizes, limitations on system mass and power, and the lagging development of adequate micromachined support hardware. In the limit of MEMS fabrication scales, simply scaled down versions of existing thrusters may not perform as expected.

Careful attention should be paid to the characteristics of propulsion systems that scale favorably with reduced size. There are several large-scale thruster characteristics that do not scale favorably with reduced size. Those characteristics that do scale favorably may hold the key in the design of efficient micropropulsion systems.

1.2 Spacecraft-Thruster Interactions

The interactions between onboard spacecraft propulsion systems and spacecraft surfaces have received considerable attention in recent years from Department of Defense, NASA, and commercial investigators. The growing popularity of electric ion propulsion systems promises renewed interest in this area of research. The impact of potential interactions on spacecraft is becoming more critical as mission life and payload sensitivity requirements are continually increased. The adsorption of propellant gases on spacecraft surfaces (often referred to as contamination) can change solar absorptivity of thermal control surfaces, alter reflectivity of optical surfaces, alter transmission through solar cell cover-glass, and induce environments that can alter scientific results. Ion electric thrusters add further complications due to material sputtering from high-energy ion (propellant) impact and the possible alteration of spacecraft potentials.

Although the space shuttle has made space-based investigations more feasible by providing a reliable space platform and the capability of returning payloads to Earth for careful examination, the cost of space-based experiments is still prohibitively high. Space-based experiments can also be extremely limited in scope due to a lack of available instrumentation, geometrical variation, accurate detail of the time-dependent space environment, and on-orbit time. It is clear that ground-based examination of thruster–spacecraft interactions is necessary to complement the sometimes limited data returned from space experiments.
2.0 SUMMARY

The detailed technical results for this in-house research project are provided in the articles in Appendix A.

2.1. Micropropulsion and MEMS Propulsion

Research into the Free Molecule Micro-Resistojet (FMMR) was performed under this in-house research program. The FMMR is a MEMS fabricated resistojet that incorporated a full systems design approach. The FMMR was designed, developed, constructed, and tested. A MEMS fabricated FMMR heater (i.e., the resistojet components without propellant) flew on ASUSat built by the Arizona State University. ASUSat was launched on the inaugural Delta IV Heavy in October 2007. Unfortunately, a flight anomaly released the satellite at an altitude too low to maintain an orbit. A complete version of the FMMR with water propellant for thrust was built for AggieSat (Texas A&M University) in 2009, but that satellite was never approved for flight.

A nano-Newton Thrust Stand (nNTS) was developed and tested to measure the low-level thrust from micropropulsion systems including the FMMR. Calibration methods were also developed for this low-thrust range. An RF plasma micro-thruster developed at Purdue University was successfully tested on the nNTS. A version of the nNTS was developed that can simultaneously measure mass flow and impulse in pulsed operation thrusters. This allows a direct, in-situ measurement of specific impulse.

2.2 Spacecraft-Thruster Interactions

The interactions between spacecraft thrusters and surfaces were investigated under this in-house research program. Gas-surface interactions were experimentally tested using the nNTS and were numerically investigated using the Direct Simulation Monte Carlo (DSMC) technique. The interactions between gases and engineering rough surfaces were quantified. A new, computationally efficient method for including surface roughness in the DSMC numerical simulations was developed and validated.

Radiometric flows were investigated experimentally and numerically to better understand the physics of gas-surface interactions. Accommodation coefficients for various gases on engineering surfaces were measured.

Charging of dielectric materials in low-Earth orbit was investigated experimentally and numerically. Liquid droplets in a vacuum were charged using an extreme ultraviolet light source. A simple diagnostic technique allowed the charge state of the droplet to be determined. These results compared favorably to numerical simulations that showed charging in the natural space environment. The results were used to assess the effect of the space environment on a notional inter-satellite propulsion system based on liquid droplet streams.
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Droplet Charging Effects in the Space Environment
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Abstract. Several applications exist for transiting liquid droplets through the near-Earth space environment. Numerical results are presented for the charging of liquid droplets of trimethyl pentaphenyl siloxane (DC705) in three different plasma environments: ionosphere, auroral, and geosynchronous Earth orbit (GEO). Nominal and high geomagnetic activity cases are investigated. In general, high levels of droplet charging (>100V) exist only in GEO during periods of high geomagnetic or solar activity. An experiment was conducted to assess the charging of silicon-oil droplets due to photoemission. The photoemission yield in the 120-200nm wavelength range was found to be approximately 0.06.

Keywords: liquid droplet charging, plasma environment.
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INTRODUCTION

The idea of propagating liquid droplet streams through the space environment was first put forth in the 1980s as a means of spacecraft thermal control.\textsuperscript{1} These liquid droplet radiator concepts release multiple liquid droplet streams into space where the droplets radiate heat. The cooled liquid droplets are collected on the same spacecraft after a short distance, pumped throughout the spacecraft to remove heat from various components, and released back into space to cool again. A subsequent study has alluded to other potential applications for liquid droplets transiting the near-Earth space environment.\textsuperscript{2} For the application of interest in this study, a liquid droplet stream of low-vapor-pressure, silicon-based oil is being proposed as a potential spacecraft propulsion system.\textsuperscript{3} In this concept, liquid droplets are constantly passed between two (or multiple) spacecraft flying in formation. The receiving satellite collects the liquid droplet stream from the originating satellite and returns the liquid droplets back to the original satellite. This “pitch and catch” scenario allows a constant momentum exchange between the two satellites allowing a constant spacing to be maintained between the spacecraft. Large arrays of satellites can be envisioned using this concept where the relative spacing between individual satellite members of the array can be constantly controlled.

Trimethyl pentaphenyl siloxane (better known by its trade name of DC 705) was selected as the liquid of choice due to its low-vapor-pressure and viscosity. Obviously, the low-vapor-pressure is required for the liquid droplet to be appropriate for a space application. The low viscosity allows the fluid to be transported throughout the spacecraft at relatively little pumping power.

An object in near-Earth space is subject to many interactions with the ambient environment at a given altitude such as exposure to atomic oxygen, radiation, and charged particles.\textsuperscript{4} This study investigates the interactions between the ambient, near-Earth plasma environment and DC 705 liquid droplets. Charging of the DC 705 can cause operational concerns for all of the space related applications discussed above. Since DC 705 is a dielectric material, differential charging can cause a droplet to breakup if the Coulomb repulsive force is greater than the surface tension force holding the droplet together. Also, for this particular application, a stream of charged droplets in close proximity can begin to produce Coulomb-type forces between individual droplets potentially leading them off course.

This study assesses the charging potential of DC 705 in three general near-Earth environments as a function of geomagnetic and solar activity using a numerical approach. An experiment was designed to quantify the amount of droplet charging due to solar extreme ultraviolet (EUV) radiation exposure, one of several mechanisms that can cause droplet charging in space.
THEORY

As objects move through space, they come into contact with ambient ions and electrons that constitute the Earth’s plasma environment. Several different mechanisms are responsible for adding or removing electrons (charge) from an object exposed to a plasma environment. Quantifying the net current of an object immersed in a plasma is generally an iterative (i.e. numerical) process since the charge of the object is highly coupled to the plasma interaction mechanisms. The current balance for an object floating at an electrostatic potential, \( V \), is given by

\[
I_{net}(V) = I_e(V) - \{I_i(V) + I_{se}(V) + I_{si}(V) + I_{bse}(V) + I_{ph}(V)\}
\]  

(1)

where \( I_{net} \) is the net current flow to the object, \( I_e \) is the incident electron current, \( I_i \) is the incident ion current, \( I_{se} \) is the secondary electron current caused by the incident electrons, \( I_{si} \) is the secondary electron current caused by the incident ions, \( I_{bse} \) is the current caused by backscattered incident electrons, and \( I_{ph} \) is the secondary electron current caused by incident solar photons. In order to assess the charging of an object in a plasma environment, characteristics of the plasma environment (e.g. species, density and energy) and active plasma-surface interaction mechanisms must be understood.

Characteristics of the Plasma Environment

In general, the Earth’s plasma environment can be separated into three main categories based on the characteristics (e.g. density and energy) of the ambient plasma species: ionosphere, auroral, and geosynchronous Earth orbit (GEO). The ionosphere ranges from an altitude of 100 km to approximately 1000 km. It is characterized by a relatively dense number density of heavy ion species dominated by \( O^+ \) between 150 and 900 km. Ion and electron number densities vary from approximately \( 7 \times 10^5 \) to \( 10^4 \) cm\(^{-3} \) over this altitude range. There is a reasonable degree of non-equilibrium in the ionosphere between neutral species, ions and electrons where the neutral temperature is essentially constant at approximately 1000K, the ion temperature varies from 1000 to 2000K, and the electron temperature varies from 1600 to 3200K.\(^4\)

The auroral plasma environment is characterized by the high energy electrons precipitating down the Earth’s magnetic field lines at high latitudes where solar wind electrons can readily access the upper atmosphere. The electron energy distribution in the auroral region is highly non-equilibrium as described by Fontheim et al.\(^5\) The energy generally ranges from 0.1 to 10keV with higher energy particles generally having a lower flux. The electron density and energy in this region can be highly variable and can be influenced by solar and geomagnetic storms.\(^4\)

The GEO plasma environment is characterized by low density (~1cm\(^{-3} \)), high energy (0.6 to 20keV) electrons and protons. The GEO plasma environment is also highly variable.

Space Charging Mechanisms

The general charging mechanisms for an object in a moderate energy (<20keV) plasma environment are shown in Fig. 1. Secondary electrons formed from the interaction of ions, electrons, or photons on the surface may escape the material, be conducted through the material, or be re-adsorbed by the material. As can be deduced from Eq. 1, determining the total number of secondary electrons produced and accurately assessing the relative number that escape the material is critical in quantifying the material’s charge state. In general, secondary electron yield (the average number of secondary electrons produced per incident collider) is a function of the incident collider (ion, electron, neutral, photon), the relative energy, and the material substrate. Secondary electron yields for DC 705 for electron and photon colliders have been experimentally determined by Ishikawa and Goto\(^6\) and Koizumi et al.\(^7\) respectively. Plots of the secondary electron yields for both electron and photon colliders with DC 705 are shown in Fig. 2 as a function of incident energy.

NASCAP MODEL

The NASA Charging Analyzer Program (NASCAP)\(^8\) was used to quantify the charging of a DC 705 droplet exposed to the three space plasma environments described in the previous section. The potential in the plasma near a charged surface with potential \( V \) is given by the Poisson equation as
\[ \varepsilon_0 \nabla^2 V = q(n_i - n_e) \]  

where \( \varepsilon_0 \) is the permittivity of free space, \( q \) is the elemental charge, and \( n_i \) and \( n_e \) are the number density of ions and electrons, respectively. NASCAP solves Eq. 2 by applying the specified environmental flux distribution of ions, electrons, and photons in an iterative process alternating the development of a plasma sheath at the surface and the recalculation of the near-surface plasma densities. NASCAP employs the Boundary Element Method which relates the electric fields in the surrounding plasma to sources at the surface. This method allows rapid determination of changes in plasma densities, current flow to and from the surface, and a new solution to Poisson’s equation to determine changes in electrostatic potential that occur during the time step.

![FIGURE 1. Charging Processes Near the Surface of a Dielectric Material.](image)

Ionospheric environmental conditions are derived from data in the International Reference Ionosphere (IRI) model. Auroral environmental conditions based on data from the Defense Meteorological Satellite Program (DMSP) were used. Nominal and worst-case environments are derived from over 35 years of DMSP measurements orbiting at altitudes between 500 and 800km. The GEO environmental conditions are modeled after data from the Applications Technology Satellite (ATS) and the Spacecraft Charging at High Altitude (SCATHA) spacecraft. Nominal and worst-case conditions are both modeled.

**EXPERIMENTAL SET UP**

An experiment was constructed to quantify DC704 charging due to photon colliders. DC704 is expected to have the same charging characteristics of DC705. A continuous stream of DC704 droplets were produced in a small vacuum chamber and exposed to a 30W EUV lamp made by the Hamamatsu Corporation. The lamp, which was used to simulate the EUV output from the sun, emits photons in the wavelength range of 120 to 200nm using a deuterium plasma source. The spectral profile of the lamp can be found in ref. 3. The lamp position was varied relative to the droplet stream to change the irradiance at the droplet. After illumination by the solar simulator, the droplets passed through a parallel plate capacitor. The amount of deflection of the droplets in the parallel plate
capacitor is proportional to their charge. By measuring the deflection for a known droplet diameter (i.e. mass), the droplet charge due to secondary electrons produced by photon colliders was determined. The experimental set up is shown in Fig. 3.

In this set up, the droplets are only exposed to the EUV radiation as they fall through the opening of the cylindrical shield. Because the amount of charge built up on the droplets is a function of exposure time to the EUV radiation, the shield is meant to block the EUV from the droplet stream except for a well quantified amount of time. In these experiments, the exposure time is 0.065 sec.

![Diagram of Photoemission Experimental Set Up](image)

FIGURE 3. Photoemission Experimental Set Up.

RESULTS

Numerical

In general, differences in the charging in all three plasma environments considered are seen between droplets in the sun and those in eclipse. There are two main reasons for these differences. First, in eclipse, photoemission of secondary electrons from a surface is not an active mechanism for charge production. Second, there can be differences in the plasma environment between regions in the sun and those in eclipse. For example, the production of charged particles in the ionosphere is dominated by photo-ionization of neutral species. Diffusion and induced drifts cause the charged particles to be present in the eclipse region; however, there is a strong diurnal variation in density where some ionospheric layers (e.g. the D and F1 regions) completely disappear at night. A summary of the charging on DC 705 droplets exposed to the three plasma environments is shown in Table 1. Values are given for both sunlit and eclipsed regions. The maximum charge found in the NASCAP simulations for any surface exposed to the sun is shown along with the minimum charge found on any surface during eclipse.

The nominal and high geomagnetic activity environments for the ionosphere show very benign charging characteristics for DC 705. For the nominal environment in sunlight, DC 705 reached a very small, nearly uniform negative charge potential of -0.01V relative to the ambient plasma potential. In eclipse, the surface potential was approximately -0.05V. These results are consistent with the idea that in a quasi-neutral plasma, a floating surface will charge slightly negative due to the fact that at the same energy the mean electron speed is higher (i.e. higher flux of electrons to the surface). The high geomagnetic environment in the ionosphere was also found to be fairly benign. Because of the relatively high density of both positively and negatively charged particles in the ionosphere,
any large potential built up on the droplet is quickly neutralized by collecting oppositely charged particles from the plasma.

The auroral environment simulations are highly dependent on the assumed plasma densities and energy distributions. At orbital speeds, the leading surface of a droplet (RAM direction) collects both ions and electrons. However, the trailing surface (anti-velocity vector or wake) only collects the much faster electrons (i.e. the speed of the droplet is much larger than the average thermal speed of the ions). Therefore, there are some slight differences in the charging of RAM and wake surfaces. At altitudes below 800km, the plasma densities are still relatively high and the sheath is fully developed within 0.5 sec.

Simulations for GEO are highly dependent on geomagnetic activity and photoemission. The strong dependence on droplet charge of photoemission can be seen in the difference of potential in the sunlight case versus the eclipse case in Table 1. In GEO, the orbital speed is such that it is less than the mean speed of both the electrons and ions. Because the ambient plasma density in GEO is extremely small (n~1cm⁻³), the droplet can charge to extremely high negative potentials due to the increase in electron density during high geomagnetic or solar activity. In nominal environmental conditions, photoemission is the dominant charge mechanism which can lead to relatively high positive potentials.

### TABLE (1).
Summary of equilibrium charging results from NASCAP for various plasma environments. Maximum sunlit surface and minimum eclipsed surface values are given.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Ionosphere</th>
<th>Auroral (&lt;800km)</th>
<th>GEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Geomagnetic</td>
<td>0V, -1V</td>
<td>+4V, -16V</td>
<td>+18V, +1.5V</td>
</tr>
<tr>
<td>High Geomagnetic</td>
<td>+2V, -2V</td>
<td>+21V, -26V</td>
<td>-2kV, -13kV</td>
</tr>
</tbody>
</table>

### Experimental

Figure 4 shows the average droplet charge potential as a function of the EUV lamp irradiance (normalized by the solar irradiance). The droplet potential is seen to vary linearly with the irradiance as expected. The experiment did not include an ambient plasma environment. Therefore, the droplets charge to relatively high positive potentials due to photoemission of secondary electrons without the opportunity to collect electrons from an ambient plasma to help neutralize the droplet charge. NASCAP simulations were run where the only active charging mechanism was photoemission (i.e. the background plasma was turned off). A study was conducted with the photoemission yield as the only parametric variable. Figure 5 shows the comparison of the transient NASCAP simulations with the experimental results. The numerical results show excellent agreement for a photoemission yield of 0.06. The empirical results for photoemission yield from DC704 and DC705 of Koizumi et al. is shown in Fig. 6 along with the solar spectra and the assumed (i.e. provided by the manufacturer) spectra from the EUV lamp. The total irradiance is taken as the area under each spectra. As shown in Fig. 6, the EUV lamp used in this study should produce a photoemission yield somewhere between 0.03 and 0.06 of its range of transmission wavelengths which is consistent with the NASCAP results from Fig. 5.

### CONCLUSIONS

In general, high levels of droplet charging (>100V) were only found in GEO during periods of high geomagnetic activity. Nominal GEO conditions along with conditions in the ionosphere and auroral environments tend to lead to levels of charging between +20V and -30V. The ambient plasma plays a dominant role in both the ionosphere and auroral environments. Generally, solar EUV radiation plays a dominant role in GEO during nominal environmental conditions. The effects of charging on DC705 droplets were found to be negligible in all cases except the high geomagnetic activity GEO scenario. The photoemission yield of approximately 0.06 found through a combination of experimental and numerical studies is consistent with the yields found in the literature for EUV wavelengths between 120 and 200nm.
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FIGURE 4. DC704 Droplet Potential as a Function of Normalized Irradiance (1=Solar Irradiance).

FIGURE 5. Comparison of NASCAP and Experimental Charging Results.

FIGURE 6. Typical Solar and EUV Lamp Irradiance with Corresponding Photoemission Yield (right ordinate).
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A method that connects measurements of radiometric forces on a heated vane in the transitional flow regime with the kinetic modeling of the flow, and derives the accommodation coefficients through the successive analysis of measured and computed results, is proposed. The method utilizes the fact that radiometric forces exerted on heated objects immersed in rarefied gases are governed by the interaction of gas molecules with the surface. Experimental results on radiometric forces on a 0.11 m diameter circular vane are obtained on a nano-Newton thrust stand in a 3 m long vacuum chamber for pressures ranging from approximately 0.01 to 1 Pa. The vane was heated to 419 K on the hot side and 396 K on the cold side. The numerical modeling is conducted using a combined ellipsoidal statistical Bhatnagar–Gross–Krook/direct simulation Monte Carlo approach that allows accurate and time efficient analysis of radiometric forces on a vane in large vacuum chambers filled with rarefied gas. Accommodation coefficients for the Maxwell model are estimated for argon, xenon, and helium on a machined aluminum surface, and found to be 0.81, 0.86, and 0.53, respectively. © 2009 American Institute of Physics. [DOI: 10.1063/1.3187932]

I. INTRODUCTION

The history of accommodation coefficients of energy and momentum of gas molecules colliding with solid surfaces spans well over a century. Its beginning dates to the work of Kundt and Warburg who studied the effect of gas density change in the damping of a vibrating disk. The viscosity appeared to decrease with density, which seemed unexplainable at the time. The authors suggested an incomplete interaction, or accommodation, of gas molecules at the surface, where a low density gas slips over a surface. Following that work, Maxwell showed that the slip phenomenon has roots in kinetic theory, and he treated the solid wall as something intermediate between a perfectly reflecting and a perfectly absorbing surface. He proposed that “of every unit of area a portion α absorbs all the incident molecules, and afterwards allows them to evaporate with velocities corresponding to those in still gas at the temperature of the solid, while a portion 1−α perfectly reflects all the molecules incident upon it.”

The model proposed by Maxwell is in fact the first theoretical model that describes gas-surface interaction, and it is still widely used today both in experimental and numerical simulation. According to the Maxwell model, the velocity distribution function of reflected molecules may be written as a function of the accommodation coefficient α (see, for example, Ref. 4),

\[ f_r(t, \mathbf{x}, \mathbf{v}_r) = (1 - \alpha)f_i(t, \mathbf{x}, \mathbf{v}_r - 2(\mathbf{v}_r \cdot \mathbf{n})\mathbf{n}) 
+ \alpha \left( \frac{\beta^2}{\pi} \right)^{3/2} e^{-\beta^2/2} \mathbf{v}_r, \]                      (1)

where \( f \) is the distribution function, \( t \) is time, \( \mathbf{x} \) and \( \mathbf{v} \) are molecular position and velocity vectors, respectively, and \( \mathbf{n} \) denotes the surface normal. Subscripts \( i \) and \( r \) refer to incident and reflected molecules, respectively, and \( \beta = \sqrt{m/2kT} \). The first term in Eq. (1) refers to specular reflection and the second term refers to diffuse reflection. The reflected temperature, \( T_r \), is the wall temperature, \( T_w \), according to the original Maxwell’s idea, but may generally be a free parameter of the model.

The tangential momentum transferred to the surface by the incident molecules may be written as

\[ P_{ir} = -m \int_{\mathbf{n} < 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i, \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \] \[ P_{ir} = -m \int_{\mathbf{n} > 0} f_i \mathbf{v}_i (\mathbf{v}_i \cdot \mathbf{n}) d\mathbf{v}_i = (1 - \alpha)P_{ir}. \]

These equations show that the accommodation coefficient used in Eq. (1) may be considered as the coefficient of accommodation of the tangential momentum, and may be written as

\[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \] \[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \]

The accommodation coefficients for the normal momentum and energy may be introduced similar to Eq. (4) as...

\[ \alpha = \frac{P_{ir} - P_{rr}}{P_{ir}}. \]
The four parameters that determine both the normal and tangential momentum and energy accommodation coefficients are state-of-the-art measurements of energy accommodation coefficients for argon and helium at temperatures similar to those for the present work, and thus provide the most useful comparison with the present results. Various experimental techniques used in the past to measure tangential momentum accommodation coefficients, such as the rotating cylinder method, the spinning rotor gage method, the flow through microchannel approach, as well as the molecular beam technique, are discussed in recent review article.

In contrast to high-enthalpy flows around space vehicles, gas-driven flows in microscale devices are characterized by relatively low gradients in gas velocity and temperature, and the velocity distribution function in these flows is often close to Maxwellian. As a result, prediction of gas-driven flows in microscale devices is critical for accurate prediction of device performance and peculiarities. The large surface-to-volume ratio further increases the influence of the wall. Note that for microscale flows, the preservation of the detailed balance in collisions of gas molecules with solid interfaces is critical. Therefore, the Nocilla model, which does not satisfy this requirement, is not a good choice, and the Maxwell and Cercignani–Lampis models are better suited for the description of low speed flows in microdevices. Beside these two areas, gas-surface interaction is important, if not determining, in many other applications. Near-continuum supersonic flows over sharp leading edges, contamination problems, and two-phase flows are just a few examples of such applications.

Accurate prediction of the above flows requires the researcher not only to select an appropriate gas-surface interaction model, but also to specify the parameters of this model for each type of gas species-solid wall interface. Two principal approaches are used to determine parameters of the model, theoretical and experimental. The theoretical approach is usually based on the detailed studies of molecular interactions using classical or quasiclassical trajectory calculations in the framework of the molecular dynamics method. In the experimental approach, parameters of the selected interaction model are estimated directly from the measurement. The parameters for the Nocilla model, for example, are usually obtained from molecular beam experiments or flight experiments (see, for example, Refs. 10 and 11 and references therein). In Ref. 12, a connection between the exit velocity distribution described by the Nocilla model and the classical momentum and energy accommodation coefficients was given.

The advantage of the molecular beam technique is that it may provide detailed information on the velocity distributions of reflected molecules. There are many situations, however, when such detailed information is not necessary, and the knowledge of accommodation coefficients, either momentum or energy, would suffice. Examples include the force estimate of spacecraft at high altitudes, or the evaluation of heat loads in microdevices. Over the past three decades, molecular beam experiments have been used extensively to determine both the normal and tangential momentum and energy accommodation coefficients for various gas-surface pairs. For the energy (thermal) accommodation coefficient, parallel plates, coaxial cylinders, and hot-wire methods have been widely used. A comprehensive review of different approaches to the thermal accommodation coefficient measurements may be found in Ref. 16. A wide range of results for accommodation coefficients have been reported for the three gases studied here (argon, xenon, and helium). In view of this, the results of Ref. 17 are particularly important; these are state-of-the-art measurements of energy accommodation coefficients for argon and helium at temperatures similar to those for the present work, and thus provide the most useful comparison with the present results. Various experimental techniques used in the past to measure tangential momentum accommodation coefficient, such as the rotating cylinder method, the spinning rotor gage method, the flow through microchannel approach, as well as the molecular beam technique, are discussed in recent review article.

In contrast to high-enthalpy flows around space vehicles, gas-driven flows in microscale devices are characterized by relatively low gradients in gas velocity and temperature, and the velocity distribution function in these flows is often close to Maxwellian. As a result, prediction of gas-driven flows in such devices typically requires knowledge of momentum and/or energy accommodation coefficients as a function of gas and surface temperature. The use of molecular beam technique may be quite difficult in this case since the after-collision velocities need to be analyzed for a large number of precollisional energies. On the other hand, standard techniques for the accommodation measurement may not be applicable when information on momentum accommodation, normal, or tangential is needed.

One major issue with the need of gas-surface interaction parameters to predict complicated flow interactions is the range of experimental data for similar flows. For example, various experiments can have different, and in some cases conflicting, results. Take, for instance, the measurement of the force of helium on a platinum surface. References 19–21 present results which vary by more than 30%. Thus there is a need to reinvestigate these data sets in order to study the effects of gas temperature, surface tem-
terature, surface preparation, gas adsorption on surfaces, and gas pressure.

The objective of this work is to evaluate the feasibility of using a new method for measurements of momentum accommodation coefficients, based on the comparing experimental and computational results on radiometric forces on heated plates. Radiometric forces are typically exerted on nonuniformly heated objects immersed in rarefied gases, and tend to move these objects in the direction from the cold to the hot side. The authors of Ref. 22 have recently remarked that the measurement of radiometric forces may yield data on gas-surface interaction. However, there are two problems that make the direct use of such measurements to infer momentum accommodation coefficients extremely difficult. First, there are usually molecular collisions present in radiometric flows, and these collisions do not allow simple and accurate analytic evaluation of accommodation coefficients from force measurements beyond the free molecular regime. Second, while the availability of force measurements in free molecular regime would offer the benefit of accommodation coefficient evaluation, there is a physical limitation in the accuracy of such measurements. The fewer gas-surface collisions a radiometer vane experiences, the greater the experimental error. To avoid these difficulties, it is suggested in the present work to measure radiometric forces in the transitional regime, and then use kinetic modeling of radiometric flows to infer the momentum accommodation coefficients.

II. RADIOMETRIC APPROACH TO MOMENTUM ACCOMMODATION STUDY

The radiometric forces on a heated plate may be described analytically only in a free molecular regime; the presence of even relatively small number of molecular collisions in the transition regime complicates the flow to the point where accurate analytical description is not possible, and a numerical approach has to be used to address the problem. Even for a free molecule flow, some model needs to be used for the gas-surface accommodation in order to make analytical treatment possible.

Generally, for a plate with its opposite sides heated uniformly to different temperatures \( T_h \) and \( T_c \), the forces in the direction normal to the plate, created by molecules reflected from the hot and the cold sides of the plate, may be written as

\[
F_h = n_h m \int_{v_h} f_h (v_r \cdot n) dv_r \quad \text{and} \quad F_c = n_c m \int_{v_c} f_c (v_r \cdot n) dv_r,
\]

where subscripts \( h \) and \( c \) refer to the hot and cold sides, respectively. The number density that describes the flux of reflected molecules may be obtained from the assumption of the equality of the incident and reflected mass flux (i.e., no sticking on the surface).

\[
n_{h,c} = n_g \int_{v_h} f_{h,c} (v_r \cdot n) dv_r = n_g \int_{v_c} f_{h,c} (v_r \cdot n) dv_r,
\]

where subscript \( g \) refers to the incident gas molecules. In a free molecular flow, the Maxwellian distribution function of \( f_g \) may be reasonably assumed. For fully diffuse accommodation, the number density of reflected molecules is obtained by integrating Eq. (7) over equilibrium distribution functions to give

\[
n_{h,c} = n_g \sqrt{\frac{T_g}{T_{h,c}}},
\]

where indices \( h \) and \( c \) refer to either hot or cold side of the plate. The force on the side of the plate will be

\[
F_{h,c} = \frac{p_g}{2} \left( \frac{T_h}{T_g} \right)^{1/2} \left( 1 - \alpha_k T_g \right),
\]

where \( p_g \) is the gas pressure. The first term in Eq. (9) is for the incident molecules and the second term accounts for the contribution from the reflected molecules. If the accommodation coefficient is introduced according to the expression suggested by Knudsen,

\[
\alpha_k = \frac{T_h - T_c}{T_h - T_w},
\]

then assuming the same accommodation coefficient on the hot and cold sides of the plate (a small temperature difference between the plates), and using \( T_w \) from Eq. (10) instead of \( T_h \) and \( T_c \) in Eq. (9), one can obtain the expression for the total radiometric force on the plate,

\[
F_K = \frac{p_g}{2} \left( \frac{1 - \alpha_k T_g + \alpha_k T_h}{T_h} - \frac{1 - \alpha_k T_g + \alpha_k T_c}{T_c} \right).
\]

Note that the contributions from the incident molecules cancel out in the free molecular flow; the force is directed from the hot to the cold surface.

If the Maxwell model of gas-surface interaction is used, then, substituting Eq. (1) into Eq. (6) and making use of Eq. (7), one can obtain for the free molecular force

\[
F_M = \alpha_k \frac{p_g}{2} \left( \frac{T_h}{T_g} \right)^{1/2} \left( \frac{T_h}{T_g} - \frac{T_c}{T_g} \right).
\]

Therefore, the free molecular radiometric force calculated using the Maxwell model is linearly dependent on the tangential momentum accommodation coefficient. If the momentum accommodation coefficient in the Maxwell model, \( \alpha_k \), is close to the energy accommodation coefficient in the Knudsen model, \( \alpha_k \), then the force predictions obtained with Eqs. (11) and (12) are similar for small temperature differences. The difference between them becomes significant when the surface temperatures are not similar. Equation (12) allows one to easily calculate the accommodation coefficients when the radiometric force in the free molecular regime can be measured.
In reality, however, it is difficult to accurately measure the radiometric force in free molecular regime. Such measurements are possible for a transitional regime, for which the above analytic expressions are not applicable. Therefore, it is reasonable to infer the accommodation coefficients from a numerical simulation performed for a given gas-surface interaction model with varying parameters of the model. It is clear that the conventional continuum approaches of the computational fluid dynamics, such as those based on the solution of the full Navier-Stokes equations or boundary layer equations, cannot be used to compute radiometric forces in the transitional flow regime. In these approaches, developed for modeling gas flows close to equilibrium, the effects of rarefaction are typically accounted for through the boundary conditions of slip velocity and temperature jump on the surface. The assumption of small deviation from equilibrium makes them inapplicable for modeling radiometric flows and calculating radiometric forces. In this case, a kinetic approach based on the solution of the Boltzmann equation has to be used. For a kinetic approach, a kinetic model of gas-surface interaction needs to be used, such as the Maxwell model, and the approach naturally gives the velocity distribution functions for the incident and reflected molecules.

Thus, in order to obtain the accommodation coefficients for a given gas-surface interaction model, numerical results need to be obtained by comparing results from a kinetic approach for a computational setup that closely reproduces the experimental one. The details on the present experimental setup are given in Sec. III.

III. EXPERIMENTAL SETUP

As radiometric phenomena occur in rarefied conditions, there are only two ways to study them experimentally. The first is to build extremely small devices on the order of nanometers and test them under atmospheric conditions. The second way is to build a larger device and modify the background pressure such that the local Knudsen number is large enough for the flow to be considered transitional (i.e., $Kn > 0.01$). In this work the latter method has been chosen, and all the experimental results that follow have been achieved under low pressure conditions in a large 3.0 m diameter vacuum chamber. The use of such a large chamber is critical to avoid the effect of chamber walls that was found to strongly impact the radiometric force in smaller chambers.

To accurately measure the impact of various accommodation coefficients, and to be practical to model using an axisymmetric code, a circular radiometer vane with a diameter of 11.13 cm was used. The vane consisted of a Teflon insulator sandwiched between two aluminum plates with a resistive heater located between one of the plates and the insulator. The temperature of one side of the device was maintained by varying the power input to the heater, while the temperature of the opposite side was not actively maintained and was allowed to float. Each of the three pieces of the radiometer vane had a thickness of 0.32 cm, and when assembled yield a total device thickness of 0.96 cm.

One motivation for this particular configuration of radiometer vane comes from historical work where rudimentary temperature measurements of the vanes suggested that a significant temperature drop occurred at the outermost edges. This same work made it quite clear that to accurately deduce a theory for the operation of the radiometer, it would be necessary to discover exactly what effect the temperature variations at the edges had. For the sake of clarity it should be noted here that there are two gradients important to the flow: The first of these shall be referred to as the radial gradient and will refer to the temperature profile of a plate from the center to the periphery, while the second will be called the axial gradient and will refer to temperature profile along an axis normal to the face. In an ideal experiment, the axial gradient would be large and the radial gradient would be nonexistent such that the experiment and simulation share nearly identical temperature profiles. It is for these reasons that the particular aluminum “sandwich” design was chosen; not only does the high thermal conductivity maximize the surface temperature of the hot plate (and thus the axial temperature gradient), but it also minimumizes the radial temperature gradients near the edges of the device.

To measure the force produced by this device, it was mounted on a modified nano-Newton Thrust Stand (nNTS) located inside the vacuum chamber. A schematics of the experimental setup is shown in Fig. 1. Here, every effort was made to minimize the impact of the thrust stand arm and attachment mechanism by using 6.35 mm tubing coupled with a $2 \times 40$ mm$^2$ threaded rod. When calibrated using a pair of electrostatic combs, the nNTS provides very accurate and repeatable data with typical force resolution of approximately 0.1 $\mu$N and statistical scatter of about 1%. For the preliminary experiment, the experimental error based on standard deviation ranges from a few percent at the lowest pressures to less than 1% through most of the curve. However, due to the normalization by experimental temperature measurements and the small uncertainty of the calibration method, the total absolute experimental uncertainty is $\approx 4\%$.
Day-to-day variation of multiple data sets has been observed to be \( \approx 1\% \).

The experimental data were obtained by evacuating the vacuum chamber to a base pressure below \( 10^{-3} \) Pa. This low pressure was required to minimize the impact of the background gas to a level low enough as to be inconsequential to the measurements being made. While the evacuation of the chamber was taking place, a constant voltage was applied to the heater. This resulted in the main radiometer surfaces reaching temperatures of approximately 419 K (hot) and 394 K (cold), although the exact values fluctuated depending on both the species and pressure of the background gas. Force measurements were made by varying the background pressure of the gas in the chamber, where argon, helium, and xenon were all used. The highest background pressure achieved was approximately 1.6 Pa, but varied depending on the molecular weight of the background gas.

### IV. Numerical Modeling of Radiometric Flows: A Combined Kinetic Approach

In this work, a combined ellipsoidal statistical Bhatnagar–Gross–Krook/direct simulation Monte Carlo (ES-BGK/DSMC) approach, where the final solution is obtained in two successive steps. First, an ES-BGK modeling is conducted in a large computational domain that includes both the radiometer vane and the chamber walls. The solution of this first step is used to set the boundary conditions for the second step. At the second step, the DSMC method is applied in a much smaller domain, with the subsonic boundary conditions taken from the first step. The use of such a new approach is based on the fact that DSMC modeling of a radiometric flow on a 10 cm vane in a 3 m chamber, where the accuracy of the radiometric force modeling needs to be on the order of 1%, is prohibitively expensive even for modern parallel computers. On the other hand, the ES-BGK method was found to be fairly accurate in predicting all gas macroparameters in the computational domain, but overpredicting the DSMC results on radiometric forces by \( \approx 10\% \) in the range of pressures where the force is near its maximum. This is related to the approximations inherent in the ES-BGK equation, and difficulty of modeling the radiometric force, that is typically less than 1% of the force on either cold or hot side of the vane.

In this work, the computational tool SMILE (Ref. 28) was used to obtain the solutions with the DSMC method. In DSMC runs, the variable soft sphere model with parameters listed in Ref. 29 was used for the molecular collisions, and the Maxwell model was used to calculate gas-surface collisions. A finite volume solver SMOKE (Ref. 30) has been used to deterministically solve the ES model kinetic equation. SMOKE is a parallel code based on conservative numerical schemes developed by Mieussens.31 A second order spatial discretization was used. The solutions were typically obtained in two successive steps. First, an implicit time integration scheme was run until the result is converged. Second, a conservative explicit time integration scheme was used with the initial conditions from the first step. This two-step approach allowed up to two orders of magnitude reduction in computational time compared to an explicit-only case.

The four macroparameters (density, temperature, and two velocities) from the ES-BGK solution were used at the external boundaries of the DSMC computational domain. That means that the velocities of molecules entering the DSMC computational domain are sampled from the Maxwellian distribution with parameters from the ES-BGK solution. It is important that the ES-BGK macroparameters used in the DSMC boundary conditions were computed from the incoming fluxes only. Good agreement between the full DSMC and the combined kinetic approach, obtained by the authors on a smaller, 0.2 m domain, allowed the application of the combined approach to analyze radiometric flows in a large vacuum chamber. A 3 m cylindrical chamber is simulated in this work, whose geometry with good accuracy reproduces the companion experimental setup. The radiometer size and location inside the chamber, as well as the temperature conditions, also correspond to those used in the experiment. Diffuse reflection with a complete energy and momentum accommodation was assumed on the chamber walls and the surface of the vane (with one exception explained below). Since the experimental setup closely approximates a flow with an axial symmetry, axisymmetric ES-BGK and DSMC codes were used in these computations. The subsonic boundaries of the DSMC computational domain were located 30 cm from the vane both in the axial and radial directions.

### V. Evaluation of Accommodation Coefficients

Three gases were considered in this work, argon, xenon, and helium. The radiometric forces for these gases, obtained with the combined ES-BGK/DSMC approach as well as measured experimentally, are presented in Fig. 2. Generally, the radiometric force consists of two components, (i) the total radiometric force that includes the force resulting from the pressure difference between the hot and the cold sides of the vane, and (ii) the shear force on the lateral (circumferential) side of the vane. To show separate contribution of these forces, two sets of numerical results are shown, the total radiometric force that includes both component, and the radiometric force that is based on pressure alone. The results show that the shear force is a minor factor for pressures smaller than 0.6 Pa for argon, where the maximum force is observed. It becomes more significant for larger pressures, for which the contribution of the lateral side of the vane cannot be ignored. It may appear preferable to analyze the accommodation coefficients under conditions where the lateral side has a negligible effect, such as a much thinner vane, but it is difficult to realize in the experiment.

For all three gases, the experimental data lay lower than the numerical points, which is a clear indication of an incomplete surface accommodation. Beyond that, several other factors may play a role in this difference. First, there are numerical and experimental errors; they are not expected to cause a difference between the computation and the measurement larger than 5%. Then, there is a finite chamber size, with unknown accommodation on chamber walls. This has
been found to be a minor issue in a series of ES-BGK calculations, where the chamber size larger than about 2 m was found to have a negligible effect on the radiometric force. Finally, there is some impact of intermolecular collision law, or, in other words, gas viscosity and heat conductivity. This factor is also believed to be minor, as the bulk gas properties correspond to well established experimental values for the temperature range under consideration. All these indicate that the gas accommodation on the vane surface is the main reason for the difference between the numerical and experimental values. For comparison, additional computational were conducted for the three gases using the Maxwell model with an accommodation coefficients of 0.8 for argon, 0.86 for xenon, and 0.5 for helium. It is clearly seen that the use of a lower accommodation coefficient allows one to obtain good agreement with experimental data for all pressures and gases considered.

The value of 0.5 for accommodation coefficient used for helium to reproduce the experimental data is in fact close to the experimental-to-computed ratio of 0.53 obtained after averaging over pressures. Remember that the Maxwell model is characterized by a linear dependence between the force and the accommodation coefficient; obviously, the dependence is close to linear in the transitional regime as well. The value of 0.5 may in fact be obtained if the Knudsen model of accommodation is assumed, and the functional dependence of Eq. (11) is applied. In this case, the unknown $\alpha$ is calculated by equating the ratio of the right hand sides of Eq. (11) with $\alpha_K = \alpha$ and $\alpha_K = 1$ to the experimental-to-computed force ratio. Note that the value 0.5 is obtained when the Knudsen model of accommodation is assumed, and the functional dependence of Eq. (11) and equating the ratio of the right hand sides of Eq. (11) with an unknown $\alpha_K$ and $\alpha_K = 1$ to the experimental-to-computed force ratio.

Interestingly, the value of 0.5 also coincides with that of the Knudsen model of accommodation obtained assuming the functional dependence of Eq. (11) and equating the above ratio. As was mentioned earlier, the difference between the accommodation coefficients defined by the Maxwell model and the Knudsen expression is small for relatively small temperature differences examined in this work. It is therefore impossible to state which one is a better approximation for the transitional regime. For kinetic approaches, the authors believe that the use of Eq. (12) may be a better fit, with a simple ratio between the experimental and numerical radiometric forces being an estimate of the accommodation coefficient in the Maxwell model. Such a ratio for different gases is presented in Fig. 3. The accommodation coefficients for the Maxwell model, obtained in this work, are 0.81 for argon, 0.86 for xenon, and 0.53 for helium, all of them on a machined aluminum surface. Note that the value of the accommodation coefficient increases with molecular mass, which is consistent with the experimental observation of Ref. 32 but contradicts to a hypothesis of Ref. 33.

**VI. COMPARISON WITH PREVIOUS MEASUREMENTS**

Comparison of the above accommodation coefficients with those measured in the past is complicated by several factors in addition to their obvious dependence on particular gas and surface material. First, the coefficients obtained in this work are integral and not incident angle dependent. Therefore, it is difficult to compare them with molecular beam experiments. Second, the coefficients are generally sensitive to the wall and the surrounding gas temperature, and the results should be analyzed for the same temperature regime. Finally, the purity of the surface is very important, as the surface coverage and surface contamination change the accommodation coefficients. The last factor is related to the surface temperature and associated gas desorption, the sur-

![FIG. 2. Experimental and computed radiometric force for argon (left), xenon (center), and helium (right).](image_url)

![FIG. 3. Experimental-to-computed radiometric force ratio.](image_url)
face roughness and multiple gas-surface encounters, and the gas pressure. All these factors contribute to large differences often observed between accommodation coefficients measured by different authors. Some of the published results for the three gases considered in this work, along with the present data, are given in Table I.

For helium, the present accommodation coefficients, 0.53 for the Maxwell model and 0.5 for the Knudsen model, are close to that obtained in Ref. 17 for the thermal accommodation coefficient on machined aluminum kept at room temperature, for which the value of 0.47 was measured. The accommodation coefficient of helium on a plasma treated surface obtained in Ref. 17 is lower, 0.38. The normal momentum coefficients recommended 32 for helium on aluminum are somewhat higher, 0.65. It was also shown in Ref. 32 that the efficiency of the momentum transfer process increases with the mass of gas molecules, and relatively weakly depends on the surface material for temperatures ranging from 25 to 550 °C. The tangential momentum coefficients of helium on aluminum are not available, but for other materials were found to vary in a wide range depending on the experimental technique used, from 0.2 (Ref. 34) to about 0.9. 35

The thermal accommodation coefficient of argon on aluminum, tabulated in Ref. 16, ranges from 0.334 to 0.75 for different experimental techniques and surface temperatures from 400 to 800 K. A larger value of 0.86 was measured 17 for argon atoms colliding with a machined aluminum surface. A tangential momentum accommodation coefficient of 0.893 was recommended in Ref. 18 based on the analysis of a large array of experimental data.

The accommodation of xenon on aluminum has not been extensively studied in the past. The thermal accommodation coefficient was reported for temperatures from 500 to 800 K as 0.4, 16 where a concentric-cylinder method was used. Among other materials, platinum was studied theoretically 36 and the energy and momentum accommodation coefficients were calculated for room temperature conditions to be 0.85 and 0.81, respectively. A mean value of 0.95 was recommended in Ref. 18 for the tangential momentum accommodation coefficient of xenon on commonly employed surface materials. In measurement, 33 this coefficient was estimated as 0.9 for xenon on bronze ribbon.

### VII. CONCLUSIONS

A method for estimation of gas-surface accommodation coefficients, based on comparing measured and computed radiometric forces on heated vanes in rarefied flows, is presented. The method applies a new combined ES-BGK kinetic approach to match accurately measured force on a circular radiometer installed on a nNTS and mounted in a large vacuum chamber. Accommodation coefficients for the Maxwell model of gas-surface interaction may be deduced for a given pressure and gas-surface pair whether through the successive use of the combined approach with different values of the accommodation coefficient, or assuming a linear dependence of radiometric force on the accommodation coefficient.

Helium, argon, and xenon were considered in this work, for pressures ranging from approximately 0.01 to 1 Pa, and an aluminum vane with a diameter of 0.113 m was examined. The suggested values of the Maxwell model accommodation coefficients are 0.81 for argon, 0.86 for xenon, and 0.53 for helium, which reasonably agree with momentum and energy accommodation coefficients proposed in literature. The proposed experimental-computational method is general enough to be applied to a wide range of gases, surfaces, and temperature conditions.
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I. Introduction

CAPILLARY-DISCHARGE-BASED (CD), coaxial, electro-thermal pulsed plasma thrusters (PPT) are currently under development as a high-efficiency alternative to more traditional ablative PPTs. The major drawback of the traditional ablative PPT is the propulsive efficiency. Even though specific impulses (Isp) on the order of 1000 s have been achieved with ablative PPTs using electromagnetic acceleration, the propulsive efficiencies of flight-qualified thrusters typically remains below 10% [1]. Capillary discharges are relatively efficient sources of high-density, high-temperature plasmas, which are being developed for a number of applications [2–4]. The CD operates on a solid propellant ablated from a relatively long tube during a pulsed discharge. Previous performance calculations have suggested that a capillary-discharge-based electrothermal PPT can achieve propulsive efficiencies of 30–40% even without nozzle expansion [5]. Additional studies indicate that nozzle expansion of the high-pressure, high-temperature plasma generated by the capillary discharge will increase the efficiency above 50% [6]. With the potential for vast improvement in efficiency, the capillary-discharge, electrothermal PPT may be a strong candidate for satellite attitude control and station-keeping maneuvers.

In the present study, a diagnostic tool has been developed to investigate the applicability of a capillary discharge as an electrothermal PPT. A torsion thrust stand similar to that described in [7] has been designed and built to simultaneously measure the impulse and mass loss of the capillary discharge. The simultaneous nature of the developed technique will allow for pulse measurements of the discharge’s specific impulse through the relation

\[ I_{sp} = \frac{I_{tot}}{m_{prop}g_0} \]  \hspace{1cm} (1)

where \( I_{tot} \) is the total impulse, \( m_{prop} \) is the total propellant mass loss, and \( g_0 \) is the gravitational constant. The thruster will be configured on the thrust stand such that the impulse generated by the discharge and the steady-state force generated by the propellant mass loss act in the same direction. The combined signal from these effects can then be decoupled to assess the ratio of the impulse to the weight of propellant expended, yielding the specific impulse.

The thrust stand system developed in [7] has several advantages over more traditional methods of measuring specific impulse in solid propellant thrusters. First, the amount of mass loss is relatively low when compared with the associated impulse provided by a high-Isp thruster. Traditional mass loss measurements would require the averaging of multiple thruster firings to obtain meaningful data. By developing a system capable of measuring signals over several orders of magnitude, impulse and mass loss measurements can be made simultaneously on a shot-to-shot basis. Second, the system mass is traditionally measured before the performance measurements, and again after, to assess the propellant mass used [8]. These measurements may take place days apart and may require the system to be placed into a vacuum chamber and subsequently removed in between thruster firings at the cost of valuable time and resources. Finally, issues of handling, contamination, oxidation, and adsorption may complicate mass measurements that are not done in situ.

The simultaneous measurement of the total impulse and propellant mass loss is discussed in detail in [7]. In short, the thrust stand acts as an over-damped second-order oscillator whose motion in response to a known forcing moment can be predicted by its moment of inertia (I), damping coefficient (C), and torsion spring constant (K). For impulses with pulse widths much shorter than the period of the thrust stand, the magnitude of the total impulse imparted to the stand has a linear relation with the maximum deflection range of its motion. The mass loss has an equally well-defined relation to the difference between the initial zero position of the thrust stand and the final position once oscillatory motion has sufficiently damped. Examples of these relations can be seen in Figs. 1 and 2. Note that a thrust stand for a given application can be designed such that the range (governed by I, C, and K) is much larger than the steady-state deflection (governed only by K), thereby minimizing the error in the impulse measurement due to the steady-state mass loss. Using the model derived and validated in [9], the configuration of an operational thrust stand will be discussed in following sections.

II. Thrust Stand Design

The major components of the thrust stand are the rotational arm, damping magnets, flexure pivots (torsion springs), displacement sensor, and calibration system. The rotational arm contributes to the moment of inertia I of the stand and provides a structure to attach the thruster and other components. The damping magnets are used as eddy current generators to damp the stand’s motion and define the
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damping coefficient $C$ of the stand. The torsion springs (flexures) contribute to the spring constant $K$ by providing the restoring force for the stand. The displacement sensor measures the linear motion of the stand and defines the limits of the stand’s motion as well as the precision of the measurements. The calibration system provides a known steady-state force or transient impulse to the stand and defines the useful range of the stand’s accuracy. The major components of a thrust stand can be seen in Fig. 3.

Special consideration must be given to a choice in displacement sensors because the CD involves strong electromagnetic fields during the discharge. Such fields will interfere with any locally mounted electronic force sensors, such as piezo-based load cells. This interference is only present during the thruster firing, for which the thrust stand has an advantage. The pertinent measurement of the thrust stand’s motion required for an impulse determination is made relatively long after the thruster firing. Thus, for sensors that recover from the electromagnetic interference sufficiently quick, the effect from the interference is negligible. Linear variable differential transformers (LVDTs) have been successfully implemented on a previous thrust stand [7]. These sensors have an advertised repeatability less than or equal to 0.01%. The useful range and accuracy of the detector, for a given thrust stand configuration, directly sets the maximum impulse and minimum mass loss able to be resolved by the thrust stand.

To correlate position measurements with known forces and impulses, the stand must be calibrated in the same configuration that the thruster testing is conducted. The most straightforward system of calibration is to place calibrated weights on the stand to create a known force. Unfortunately, this method is not easily replicated for in situ vacuum calibration or short-duration impulses. Previous iterations of thrust stands have used electrostatic combs to generate repeatable and known attractive forces [10]. To cover the lower region of impulse calibration and allow for steady-state force calibration, a larger-scale electrostatic calibration system has been designed and built to impart up to a $5 \times 10^{-4}$ N force to the thrust stand. To cover the higher region of impulse calibration, a piezoelectric impact hammer will be implemented to calibrate in the $10^{-4} \sim 10^1$ N·s range. Figure 4 shows the linear relationship obtained between the impact hammer impulse and the deflection range of the thrust stand.

When choosing a set of flexures for the stand, the primary concern for the specific impulse measurement is that the change in beginning and ending positions due to CD mass loss is large enough to be resolved by the displacement sensor and ancillary acquisition hardware, yet small enough not to cause a large error in the impulse measurement. For the steady-state condition before and after the CD discharge, the displacement of the thrust stand is only dependent on the magnitude and position of the mass loss and the spring constant $K$ of the stand. Figure 5 shows the expected LVDT reading for a 12 mg mass loss, the amount predicted by the CD model in [6], as measured...
by the designed thrust stand as a function of the spring constant. Given a data acquisition hardware resolution of better than 1 mV, a thrust stand using any of the spring constants in the plotted range would be able to resolve a single-shot mass loss measurement. For high resolution, the preference for larger displacements can be obtained for smaller values of the spring constant. The spring constant, as well as the moment of inertia, affects the maximum range of the thrust stand for a given impulse. The range decreases with increasing spring constant and moment of inertia, as seen in Fig. 6. There is a diminishing return for limiting the range by increasing the moment of inertia of the thrust stand; therefore, the inherent limit of the displacement sensor indicates that higher spring constants are needed to limit the range produced by a given applied impulse. This leads to a trade that yields an optimum value for the spring constant when balancing between the sensitivity needed for the mass loss measurements and the restoring force needed for the total impulse measurements.

### III. Results and Discussion

As an iterative first step to CD-specific impulse measurements, a thrust stand comprising only the major elements was built. This iteration was used to validate the thrust stand model in [9] and its use for this application. It was also used as a test bed for integrating the thruster, calibration, and sensing equipment. The model coefficients for the first-iteration thrust stand can be seen in Table 1. The measured $K$ value matches the advertised unloaded spring constant from the manufacturer (published as $\pm 10\%$) within $1.5\%$. The measured motion of the thrust stand matched the model predicted motion. To test the CD attachment, data acquisition and control, power transfer connections, and feasibility of using an LVDT in the vicinity of the discharge, the CD was attached to the first-iteration thrust stand. Because the first-iteration thrust stand was not designed for the CD at operational power levels, the CD was operated at relatively low power. The displacement range measured by the LVDT on this stand vs the voltage potential on the discharge capacitor bank can be seen in Fig. 7. From [6], the total impulse should increase with an increase in capacitor potential, a trend that is reflected by the increase in measured deflection range.

With an experimentally validated model, the design space for the modification of the thrust stand for measuring the expected CD performance values from [6] was investigated. This trade study consisted of running the model for a variety of flexures and moments of inertia shown in Fig. 6. The first-iteration thrust stand could not measure the operational capillary discharge impulse as it would result in a range larger than the linear section of the LVDT. From Fig. 6, it is possible to limit this range of motion by increasing the spring constant of the stand; however, too large a $K$ value would not allow the stand to be useful for accurate mass loss measurements. Altering the moment of inertia offers near continuous values of the range simply by adding mass to the rotational arm without degrading resolution in the mass loss measurements.

Based on estimates from the preformed trade study, the first-iteration stand’s moment of inertia was modified by adding 5 kg to the end of each side of the rotational arm. In addition, the original aluminum damping plate was replaced with a copper plate, which generated a larger damping force to reduce stand motion. These changes can be seen in Fig. 8 and the characteristics of the stand in Table 1. After modifications, the model and modified stand were tested. The change in $I$ and observed change in $K$ are properly reflected in a change in measured period and maximum deflection.

<table>
<thead>
<tr>
<th>Table 1 Thrust stand characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thrust stand</td>
</tr>
<tr>
<td>$K$, N m/rad</td>
</tr>
<tr>
<td>$C$, N m s/rad</td>
</tr>
<tr>
<td>$I$, N m s$^2$/rad</td>
</tr>
</tbody>
</table>

Fig. 6 Thrust stand deflection range vs $I$ for multiple $K$ (note logarithmic axes).

Fig. 7 Thrust stand displacement range vs CD capacitor potential.

Fig. 8 Experimental thrust stand, calibration system, LVDT, and magnetic damping.

Fig. 9 Model comparison for the operational thrust stand for a 3.63 mN·s impulse.
range between the two iterations. The comparison between the operational (modified) thrust stand and the model used for the trade study can be seen in Fig. 9. (Note that the experimental line and the model line nearly overlap.)

While operating at its full discharge potential, the CD is expected to produce approximately $10^{-1} \text{ N} \cdot \text{s}$ impulse with a propellant mass loss of 12 mg [6]. The expected output of the LVDT for such a firing on the operational thrust stand can be seen in Figs. 1 and 2. This represents the operational levels for which the thrust stand was designed and modified. If experimental values are found to be significantly different than those predicted by the CD model, the thrust stand maintains the flexibility to be easily reconfigured for a large range of total impulse and propellant mass loss values by variations in the mass moment of inertia, spring constant and/or damping coefficient.
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Experimental and Computational Investigation of a RF Plasma Micro-Thruster
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W.B. Stein, A.A. Alexeenko, and I. Hrbud
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Abstract. A prototype RF plasma micro-thruster has been investigated numerically and experimentally. The experimental results were obtained on a thrust stand capable of micro-Newton resolution. Thrust and mass flow (hence specific impulse) were measured for an argon propellant at mass flows ranging from 0.4 to 5.5 mg/s. An increase over the cold gas thrust of up to 20% was observed for a discharge frequency of 100 MHz and an input power of 77 W. Propulsive efficiency was seen to increase both experimentally and numerically for increasing mass flow and decreasing discharge frequency.

Keywords: Micropropulsion, RF plasma thruster, plasma modeling, DSMC.

PACS: 51.50.+v, 52.25.Kn, 52.65.Pp, 52.65.Rr

NOMENCLATURE

\[ A_e = \text{Area of the nozzle exit [m}^2\text{]} \]
\[ A_o = \text{Area of the orifice [m}^2\text{]} \]
\[ C = \text{Effective exhaust velocity [m/s]} \]
\[ C_D = \text{Discharge Coefficient } \left( \frac{m_{\text{actual}}}{m_{\text{ideal}}} \right) \]
\[ F = \text{Thrust [N]} \]
\[ F_{\text{CG}} = \text{Cold Gas thrust [N]} \]
\[ F_m = \text{Momentum thrust [N]} \]
\[ F_p = \text{Powered thrust [N]} \]
\[ F_{\text{Pe}} = \text{Pressure thrust [N]} \]
\[ g_0 = \text{Earth’s gravitational constant [m/s}^2\text{]} \]
\[ I_{\text{sp}} = \text{Specific impulse [s]} \]
\[ k = \text{Boltzmann constant [J/K]} \]
\[ m = \text{Molecular mass [kg]} \]
\[ M = \text{Mach number at the nozzle exit} \]
\[ \dot{m} = \text{Mass flow rate [mg/s]} \]
\[ n_e = \text{Electron number density [m}^{-3}\text{]} \]
\[ P_a = \text{Ambient pressure [Pa]} \]
\[ P_e = \text{Nozzle exit pressure [Pa]} \]
\[ P_{\text{Jet}} = \text{Jet power [W]} \]
\[ P_{\text{in}} = \text{Supplied electrical power [W]} \]
\[ P_o = \text{Stagnation pressure [Pa]} \]
\[ r = \text{Radius [m]} \]
\[ r_0 = \text{Inner radius of discharge annulus [m]} \]
\[ r_1 = \text{Outer radius of discharge annulus [m]} \]
\[ T = \text{Temperature [K]} \]
\[ T_{\text{g0}} = \text{Neutral gas temperature [K]} \]
\[ U_e = \text{Nozzle exit velocity [m/s]} \]
\[ V = \text{Applied electrode potential [V]} \]
\[ \gamma = \text{Ratio of specific heats} \]
\[ \eta = \text{Thruster efficiency} \]

INTRODUCTION

An increasing need for inexpensive, highly flexible spacecraft for scientific and industrial applications has fostered research into designing practical microsatellites (satellites having less than 100 kg of mass). Microsatellites
have the prospect of replacing larger, more expensive spacecraft, either as solitary units or through multiple component formations, by utilizing a more adaptable, survivable platform.\textsuperscript{1,2} The severe mass and power limitations imposed on small satellite design implies that individual subsystems, including propulsion systems, need to be highly optimized.\textsuperscript{1} Providing efficient means for station-keeping, attitude control, and mission-specific maneuvering on small-scale satellites is extremely challenging, and optimizing these propulsion systems to minimize mass and meet power constraints, while maintaining strict performance requirements, becomes essential to the success of microsatellite systems.

One proposed concept for small spacecraft propulsion is the RF plasma thruster. Classified as an electrothermal propulsion system, this device uses a radio-frequency capacitively coupled discharge (RFCCD) to heat a propellant by creating a glow discharge plasma between two coaxial electrodes.\textsuperscript{3} An electrothermal thruster is defined as one that uses electric power to heat a gas. Traditionally, this has involved a resistive heating element (resistojet)\textsuperscript{4} or an arc (arcjet)\textsuperscript{5} to heat the propellant. The RFCCD is composed of a central quasi-neutral region analogous to the positive column in a direct current glow discharge. The energy of the applied electric field in the RF discharge is transferred to the bulk gas from collisions between the generated plasma and the neutral propellant gas. Therefore in the RF plasma thruster, the generated plasma is merely being used as a heating element. Propulsive performance relies on several macroscopic parameters including RF frequency (1 MHz to 1GHz) and power, propellant gas species, mass flow rate, and thruster geometry. These parameters will determine plasma formation and plasma characteristics, which will ultimately affect propellant heating and thruster lifetime.\textsuperscript{6}

The RFCCD thruster, shown schematically in Fig. 1(A), is a prototype device similar to that described in Ref. 3. The potential was applied to concentric electrodes via a coaxial (50-Ω impedance) feed from the RF power supply. The diameter ratio between the inner and outer electrodes produced a 50-Ω impedance to match that of the coaxial cables resulting in minimal power loss due to reflection. According to coaxial transmission line theory, the inner and outer diameters were 6.4mm and 12.7mm, respectively. An argon propellant was fed to the thruster plenum through a showerhead arrangement of twelve orifices of 1.59mm diameter. The discharge was struck between the inner and outer electrodes in the plenum. For the proof-of-principle experiments described here, the gas was expanded through a 2.69mm diameter orifice. The RFCCD used in the experimental study is shown in Fig. 1(B).

![RF Plasma Thruster Schematic and Hardware](image)

**FIGURE 1.** Schematic (A) and hardware (B) of the experimental RF plasma thruster.

To assess the thruster's propulsive capabilities the RF plasma thruster can be modeled numerically utilizing Particle-In-Cell/Monte Carlo Collision (PIC/MCC) and direct simulation Monte Carlo (DSMC) algorithms.\textsuperscript{8,7} The PIC/MCC method is used to determine plasma characteristics within the coaxial discharge annulus. The argon collision model employed in the computations includes electron-neutral ionization, charge exchange, lumped excitation, and elastic electron-neutral and ion-neutral scattering.\textsuperscript{8} These collision mechanisms are considered in both plasma bulk and sheath regions. Neutral temperature variation within the discharge affects the plasma-neutral collision frequency and thus the power transmitted into the propellant. To account for heat transfer between the plasma and neutral propellant, a 1-D conduction model was incorporated into the PIC simulation which utilizes power transmitted to the fluid via charge exchange and elastic collisions. This allows the plasma collision frequency and heating to vary with changes in neutral temperature. Thruster performance can be obtained using the DSMC method in conjunction with the neutral temperature predicted by the PIC/MCC simulation.
Because of the strict weight and power requirements that microsatellites demand, successful micropropulsion systems require a rigorous optimization effort. Parametric optimization in the laboratory is expensive and time consuming, wherein a more cost-effective, practical option relies on numerical modeling to find optimal thruster operating conditions. Though numerical modeling provides a proficient method for thruster optimization, a macroscopic parameter verification is needed to verify the computational results. This paper experimentally addresses the RF plasma thruster’s propulsive capabilities in order to substantiate the results obtained through PIC/MCC and DSMC modeling.

THEORY

Like most propulsive systems, the RF plasma thruster is designed to utilize propellant to create thrust. The thrust of a propulsion device is a measure of the force imparted by the expulsion of propellant (momentum thrust) and the force from the pressure differential across the nozzle exit plane (pressure thrust). Therefore, thrust is defined as

\[ F = \dot{m}U_e + A_e(P_e - P_a) = F_m + F_{Pe} = \dot{m}c \]

where the momentum and pressure thrusts can be consolidated into a single term related to an effective exhaust velocity. For an isentropic expansion into vacuum, \( (P_a = 0) \), the ratio of momentum thrust to pressure thrust is given by

\[ \frac{F_m}{F_{Pe}} = \gamma M^2 \]

which for the experimental configuration utilizing a sonic orifice expansion simplifies to \( \gamma \). Thus for argon, the pressure thrust term is not negligible. The mass flow for a sonic orifice is given by

\[ \dot{m} = C_D P_o A_o \left( \frac{\gamma m}{kT} \right) \]

Propulsion systems are often characterized by their specific impulse, defined as

\[ I_{sp} = \frac{F}{\dot{m}g_0} \]

The specific impulse is a measure of the amount of momentum transferred per unit mass of propellant. Generally, large \( I_{sp} \) indicates a propellant-efficient thruster. For electric thrusters, the propulsive efficiency is determined by the ratio of jet power (the power contained in the thruster plume) to the electrical power input into the system. \( P_{jet} \) is defined by

\[ P_{jet} = \frac{1}{2} \dot{m}c^2 = \frac{1}{2} g_0 I_{sp} F \]

The thruster efficiency is then given by

\[ \eta = \frac{P_{jet}}{P_{in}} \]

NUMERICAL MODELING

The numerical method used to model the RF plasma thruster employed a combination of PIC/MCC and DSMC algorithms. PIC/MCC was applied for kinetic plasma modeling in the inter-electrode spacing and was used to establish plasma characteristics within the thruster’s discharge annulus. The charged test particles in the PIC/MCC calculations move in the electric field produced between the electrodes. Collisions between charged and neutral particles are calculated using the Monte Carlo method. The PIC code used was XPDC1, a bounded, one dimensional simulation developed at the University of California at Berkeley by the Plasma Theory and Simulation Group. XPDC1 utilizes elastic scattering, lumped excitation, and electron-neutral ionization to model the power transfer to the propellant. The RF discharge in the annular gap between the coaxial electrodes was approximated by a one-dimensional PIC model thus neglecting the effects of neutral pressure drop along the electrodes which is expected to be insignificant. The PIC code was supplemented with a gas heat transfer (GHT) model to determine conductive heat-transfer due to plasma heating. Once the ion-neutral temperature was determined from PIC/MCC,
2-D axisymmetrical DSMC simulations modeled the converging section as well as the propellant expansion through the orifice and into the vacuum chamber. The PIC/MCC model inputs were pressure, voltage and frequency.

**NUMERICAL RESULTS**

Electron number density distributions for 0.5 and 2 Torr (corresponding to mass flows of 0.65 mg/s and 3.14 mg/s) at 100 V for applied frequencies of 100, 130, and 160 MHz are compared in Fig. 2 as a function of location (discharge annulus radius ratio). These density distributions illustrate the transition from a diffusion dominated discharge at low pressures to a collisional, asymmetric discharge at higher pressures. At lower pressures, electrons are able to traverse larger distances and diffuse through the gap between electrodes more easily. As a result the sheath width increases. A similar effect occurs when the applied frequency is decreased. Decreasing the frequency allows the electrons to travel in one direction longer per RF cycle and thus increases the sheath width. The average and peak number densities in Fig. 2 increase with both discharge pressure and applied frequency and show trends previously shown by Lee et al.\textsuperscript{10}

![Figure 2](image1.png)

**FIGURE 2:** Calculated electron number density for V=100 Volts. (A) P\textsubscript{0}=0.5 Torr, (B) P\textsubscript{0}=2.0 Torr.

![Figure 3](image2.png)

**FIGURE 3:** Calculated neutral gas temperature for V=100 Volts. (A) P\textsubscript{0}=0.5 Torr, (B) P\textsubscript{0}=2.0 Torr.

Figure 3 shows the comparison of calculated neutral gas temperature distributions for discharge pressures of 0.5 and 2 Torr and applied frequencies of 100, 130, and 160 MHz at 100 V. At a constant applied voltage, the neutral temperatures increase with increasing pressure and frequency. Higher pressure discharges have a higher ion-neutral charge exchange collision frequency which provides higher heating. This not only increases the neutral temperature of the discharge, but it also causes the discharge to have a more curved shape due to the increased heating in the sheaths. Increasing the applied frequency also increases the neutral temperature through increased power.
transmission into the fluid. Note that, increasing the applied frequency not only increases the neutral temperature but also decreases the discharge pressure if the mass flow rate through the thruster is held constant.

For electric thrusters, the measure of performance is the propulsive efficiency determined by Eq. (6). The results of the PIC simulations can be used to assess the effects of frequency on the propulsive efficiency. Figure 4 shows the total power transmitted to the propellant as a function of pressure and frequency for a constant applied voltage. An increase in frequency must be offset by a decrease in either pressure or voltage to keep a constant applied power. As the applied voltage increases, the power transmitted into the propellant increases which causes a rise in the neutral gas temperature. Since the mass flow rate is held constant, the rise in gas temperature must come with an increase in pressure, causing the power transmission to increase until the discharge stabilizes. An increase in the applied frequency will act to decrease the applied potential since the pressure and temperature are constrained by the mass flow and cannot change for a constant power. Thus, for constant power and mass flow, discharges which operate at a higher frequency will operate at a reduced voltage compared to their lower frequency counterparts. This increase in applied frequency, and corresponding decrease in applied potential, reduces the transmission efficiency and the microthruster performance.

**FIGURE 4.** Power transmitted to propellant as a function of discharge pressure and applied frequency.

**EXPERIMENTAL SETUP**

The RF plasma thruster was tested inside the CHAFF-IV high vacuum chamber, a 6-m long, 3-m diameter stainless steel test chamber at the University of Southern California. CHAFF-IV is primarily pumped by a Zyrianka 900 diffusion pump capable of a 30,000 L/s pumping speed on nitrogen. The Zyrianka 900 provided background pressures of $10^{-5}$ to $10^{-3}$ Torr over the range of experimental thruster flow rates.

The thruster was attached to the arm of the nano-Newton thrust stand (nNTS) as shown in Fig. 5. The nNTS used in this study was a torsion thrust stand similar to that described by Jamison, et al.11 Gas coupling was accomplished through a compression fitting-sealed, flexible rubber tube mounted along the rotational axis of the stand. RF power was attached through a 2.4-mm diameter, Kapton insulated coaxial cable secured above the stand and draped across the arm to minimize physical influence on the stand’s movement. Thrust stand deflection was measured using a linear variable differential transformer (LVDT) attached to a 24-bit data acquisition card. An electrostatic comb calibration system, modified from the technique described by Selden and Ketsdever12, was used for precise steady-state force calibration between 270 μN and 2.4 mN. The force curve provided by the electrostatic combs adequately spanned the range produced by the RF plasma thruster over the range of tested flow rates.

Gas flow to the thruster was measured with an Omega™ mass flowmeter. The flowmeter operates by creating a pressure differential in a laminar flow field. The flowmeter forces the gas into streamlined flow and measures the pressure drop across a known length of laminar flow. Measures of absolute temperature and pressure inside the meter correlate the volumetric flow rate to a standardized mass flow rate. Measurements correlating mass flow and line pressure were taken using a 1-Torr differential Baratron. Pressure measurements were obtained independently of thrust traces due to the complication of attaching the Baratron to the oscillating nNTS.

The RF power system consisted of a RF power amplifier and frequency generator. The RF power amplifier provided RF frequencies between 70 and 160 MHz at adjustable power levels between 0 and 100 W. The transmission line connecting the RF power system and thruster maintained 50-Ω impedance, minimizing power loss.

The total duration of a test sequence on the nNTS was 180 seconds and encompassed four 30-s segments and one 60-s segment. The first 30 seconds represents a zero baseline where neither gas nor power was supplied to the
thruster. The second 30 seconds established a cold gas baseline where only gas was delivered to the thruster. After 60 seconds, power was supplied to the thruster, igniting the plasma that remained lit until the 90th second when the power supply was turned off. Gas was turned off after 120 seconds allowing the thrust stand to damp towards its zero baseline for the remainder of the test sequence. A typical 160 MHz powered trace with input power, \( P_{in} = 83 \pm 1 \) W, and mass flow, \( \dot{m} = 4.52 \pm 0.02 \) mg/s, is shown in Fig. 6. Figure 6 also shows the displacements corresponding to the cold gas and powered thrust segments.

Powered thrust trials were taken for 100 Mhz, 130 Mhz, and 160 Mhz at 100 W forward power while mass flow to the thruster was varied between 0.4 and 5.5 mg/s of argon. Input power, \( P_{in} \), was considered the difference between forward power and reflected power. Reflected power varied with mass flow and frequency. Additional tests with \( \dot{m} = 1.225 \pm 0.002 \) mg/s and 160 Mhz frequency were taken with forward power levels of 30 W, 65 W, and 100 W to see the effects of various power levels on thruster performance.

![Figure 5](image_url)  
**FIGURE 5.** The RF Plasma thruster attached to the arm of the nNTS. The electrostatic comb calibration system was attached to the opposite arm of the thrust stand.

**EXPERIMENTAL RESULTS**

Several thruster performance characteristics were obtained experimentally in an effort to compare to numerical trends in order to verify the computational model. The ratio of RF powered thrust to unpowered (cold gas) thrust, \( F_p/F_{CG} \), was measured to quantify the increase in thrust produced by igniting a plasma in the RF plasma thruster. A typical thrust trace sequence used to determine \( F_p/F_{CG} \) is shown in Fig. 6. For the nNTS trace shown in Fig. 6, the initial rise from zero is due to the unpowered gas flow to the thruster. Power was turned on at 60 seconds and allowed to remain on for the following 30 seconds. The slight increase in unpowered thrust when the power is turned off at 90 seconds is due to the heating of the thruster (and propellant) by the preceding powered operation.

Figure 7 shows the thrust ratio, \( F_p/F_{CG} \), for \( \dot{m} = 1.225 \pm 0.002 \) mg/s and 160 MHz frequency as a function of input power levels. The magnitude of \( F_p/F_{CG} \) is directly related to the power input of the system, where operating the thruster at higher power levels increased thrust.

![Figure 6](image_url)  
**FIGURE 6.** A typical powered trace from the nNTS.

![Figure 7](image_url)  
**FIGURE 7.** Thrust ratio as a function of input power.
The thrust ratio was also examined as a function of frequency and mass flow as shown in Fig. 8. There are two potential mechanisms contributing to the shape of the thrust ratio plot. Below a 1 mg/s mass flow rate, there is a diminishing return of ion-neutral energy transfer as pressure in the chamber increases. The neutral gas temperature increases primarily due to charge exchange collisions between relatively fast argon ions and slow neutrals. At low pressures, there are few ions created in the discharge annulus, however the ions gain relatively high speed in-between collisions. These fast ions transfer energy to the neutral gas, increasing the temperature. At high pressures, the ions do not get to the same energy as the low pressure case in-between collisions, which reduces the thrust ratio.

Above a mass flow of 1 mg/s the determining factor in Fig. 8 is a relatively high plasma density. At low pressures, the power-coupling to the gas is efficient; however, it only results in a weak or diffuse plasma discharge. There are few free electrons available to collide with argon atoms yielding an overall low number of ionizing collisions and correspondingly low plasma density. As pressure increases, the total power transferred to the gas also increases, increasing plasma density. More ions are produced, increasing collisions with atoms in the accelerating sheath. At the inflection point in Fig. 8, (~1 mg/s), the increase in plasma density begins to compensate for the diminishing energy transfer per ion-neutral collision. Though each charge exchange collision is transferring smaller amounts of energy, the increased number of impacts begins to give the atoms more total energy resulting in an increase in \( I_{p} / F_{CG} \).

The thruster’s specific impulse for various discharge frequencies is shown as a function of mass flow rate in Fig. 9. The theoretical maximum cold gas specific impulse, shown as a straight line in Fig. 9, was computed using 1-D ideal isentropic flow relationships. The experimental \( I_{p} \) was several seconds less than the theoretical maximum due to viscous and other losses. Powered thrust measurements followed a trend similar to the thrust ratio in Fig. 8 and produced increases over cold gas specific impulse for all frequencies. For mass flow rates above 1.25 mg/s, powered \( I_{p} \) increases with increasing mass flow. The increasing specific impulse signifies the thruster becomes more propellant efficient at larger mass flow rates and lower frequencies. The numerical results presented in Fig. 4 indicate that higher stagnation temperatures are produced at higher discharge frequencies. Although this should lead to higher specific impulse in an ideal case, the higher stagnation temperature leads to lower Reynolds number in the expansion orifice which increases the viscous losses. The higher viscous losses subsequently result in lower specific impulse.

Figure 10 shows how the RFCCD’s propulsive efficiency varies with mass flow rate and frequency. As can be seen, the propulsive efficiency increases for increased mass flow. The efficiency also increases at a given mass flow rate for decreased discharge frequency. The input power used to calculate the propulsive efficiency in Fig. 10 was found by finding the difference in forward and reflected power. The jet power used was determined by taking the thrust and \( I_{p} \) difference between the powered and unpowered (cold gas) values. The values in Fig. 10 are low for a micropropulsion system; however, the thruster was not optimized in this study nor was it operated in the most efficient regime.

**DISCUSSION**

Cold gas experimental data of thrust versus mass flow validated the DSMC model used to evaluate the gas expansion through the exit orifice. Figure 11 shows experimental and numerical results for cold gas thrust using an argon propellant. Computational modeling produced cold gas thrust values within 8% of those obtained...
experimentally, further validating the use of DSMC for orifice flows. Previous studies\textsuperscript{13} have shown that DSMC accurately predicts cold gas thrust and specific impulse for rarefied and near-continuum flows. Errors in this study most likely stem from machining and measurement tolerances associated with the experimental orifice diameter, surface roughness, and the axi-symmetric nature of the DSMC simulations.

For powered thrust operation, the experiments were performed to give an adequate representation of the trends in thruster performance as a function of mass flow rate and frequency. These trends have been duplicated in the numerical modeling in several ways. First, the thrust produced by the RFCCD increased as a function of input power. Second, the propulsive efficiency increased with increasing mass flow. From Fig. 4, an increased mass flow for a constant power and frequency must lead to an increase in voltage. A voltage increase generally led to a higher transmission efficiency which gave a higher overall propulsive efficiency for the thruster. Figure 10 shows this same trend in the experimental results. Finally, the propulsive efficiency was higher for lower values of the discharge frequency. Again, Fig. 4 shows this trend for the numerical results, and Fig. 10 shows a similar trend observed experimentally. Geometry and operating parameters of the RFCCD will be optimized using future numerical results in an effort to increase thrust, specific impulse, and propulsive efficiency.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig10.png}
\caption{Propulsive efficiency as a function of $\dot{m}$ and frequency.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig11.png}
\caption{Cold gas thrust as a function of $\dot{m}$.}
\end{figure}
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A novel diagnostic method is described that utilizes a thrust stand mass balance (TSMB) to directly measure time-accurate mass flow from a solid-fuel thruster. The accuracy of the TSMB mass flow measurement technique was demonstrated in three ways including the use of an idealized numerical simulation, verifying a fluid mass calibration with high-speed digital photography, and by measuring mass loss in more than 30 hybrid rocket motor firings. Dynamic response of the mass balance was assessed through weight calibration and used to derive spring, damping, and mass moment of inertia coefficients for the TSMB. These dynamic coefficients were used to determine the mass flow rate and total mass loss within an acrylic and gaseous oxygen hybrid rocket motor firing. Intentional variations in the oxygen flow rate resulted in corresponding variations in the total propellant mass flow as expected. The TSMB was optimized to determine mass losses of up to 2.5 g and measured total mass loss to within 2.5% of that calculated by a NIST-calibrated digital scale. Using this method, a mass flow resolution of 0.0011 g/s or 2% of the average mass flow in this study has been achieved. © 2008 American Institute of Physics. [DOI: 10.1063/1.2982492]

I. INTRODUCTION

Measuring the time-accurate mass flow of ablating, subliming, or combusting solids has posed problems in several areas of application including microelectromechanical systems etching,1 laser machining,2 and solid-fuel thruster research.3 For example, time-accurate mass flow of ablating material from laser interactions could be used to investigate efficient machining parameters of the laser system in real time. Current techniques to investigate the efficiency of laser machining processes involve removing the sample from the original setup and investigating the results using scanning electron microscopy.2 The thrust stand mass balance (TSMB) technique described in this study allows for in situ measurements of mass loss in a time-accurate manner. Although the aforementioned applications involve systems where mass is being lost, there are also issues with measuring systems gaining solid mass as a function of time, most notably processes involving thin-film deposition.4 Although this study will focus on mass flow measurements from a hybrid propulsion system which utilizes a solid-fuel propellant, the TSMB can be viewed as a general instrument for measuring the time-accurate mass flow of generic processes. Widespread use of hybrid rockets as safe, low cost, and flexible alternatives to liquid and solid thrusters3,5 has prompted the study of a novel diagnostics tool for their investigation. This study used a scaled hybrid motor as a proof of concept for the time-resolved, direct measurement of solid propellant mass flow. Several technologies exist to accurately measure the thrust6–8 of small-scale propulsion devices; however, accurately measuring a solid propellant mass flow as a function of time is much more difficult due to the required instrument time response. In the case of most gaseous and liquid fuel thrusters, the mass flow of the propellant and oxidizer during a burn can be measured by a variety of well-characterized, time-resolved mass flow techniques. The problem is more difficult when applied to solid and hybrid propellant motors where standardized tools do not exist. To determine the propellant mass flow from a solid system, current techniques rely on known oxidizer flow rates or chamber pressures to extrapolate the propellant mass flow over time, or an averaged mass flow rate is measured based on the total mass loss and time of the burn.9 Two novel methods are currently under development to measure chamber volume during a burn which is then used to derive fuel regression and mass flow. Evans et al.10 used x-rays to image a transparent hybrid motor and were able to track the regression rate in the chamber. Their method shows reasonable promise; however, scaling effects are significant because the chamber diameter to length ratio must be larger than optimum for thruster performance in order for the x rays to image the chamber effectively. Also, the x-ray technique only provides an image of one position along the axial length of the port. The difference between x-ray image-estimated port diameter and published data shows that the chamber radius at the end of the burn can be off by at least 10% corresponding to a 19% error in volume and mass.10 De Zilwa et al.11 used acoustic and photometric techniques to quantify chamber volume. These methods rely on accurately measuring Helmholtz oscillations that can occur whenever a large volume terminates in a narrow throat. The Helmholtz oscillation frequency is proportional to the inverse of the square root of the chamber volume and can be measured by...
observing flame flicker with a photomultiplier tube or with pressure transducers. Their tests showed that approximately a 3% accuracy is achievable with a time resolution of 45 Hz. However, like x-ray techniques, Helmholtz techniques have required motor conditions that can differ from those in an optimal thruster.\textsuperscript{11}

To eliminate some error,\textsuperscript{12} and allow for direct measurement of the propellant mass flow as a function of time, the TSMB was developed for systems where the experimental uncertainty is of the same order as the measurement being made. In this study, a hybrid thruster core was aligned so that the thrust generated was perpendicular to the motion of the TSMB, and the thrust vector did not contribute to the deflection of the balance. As the solid propellant burned, the displacement of the TSMB varied directly with the change in mass of the hybrid thruster system. By analyzing the displacement of the test stand as that of a damped, spring-mass system, the forcing function was derived. By analyzing the rate of change in the forcing function, the mass flow rate was determined. To the authors’ knowledge, it appears that the method presented in this report is the first means of determining the instantaneous mass flow of any size or type of solid propellant motor configuration.

\section*{II. THEORETICAL FRAMEWORK}

The TSMB behaves like an underdamped, oscillating, mass-spring system. System motion is described by the following second order differential equation:

\begin{equation}
\dddot{X}(t) + C \ddot{X}(t) + K X(t) = F(t) r.
\end{equation}

For small angles of deflection, $\theta$, the motion of the stand can be linearly approximated through the small angle identity as $\sin(\theta) = \theta = X/r$. The left side of Eq. (1) is related to the measurement of the stand’s motion and the right side is related to its forcing. The stand’s motion can then be written as

\begin{equation}
I \dddot{X}(t)/R_L + C \ddot{X}(t)/R_L + K X(t)/R_L = F(t) R_L.
\end{equation}

Equation (2) allows the linear, kinematic motion of the TSMB to be used to derive a time-resolved forcing function regardless of the natural frequency of the stand. The forcing function is found by the addition of the position, velocity, and acceleration components, scaled by the spring constant, $K$, damping coefficient, $C$, and moment of inertia, $I$, as shown in Eq. (2). Therefore, the position of the stand as a function of time can be used to derive the velocity and acceleration functions, and the time-resolved forcing function can be determined with a resolution independent of the period of the TSMB.\textsuperscript{13}

In order to derive the forcing function from a measured deflection, the coefficients in Eq. (2) must be experimentally measured from the TSMB. By applying a steady state calibration force to the stand, as times goes to infinity, the resulting deflection becomes

\begin{equation}
K X/R_L = F_C R_C.
\end{equation}

The remaining two coefficients can be found by analyzing the measured period and the decay of the deflection amplitude as a function of time. First, a logarithmic decrement is defined as

\begin{equation}
\delta_n = \ln(X_i/X_{i+n}),
\end{equation}

where $i$ is a positive integer, and $X_i$ and $X_{i+n}$ are peak amplitudes, separated by $n$ periods. The damping ratio is then given by

\begin{equation}
\zeta = \delta_n / (2 \pi n^2) + \delta_n.
\end{equation}

The measured frequency of the stand can be found from the measured period and related to the natural frequency by

\begin{equation}
\frac{2 \pi}{T} = \omega_d = \omega_n \sqrt{1 - \zeta^2}
\end{equation}

and the mass moment of inertia and damping coefficients are

\begin{equation}
I = 
\begin{bmatrix}
K
\end{bmatrix}
\omega_n^2,
\end{equation}

\begin{equation}
C = 2 \zeta K I.
\end{equation}

Therefore, coefficients $I$, $C$, and $K$ may be determined from any single test trace resulting from a known, static, steady state calibration load. It follows that if the deflection, $X(t)$, resulting from a dynamic load, is measured on a stand with no significant change in $I$, $C$, or $K$, the time dependent function $\dot{F}(t)$, which describes that dynamic load, may be determined through Eq. (2). By assuming that the stand is only forced by the change in mass of the thruster system, the rate of change in $\Delta m_p$ is simply the time derivative of the forcing function divided by the gravitation constant

\begin{equation}
\dot{m}(t) = \frac{\dot{F}(t)}{g_o}.
\end{equation}

Before proceeding with the experiments in the laboratory, the diagnostic technique was verified using an idealized numerical model free of experimental noise and uncertainty. Equation (1) can be solved for the components of the stand’s motion yielding

\begin{equation}
\theta(t) = \frac{M_o}{K} + e^{at} \left[ \left( \theta_o - \frac{M_o}{K} \right) \cos(\beta t) + \left( \frac{\dot{\theta}_o - \alpha K \theta_o + \alpha M_o}{K \beta} \right) \sin(\beta t) \right],
\end{equation}

\begin{equation}
\dot{\theta}(t) = e^{at} \left[ \dot{\theta}_o \cos(\beta t) + \left( \frac{I \alpha \dot{\theta}_o - K \theta_o + M_o}{I \beta} \right) \sin(\beta t) \right],
\end{equation}

\begin{equation}
K = F_C R_C.
\end{equation}
A-35

\[ \ddot{\theta}(t) = e^{\alpha t} \left[ \left( \frac{M_o - C \dot{\theta}_o - K \theta_o}{I} \right) \cos(\beta t) + \frac{\alpha(M_o - C \dot{\theta}_o - K \theta_o) - K \dot{\theta}_o}{I \beta} \sin(\beta t) \right] \]

where \( \alpha = -C/2I \) and \( \beta = \sqrt{K/I - \alpha^2} \). This system of equations can be solved numerically to simulate a steady state forcing function.

Equations (10)–(12) were used to create an idealized, simulated TSMB response signal to arbitrary static (short duration) mass changes from 0 to 1.5, 2.0, 0.5, 0, 2.5, 1.25, and finally back to 0 g at the end of the trace. The signal was artificially sampled to see if the differential analysis could accurately derive the forcing function of the system when given an ideal case. The diagnostic technique correctly derived the constants \( K \), \( C \), and \( I \) to within less than 1% of the simulated values. Numerical differentiation techniques were used to calculate the derivative functions of the discretized waveform representing the stand’s simulated motion. Scaling the displacement, velocity, and acceleration components by the calculated coefficients, the TSMB analysis technique was able to correctly derive the forcing function from Eq. (2) as shown in Fig. 1. The slight overshoots at each change in mass were due to the numerical differentiation of a discontinuous step function.

### III. EXPERIMENTAL SETUP AND METHODS

The TSMB design was based on the nanonewton thrust stand\(^8\) (nNTS) and the nanoimpulse balance stand\(^9\) (NIBS) developed by the Air Force Research Laboratory. These stands measure thrust or impulse using a torsion pendulum that pivots around a vertical axis of rotation. A force imparted to the nNTS or NIBS results in a horizontal displacement of the stand, which is precisely measured using a linear variable differential transformer (LVDT). Using these systems, robust techniques exist to perform thrust and impulse measurements for forces as low as 80 nN (steady state) or 7 nN/s (impulse). The TSMB used in this study differed from the nNTS and NIBS systems because the arms of the stand were set on a horizontal axis of rotation as shown in Fig. 2. A horizontal axis of rotation allowed the stand to rotate in the vertical plane and thereby detect changes in mass resulting from changes in force due to gravity instead of measuring the thrust produced from the hybrid motor. The TSMB also differed from its predecessors in that the arms of the stand were bigger in order to support relatively large hybrid thrusters. In sizing the arms of the stand, trade-offs were made between the rigidity of the torsional flexures and the maximum deflection of the stand. The goal for the system was to measure a total mass loss of approximately 2.5 g (i.e., a force of 25.5 mN) at a radial distance of approximately 45 cm from the center of the stand’s rotation.

As with previous versions of the stand, adjustable magnetic eddy currents were used to damp the TSMB motion.\(^{13}\) Gaseous oxidizer for the hybrid thruster was delivered to the stand through a small flexible tube aligned with the axis of rotation to minimize influence on the TSMB’s motion as shown in Fig. 2. Because of the small rotation angles produced during motor firings, the effect of the gas supply tube was minimal. However, any resistance to rotation caused by the feed line added to the torsional spring constant and was accounted for in the calibration process. The oxidizer flow rate was measured using an Omega® 5.0 SLM (SLM denotes standard liters per minute) flowmeter.

TSMB calibration was accomplished using calibration masses of approximately 0.5, 1.0, 1.5, and 2.1 g. Each mass was measured by a NIST-calibrated digital scale with a resolution of 10 \( \mu \)g. The calibration masses were lowered onto the stand by an electric winch to provide consistent drop velocity and placement location. A rigid bracket ensured that the winch system did not touch any part of the weight or stand once the mass had been lowered. Calibration traces were run for 210 s and consisted of 45 s of unloaded trace, 90 s with the calibration mass on the TSMB, and 75 s with the calibration mass removed (again unloaded). The calibration time was adequate to establish a zero reference point and determine the steady state deflection. The unloaded traces at the beginning and end of the calibration were compared to ensure that thermal and electronic drifts of the LVDT were negligible. Approximately six calibration traces were completed for each test firing and were performed both before and after the motor fired. The resulting displacement caused by the calibration or thruster firing was measured as a voltage difference by the LVDT and sampled by a data acquisition unit at either 60 or 1000 Hz. Analysis of the calibrations

---

**FIG. 1.** (Color online) Derived forcing function from the simulated stand motion compared to the actual (imparted) forcing function.

**FIG. 2.** (Color online) Schematic of the experimental TSMB.
yielded $K$, $C$, and $I$ used in Eq. (2). The coefficients determined from each calibration set were averaged and were specific to the particular test motor setup. Both 60 and 1000 Hz sampling rates yielded adequate time resolution for the time scales presented in this study.

To validate the TSMB’s dynamic response, a dynamic calibration was conducted using a known volumetric flow rate of ethanol from a graduated syringe. The stream from the syringe was directed onto the inside wall of a receiving cup on the TSMB arm. The syringe was depressed by hand, expelling the ethanol in approximately 15 s. The mass of the syringe was measured before and after the trace expelling the ethanol in approximately 15 s. The mass of the rate of ethanol from a graduated syringe. The stream from calibration was conducted using a known volumetric flow scales presented in this study.

Variable flow rate tests were performed to verify investiga- tion of increased mass loss associated with increased oxidizer and fuel combustion.

The hybrid rocket motors tested in this study consisted of polymethyl methacrylate (acrylic, PMMA, or PMM) cylindrical fuel cores with gaseous oxygen (GOx) used as an oxidizer. The PMMA fuel core cylinders were 4.5 $\pm$ 0.3 cm long with a diameter of 3.810 $\pm$ 0.003 cm. The center bore (combustion chamber) was drilled down the length of the cylinders with a diameter of 0.686 cm. A test casing was manufactured from copper with a 1.27 cm orifice plate welded to one end and the oxidizer inlet line connected to the other as shown schematically in Fig. 3. The copper feed line fit within the port of the fuel core sealing tightly and preventing any combustion on the feed-end face of the fuel core. A Ni-chrome wire was used to ignite the test core.

The hybrid firing traces were 260 s long to allow for a thruster burn duration of up to 1 min as well as adequate time to identify the reference TSMB zero deflections. The first 45 s recorded the unloaded deflection of the stand. Because of possible variables that could contribute to off-axis thrust (machining errors during thruster construction or misalignment in motor positioning) the unloaded state was followed by 10 s with only the oxidizer flowing to verify that there was no off-axis thrust being generated. The core was then ignited and allowed to burn for 10–60 s, after which the oxidizer was turned off and combustion was terminated. The oxidizer flow rate varied from 1.0 to 3.0 SLM. The mass of the core and igniter was measured on the NIST-calibrated digital scale before and after each burn as a means to investigate the accuracy of the total mass loss measured by the TSMB. Variable flow rate tests were performed to verify detection of increased mass loss associated with increased oxidizer and fuel combustion.

The LVDT output voltage as a function of time was translated into time varying linear displacement, $X(t)$. A Savitzky–Golay algorithm and Butterworth low-pass filters were used to smooth and filter the LVDT signal while the first and second derivatives of the function were taken using standard five-point, finite-difference, numerical differentiation methods. The error in the five-point method is on the order of the time step to the fourth power. Less accurate numerical differentiation techniques can cause phase shifting during differential analysis. At slower sampling rates, the differential phase shifting can become problematic when deriving the forcing function. The five-point method effectively eliminates any problems that arise from larger time steps between samples due to slower sampling rates. Once the signal was differentiated, the time-dependent derivatives were combined with the displacement function and the values for $I$, $C$, $K$, $R_L$, and $R_R$, as developed in Eq. (2). This approach yielded the forcing function, $F(t)$, and allowed for a derivation of $\ddot{m}(t)$. Values of $\Delta m_p$ were determined by two methods: (i) computing a numerical time integral of $\dot{m}(t)$ over the course of an entire burn (or fluid mass flow test) and (ii) measuring the change in stand deflection between the unloaded and loaded states. These $\Delta m_p$ values were then compared to the pre- and postfuel weights measured by the NIST digital scale.

### IV. RESULTS AND DISCUSSION

The coefficients of mass moment of inertia, $I$, damping, $C$, and the spring constant, $K$, varied slightly from test to test, and thus, test specific constants were used in the analysis of each firing. One complication of the TSMB as used in this study was that the mass moment of inertia changed as the stand added or removed mass. However, the change in mass moment was small ($<0.002$ N m s$^2$/rad) compared to the overall moment of inertia of the TSMB which was measured to have an average value of 0.187 $\pm$ 0.002 N m s$^2$/rad. The value for the TSMB spring constant was found to be 4.81 $\pm$ 0.01 N m/rad. This was consistent with the published value from the torsional spring manufacturer of 5.2 $\pm$ 0.5 N m/rad. The average damping coefficient was measured to be 0.034 $\pm$ 0.002 N m s/rad. A typical calibration trace used to determine $K$, $C$, and $I$ is shown in Fig. 4(a). Figure 4(b) shows the analysis of Fig. 4(a) using the TSMB method. The average derived mass addition function agrees with the $1.048 92 \pm 0.000 01$ g mass applied to the stand to within 0.29%. The small oscillations in the mass function were due to data filtering and were propagated through the

![Figure 3](image-url) Schematic of the hybrid motor test casing and PMMA core.

![Figure 4](image-url) (a) A typical calibration weight drop test (1.05 g) and (b) corresponding derived mass function.
analysis by the numerical differentiation. The numerically induced ringing was seen whenever there were abrupt changes in the force applied to the stand including calibration mass drops and hybrid thruster shutdown.

The mass flow from the dynamic fluid flow calibration is shown in Fig. 5. The data points represent the mass flow rate found by high-speed video camera footage. This is considered the standard mass flow and is found by measuring the number of frames required for the syringe plunger to move from one gradation on the barrel to the next multiplied by the density of the ethanol used. The derived flow rate measured on the TSMB shows good agreement with the mass flow rate recorded on the high-speed camera. Because the plunger of the syringe was depressed by hand (i.e., not uniformly), the good agreement between the two values suggests that the oscillations are physical variations in the mass flow rate.

The total mass loss measured by a NIST-calibrated digital scale was used to check the accuracy of the experimental TSMB values. The total propellant mass loss for various motor cores can be seen in Table I. There is good agreement between the digital scale values and those from the two methods of TSMB data analysis with an average difference for both methods of less than 1.5%. The values found by comparing the loaded versus the unloaded state of the TSMB were typically within 0.2% of the values found by integrating the mass flow over the entire burn duration. Thus, the TSMB provided a consistently accurate method of evaluating the total mass lost during the burn. It is noteworthy that the TSMB calculated mass loss was consistently below the mass loss measured by the NIST scale. This is most likely caused during transport of the thruster from the TSMB to the scale. The extra mass loss measured by the scale is on the order of milligrams and can be explained by small amounts of loose fuel, igniter wire, or exhaust deposits falling from the thruster during handling. Possible errors caused during transportation to and from the scale, which cannot be accounted for by traditional means of mass loss measurement, are eliminated by the TSMB method.

Table I. Comparison of measured and derived mass loss.

<table>
<thead>
<tr>
<th>Motor No.</th>
<th>NIST scale $\Delta m$ ($10^{-3}$ kg)</th>
<th>TSMB $\Delta m$ (load vs unload) ($10^{-3}$ kg)</th>
<th>Difference from NIST scale (%)</th>
<th>TSMB $\Delta m$ ($\text{int}$) ($10^{-3}$ kg)</th>
<th>Difference from NIST scale (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.046</td>
<td>1.036</td>
<td>1.00</td>
<td>1.031</td>
<td>1.42</td>
</tr>
<tr>
<td>7</td>
<td>1.400</td>
<td>1.388</td>
<td>0.87</td>
<td>1.387</td>
<td>0.90</td>
</tr>
<tr>
<td>8</td>
<td>1.098</td>
<td>1.094</td>
<td>0.40</td>
<td>1.095</td>
<td>0.27</td>
</tr>
<tr>
<td>9</td>
<td>1.259</td>
<td>1.248</td>
<td>0.89</td>
<td>1.246</td>
<td>0.99</td>
</tr>
<tr>
<td>10</td>
<td>1.323</td>
<td>1.291</td>
<td>2.43</td>
<td>1.291</td>
<td>2.42</td>
</tr>
<tr>
<td>11</td>
<td>1.564</td>
<td>1.537</td>
<td>1.75</td>
<td>1.535</td>
<td>1.85</td>
</tr>
<tr>
<td>12</td>
<td>1.497</td>
<td>1.471</td>
<td>1.71</td>
<td>1.471</td>
<td>1.75</td>
</tr>
<tr>
<td>13</td>
<td>1.637</td>
<td>1.615</td>
<td>1.36</td>
<td>1.616</td>
<td>1.28</td>
</tr>
<tr>
<td>19</td>
<td>3.171</td>
<td>3.108</td>
<td>2.00</td>
<td>3.108</td>
<td>1.98</td>
</tr>
<tr>
<td>20</td>
<td>1.977</td>
<td>1.931</td>
<td>2.35</td>
<td>1.930</td>
<td>2.36</td>
</tr>
<tr>
<td>21</td>
<td>1.722</td>
<td>1.702</td>
<td>1.19</td>
<td>1.704</td>
<td>1.03</td>
</tr>
<tr>
<td>22</td>
<td>2.110</td>
<td>2.071</td>
<td>1.86</td>
<td>2.072</td>
<td>1.81</td>
</tr>
<tr>
<td>23</td>
<td>1.183</td>
<td>1.163</td>
<td>1.67</td>
<td>1.165</td>
<td>1.54</td>
</tr>
<tr>
<td>24</td>
<td>1.221</td>
<td>1.200</td>
<td>1.65</td>
<td>1.202</td>
<td>1.50</td>
</tr>
<tr>
<td>25</td>
<td>1.142</td>
<td>1.133</td>
<td>0.82</td>
<td>1.134</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Average error: 1.46% Average error: 1.45%
layer flame zone. The mass loss and mass flow rate measured by the TSMB are also compared to the average mass loss and mass flow rate calculated from the NIST scale, assuming a constant rate of change during the thruster burn time. The average mass loss and mass flow were found by the traditional method of measuring the total system mass before and after the burn and dividing by the burn time. The discrepancy between the TSMB-derived and scale-averaged analyses highlights the difference between a theoretical rocket with constant mass loss, and an experimental motor with realistic operating conditions. In Fig. 6, the plots stray from a theoretical average burn rate primarily at ignition and shutdown as expected.

A motor firing with two levels of GOx flow rate (1.0 and 2.0 SLM) is shown in Fig. 7. The good temporal sampling allows speculation as to the nature of the fluctuations in mass flow seen in Fig. 7(b) to be developed. There was a spike at about 56 s where the igniter fired in the presence of 1.0 SLM oxidizer flow causing igniter mass loss for about a second. Mass flow from the igniter spike nearly returns to zero before combustion of the fuel begins. Such information could help engineers in the design of more efficient igniter systems.

Following the igniter spike there was mass loss due to combustion of the PMMA fuel at the exit end of the motor and increasing fuel mass loss as the flame propagated across the length of the combustion port. Between 60 and 77 s, the mass flow rate continued to rise as the port burned radially, increasing the port diameter and exposing more fuel surface area. At 77 s, a second valve was opened doubling the GOx flow rate, which resulted in an increase in mass loss. The spike at 77 s could be caused by a momentary pulse of off-axis thrust though such effect was seen when the initial 1.0 SLM flow was established in the motor prior to ignition.

The mass flow at 2.0 SLM remained relatively flat with time. The lack of an upward trend at 2.0 SLM may be caused by a trade-off between increasing exposed fuel surface and a decreasing percentage of oxidizer reaching the flame zone. Also, the fuel mass flow rate at a GOx flow of 2.0 SLM was not twice that of the 1.0 SLM oxidizer flow. The total propellant mass flow resulting from a doubled oxidizer flow was only about 1.5 times greater (about 0.063 versus 0.040 g/s at GOx = 1.0 SLM). At 96 s one GOx valve was closed and mass flow returned to the previous level before the remaining flow was throttled back to zero. Throttling the GOx to zero eliminated the numerical ringing in Fig. 7 that was induced when the oxidizer flow was abruptly shut off. Following oxidizer flow shutoff, there was still a small amount of combustion as residual or atmospheric oxygen allowed the grain to smolder for a few seconds.

By monitoring chamber pressure it may be possible to refine pressure based regression rate models that are more specific to a particular phase of a burn profile using the TSMB. It may also be possible to develop active controllers for hybrid motors that optimize specific impulse or maximize thrust while maintaining safe chamber pressures. The TSMB method could lead to a better understanding of combustion chamber dynamics, resulting in more efficient hybrid and solid rockets.

V. CONCLUSION

A novel diagnostic technique was developed, utilizing the TSMB, to directly measure the propellant mass flow of a hybrid rocket core as a function of time. By analyzing the TSMB as a damped spring-mass system, the position of the stand as a function of time was used to derive the forcing function that induced the TSMB motion. From the forcing function, accurate mass flow rates were derived for the hybrid thruster fuel cores. The technique was verified using two calibration methods. The first used known weights added and removed from the stand. The second used a dynamic system with a known mass flow rate of ethanol added to the mass balance. Measurement of time-accurate, propellant mass flow rates from a hybrid thruster in the range of 10⁻⁶ – 10⁻³ kg/s was demonstrated. Total mass loss measured by the stand differed from mass loss measured by a NIST-calibrated digital scale by less than 2.5%. Using this method, a mass flow resolution of 0.0011 g/s or 2% of the average mass flow in this study was achieved. Further research is now underway to demonstrate the utility of such accuracy when analyzing combustion dynamics within solid-fueled combustion chambers.

Future research should aim to investigate ways mass flow and motor efficiency can be improved using TSMB analysis, perhaps incorporating chamber pressure data. TSMB mass flow data should be compared with x-ray and Helmholtz oscillation test data from ongoing programs. This will require scaling up of the TSMB setup since these other techniques require larger combustion chambers to achieve mass flow resolution approaching that of the TSMB. The principles governing TSMB operation are, in theory, unaffected by scaling of the device and should lead to better mass flow accuracy than the 2% error presented here. Despite the small scale of current testing, and the promise of improved accuracy with larger scale testing, TSMB time-accurate measurements already appear to be more accurate than any other method in the literature.
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NOMENCLATURE

\[ \delta_n = \text{logarithmic decrement} \]
\[ \zeta = \text{damping ratio} \]
\[ \omega_n = \text{natural frequency (rad/s)} \]
\[ \omega_d = \text{damped frequency (rad/s)} \]
\[ C = \text{torsional damping coefficient (N m/rad)} \]
\[ F_C = \text{static calibration force (N)} \]
\[ g_o = \text{acceleration due to gravity on earth (m/s}^2\) \]
\[ I = \text{mass moment of inertia (N m s}^2\text{/rad))} \]
\[ I_{sp} = \text{specific impulse (s)} \]
\[ I_{tot} = \text{total impulse (N s)} \]
\[ K = \text{torsional spring constant (N m/rad)} \]
\[ M_o = \text{steady state forcing moment (N m)} \]
\[ m_p = \text{mass flow of propellant (kg/s)} \]
\[ \Delta m_p = \text{total propellant mass loss (kg)} \]
\[ m_C = \text{mass of steady state calibration weight (kg)} \]
\[ R_C = \text{radial distance from pivot to center of calibration load (m)} \]
\[ R_I = \text{radial distance from pivot to LVDT (m)} \]
\[ R_R = \text{radial distance from pivot to center of test load (m)} \]
\[ X = \text{measured LVDT deflection (m)} \]

---
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Nomenclature

\[ C = \text{torsional damping coefficient, N} \cdot \text{m/s/rad} \]
\[ C_m = \text{laser-material momentum coupling coefficient, dyne/W} \]
\[ E = \text{laser energy, W} \]
\[ F_C = \text{static calibration force, N} \]
\[ g_o = \text{acceleration due to gravity on Earth, m/s}^2 \]
\[ I = \text{mass moment of inertia, kg} \cdot \text{m}^2 \]
\[ I_{sp} = \text{specific impulse, s} \]
\[ I_{tot} = \text{total impulse, N} \cdot \text{s} \]
\[ K = \text{torsional spring constant, N} \cdot \text{m/rad} \]
\[ M = \text{forcing moment, N} \cdot \text{m} \]
\[ M_f = \text{steady-state forcing moment, N} \cdot \text{m} \]
\[ P = \text{laser power, J} \]
\[ Q^* = \text{laser energy consumed per unit mass ablated, J/kg} \]
\[ R_C = \text{radial distance from pivot to center of calibration load, m} \]
\[ R_L = \text{radial distance from pivot to linear variable differential transformer, m} \]
\[ R_G = \text{radial distance from pivot to center of test load, m} \]
\[ T = \text{natural period of the stand, s} \]
\[ t = \text{time, s} \]
\[ X = \text{measured linear variable differential transformer deflection, m} \]
\[ \Delta m = \text{change in mass due to laser ablation, kg} \]
\[ \delta_n = \text{logarithmic decrement} \]
\[ \xi = \text{damping ratio} \]
\[ \theta = \text{angular deflection, rad} \]
\[ \tau = \text{pulse duration, s} \]
\[ \omega_n = \text{natural frequency, rad/s} \]
\[ \omega_d = \text{damped frequency, rad/s} \]

Introduction

The impulse produced by a thruster can be found by integrating the thrust produced with time. The specific impulse \( I_{sp} \) is defined as the impulse delivered by a propulsion system divided by the weight of the propellant used to produce that impulse [1]. Traditional specific-impulse measurements for propulsion systems that use solid propellants are complicated by several issues. First, the amount of mass loss and the associated impulse provided by pulsed systems may be relatively low, requiring the averaging of multiple thruster firings to obtain meaningful data. The performance of individual pulses can be lost through the averaging of multiple tests. Understanding of individual pulse performance can lead to more efficient thrusters if parameters between subsequent tests can be quantified.

Second, the system mass is traditionally measured before the performance measurements, and again after, to assess the propellant mass used [2]. These measurements may take place days apart and may require the system to be placed into a vacuum chamber and subsequently removed between thruster firings at the cost of valuable resources. Finally, issues of handling, contamination, oxidation, and adsorption may complicate mass measurements that are not done in situ.

To combat these issues for pulsed thruster systems, a thrust stand mass balance (TSMB) and associated experimental techniques have been developed in which both the total mass loss and impulse are measured simultaneously. The concurrent measurement of the impulse and mass loss leads to a direct measure of specific impulse. The benefits of the developed technique include the ability to measure specific impulse directly and in situ without the complications and potential inaccuracies of multiple measurements. The resolution of the TSMB is such that it could measure the impulse and mass loss of individual pulses from most micropropulsion systems currently under development. The developed technique allows both mass and impulse measurements simultaneously while the thruster is in vacuum, reducing the influence of oxidation, adsorption, and contamination. The major limitation of the technique is that it is only currently valid for pulsed systems in which the pulse width is less than the natural period of the thrust stand.

The technique has been applied in this work to investigate a laser ablation system, although the technique is also valid for a variety of pulsed propulsion systems such as solid microthrusters [3] and pulsed plasma thrusters [4]. Laser ablation affords some benefits...
when developing the TSMB. First, the laser pulse energy can be tuned to allow more or less ablative mass loss in a particular laser pulse. Second, a variety of propellants (target materials) can be used to assess the ability of the technique to distinguish the specific impulse over a relatively wide range. One of the disadvantages to using laser propulsion is the inherent scatter in the data between pulses. Drift in the laser energy output and physical differences between ablation sites on engineering targets account for much of the scatter. However, this scatter can also be viewed as a benefit in the development of the TSMB because the ability to measure the performance of individual impulses can be demonstrated.

Numerous experimental techniques have been employed in the past to measure mass loss and other fundamental properties of laser ablation events. The techniques include time-of-flight mass spectroscopy, plasma spectroscopy, nanosecond-shadowgraphy [5], and other plasma imaging techniques [6]. Each technique may be useful in understanding certain aspects as they monitor specific components of the ejected material. However, each has limitations and weaknesses in their application for investigating a broad range of laser ablation systems. Because the ejected material is limited, each component must be resolved individually from the spectrums measured for laser ablation. Each component of the ejected material. However, each has limitations in understanding certain aspects as they monitor specific components of the ejected material.

Thrust Stand Mass Balance

The TSMB is based on the nano-Newton-second impulse balance system (NIBS) described by D’Souza and Ketsdever [7]. By inverting the NIBS to allow for a horizontal axis of rotation, both the propulsion system gets lighter, with the change in mass resulting in a force on the TSMB. As a thruster fires, mass is released and the propulsion system gets lighter, with the change in mass resulting in a measurable deflection of the TSMB. The resulting steady deflection is calibrated to indicate the net change in mass due to the loss of propellant. With both the impulse and mass loss force acting in the same direction, the two forces couple to produce a single deflection trace on the TSMB. For the performance of the thruster to be assessed, the ability of the technique to distinguish the specific impulse (impulse and weight change) and plots their individual and combined dynamic effects on the TSMB. The TSMB behaves like an undamped, oscillating, mass-spring system. System motion is described by the following second-order differential equation for a rigid bar:

\[ I \ddot{\theta}(t) + C \dot{\theta}(t) + K \theta(t) = M(t) = F(t)r \]  

(1)

For small angles of deflection \( \theta \), the motion of the stand can be linearly approximated through the small-angle approximation, such that Eq. (1) can be written as

\[ \frac{I \ddot{X}(t)}{R_L} + C \frac{X(t)}{R_L} + K \frac{X(t)}{R_L} = F(t)R_\theta \]  

(2)

To derive the forcing function from a measured deflection, the coefficients in Eq. (2) must be experimentally measured from the TSMB. By applying a steady-state calibration force to the stand, the resulting deflection, as time goes to infinity, becomes

\[ \frac{K X(t)}{R_L} = F(t)R_\theta \]  

(3)

The remaining two coefficients can be found by analyzing the measured period and the decay of the deflection amplitude as a function of time. First, a logarithmic decrement is defined as

\[ \delta \equiv \ln \left( \frac{X_i}{X_{i+n}} \right) \]  

(4)

where \( i \) is a positive integer, and \( X_i \) and \( X_{i+n} \) are peak amplitudes, separated by \( n \) periods. The damping ratio is then given by

\[ \xi = \delta / \sqrt{\left( n \cdot 2\pi \right)^2 + \delta^2} \]  

(5)

The measured frequency of the stand can be found from the measured period and related to the natural frequency by

\[ \frac{2\pi}{T} = \omega_\theta = \omega_\theta \sqrt{1 - \xi^2} \]  

(6)

and the mass moment of inertia and damping coefficients are

\[ I = \frac{K}{\omega_\theta^2} \]  

(7)

\[ C = 2\xi \omega_\theta \sqrt{KI} \]  

(8)

Therefore, the coefficients \( I, \) \( C, \) and \( K \) may be determined from any single test trace resulting from a known, static, steady-state, calibration load. It follows that if the deflection \( X(t) \), resulting from a dynamic load, is measured on a stand with no significant change in \( I, \) \( C, \) or \( K, \) the time dependent function \( F(t) \), which describes that dynamic load, may be determined through Eq. (2). Therefore, the system in Eq. (1) can be solved numerically for a steady-state forcing function as

\[ \dot{\theta}(t) = \frac{M_0}{K} + e^{\theta^2} \left[ \dot{\theta}_0 - \frac{M_0}{K} \right] \cos(\beta t) \]

\[ + \left( \frac{\dot{\theta}_0 K - \alpha K \theta_0 + \alpha M_0}{K \beta} \right) \sin(\beta t) \]  

(9)

\[ \dot{\theta}(t) = e^{\theta^2} \left[ \dot{\theta}_0 \cos(\beta t) + \left( \frac{I \alpha \dot{\theta}_0 - K \theta_0 + M_0}{I \beta} \right) \sin(\beta t) \right] \]  

(10)

\[ \ddot{\theta}(t) = e^{\theta^2} \left[ \frac{M_0 - C \dot{\theta}_0 - K \theta_0}{I} \cos(\beta t) \right. \]

\[ + \left( \frac{\alpha (M_0 - C \dot{\theta}_0 - K \theta_0) - K \dot{\theta}_0}{I \beta} \right) \sin(\beta t) \]  

(11)

where \( \alpha = -C/2I \) and \( \beta = \sqrt{K/I - \alpha^2} \).
It has already been shown that any arbitrary or irregular force can be approximated using a series of constant-force segments of small time widths \( \tau \) [7]. As such, the combined effect of two overlapping forces does not pose a particular problem for the TSMB. For simplicity, a constant force \( F \) is applied for a duration of \( \tau \), resulting in the modeling of an impulse bit. The force profile corresponding to the mass change can be determined for a given specific impulse such that the weight loss is given by the total impulse \( F \cdot \tau \) divided by the specific impulse. Assuming that the mass loss occurs steadily over the duration of the impulse, the force profile for the mass loss ramps up to a plateau, as seen in Fig. 2. Figure 2 shows the manifested force applied to the TSMB by the propellant mass loss and by the thruster impulse.

Figure 3 shows results from the TSMB model for a simulated pulsed thruster delivering a typical impulse of 1 mN \( \cdot \) s. Shown are traces for the dynamic response of the TSMB for each effect individually and their combined result on the TSMB. The individual traces (for mass loss and impulse) assume that the TSMB has experienced only that force in the absence of the other. It is evident in Fig. 3 that between the individual impulse trace and mass loss trace, a phase shift exists in the timing, which results from the accommodation of the stand to the effective natural period of oscillation. In the case of the impulse, the pulse width is short relative to the natural period of the TSMB, allowing the stand to accommodate almost instantaneously. However, the force associated with the mass loss is continuously applied. This manifests as a slight phase shift in the two individual effect curves that, when combined, results in a curve that is close in magnitude to the curve for the impulse acting by itself but is temporally shifted. Because of the fact that the impulse is measured by taking the range of deflection from the first peak to the first valley, the magnitude of the curve for the impulse acting alone tends to be preserved in the combined trace. The mass loss is then simply measured by examining the total deflection of the tail of the trace compared with the initial zero point.

To verify that the magnitude of the impulse is preserved and can be decoupled from the mass loss, the input parameters of pulse width, specific impulse, and total impulse were varied in the model. The total impulses were varied from 3 nN \( \cdot \) s up to 1 mN \( \cdot \) s to fully cover the dynamic range of the stand, which was limited by the sensitivity of the current version of the TSMB. This entire impulse range was generated using a wide range of simulated pulse widths that were all less than the natural period of the stand, \( T \). Additionally, for each set of impulse and pulse-width parameters, the specific impulse was varied from 1 to over 25,000 s. The results are summarized in Fig. 4 for an impulse of 1 mN \( \cdot \) s. The spread in the data points (represented by error bars) shows the effects of the variation in specific impulse from 1 to 25,000 s. The magnitude of the mass loss varies with the specific impulse and has varying effects on the resulting TSMB deflection. It is interesting to note that the mass loss effect for a given impulse consistently manifests itself as a percentage of the impulse magnitude, such that smaller impulses result in proportionately smaller errors. For pulse widths below a tenth of the natural period, the deflection for a given specific impulse appears to be constant. For pulse widths above a tenth of a period, an expected decrease in the overall TSMB deflection is evident. Figure 4 also shows that as the pulse width approaches the natural period of the TSMB, the range of error from the mass loss increases, which results from the accommodation to the natural period. As the pulse width increases, the impulse component of the trace begins to shift in phase. Similar to the superposition of waves out of phase, constructive and destructive interference can be expected. As the phases between the components begin to synchronize, constructive interference results in larger error in the magnitude of the deflection range.

Figure 5 depicts the trend of the error caused by simultaneously measuring the impulse and the corresponding mass loss. Note that Fig. 5 only includes points for pulse widths less than 0.25 T, to
minimize the scatter that is caused by pulse-width effects. Above a specific impulse of approximately 2 s, the percentage error in the calculated deflection range is less than 0.5%. For specific-impulse ranges in which thrusters would typically be tested, the error is almost negligible. Therefore, the standard and simple deflection technique for measuring impulse is sufficient for most micropropulsion systems currently being developed.

**Experimental Setup**

The TSMB, shown in Fig. 1, is a torsion balance that consists of two flexure pivots that are used to support the balance and to provide a restoring force and is similar to the thrust stand described by Jamison et al. [8] The flexures have a spring constant of approximately 0.0016 Nm/deg. The TSMB is completely symmetric about the center of rotation, with two armatures extending from each side of the stand. The TSMB is inertially balanced to reduce the effects of outside vibrations on the measurements. The force measurements involve the sensing of an angular displacement resulting from the torque applied to the damped rotary system. The method for detecting angular deflection is to measure the linear displacement at a known radial distance using a linear variable differential transformer (LVDT). For the forces measured in this study, the linear movement at the end of the TSMB arm is on the order of a micrometer. Therefore, the error associated with the angular movement of the thrust stand arm is negligible. The motion of the TSMB is damped by a permanent magnet arrangement that uses eddy currents to provide a viscous force. The TSMB is calibrated using an electrostatic comb system described by Selden and Ketsdever [9].

For pulsed thruster systems, the TSMB is inverted with a horizontal axis of rotation. In this configuration, the TSMB can measure impulse and propellant mass loss simultaneously. To demonstrate the effectiveness of the TSMB, laser ablation events were investigated. Tests were configured using an 800-mJ-per-pulse Infinity Nd:YAG laser to ablate several material targets. Target materials were placed on the TSMB, located in a vacuum chamber capable of maintaining background pressures of 10⁻⁶ torr. The Infinity laser was configured to emit a wavelength of 532 nm at a repetition rate of 100 Hz. A shutter was situated in the path of the laser, and a pulse generator was used to trigger the shutter, resulting in an average of 35 shots arriving at the target. On the path to the target, the laser passed through a beam splitter, allowing the power of the laser to be monitored and the number of pulses per test to be counted. Testing was performed on several engineering surfaces, including machine-grade Teflon, Buna, and Viton. For these tests, the average number of shots on each site was held constant, whereas the energy of the laser was varied between 50 and 400 mJ IR. A calibration procedure using electrostatic combs [9] was conducted before the start of testing on each new target.

Upon completion of the tests, the data were analyzed to determine the impulse and mass loss of the material. This procedure required the data trace from the TSMB to undergo two different analyses. The first step was the determination of the mass lost during the ablation event. The analysis takes the average of the data points both before and after the ablation event. These averages are then used to determine the total stand deflection due to the steady-state mass lost from the target. The averages are also used to remove any electronic (thermal) drift in the LVDT. Because the total sampling time of an individual impulse event is relatively short (on the order of minutes), thermal drift is not significant, as shown in previous work [7,8]. The corresponding LVDT voltage change due to the propellant mass loss is shown in Fig. 6a. Using the steady-state calibration data from the electrostatic combs, the change in voltage can be directly correlated with a force associated with the change in target weight. The second step of the data analysis is to determine the impulse from the laser ablation event. This step analyzes the maximum deflection of the LVDT, which occurred between the first peak and first valley of the trace, as shown in Fig. 6b. Using pulsed-mode calibration data from the electrostatic combs, the maximum deflection can be directly correlated with an impulse.

**Results and Discussion**

The common measure of propulsive efficiency is the specific impulse. The specific impulse is a measure of the impulse per unit of expended propellant weight. From a propulsion-efficiency perspective, it is desirable to get the largest impulse for the lowest mass loss (i.e., high specific impulse). In its simplest form only the total impulse measurement and mass loss measurement are required to calculate the specific impulse. Figure 7 shows the impulse and corresponding ablative mass loss for a Buna target as a function of the total laser energy delivered to the target material. There is an increase in both impulse and mass loss as the laser energy increases, which leads to a general increase in the specific impulse shown in Fig. 8. The scatter in the data evident in Fig. 8 may come from a variety of sources. In the calibration process, the TSMB has repeatability of less than 1% (one sigma error). The scatter in Fig. 8 is much greater than 1%, indicating that the physical ablation process is most likely the
Each data point represents a different test at a different target material location. Variations in laser output, surface roughness, and material impurities are the most likely causes of the scatter.

Figure 9 shows similar impulse and mass loss results for Viton. The specific impulse for these measurements is shown in Fig. 10. It is evident that the specific impulse increases with total laser energy up to about 175 mJ. At energies above 175 mJ the specific impulse tends to decrease. This trend can be explained by investigating the momentum coupling coefficient between the material and the incident laser beam. Phipps et al. [10] predict that the impulse efficiency, as measured by the momentum coupling coefficient, rapidly reaches a maximum once the ablation threshold is surpassed and then decreases with increasing laser intensity. The reduction in the efficiency can stem from several factors, including the shielding of the laser beam by ablating material. The coupling coefficients as a function of laser intensity are shown in Fig. 11a for Viton and Buna [11]. It should be noted that both materials have relatively low ablation thresholds and correspondingly high maximum coupling coefficients. Figure 11b shows the coupling coefficient for machine-grade Teflon. Note that the ablation threshold for Teflon is noticeably higher than for either Buna or Viton and the maximum coupling coefficient is lower.

Figure 12 shows impulse and mass loss for machine-grade Teflon with the corresponding specific impulse shown in Fig. 13. The specific impulse tends to decrease for total laser energies above about 300 mJ. The specific impulse for Teflon is generally lower than it is for either Buna or Viton, which correlates to its lower maximum coupling coefficient. The momentum coupling coefficient can be found from

\[ C_m = \frac{I_{sp}}{E} = \frac{F}{P} \]  

and the specific impulse can then be written as

\[ I_{sp} = \frac{C_m Q^*}{g_o} \]  

where \( Q^* = E/\Delta m \). Therefore, both \( C_m \) and \( Q^* \) are dependent on the laser energy incident upon a particular material target.
Fig. 9 could be reformatted to show $C_m$ and $Q^*$ as a function of laser energy or total power. As can be seen, both the impulse $C_m$ and mass loss $Q^*$ are functions of the laser operating conditions, and thus $Q^*$ is not a constant. This implies that there is not a straightforward relationship between $I_{fl}$ and $C_m$. However, general trends in $I_{fl}$ can be inferred from Eq. (13). For a given $Q^*$, a larger $C_m$ implies a larger $I_{fl}$. Also, the threshold at which $C_m = 0$. In general, these trends are verified by the data shown for the specific impulse. The data in Figs. 8, 10, and 13 show the ability of the TSMB to consistently measure the specific impulse from laser ablation events. In these cases, both mass loss and impulse were successfully extracted from a single TSMB trace.

Conclusions

The TSMB has been used to consistently measure mass loss and impulse for laser ablation events. The ability to concurrently resolve impulse and mass loss from a single TSMB trace allows for the direct measurement of specific impulse. Although some scatter is visible in the data, there are multiple factors that could contribute to this scatter. For instance, the surface roughness of the spot being ablated could vary between test sites. The trends measured in the laser ablation specific impulse were consistent with the coupling coefficients for the various target materials. Buna exhibited the largest specific impulse for the incident laser energies investigated in this study. The TSMB showed its usefulness as a diagnostic tool for the direct measurement of specific impulse from laser ablation thrusters by demonstrating that specific impulses in the range of hundreds of seconds were achievable for laser ablation thrusters on engineering surfaces. However, the model results also indicate that the TSMB will be useful for other pulsed thruster systems. The major requirement of the thruster system is that the thruster firing time be no more than approximately one-quarter of the TSMB natural period for the inherent measurement error to remain below 0.5%. The natural period of the balance can be modified by changing either the associated spring constant or moment of inertia, allowing flexibility for a particular thruster system. The TSMB has shown its utility as a diagnostic tool for propulsion systems in which the measurement of mass flow is not straightforward. Mostly, these are solid propellant systems such as laser ablation thrusters, pulsed plasma thrusters, and hybrid thrusters.
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Advances in microtechnology manufacturing and capability have led to an increased interest in micro- and nanosatellites. A propulsion system was designed to meet the on-orbit attitude control requirements for nanosatellites. The free-molecule microresistojet, a low-cost, low-power, high propellant-storage density, and green propulsion system, was analyzed in this study to determine its ability to provide a slew maneuver for a typical 10-kg nanosatellite. Additionally, a free-molecule-microresistojet technology demonstrator was fabricated using traditional and microelectromechanical systems techniques. The technology demonstrator was analyzed and tested in this study to determine its performance characteristics when operating with water propellant. Experimental data show that the free-molecule microresistojet, with a heated wall temperature of 580 K, can attain a specific impulse of 79.2 s with a thrust level of 129 μN. For a given mass flow, higher thrust levels can be achieved by increasing the temperature of the free-molecule-microresistojet heater chip. The experimental results agree favorably with predicted values from kinetic theory. Applying the measured performance of the technology demonstrator to an optimized setup, the free-molecule-microresistojet system could provide a 45-deg slew of a typical nanosatellite in 60 s, which is acceptable for many nanosatellite applications.

Nomenclature

\( A_e \) = area of the expansion slots, m²

\( C \) = mass flow rate constant, m·s

\( D_{pore} \) = diameter of the pore, m

\( F_{dyn} \) = fluid dynamic force, N

\( F_u \) = surface tension force, N

\( g_o \) = gravitational constant (9.81 m/s²)

\( h_e \) = height of the empty cavity, m

\( h_p \) = height of the propellant, m

\( I_{sp} \) = specific impulse, s

\( I_{tot} \) = total impulse, s

\( k \) = Boltzmann’s constant (1.38E-23 J/K)

\( m \) = molecular mass, kg

\( M \) = total mass of the satellite, kg

\( m_w \) = mass of the sloshing wave, kg

\( m_{prop} \) = mass of the propellant, kg

\( P_o \) = stagnation pressure, bar

\( P_{vap} \) = vapor pressure, bar

\( r_i \) = radius of the propellant tank, m

\( T_o \) = stagnation temperature, K

\( T_w \) = expansion-slot wall temperature, K

\( V_e \) = volume of the empty cavity, m³

\( \alpha \) = transmission probability

\( \gamma \) = surface tension of water, dyne/m

\( \theta \) = contact angle, deg

I. Introduction

Nanosatellite missions are currently being conceived as a result of the development of micro- and nanotechnologies. The general agreement in the spacecraft community is that a nanosatellite represents a total system mass between 1 and 10 kg [1]. Nanosatellites impose significant limitations on the mass, power, and volume available for all subsystems, including propulsion [2]. The presence of such a propulsion system will allow orbit maintenance, pointing-angle adjustments, or formation repositioning. Figure 1 shows the thrusters used for the maneuver time required for various pointing-angle adjustments. These slew maneuvers assume a 10-kg cylindrical nanosatellite of consistent density. The satellite was defined as consisting of 30% aluminum covering the structures, whereas the remainder of the satellite was silicon, based on the requirement for microelectromechanical system (MEMS) fabrication. The nanosatellite was assumed to be 14.50 cm in diameter and 24.92 cm in height, giving a moment of inertia about the spin axis of 0.0263 kg·m². As seen in Fig. 1, thrusters can provide a 45-deg slew in 60 s at a thrust level of 0.3 mN. According to Janson et al. [3], a slew on the order of tens of seconds would be considered to be a relatively quick maneuver. Although propulsion systems can prove to be enabling for nanosatellite missions, many current systems are too massive and draw too much power for consideration on nanosatellites [2].

The free-molecule microresistojet (FMMR) was designed to meet the strict requirements of nanosatellites [4]. The FMMR exhibits many system features that are beneficial to nanosatellite operations, including low-pressure operation, low power consumption, low mass, and low propellant-storage volume. The FMMR’s ability to operate on lower pressures permits the use of a propellant stored as either a liquid or solid at nominal storage temperatures. The storage density of the propellant is important to minimize the volume required for the propellant tanks. In this study, the performance of the FMMR with a liquid water propellant is of interest. Several factors were identified that make the use of water propellant beneficial to the...
FMMR system. First, water is stored as a liquid onboard the nanosatellite, with a relatively high storage density compared with gaseous propellants. Second, water has a relatively low molecular mass, which enhances the specific impulse for electrothermal thrusters. Third, water has a relatively high vapor pressure at typical nanosatellite on-orbit temperatures. The vapor pressure is sufficient to provide FMMR operating pressures without the need to prevaporize the liquid propellant. Finally, water’s surface tension allows for phase separation with a hydrophobic microporous membrane, to insure that only gaseous propellant makes it to the FMMR plenum.

The FMMR consists of three main parts: the heater chip, the flow control, and the propellant storage. These parts are shown in Fig. 2 for an optimized nanosatellite propulsion system. The propellant gas arrives in the plenum after passing through a set of phase-separating filters and an actuating valve. The FMMR generates thrust by expelling the propellant gas in the plenum through a series of the expansion slots in the MEMS-fabricated heater chip.

Although the FMMR system illustrated in Fig. 2 is optimized for a nanosatellite, a technology demonstrator (TD) was fabricated using traditional and MEMS techniques. The TD is shown in Fig. 3. This system was designed to perform a spin maneuver on a university microsatellite [3]. Because the thrust requirement for the microsatellite was significantly larger than for a typical nanosatellite, the TD design was driven by factors not necessarily consistent with the FMMR concept. However, the FMMR was scalable and offered a distinct enhancement in performance over a contoured-nozzle design. However, a previous study showed that for low-Reynolds-number operation (consistent with the FMMR design), a nozzle does not offer a distinct enhancement in performance over a simple orifice or slot [5].

The FMMR heater chips for the optimized and TD systems are shown in Fig. 4. The TD heater chip is significantly larger, for the purpose of producing a larger thrust level. This shows the flexibility of the FMMR system for satellite design. By adding expansion slots and thus increasing the propellant mass flow, the FMMR system can be tuned to the thrust level required by a particular mission. The expansion-slot design also leads to a reduction in possible single-point failures over the expansion of the propellant through a traditional single-nozzle configuration. A high-pressure nozzle expansion, producing thrust comparable with FMMR, would be limited by a relatively small throat diameter. Plugging of the throat by a contaminant could lead to a failure; however, the plugging of a portion of a slot would still leave the remaining slot area available for thrust generation. A potential drawback of the expansion-slot design is the loss of propulsive efficiency over a contoured-nozzle design. However, a previous study showed that for low-Reynolds-number operation, a nozzle does not offer a distinct enhancement in performance over a simple orifice or slot [5].

II. System Configuration

Figure 3 shows the flight version of the technology-demonstration FMMR that was described in detail in [4]. The TD system consists of a stainless steel propellant tank, a service (fill/drain) valve, two one-time latching valves, a phase-separation housing, an actuating valve, and a Teflon plenum onto which the heater chip is mounted. The propellant tank is 63.11 mm in diameter, which is capable of holding 130 g of water propellant. The propellant tank has a burst pressure of 5.17 MPa, making it far heavier than a low-pressure FMMR system would actually require. The two latching valves are required for mechanical inhibits by the launch vehicle. The latching valves on the TD were selected for their low cost and relatively low power. For the optimized nanosatellite version, these valves could be replaced by one-time MEMS isolation valves described by Mueller et al. [6], which would significantly reduce the mass and volume used to inhibit the flow during the launch phase.

The TD phase-separation housing consists of two membranes, to insure only water vapor reaches the plenum and heater chip. Water...
propellant is restricted from flowing past the membranes by surface tension forces. Teflon microporous membranes are used due to their hydrophobic nature, with the pore size determined by the worst-case propellant tank operating pressure. Because of the high mass flow required for the TD, the phase-separation housing shown in Fig. 3 is relatively large. The distance between the actuating valve and the plenum in the TD led to the use of two microporous membranes. The second membrane reduces the possibility of water propellant condensing in the propellant feed system between the actuating valve and the plenum. In the optimized nanosatellite design, the housing size could be minimized with the use of a single membrane, due to the short distance expected between the housing and the plenum with a typical microvalve. The phase separator also serves as a filter system to remove particulates.

The TD actuating valve was selected because of its flight heritage and relatively low power consumption. As the only moving part during the flight demonstration phase, it was critical to have a component with flight heritage to increase the reliability of the overall propulsion system. For the optimized nanosatellite design, a microlaminate valve would be used, such as the piezoelectric valve described by Yang et al. [7] or the thermopneumatic valve described by Henning et al. [8]. Although the development of microvalves has been ongoing, suitable valves for micropropulsion systems remain elusive. For power-limited nanosatellites, low-power microvalves are required. In the particular case of low-pressure FMMR operation, microvalves with relatively large orifice diameters are required, complicating design. Although a notional optimized FMMR design can be conceived, a suitable microvalve has not been identified.

Teflon is the material of choice for the FMMR plenum, due to its inherently low thermal conductivity. In optimized designs, Pyrex plenums may be ideal, because the silicon heater chips can be directly bonded (anodically) to the plenum. For smaller heater chips resulting in lower-power operation than the TD, the heat transfer from the chip to the plenum could be reasonably reduced, making Pyrex more attractive. Initial results indicate that anodic bonding between a silicon heater chip and a Pyrex plenum for chip temperatures up to 700 K did not result in failure due to stresses formed by differential thermal expansion. Figure 4 shows the optimized FMMR heater chip. Note that the attachment holes for mechanical mating to the plenum on the TD version are removed as a result of the anodic bonding.

The operating characteristics of the TD and the optimized nanosatellite FMMR are given in Table 1. The power required for the heater chip in the optimized design was derived from area scaling of the measured TD values. Therefore, the estimates for the power to the optimized design are considered to be reasonably conservative. The system-preparation power shown in Table 1 indicates the necessity to actuate the one-time inhibit valves before general operation of the thruster can commence. For the TD, the two inhibit valves are actuated and latched in series, resulting in two separate system-preparation periods. These periods can be temporally spaced to meet driving satellite power requirements. The transient power required for the FMMR represents the initial power draw of the actuating valve and heater chip, which eventually reach (~20 ms for the valve and ~1 min for the heater chip) a steady-state power draw. Component masses for the TD and an optimized design are given in Table 2.

### III. Theory

#### A. FMMR Performance

The performance of the FMMR has been theoretically analyzed elsewhere as a free-molecule flow of the propellant through the expansion slots [4]. This previous study has shown that the measured specific impulse for the FMMR is generally 10–15% higher than the analytical predictions for gaseous propellants. The major reason for the difference is that the FMMR operating range is in the transitional flow regime and not in the free-molecule flow regime. Higher-pressure operation would lead to more efficient thruster operation, but this trend is counteracted by the propellant tank mass and the leak rate of available microvalves [9].

#### B. Propellant Slosh

The effect of slosh in a liquid propellant can be detrimental to a stabilized satellite. If the mass of the sloshing waves is too large, the satellite could begin to nutate. The mass of the sloshing waves is a function of the height of the propellant and the radius of the propellant tank. The volume of the empty portion of a spherical propellant tank is given by

\[
V_e = \frac{1}{3} \pi h_e^2 (3r_e + h_e)
\]

where the resulting height of the propellant is

\[
h_p = 2r_e - h_e
\]

A correlation between \(h_p/r_e\) and \(m_w/M\) is found in [10]. For the parameters of the TD, the resulting mass of the sloshing waves before the burn maneuver and after half of the propellant has been used is 22.5 g for both cases. Even in the worst-case scenario in which the entire propellant is sloshing (\(m_w = m_{w,22.5}\)), the mass of the sloshing wave is well below 1% of the total satellite mass for the TD mission. According to Bauer [11], the effect of the propellant slosh on satellite attitude should be minimal.

#### C. Propellant Phase Separation

Microporous membranes are used in the FMMR system to remove particulate contaminants and to achieve propellant phase separation. Water propellant is stored as a liquid in the propellant tank. The thruster operates by expanding water vapor through the expansion slots. Because nanosatellites are extremely power-limited, the power required to actively vaporize the liquid water propellant would be prohibitive. For the FMMR, phase separation is accomplished through surface tension forces between the liquid water propellant and a hydrophobic (nonwetting) porous material. The surface tension force is given by

\[
F_{st} = \pi D_{pore} \gamma(T) \cos \theta
\]

For a hydrophobic Teflon material, the contact angle is 110 deg [12].

The competing fluid dynamic force trying to force liquid water through the Teflon membrane is given by

\[
F_{dyn} = \rho v_{sat} (\frac{\pi D_{pore}^2}{4})
\]
For the thrust measurements involving water, propellant was fed from a chilled vacuum-insulated container that brought the propellant to a stable temperature of approximately 0°C, corresponding to a stable vapor pressure of approximately 4.6 torr. The pressure in the plenum was also recorded:

\[ P = \text{constant} \]

For a given temperature, the right-hand side of the equation is directly proportional to the pressure. The integration of both sides of Eq. (6) over the time of the trace gives a relation for the total mass loss and the plenum pressure:

\[ \Delta m_p |_0 = C \int_0^1 P_0 \, dt \]

where \( C \) is the constant defined as

\[ C = \frac{M}{2 \pi k T_0 A_f} \]

Because the transmission probability \( a \) is not known a priori, the value of \( C \) must be found experimentally. The constant \( C \) can be experimentally determined though Eq. (7) by measuring the total mass loss of the propellant over a specified time and dividing by the integral of the pressure in the plenum over that time. The experimental setup for determining \( C \) consisted of connecting a sealable 2-cm-diam bulb of liquid water to the FMMR plenum. A valve between the bulb and the plenum was opened for a time period of several hours. As the water vapor flowed to the plenum, it caused both an aggregate loss of fluid in the bulb and a measurable pressure in the plenum. The mass change in the bulb was measured with a precision of ±0.1 mg. The pressure in the plenum was also recorded to measure its variation as a function of time. The time-integral of the plenum pressure was approximated using a standard trapezoidal Riemann sum over all of the data, and this integral was compared against the associated mass loss for each trace to determine the constant \( C \). Once \( C \) is determined, the specific impulse is found through

\[ I_{sp} = \frac{I_{tot}}{g_0 C \int_0^1 P_0 \, dt} \]

The experimental setup for thrust testing was such that \( P_s \) could not be directly recorded simultaneously with thrust, due to the movement of the nNTS. However, rigorous testing proved that for a given \( T_s \), a proportional relationship exists between \( P_s \) and the pressure recorded upstream from the plenum, \( P_p \). This relationship was experimentally established using a static plenum at a nominal chip temperature \( T_s = 300 \) K. It was experimentally determined that at a constant position upstream of the plenum, \( P_s \) was only dependent on the mass flow through the system and not on \( T_s \).

The burst-pressure characteristics of the Teflon phase-separating membranes were tested by placing the filter in a housing with liquid water on one side and atmosphere on the other. The liquid water column was pressurized as each membrane was tested to failure, a condition that was defined and observed when a single drop of liquid water was forced through the membrane. If liquid water were to bypass the membrane, it would likely freeze in the feed system or in the heater-chip expansion slots, causing unpredictable and uncontrollable thrust as it sublimated.

V. Results and Discussion

As mentioned earlier, the current version of the FMMR was designed for technology demonstration on a university microsatellite. As such, it was critical to fully characterize its performance using water propellant, which will be used on the mission. These results were also applied to the optimized nanosatellite FMMR design to lend some basis for the estimation of thermal and propulsive characteristics. To establish that the FMMR design meets both the transient and steady-state power requirements for the proposed technology-demonstration mission, experiments were performed to measure thermal characteristics of the heater chip and plenum assembly. The heater-chip temperature is shown in Fig. 6 as a function of the input power. The data were taken for a propellant flow...
rate of 10 sccm (the mass flow expected in orbit) using various propellants. As shown in Fig. 6, the power requirement for the FMMR heater chip is fairly independent of the propellant being used.

Figure 7 shows the experimental and theoretical thrust versus the plenum pressure. As Fig. 7 indicates, the experimental thrust trends toward the theory line at low pressure. As stated in [4], the theory developed assumes free-molecule flow with $Kn \gg 1$. For the pressure and temperature range in Fig. 7, the water Knudsen number ranges from 1 to 0.3, based on the stagnation number density and expansion-slot width. This is classified as the transitional flow regime [17] for which there is no analytical solution. The low Knudsen numbers imply that the FMMR flows for these conditions are not free-molecular and that there are a significant number of collisions between propellant molecules. As the FMMR plenum pressure increases, a continuum flow regime is approached ($Kn \ll 1$) and the transport of momentum through the expansion slots is expected to become more efficient [5].

Propulsion systems, the free-molecule theoretical model also predicts the specific impulse to vary as $\sqrt{T_w/m}$.

As shown in Fig. 10, the specific impulse for water lies between the data for helium and nitrogen, as expected for the entire range of heater-chip temperatures. At the operating heater-chip temperature expected for the TD ($T_w = 580$ K), the specific impulse was measured to be 79.2 s. The results in Fig. 8 indicate that some level of thrust control can be obtained by varying the heater-chip temperature. However, the heater-chip temperature is obviously tied to the propulsion system power, as shown in Fig. 6, and
temperature variations can impact the propulsion system power by several watts. In addition, the heater-chip temperature is also tied to the overall specific impulse, as shown in Fig. 10. Reduced-temperature operation to reduce the thrust produced can lead to a lower specific impulse and potentially lower thrust efficiencies.

The results of several burst tests on the phase-separating membranes are shown in Fig. 11. The average pressure that induced a membrane failure was 272 kPa. Considering the internal temperature of a typical nanosatellite, the vapor pressure of a water propellant could reach as high as 13.5 kPa, giving a factor of safety of almost 20. Phase-separating membranes with a larger pore diameter could lead to an increase in the membrane open area, increasing the maximum flow rate through the membrane.

The TD FMMR was designed to meet the requirements of a relatively high-mass nanosatellite. To show utility in the technology demonstration, a relatively large thrust was required to spin up the nanosatellite within a time period acceptable to the overall mission architecture. The large thrust level and required secondary payload safety requirements drove the design and efficiency of the propulsion system. The technology demonstration has several success criteria, including the successful operation of the MEMS-fabricated heater-chip, demonstration of the phase-separating membranes, and demonstration of a thrust level capable of spinning up the nanosatellite. The success criteria drove the use of commercial-off-the-shelf (COTS) valves due to reliability issues and a lack of flight heritage associated with microvalves. The use of COTS valves dramatically increased the propulsion system’s mass and power requirements. Future designs capable of propulsive efficiencies on the order of 30% have been envisioned and are shown as the optimum design in Table 1 and Figs. 2 and 4. These future designs include MEMS-fabricated valves and system integration consistent with MEMS fabrication techniques.

VI. Conclusions

For propulsion, the limited resources of a typical nanosatellite result in a trade between the desired performance (thrust and specific impulse) and the required power. This trade space was experimentally investigated for the FMMR using a typical nanosatellite design, and the system can provide a 45-deg slew in 60 s, a time considered to be reasonably fast for nanosatellite maneuvers. Additionally, the technology-demonstration FMMR was fully characterized in this study using water as a propellant. The data obtained from the experiments adhere reasonably well to theory. At the current operating temperature and pressure, the TD produces 129 μN with a specific impulse of 79.2 s. The mass of sloshing waves in the propellant is well below the value considered to be detrimental to the stability of a stabilized satellite. For the TD FMMR, a phase-separating membrane was needed to ensure that the water propellant reaches the plenum in the gaseous phase. The burst pressure of the phase-separating membranes is well above the normal operating pressure of the thruster, resulting in a factor of safety of approximately 20.
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A conical surface roughness model applicable to particle simulations has been developed. The model has been experimentally validated for channel flows using helium and nitrogen gases at Reynolds numbers from 0.01 to 10 based on inlet conditions. To efficiently simulate gas-surface interaction, molecular collisions with the actual rough surface are simulated by collisions with a randomly positioned conical hole having a fixed opening angle. This model requires only one surface parameter, average surface roughness angle. This model has also been linked to the Cercignani-Lampis scattering kernel as a required reference for use in deterministic kinetic solvers. Experiments were conducted on transitional flows through a 150 μm tall, 1 cm wide, 1.5 cm long microchannel where the mean free path is on the order of the roughness size. The channel walls were made of silicon with: (i) polished smooth surfaces, (ii) regular triangular roughness, and (iii) regular square roughness with characteristic roughness scales of <1 μm, 11 μm, and 29 μm, respectively. For the triangular roughness, mass flow reductions ranged from 6% at the higher stagnation pressures tested to 25% at the lower stagnation pressures tested when compared to the smooth channel. © 2007 American Institute of Physics. [DOI: 10.1063/1.2775977]

I. INTRODUCTION

Surface structure and roughness plays a role, to some extent, in all flow-surface interactions regardless of speed or scale. Traditionally, surface roughness is considered important in low speed microflows, where the surface to volume ratio is large and boundary conditions dominate the flow. Since the first report was published, almost a century ago,2 a substantial amount of research on the impact of surface roughness on gas flows in ducts has been accomplished. For instance, the mass flow degradation due to surface roughness was shown numerically and experimentally by Davis et al.3 More recently, significant effect of surface roughness on pressure and heat transfer in circular tubes and channels was demonstrated experimentally in Mala and Li4 and Kandikar et al.5 In the experiments by Turner et al.,6 however, the surface roughness was found to have a small effect on gas pressures inside a channel for several pressure ratios. In addition to low speed flows, surface roughness has been seen to cause a noticeable impact on some high-speed flows, such as micronozzle expansions.2 The applicability of continuum numerical approaches, such as those based on the solution of Navier-Stokes equations,8 is limited for flows where the roughness size is smaller than the gas mean free path. There has been work recently on slip conditions which overcome this limitation.9 In most of the aforementioned applications, the characteristic roughness size is smaller than 1 μm, and is usually on the order of or smaller than the gas mean free path. Being essentially a kinetic effect, the interaction of gas molecules with such small surface roughness requires a kinetic numerical approach in order to properly address the gas-surface interaction at the level of molecular velocity distribution functions. Kinetic modeling of surface roughness effects10 is hindered by a number of problems, from the accurate representation of complex shapes and roughness patterns to difficulties of experimental validation.

The former has been approached by a number of models, different in their numerical complexity and physical accuracy. Among the simplified models are the Cercignani-Lampis (CL) kernel11,12 and cone model.13,14 In the CL model, rough surfaces may be simulated by specifying the tangential accommodation coefficient αt larger than unity.15 A similar idea was applied by Ketsdever et al.16 where an antispecular reflection was introduced. In that model, a fixed fraction of molecules, α, is reflected so that the reflected normal and tangential momentum is the same magnitude as the incoming, but with opposite directions. The models11,16 are easy to implement and may be used with particle as well as deterministic kinetic solvers, but they do not have a clear correlation between the parameters of the models and the physical properties of the rough surface. This drawback was overcome for particle simulations in the cone models13,14
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where the surface is either represented by a number of virtual cones or precomputed distribution functions are used at the processing stage. These models refer to the actual average angle of the rough surface, although it is hard to use a prescribed angular distribution, and a special cut-off has to be used limiting the number of cones. Another approach is to explicitly specify the rough surface as a set of randomized or regular structures. While this is a reasonable approach for simple geometries, it may be difficult to use for complex, especially three-dimensional, surfaces and roughness structure. Among the more sophisticated, although difficult to implement, roughness models is the fractal model and an analytic model.

The experimental validation of rough surface models is hampered by requirements of high precision and small scale, both of which increase the difficulty of experimental measurements, as well as the superposition of different physical effects. Examples of related work on surface roughness are where flow rates through short channels were measured and calculated with a Monte Carlo method, and, where triangular roughness in channel flows was studied numerically and experimentally for large Knudsen numbers. Adding to the difficulty of numerical validation is the complexity of relating the measured macroparameters to the microphenomenon of interest to the investigation. Although changes in macroparameters, such as pressure distribution and mass flow, can be affected by changes in microparameters, such as accommodation coefficient, these macroparameters do not necessarily indicate specific reasons for the change in accommodation. Changes in angle of incidence, gas temperature, surface temperature, surface material, and surface cleanliness can all lead to changes in accommodation. To complicate matters, these parameters can be difficult to quantify experimentally. In addition to the change in accommodation due to the surface, a long microchannel flow may be affected by variation of accommodation with local gas pressure. In most cases, the probability of surface sticking/accommodation decreases as the availability of surface sites decrease. Lundstrom observed the surprising result that Knudsen flow diffusion increased with backing pressure. This was hypothesized to be due to the variation in sticking with local gas density and the tendency of molecules to scatter more specularly off an absorbed wall gas than off the surface.

This study consists of a numerical investigation and experimental validation of the effects of surface roughness. Specifically, the scope will be limited to two-dimensional helium and nitrogen microchannel flows with well-characterized surface roughness. These flows will be in the low Reynolds number regime, based on entrance conditions, with surface rarefaction from near free molecular to near continuum, based on surface roughness. A simple model of the surface roughness that maintains the detailed balance and is applicable to the direct simulation Monte Carlo (DSMC) method has been developed, and its connection to the Cercignani-Lampis scattering kernel is established. This new model is more efficient in both setup cost and simulation time than the direct representation of the physical geometry. It does not exhibit the shortcomings seen in previous simple surface roughness models while being versatile enough to incorporate either an average surface angle or a distribution of surface angles, as well as arbitrary roughness coverage.

II. NUMERICAL APPROACH
A. Conical model

Molecular collisions with a rough surface can be separated into two stages: (1) a molecule strikes the wall at a particular point and (2) the molecule experiences one or more collisions with the surface roughness feature before leaving the surface. When the characteristic roughness size is significantly less than the mean free path of the gas, no intermolecular collisions occur during the second stage. The time taken for this stage is much smaller than the mean collision time, and the distance traveled is on the order of the roughness size. Therefore, for numerical simulation, the time and distance can be ignored and it is sufficient to specify only the reflected velocity of the molecule after the collision.

To represent this two-stage process in an efficient, yet representative way, a conical model is used to select the reflected velocity of the collided molecule. At the point of collision, the rough surface is represented as a randomly positioned virtual conical hole with fixed opening angle \( \beta \) and height \( h \). The molecule is assumed to enter the cone through the base at point A, as seen in Fig. 1. The collision point for the molecule and the cone wall is then calculated at point B. Here the molecule’s reflected velocity is selected assuming a diffuse reflection, although a different reflection model can be used. The process of calculating subsequent collision
points and determining postcollision velocities is continued until the molecule leaves the cone. The point of origin for the reflected molecule is assumed to be the same as the incoming point of collision; all movement in the virtual cone is only a means for determining the reflected velocity of the colliding molecule. Therefore, the actual value of $h$ is not important (e.g., $h=1$ m can be used). In this algorithm, there are no uncertainties associated with cutoff for very long traveling distances such as those in Ref. 13. Due to surface shape simplification, this algorithm requires only one parameter, the average surface slope (represented as the cone angle $\beta$), making it easy to implement in DSMC.

To study the influence of a rough wall, represented by the conical model, on flow properties, examine how the velocity distribution of incident molecules is transformed by collisions with the wall. Consider a distribution of incoming molecules from an equilibrium flow characterized by a Mach number $M$ and directed along the $x$-axis, assuming the rough surface to be in the $xy$ plane. This scenario has been simulated using the algorithm described above and the distribution of the angle, $\varphi$, between the reflected tangential molecular velocity and the flow direction is plotted in Fig. 2. Note that the maximum of the distribution corresponds to the direction opposite to the flow, which is generally expected to increase flow resistance.

Verification for the conical surface model has been performed for a two-dimensional thermal bath to assure adherence to detailed balance. The thermal bath constituted helium gas initially heated to 1000 K within a 2D box with a surface temperature of 300 K. Gas-surface collisions were simulated by the conical roughness model with a cone angle of $\beta = 45^\circ$. The temperature relaxation time inside the test box is $\tau_x$.

B. Cercignani-Lampis scattering kernel

The above stated cone model technique is valuable for particle simulations, but does not have a direct applicability in deterministic kinetic solvers since it is based on individual particle velocities and not on distribution functions. It is reasonable to establish a connection between the conical model and a kernel that is directly applicable to a kinetic solver. One such kernel, the Cercignani-Lampis (CL) (Refs. 11 and 25) scattering kernel, can be used in kinetic solvers but lacks correlation between the physical surface and the main input parameter for the kernel. The conical surface model can be used to relate this parameter, the tangential momentum accommodation coefficient $\alpha_t$, to an average surface roughness angle.

To facilitate this relation it is necessary to create an analytic expression for the distribution of $\varphi$ as a function of $\alpha_t$. Assuming the temperature of the gas and the wall are equal and velocities are normalized by $\sqrt{m/kT}$, the distribution functions of $x$ and $y$ velocity components of incident molecules are

$$f^\text{inc}_x(v) = \frac{1}{\sqrt{2\pi}} \exp(-v^2/2),$$

$$f^\text{inc}_y(v) = \frac{1}{\sqrt{2\pi}} \exp(-v^2/2),$$

respectively. After the CL transformation, the $x$ component of the reflected velocity is equal to

$$v^\text{eff}_x = \frac{1}{\sqrt{1-\alpha_t}} v^\text{inc}_x + v^\text{CL}_x,$$

where the distribution function of $v^\text{CL}_x$ is given by

$$f^\text{CL}_x(v) = \frac{1}{\sqrt{2\pi(1-|\alpha_t|)}} \exp\left(-\frac{v^2}{2\pi(1-|\alpha_t|)}\right).$$

Here, $\alpha_t$ is the CL parameter that corresponds to the tangential accommodation coefficient, $0 \leq \alpha_t \leq 2$. $\alpha_t = 1$ corresponds to zero average tangential momentum relative to the surface; the larger the deviation between $\alpha_t$ and unity, the larger the
average momentum of the reflected molecules. Note that $v_x^{refl}$ is the sum of the two independent normally distributed components, therefore, its distribution function can be written as

$$f(v_x^{refl}) = \frac{1}{2\pi} \exp\left(-\left(v_x^{refl} - M\sqrt{\frac{1 - \alpha_i}{1 - \alpha_i}}\right)^2\right).$$  \hspace{1cm} (5)

The distribution function of the $y$ velocity component does not change during the CL transformation. Note that $\tan(\phi) = |v_y^{refl}| / v_x^{refl},$ so for $0 < \phi < \pi / 2$ the distribution function of $\phi$ can be obtained with

$$f(\tan \phi) = \int_0^\infty u_x f_x^{refl}(u_x) f_y^{refl}(u_x \tan \phi) du_x,$$  \hspace{1cm} (6)

and for $\pi / 2 < \phi < \pi$

$$f(\tan \phi) = -\int_{-\infty}^0 u_x f_x^{refl}(u_x) f_y^{refl}(u_x \tan \phi) du_x. \hspace{1cm} (7)$$

Finally, the reflected velocity distribution function can be written as

$$f_\phi(\phi) = 2f(\tan \phi)(1 + \tan^2 \phi)$$  \hspace{1cm} (8)

or

$$f_\phi(\phi) = \frac{e^{-r^2}}{\pi} + \frac{t \cos \phi}{\sqrt{\pi}} \exp(-t^2 \sin^2 \phi)(1 + \text{erf}(t \cos \phi)), \hspace{1cm} (9)$$

where $t = M \sqrt{\frac{1 - \alpha_i}{1 - \alpha_i}}$.

Parameter $\alpha_i$ of the CL transformation can be found by least square fitting of $\phi$ distributions obtained using the cone reflection algorithm described in Sec. II A as seen in Fig. 2.

Figure 4 shows the value of $\alpha_i$, found by a least square fit, for $M=0.3$ and different cone angles $\beta$. As expected, $\alpha_i$ is maximum at some intermediate value of the cone angle. Since $\alpha_i$ is larger than 1, the average tangential momentum of the reflected molecules points in the opposite direction with respect to the average tangential momentum of the incoming molecules.

The value of $\alpha_i$ only weakly depends on Mach number, as seen in Fig. 5, where $\alpha_i$ is shown as a function of Mach number for two different opening angles, $\beta=120^\circ$ and $\beta=66^\circ$. This fact facilitates the use of the CL model in simulations, since the value of $\alpha_i$ can be selected universally depending on the degree of roughness of the surface, and not on the flow properties.

C. Simulation conditions

In order to validate the conical roughness model and its link to the CL scattering kernel, both were individually incorporated into a DSMC solver and simulations were run for comparison against experiment. To maximize the measurable effect of the different surface models on the flow, the simulations were conducted on a long, narrow microchannel with an $L/H=100$ and an assumed infinite width. The 2D capability of SMILE (Ref. 26) was used in all DSMC computations. This system utilizes the majorant frequency scheme to calculate intermolecular interactions,\textsuperscript{27} while using the variable hard sphere model for intermolecular potentials. Four surfaces were used: (i) a fully diffuse smooth surface with complete energy and momentum accommodation, (ii) a smooth surface utilizing the conical surface roughness model with an opening angle of $66^\circ$ which corresponded to an earlier experimental setup concept, (iii) CL model with a tangential momentum accommodation coefficient of 1.045 attained using the conical model with a $66^\circ$ cone opening angle, and (iv) a diffuse surface consisting of about 900 triangles representative of an actual experimental shape.

The channel length and half height, from plane of symmetry to the tops of the surface features, were 1.5 cm and 75 $\mu$m, respectively. Helium was used as the test gas with stagnation pressure from 200 Pa to 8000 Pa for all four surfaces. The Knudsen number is defined as

![Figure 4](image_url)  \hspace{1cm} FIG. 5. Tangential momentum accommodation coefficient, $\alpha_i$ as a function of Mach number for two cone opening angles.
\[ \text{Kn} = \frac{\lambda}{L} = \frac{1}{\sqrt{2} \pi d^2 L} = \frac{kT}{\sqrt{2} P \pi d^2 L}, \]  

where \( P \) is the stagnation pressure, \( k \) is Boltzmann’s constant, \( T \) is the stagnation temperature (300 K), \( d \) is the molecular diameter, and \( L \) is the feature size (about 20 \( \mu \)m). The Knudsen number for these tests ranged from 0.1 to 5. Nitrogen was used as the test gas for only surfaces (i) and (ii), with stagnation pressures from 200 Pa to 6000 Pa. Again, based on the stagnation conditions and the surface roughness size, the Knudsen number ranged from 0.05 to 2.

A convergence study was performed to assess the impact of the inflow boundary conditions on the results of the computations. These computations were performed using helium at 6000 Pa and two inflow boundary locations: the first extending 1700 \( \mu \)m from the channel entrance and 1700 \( \mu \)m from the symmetry plane, the other 850 and 850 \( \mu \)m, respectively. A Maxwellian distribution function with zero flow velocity was assumed at these boundaries. No impact from the boundary location was found. The larger domain was used in all subsequent computations, with the number of molecules ranging from about 1.6 million for the lower pressures to about 10 million for the larger ones. A schematic for the computational domain can be seen in Fig. 6, where the outflow boundary condition is modeled as a vacuum.

### III. EXPERIMENTAL APPROACH

The experiments were conducted using atomically smooth, triangular patterned, and square patterned silicon textures. Standard microelectromechanical systems (MEMS) processes were performed to create 1 cm by 1.5 cm textured areas centered on 2 cm by 1.5 cm chips. The feature width for both square and triangular textures is approximately 15 \( \mu \)m. The triangles are approximately 11 \( \mu \)m deep with an etched angle of 54.7° from surface parallel, which would give an opening angle of approximately 70°, very close to the numerical simulation. The squares are approximately 30 \( \mu \)m deep, and both geometries can be seen in Fig. 7. Teflon shims were placed between the chips to create a channel 1 cm wide, 150 \( \mu \)m high, and 1.5 cm long such that gas flow along the length of the channel was perpendicular to the textures etched in the silicon chip. Along this length there were approximately 900 features. This channel was secured in an aluminum holder and dimensions of the channel were measured with a scanning electron microscope before and after testing as seen in Fig. 8. The ratio of the measured open area of the channel to the open area of the numerical simulation was used to linearly correct the experimental mass flow data. Typical deviation for the channel height was 3%–5%. Deviation for the width was less than 1%.

The aluminum-Teflon-silicon assembly was placed in the wall of a 3550 cm³ plenum, which acted as a stagnation...
chamber. The plenum was machined with two gas inlet ports and three ports for pressure measurements. The setup was operated in the CHAFF IV vacuum chamber at the University of Southern California, which is capable of an ultimate pressure of $10^{-6}$ Torr with working pressures no higher than $10^{-4}$ Torr. This allowed plenum pressures from approximately 1 to 100 Torr with ratios of stagnation to ambient pressures greater than $10^5$ maintained throughout. Helium or nitrogen test gases were used. Upstream gas flow was measured with a mass flow meter and regulated through a needle valve. The pressure in the plenum was monitored with several differential baratrons. This array of instrumentation allowed measurements of pressure and mass flow with instrumental precisions below 1%.

IV. RESULTS AND DISCUSSION

The first result to consider is that of the numerical simulation using the smooth, fully diffuse surface with a helium test gas. Figure 9 shows the local pressure, normalized by the stagnation value, and Mach number along the centerline of the channel for plenum pressures of 200 Pa and 2000 Pa. The Knudsen number, based on the channel height of 150 $\mu$m instead of the feature size, for the 200 Pa case increases from below 1 to about 100. As seen in Fig. 9, the pressure in the free molecular flow drops linearly from $P_0=200$ Pa to 0.01$P_0$ through the channel. The Mach number stays below 0.05 for the majority of the channel, increasing to 1 at the exit; the Mach number for the $P_0=2000$ Pa case is higher, as expected. This allows for the use of a constant $\alpha_i$ value in the CL model along the length of the channel.

Figure 10 shows the ratio of local pressure for the conical surface simulation divided by the local pressure for the smooth surface as a function of longitudinal distance down the channel. As expected, the pressure along the channel increases for the rough surface compared to the smooth, since the rough surface impedes the flow. This effect decreases as the flow becomes free molecular, at which point the pressure ratio down the channel asymptotes to 1 far from the exit. The ratio drops below 1 at the point where the local mean free path exceeds the channel height allowing molecules to “see” the exit without intermolecular collisions. Downstream from this point, any molecules traveling downstream are more likely to leave the channel after colliding with the rough surface than they would be after colliding with a smooth surface. Upstream from this point, molecular collisions are likely to prevent this. Note that a relatively small difference between pressures for the rough and smooth surfaces is observed for much of the channel length, consistent with the measurements of Turner et al.\textsuperscript{6}

Calculated helium mass flow as a function of stagnation pressure is listed in Table I for all four surfaces. A reduction in mass flow of 25% at the lower pressures and 6% at higher pressures is seen between the conical surface model and the smooth, fully diffuse case. The CL model with an $\alpha_i=1.045$ matches the conical model to 7% at the lower pressures and less than 1% at the higher pressures. The conical surface matches the triangular geometry pattern within 3% at the lower pressures and less than 1% at the higher pressures. The impact of the surface roughness is larger for helium than for nitrogen at any given pressure; however, when plotted versus Knudsen number, the impact is similar. Assumptions made for the cone surface model require a noncontinuum

<table>
<thead>
<tr>
<th>Pressure (Pa)</th>
<th>Surface (i)</th>
<th>Surface (ii)</th>
<th>Surface (iii)</th>
<th>Surface (iv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>4.132E-09</td>
<td>3.188E-09</td>
<td>3.440E-09</td>
<td>3.093E-09</td>
</tr>
<tr>
<td>650</td>
<td>1.381E-08</td>
<td>1.125E-08</td>
<td>1.162E-08</td>
<td>1.105E-08</td>
</tr>
<tr>
<td>2000</td>
<td>5.680E-08</td>
<td>4.939E-08</td>
<td>4.997E-08</td>
<td>4.898E-08</td>
</tr>
<tr>
<td>4000</td>
<td>1.623E-07</td>
<td>1.484E-07</td>
<td>1.502E-07</td>
<td>1.483E-07</td>
</tr>
<tr>
<td>6000</td>
<td>3.094E-07</td>
<td>2.899E-07</td>
<td>2.893E-07</td>
<td>2.896E-07</td>
</tr>
<tr>
<td>8000</td>
<td>5.098E-07</td>
<td>4.810E-07</td>
<td>4.830E-07</td>
<td>4.810E-07</td>
</tr>
</tbody>
</table>

FIG. 9. Normalized pressure and Mach number as a function of distance downstream along the centerline for two stagnation conditions.

FIG. 10. Pressure ratio as a function of distance downstream along the centerline, conical rough surface to the smooth surface.
Knudsen number based on the feature size of the roughness. Although the cone model agrees favorably with the direct representation over the full range tested, it is not a given conclusion that the cone model is applicable in low Knudsen number cases.

There is good agreement between the experimental smooth silicon surface and the smooth fully diffuse simulation as seen in Fig. 11. The experimental uncertainty, based on standard deviation, varies from about 10% at $P_0 < 200$ Pa to less than 1% at $P_0 > 10000$ Pa. There is a 2% underprediction by the DSMC simulations along the range of pressures tested. One of three effects can cause this deviation. The first is a finite specularity that may have existed in the experiment and was unaccounted for in the simulations. The second is an uncertainty of approximately 2% in the area of the channel based on the SEM pictures. The third is the previously mentioned influence of surface absorption and the decrease of surface sites at higher pressures, also creating a higher physical specularity then accounted for in the simulation. However, relative influence of these effects are unknown. It is important to note that the pressure dependence of the underprediction is hard to determine due to the larger experimental uncertainty at lower pressures.

There is also good agreement between the experimental triangular surface and the cone model simulations as seen in Fig. 12. As with the smooth surface, the experimental uncertainty, based on standard deviation, varies from about 10% at $P_0 < 200$ Pa to less than 1% at $P_0 > 10000$ Pa. At the higher pressures, there is less than 2% difference between the experiment and simulation; however, at the lower pressures, there is a 5% overprediction by the DSMC. Again both the uncertainty in the experimental channel area and the larger statistical scatter at lower pressures could contribute to this difference.

The experimental data for the square surface features can be seen in Fig. 13 compared with the other two experimental surfaces. Molecular interaction with the vertical walls of the square surfaces could be approximated as cones with opening angles $\beta = 0^\circ$. As expected, the square data falls between the smooth $\beta = 180^\circ$ and triangular $\beta = 70^\circ$ experimental points. Although the square surface data trends towards the triangular data at lower pressures, it moves towards the smooth data at higher pressures. This could be attributed to the influence of the exit plane on the flow and the reduction in Knudsen number as the pressure ratio increases. At higher pressures and densities, the square texture acts more like a fully diffuse surface than a series of roughness features, until a few mean free paths before the exit plane, ultimately asymptoting at the smooth surface value.

V. CONCLUSION

A conical surface roughness model has been developed, numerically verified, and experimentally validated. For a particle simulation, the conical model reduces both setup and simulation time over direct geometric representation without sacrificing accuracy. For deterministic solvers, this conical model gives a crucial link between the Cercignani-Lampis (CL) scattering kernel, which requires a defined tangential
momentum accommodation coefficient, $\alpha_t$, and a physical surface characteristic, the average surface roughness angle. The conical model is general enough to be used for surfaces with both prescribed roughness features and nonuniform roughness features. In the latter case, a mix of conical opening angles and traditional diffuse interactions can be used based on the surface distribution.

Numerical simulations using the conical model, the CL scattering kernel, and a direct geometric representation of a regular triangular surface were compared against a smooth, fully diffuse model. All four cases were simulated with the DSMC method as two-dimensional flows of helium or nitrogen through a 150 $\mu$m tall, 1.5 cm long microchannel with Reynold's numbers from 0.01 to 10 based on inlet conditions. The direct geometric representation, the most costly but most accurate compared to experiment, showed a decrease in mass flow between 25% for the lower stagnation pressures simulated and 6% for the higher stagnation pressures simulated. The conical model matched this result to within 3% at the lower stagnation pressures and less than 1% for the higher stagnation pressures simulated while the CL model matched this result within 7% and less than 1%, respectively.

Experiments were conducted on transitional flows, where the mean free path is on the order of or larger than the roughness size, through a 1 cm wide channel with similar height and length to the simulations to approximate 2D convection scales of $<1 \mu m$, $11 \mu m$, and $29 \mu m$, respectively. Experimental results validate the numerical simulations, which match to within 2% throughout the range tested for the smooth geometry and between 2% and 5% for the high and low stagnation pressures, respectively, for the triangular roughness geometry. The experimental mass flow for the square roughness geometry falls between the smooth and triangular cases over the entire test range as expected based on $\beta$.
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Abstract. Rarefied helium and nitrogen flow expanding into vacuum through 150μm high and 1.5 cm long channels is studied experimentally and numerically with the DSMC method. Different types of channel walls are examined, both polished and rough with well characterized roughness shaped as triangles and rectangles. The pressure varies from 200 to 13,000 Pa, with the gas mean free path being both much larger and much smaller than the roughness size of about 20μm. A conical surface roughness model applicable for the DSMC method is proposed. An expression relating this model to the Cercignani-Lampis scattering model is derived. Good agreement between the numerical and experimental results is observed for the rough walled channel.
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INTRODUCTION

Surface roughness plays a significant role for a number of gas dynamic problems. Traditionally, the surface structure and roughness are important in low-speed microflows, where the surface-to-volume ratio is high and surface effects dominate the gas flow. One example is the contribution of surface roughness to the resistance of gas channel flows currently drawing significant interest from researchers [1]. In addition to low-speed gas flows, the surface roughness effect may be significant in a number of high-speed flows [2]. This is true not only for micro-scale high-speed flows, where the roughness characteristic size becomes comparable to the flow dimensions, but also for large scale flows, where the local rarefaction may be observed even in flows that are generally in continuum regime.

Numerical modeling of the surface roughness effects in rarefied gas flows encounters a number of problems, from the difficulty of accurate description of complex surface shapes and roughness patterns, to the uncertainties of numerical validation. The description of rough surfaces has been approached before, both using simplified models such as cone models [3, 4] as well as more sophisticated models such as fractals models [5, 6]. The conical roughness model [4] where the surface is represented by a number of virtual cones has been applied to model the flow conductance in channels with the direct simulation Monte Carlo method, and the results were compared with available experimental data. It is not clear however whether the model satisfies detailed balance principle at equilibrium. The fractal model [6] is much more general, although still needs to be validated for rarefied gas flows.

The problems of validation of numerical models of surface roughness are related not only to the challenges of reliable and accurate measurement of low speed rarefied flows, but also to the physical complexities associated with gas-surface collisions. The related experimental studies of surface roughness are the work by Sugiyama et al [7] where triangular roughness in channel flows was studied numerically and experimentally for large Knudsen numbers and by Turner et al [8] where the surface roughness was found to have small effect on gas pressures inside a channel for several pressure ratios.

The accommodation of gas molecules is different for different angles of incidence [9], gas temperatures, surface temperatures, surface material and cleanliness. An additional process that may affect the flow in long microchannels is the variation of accommodation with local gas pressure via coverage dependence. In most cases, the probability of surface sticking/adsorption (and resulting near-complete thermal accommodation) decreases as the availability of surface sites decreases. Lundstrom [10] observed the surprising result that Knudsen flow diffusion increased with backing pressure. This was hypothesized to be due to the variation in sticking with local gas density and a tendency of molecules to scatter more specularly off adsorbed molecules than off the bare wall.
Additional complexity of the surface roughness modeling is associated with the fact that in gaseous microflows, where the pressures are typically on the order of one atmosphere, and the mean free path is several tens of nanometers, the Knudsen number based on the characteristic roughness size varies significantly. The main objective of this paper is the numerical and experimental study of the surface roughness effects in the two-dimensional channel flow with well characterized surface roughness in the regimes from near free molecular to near continuum based on the roughness size. A simple model of the surface roughness that maintains the detailed balance and is applicable to the direct simulation Monte Carlo method is developed and its connection to the Cercignani-Lampis scattering kernel is established. The model is used in the DSMC computations of a helium flow through a long channel expanding into vacuum. The companion experimental study includes both nitrogen and helium mass flow measurements in the pressure range from about 1 Torr to 100 Torr for a channel thickness of 150 µm.

CONICAL MODEL OF SURFACE ROUGHNESS FOR PARTICLE APPROACHES

The process of collisions of molecules with a rough surface can be split into the following stages: a molecule hits the wall at a certain point, experiences one or several collisions with the surface, and then leaves the wall. When the characteristic size of the roughness is significantly less that the gas mean free path, no intermolecular collisions take place during the second stage. The time for this stage is in this case much smaller than the mean collision time, and the distance traveled along the wall is on the order of the roughness size. Therefore, this time and distance can be ignored, and it is sufficient to specify only the reflected velocity of the molecule. The following approach is proposed to calculate the velocity of the reflected molecule. The surface is presented as a number of virtual conical holes with a fixed opening angle $\beta$ and a height $h$ randomly scattered over the actual surface. The after-collision velocity is calculated through the following steps. First, the molecule is assumed to cross the base of the cone at a random point A, as shown in Fig. 1a. Then, its subsequent collision point B with the side of the cone is calculated, and reflected velocity according to the diffuse reflection law is selected. The process of finding collision points and selecting new velocities is repeated until the molecule leaves the surface, that is, exits the conical hole through the base. Note again, the reflection point is assumed to be the same as the initial approach point, therefore, the actual value of $h$ is not important (for example, $h = 1$ m can be used). In this algorithm, there are no uncertainties associated with the cut-off for very long traveling distances such as those in [3]. It can also be easily implemented in DSMC. With such a surface shape simplification, there is only one parameter, namely average surface slope, that is used.

![Figure 1](image_url)

**FIGURE 1.** (a) Schematic of molecule reflection from the wall. (b) Distribution function of the angle between the reflected molecular velocity and flow direction, $M=0.3$, $\beta = 66^\circ$.

To study the influence of the rough wall on the flow properties, let us now examine how the velocity distribution function of the incident molecules is transformed by collisions with the wall. In what follows, the velocity distribution function of the incoming molecules is assumed to be equilibrium at a flow velocity characterized by the Mach number $M$ and directed along the $x$ axis, where the wall is assumed to lie in the $xy$ plane. The distribution function of the angle $\phi$ ($0 < \phi < \pi$) between the reflected tangential molecular velocity and flow direction obtained using the reflection algorithm described above is plotted in Fig. 1b (circles) for $\beta = 66^\circ$ and $M=0.3$. Note that the maximum of the distribution function corresponds to the direction opposite to the flow direction, which is reasonable for a rough surface that is generally expected to increase flow resistance.
MODELING SURFACE ROUGHNESS USING CL SCATTERING KERNEL

Let us show that this distribution can be fitted by the distribution obtained with the Cercignani-Lampis (CL) [11],[12] transformation of incident velocities. The analytical form of the distribution function obtained by using CL transformation is derived as follows. In what follows, it is assumed that the temperatures of the gas and the wall are equal, and the velocities are normalized by \( \sqrt{m/kT} \). Then, the distribution functions of \( x \) and \( y \) velocity components of incident molecules are

\[
f_{x}^{inc}(v) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{(v-M\sqrt{7})^2}{2}\right) \quad \text{and} \quad f_{y}^{inc}(v) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{v^2}{2}\right),
\]

respectively. After the CL transformation, the \( x \) component of the reflected velocity is equal to

\[
u_{x}^{\text{eff}} = \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} \nu_{x}^{inc} + \nu_{x}^{CL},
\]

where the distribution function of \( \nu_{x}^{CL} \) is given by

\[
f_{x}^{CL}(v) = \frac{1}{\sqrt{2\pi(1 - |1 - \alpha_t|)}} \exp\left(-\frac{v^2}{2(1 - |1 - \alpha_t|)}\right).
\]

Here, \( \alpha_t \) is the CL parameter that corresponds to the tangential accommodation coefficient, \( 0 \leq \alpha_t \leq 2 \). Note that \( \nu_{x}^{\text{eff}} \) is the sum of the two independent normally distributed variables, therefore, its distribution function can be written as

\[
f_{\nu_{x}^{\text{eff}}}(v) = \frac{1}{2\pi} \exp\left(-\left(\nu_{x}^{\text{eff}} - M\sqrt{7}\frac{1 - \alpha_t}{\sqrt{1 - |1 - \alpha_t|}}\right)^2\right).
\]

Similarly, it can be concluded that the distribution function of \( y \) velocity component does not change during CL transformation. Note that \( \tan(\phi) = \frac{\nu_{y}^{\text{eff}}}{\nu_{x}^{\text{eff}}} \), so for \( 0 < \phi < \pi/2 \) the distribution function of \( \phi \) can be obtained with

\[
f(\tan\phi) = \int_{0}^{\infty} u_{x} f_{x}^{\text{refl}}(u_{x}) f_{y}^{\text{refl}}(u_{x}\tan\phi) du_{x}
\]

and for \( \pi/2 < \phi < \pi \)

\[
f(\tan\phi) = -\int_{-\infty}^{0} u_{x} f_{x}^{\text{refl}}(u_{x}) f_{y}^{\text{refl}}(u_{x}\tan\phi) du_{x}.
\]

Finally, the reflected velocity distribution function

\[
f_{\phi}(\phi) = 2f(\tan\phi)(1 + \tan^2\phi) = \frac{\exp(-t^2)}{\pi} + \frac{t\cos\phi}{\sqrt{\pi}} \exp\left(-t^2\sin^2\phi\right) \left(1 + \text{erf}(t\cos\phi)\right),
\]

where \( t = \frac{1 - \alpha_t}{\sqrt{1 - |1 - \alpha_t|}} M\sqrt{7}. \)

Parameter \( \alpha_t \) of the CL transformation can be found by least square fitting of \( \phi \) distributions obtained using the reflection algorithm described in section to Eq.(7). Figure 1b shows such a fit. \( \alpha_t \) is larger than 1, which means that the average tangential momentum of the reflected molecules points in the opposite direction with respect to the average tangential momentum of the incident molecules. \( \alpha_t = 1 \) corresponds to zero average momentum of reflected molecules, and the bigger the difference between \( \alpha_t \) and 1, the bigger the average momentum of reflected molecules.

Figure 2a shows the values of \( \alpha_t \) found by a least square fit for \( M=0.3 \) and different cone opening angles. As expected, \( \alpha_t \) is maximum for some intermediate value of cone opening angle. A large opening angle essentially means that the surface is flat, so \( \alpha_t \) tends to 1 in this case. Also, \( \alpha_t \) decreases for small opening angles.

The value of \( \alpha_t \) only weakly depends on Mach number, which is illustrated in Fig. 2b, where \( \alpha_t \) is shown as a function of the Mach number for two different opening angles, \( \beta = 120^\circ \) and \( \beta = 66^\circ \) (the latter one is used in the
FIGURE 2. (a) $\alpha_e$ as a function of cone opening angle $\beta$, $M=0.3$ (b) $\alpha_e$ as a function of Mach number for two cone opening angles.

experiments). This fact facilitates the use of the CL model in DSMC simulations, since the value of $\alpha_e$ can be selected depending on the degree of roughness of the surface, and not on flow properties.

The verification of the rough surface model has been performed for a two-dimensional thermal bath test case, with the test gas being helium initially heated to 1000 K. The surface temperature was assumed constant at 300 K, and the conical roughness model was used with a cone angle of 45 deg. The temporal temperature relaxation inside the test box is illustrated in Fig. 3 for a cross section along the centerline. As particles collide with the surface, the temperature decreases from its initial value to the equilibrium value of 300 K. This test case shows that the detailed balance is maintained in the conical roughness model, and in may be used in DSMC modeling of gas flows. The present numerical and experimental study concentrates on rarefied gas flows though a long channel into vacuum, and the flow conditions and setup are given in the next sections.

FIGURE 3. Temporal relaxation of gas temperature in a 300 K box. Time is in mean collision times $\tau^*$ at 1000 K.

EXPERIMENTAL SETUP AND CONDITIONS

A flat polished surface, a regular triangular groove, and a regular square groove texture was tested during this experiment. The details of tested geometries are summarized in Fig. 4. The 2 cm by 1.5 cm silicon texture inserts were fabricated through standard MEMS processes. At the entrance and exit of the channel is a shelf between 1 and 5 features long; with approximately 800 features down the length of the channel, the influence of this shelf is negligible. The inserts were placed in an aluminum holder and Teflon sheet assembly. The spacing between the two center Teflon sheets determines the width of the channel while the thickness of these sheets determines the height. The design dimensions for the channel are 1 cm wide, 150 microns high, and 1.5 cm long (the later being the flow direction). This
assembly was then placed in one wall of a 3550 cm$^3$ plenum, which acted as a stagnation chamber. Two inlet ports and three pressure ports also penetrate the wall of the plenum.

FIGURE 4. Experimental specifications and setup.

The entire setup was then placed in the Collaborative High Altitude Flow Facility (CHAFF) at the University of Southern California (USC) Chamber IV. The chamber is a 3 m diameter by 6 m long high vacuum chamber pumped by a 1 m diameter diffusion pump capable of 25,000 L/s for nitrogen and 42,000 L/s for helium. The ultimate background pressure of the chamber is $10^{-6}$ Torr with working pressures as high as $10^{-4}$ Torr. The stagnation pressure in the plenum was tested between 1 and 100 Torr for both helium and nitrogen. Before and immediately after testing, the assembly was analyzed in a Cambridge 360 Scanning Electron Microscope (SEM). The SEM images of three surfaces under consideration are presented in Fig. 5. The assembly was measured to find the exact channel height with an accuracy of 2 microns. A jeweler’s microscope with an accuracy of 25.4 microns was used to find the channel width. The accuracy of the groove dimension measurements were 0.2 microns.

The mass flow of the test gas was monitored until the pressure in the plenum became constant. The data was recorded and the mass flow adjusted to the next data point. This was conducted for both helium and nitrogen using Omega 1000, 100, 10, and 5 SCCM mass flow meters and MKS 100, 10, 1, and .2 Torr Baratrons.

FIGURE 5. SEM images of a polished channel (left), triangular grooves (center), and rectangular grooves (right).

NUMERICAL APPROACH

The DSMC-based software system SMILE [13] was used in all computations. A 2D capability of SMILE was used in this work. The majorant frequency scheme was used to calculate intermolecular interactions. The intermolecular potential was assumed to be a variable hard sphere. The conical roughness model has been implemented in SMILE for the gas-surface interactions, and the following four surfaces were used in the computations: (i) fully diffuse flat surface with complete energy and momentum accommodation; (ii) flat surface with the conical roughness and diffuse accommodation on cone sides and an opening angle of 66° that corresponds to the experimental conditions; (iii) CL model with a tangential momentum accommodation coefficient of 1.045 to approximate (ii); (iv) a diffuse surface that consists of about 800 triangles and approximate the actual experimental shape.

The channel height and length were 150 µm and 1.5 cm, respectively. Helium was used as the test gas, and the chamber pressure varied from 200 Pa to 13,000 Pa. The Knudsen number based on the stagnation conditions and the feature size of about 20µm ranged from about 5 down to 0.1. The convergence study computations were performed for 6000 Pa and two inflow boundaries, the first extending 1700µm from the channel entrance and 1700µm from the symmetry plane, the other 850 by 850µm, respectively. The Maxwellian distribution function with zero flow velocity was assumed at these boundaries; no impact of the boundary location on the results was found. The larger domain was
used in all subsequent computations, with the number of molecules ranging from about 1.6 million for the smaller pressures to about 10 million for the larger ones.

RESULTS AND DISCUSSION

Consider first the results of the DSMC modeling of a helium flow inside a two-dimensional channel. The distribution of pressure and Mach number along the channel is shown in Fig. 6a for the smallest and the largest pressures under consideration and a fully diffuse flat surface. For the stagnation pressure of 200 Pa, the local Knudsen number based on the channel height increases from about 1 to 100, and for this essentially free molecular flow the gas pressure decreases linearly from the stagnation value, $P_0$, to about 0.01$P_0$ at the channel exit. The Mach number is below 0.05 for most of the channel, except for the vicinity of the exit where it increases to 1. As expected, the Mach number is higher for the larger pressure, but still mostly less than 0.1.

The calculated mass flow as a function of stagnation pressure is given in Fig. 6b for four surface models under consideration. Several conclusions can be drawn from these results. First, the surface roughness results in decreasing the mass flow by about 30% for 200 Pa, and then the difference decreases to about 6% for 10,000 Pa. Second, the CL model with $\alpha = 1.045$ agrees with the conical roughness model within two percent for lower pressures and less than one percent for higher pressures. Finally, the results for the two surface roughness models are in good agreement with the results for the triangulated surface, thus providing additional verification for the roughness models.

The experimental results for three surfaces under consideration are presented in Fig. 7 for two gases. The results provide evidence for significant reduction in mass flow for rough surface channels both for helium and nitrogen. This result may appear contradicting to the conclusions of [8], but it may be explained by much larger (flatter) roughness angles used in [8] than that examined in this work. Although the impact of surface roughness at each given pressure is larger for helium than for nitrogen, it is similar if mass flow is plotted as a function of Knudsen number. The rectangular grooves result in mass flows higher than those for triangles, especially for the nitrogen flow, where they are relatively close to the flat surface case.

Let us now compare the experimental and numerical results on helium mass flow for smooth and rough surfaces. There is a good agreement between the results, with the numerical values being within the experimental error bar, estimated at about 10% for 200 Pa and less than 2% for 10,000 Pa, based on standard deviation. The only exception is at high pressures for the flat surface, where the DSMC results are over 4% lower than the measured points. There are three effects that may cause the difference between the numerical and experimental results: the side walls (three-dimensionality), surface specularity, and surface absorption.

The absence of the side walls in DSMC may result in overprediction of the mass flow, especially for lower pressures [14]. This effect may also be responsible for a slight difference between the experiment and DSMC for the rough
surface. On the other hand, a polished surface considered in the experiments may have some finite specularity not included in the numerical modeling, that would generally increase numerical values. The effect of surface absorption may increase with gas pressure. Although the magnitude of the effect of increasing adsorption leading to lower overall accommodation at higher pressure is difficult to estimate, it will lead to some increase in flow at higher pressure and could be another explanation of the data trend for the flat surface.

**FIGURE 7.** Measured mass flow through channel for helium (left) and nitrogen (right).

**FIGURE 8.** Comparison of computed (lines) and measured (symbols) mass flows for smooth and rough surfaces. Helium flow.

## CONCLUSIONS

Rarefied gas flow expanding into vacuum through long channels with smooth or rough walls was examined experimentally and numerically with the DSMC method. Two gases, helium and nitrogen, were considered, with stagnation pressures varied from 200 Pa to 13,000 Pa for a 150μm high and 1.5 cm long channel. A conical surface roughness model applicable for the DSMC method was suggested and used in this work. An expression relating this model to...
the Cercignani-Lampis scattering model is found, and reflected particle velocity distribution for the two models was shown to be close when the tangential accommodation coefficient is chosen appropriately. A significant impact of the surface roughness on mass flow through a channel was observed both experimentally and numerically. The mass flow in a rough channel is lower than that of a polished surface channel, with the difference amounting to 6% for larger pressures and 30% for smaller pressures. A good agreement between the numerical and experimental results is obtained for a rough surface channel, thus validating the conical roughness model. Experimental slope of the mass flow as a function of pressure for a flat plate is somewhat higher than that in DSMC, with the difference attributed to the effects of the flow three-dimensionality, specularity, and surface coverage.
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I. Introduction

When in orbit, spacecraft require onboard or secondary propulsion systems to perform orbit transfer, orbit maintenance, and attitude control maneuvers. An important issue in the use of any spacecraft propulsion system involves the assessment and reduction of effects caused by the interaction between the thruster plume and spacecraft surfaces. Direct impingement of a thruster plume on surfaces can generate unwanted torques, localized surface heating, and surface contamination. Self-impingement, that is, the impingement of a thruster plume on a host satellite surface, generally occurs for small surface angles with respect to the propulsion system’s thrust vector or occurs in the thruster backflow. Cross impingement, that is, the impingement of one spacecraft’s thruster plume onto another spacecraft, can occur at essentially any angle and is becoming increasingly important with the advent of microsatellite constellations. Many studies, both numerical and experimental, have been performed by various investigators to assess the impingement of plumes onto surfaces.

In recent years, micropropulsion systems have been developed to address the need for highly mobile microspacecraft. A wide array of concepts will require the expansion of propellant gases through microscale nozzles. Because many micropropulsion systems will also operate at relatively low pressures, the investigation of low-Reynolds-number flow has become increasingly important. In the present study, an experimental and numerical effort has been developed to assess the effects of a nozzle plume impinging on a simulated spacecraft surface. Special attention is paid to the impact of roughness on surface forces and flowfield structure.

The nozzle flow impingement is investigated experimentally using a nanonewton resolution force balance and numerically using the direct simulation Monte Carlo (DSMC) method. The purpose of this work is to extend previous nozzle plume impingement results to low-Reynolds-number-flow range for application to micropropulsion systems. The Reynolds number range investigated in this study is from 2 to 350, based on the nozzle throat diameter using a molecular nitrogen propellant.

II. Experimental Setup

All thrust measurements were performed on the nanonewton thrust stand (nNTS), which has been described in detail by Jamison et al. The nNTS was installed in chamber 4 of the Collaborative High Altitude Flow Facilities (CHAFF-4), which is a 3-m-diam, 6-m-long cylindrical, high vacuum chamber. The facility was pumped with a 1-m-diam diffusion pump with an alternate pumping speed of 25,000 l/s for molecular nitrogen. The ultimate facility pressure was approximately $10^{-4}$ Pa with all operational pressures below $10^{-2}$ Pa. A previous study has shown that at these background pressures and corresponding thrust levels there is a negligible effect of background pressure on the thrust measurements in CHAFF-4.

The conical De Laval nozzle used in this study is shown schematically in Fig. 1. The conical nozzle was scaled from the geometry used by Rothe. The scaled Rothe geometry has a 30-deg subsonic section, a relatively sharp 1-mm-diam throat with radius of curvature $r_c = d_t/4$, a 20-deg diverging section, and an expansion ratio of 62.4. This geometry was selected because there is extensive experimental data for it, which were previously used to verify the DSMC model’s accuracy. The nozzle machined from aluminum was attached to a cylindrical aluminum plenum and mounted on the nNTS. Figure 2 shows a scanning electron microscope image of the nozzle side wall, where the surface features caused by the machining process are clearly evident. The effect of the rough diverging section walls on the nozzle’s performance parameters will be investigated numerically in subsequent sections.

After the free expansion thrust was measured, aluminum engineering surfaces with different surface roughness were attached to the thrust stand in the configuration shown in Fig. 1. The following three surfaces were used: 1) a electropolished flat surface (called smooth hereafter), 2) a surface with triangular (prismlike) grooves perpendicular to the plume axis, and 3) a surface with rectangular...
The DSMC-based software system SMILE\textsuperscript{14} was used in all computations. The important features of SMILE that are relevant to this work are parallel capability, different collision and macroparameter grids with manual and automatic adaptations, and spatial weighting for axisymmetric flows. The majorant frequency scheme was used to calculate intermolecular interactions. The intermolecular potential was assumed to be variable hard sphere. Energy redistribution between the rotational and translational modes was performed in accordance with the Larsen–Borgnakke model. A temperature-dependent rotational relaxation number was used. The reflection of molecules on the surface was assumed to be diffuse with complete energy and accommodation.

All walls were assumed to be at a temperature of 300 K, except where specified otherwise, and the propellant gas was nitrogen at a stagnation temperature of 300 K. A background pressure of zero was set in all calculations. In the first series of computations (nozzle plume expansion into a vacuum), the computational domain included a part of the plenum large enough to avoid the impact of the domain size on the results, and the total number of collision cells and molecules was about 400,000 and 4,000,000, respectively. The three-dimensional plume–surface interaction was modeled using a starting surface at the nozzle exit, generated using an axisymmetric solution of a nozzle plume expansion. An elliptic distribution function was used for inflow molecules. The number of simulated molecules and cells was about 20,000,000 and 3,000,000, respectively.

IV. Nozzle Surface Roughness

A close examination of the surface structure inside the actual nozzle manifested a very rough, groovelike structure, as shown in Fig. 2, with micrometer-size grooves set out perpendicular to the main flow direction. The evident surface roughness prompted the authors to study numerically the effect of roughness inside the nozzle on thrust. To this end, axisymmetric DSMC computations were performed for a rough surface of the diverging part of the nozzle, assumed to have a regular triangular, saw-toothed structure with the triangle angle of 90 deg and the triangle base of 10 μm. The diffuse model of reflection with full energy and momentum accommodation was used on triangle surfaces. A total of more than 1000 was used, and the results are compared with those obtained for a flat diffusely reflecting surface (called smooth hereafter).

The comparison of number density fields inside a rough and a smooth nozzle is presented in Fig. 3 for the smallest chamber pressure considered, \( P_0 = 18 \) Pa. Note that the mean free path of the gas is over 500 times larger than the surface roughness size, and the flow may, therefore, be considered as free molecular based on this roughness size. Figure 3 also illustrates the geometry of the nozzle and the computational domain. The results show that the influence of the surface roughness in the diverging part propagates into the plenum and the density for the rough surface is about 10% higher than the corresponding values inside the smooth nozzle. This is explained by the fact that the flow is mostly subsonic in the nozzle and only becomes supersonic near the exit. The difference between rough and smooth is larger near the surface than at the centerline and amounts to almost 20% at the nozzle lip. The larger density for the rough case is explained by a significant amount of molecules,
traveling toward the throat, that are reflected on the windside of the triangles.

The molecules reflected on the windside of triangles increase density and decrease axial velocity in the diverging part of the nozzle. This decrease in axial velocity, however, is compensated by the contribution from molecules reflected on the triangle lee sides that on average are reflected in the axial direction. The combined effect of these two trends results in a small influence of the surface roughness on the axial flow velocity fields, as shown in Fig. 4. Although there is a visible difference near the nozzle surface, with the rough case values at the surface being lower by over 50 m/s, the profiles at the nozzle exit are close.

The quantitative impact of the surface roughness inside the nozzle on the flow properties is given in Table 1, where the nozzle performance properties are shown for three plenum pressures. As expected, the effect of roughness is maximum at the lowest pressure, with the rough case mass flow being over 12% lower than the corresponding smooth case. Because the axial velocity at the nozzle exit is weakly affected by the surface roughness, the thrust force is also about 12% lower, and the specific impulse does not change with roughness. For a 10 times larger pressure, $P_0 = 1800 \text{ Pa}$, the surface roughness causes only a 3% decrease in the mass flow and practically no change in the specific impulse. At an even higher pressure of 1800 Pa, no visible influence of the nozzle roughness was found.

The conclusion from these computations is that the surface roughness inside the nozzle impacts mostly the density fields; its effect on the axial velocity is much smaller. The mass flow is significantly reduced by the surface roughness only for throat-based Reynolds numbers of about unity or lower, when the subsonic region occupies large part of the diverging part of the nozzle. The surface roughness was found to have little effect on the specific impulse. This also shows that the experimental data on plume and surface forces shown in subsequent sections as a function of the mass flow rate are not affected by the nozzle surface roughness.

### V. Interaction of Plume with a Plate: Numerical Modeling

Consider now the three-dimensional interaction of a rarefied plume with a plate. The pressure fieldflow in the plane perpendicular to the plate surface and coming through the nozzle axis is given in Fig. 5 for a smooth plate and the stagnation pressure of 405 Pa. The interaction region between the plume and the plate is clearly seen, with the local pressure maximum located near the plate surface about 6 mm downstream from the nozzle exit plane. The pressure values in that region are over an order of magnitude larger than those at the corresponding location in the bottom half of the plume, (i.e., part of the plume where no surface interaction exists). There is significant backflow observed as the result of the plume–surface interaction. A strong backflow will result in a contribution of backflow molecules interacting with the plenum surface to the total force. This contribution increases the total force in $X$ direction.

The flow does not change qualitatively when a plate with a triangular surface roughness is used (Fig. 6). Quantitatively, however, the pressure maximum at the plate shifts about 1 mm downstream compared to the smooth surface case and the maximum value increases by about 10%. The pressure is generally higher for the rough plate because most of the plume molecules that collide with the surface are reflected backward in that case. This is especially noticeable in the backflow region where the pressure for the rough surface case is about two times higher. Note that the mean free path of the gas near the plate is on the order of 1 cm and is an order of magnitude larger than the roughness size. In addition to the triangular groove roughness, a rectangular groove shape has also been examined. The pressure for the latter case is somewhat lower than for the triangular one, but is still higher than for the smooth surface, as shown in Fig. 7.

The increase in the angle $\alpha$ of the plate measured from the plume direction from 0 to 10 deg significantly weakens the plume–surface interaction.
interaction, as shown in Fig. 8. The pressure maximum is more than two times smaller for $\alpha = 10$ deg than it was for $\alpha = 0$, and the plate no longer has a noticeable effect on the flowfield in the immediate vicinity of the nozzle exit. The backflow pressure is also reduced and is only slightly higher than the corresponding pressure at the bottom-half of the plume backflow. The effect of the plate surface roughness on the pressure field for $\alpha = 10$ deg is similar to that for $\alpha = 0$ deg and is not shown here.

Consider now the effect of the surface roughness on surface forces. The distribution of the forces in the $X$ direction (shear force) and $Y$ direction (pressure force) over a smooth plate is shown in Figs. 9 and 10. Here, the $X$ direction coincides with the direction of the plume, and the $Y$ direction is perpendicular to the plate surface. The maximum of the force in the $X$ direction, $F_x$, is about 0.26 N and is located close to the plate center, in the region where both molecular density and axial velocities are sufficiently large. The maximum of the force in the $Y$ direction, $F_y$, is shifted a few millimeters to the nozzle exit plane, where the local gas pressure maximum is observed. The maximum $F_y$ is about two times larger than the corresponding maximum $F_x$, primarily because the force from reflected molecules is finite for $F_y$ and zero for $F_x$. Also, the axial velocity component of plume molecules in that region is somewhat larger than the radial one, with the incidence angle typically larger than $\alpha = 45$ deg.

Figures 11 and 12 present the corresponding force distributions for a rough surface of plate (triangular roughness). They clearly show the discontinuous structure of the force distributions. The $F_x$ values are large on the sides of the grooves directed toward the nozzle (wind side), with the maximum value almost three times larger than the corresponding maximum on a smooth plate. The lee sides of the grooves, however, are characterized by forces that act in the direction opposite to the plume direction, therefore, reducing the large force from the wind sides. The maximum value of $F_x$ on a rough plate is close to that of $F_y$. The wind–lee side structure of the surface is also clearly seen in $F_y$, although the direction of the forces is the same for this case.

The forces on the plate $F_x$ and $F_y$ and on the plenum surface $F_b$ are presented in Table 2 for two roughness types and two angles of the plate. For the plate angle of $\alpha = 0$, the magnitude of the forces on the plate is comparable to the plume thrust force $F_{th}$. 

![Fig. 7 Pressure field (pascals) over rough plate with rectangular grooves.](image1)

![Fig. 8 Pressure field (pascals) over rough plate with triangular grooves; 10-deg plate angle.](image2)

![Fig. 9 Force in $X$ direction per unit area (newtons per square meter) on a smooth plate for the 0-deg plate angle and $P_0 = 405$ Pa.](image3)

![Fig. 10 Force in $Y$ direction per unit area (newtons per square meter) on smooth plate for 0-deg plate angle and $P_0 = 405$ Pa.](image4)
Table 2  Surface forces for $P_0 = 405$ Pa

<table>
<thead>
<tr>
<th>Surface</th>
<th>Angle</th>
<th>$F_{th}$, N</th>
<th>$F_{x,s}$, N</th>
<th>$F_{y,s}$, N</th>
<th>$F_{th}$, N</th>
<th>$F_{tot}$, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>0</td>
<td>$0.309 \times 10^{-3}$</td>
<td>$-0.6762 \times 10^{-4}$</td>
<td>$0.1093 \times 10^{-3}$</td>
<td>$0.1204 \times 10^{-4}$</td>
<td>$2.5342 \times 10^{-4}$</td>
</tr>
<tr>
<td>Rectangular</td>
<td>0</td>
<td>$0.309 \times 10^{-3}$</td>
<td>$-0.7340 \times 10^{-4}$</td>
<td>$0.1083 \times 10^{-3}$</td>
<td>$0.1519 \times 10^{-4}$</td>
<td>$2.5079 \times 10^{-4}$</td>
</tr>
<tr>
<td>Triangular</td>
<td>0</td>
<td>$0.309 \times 10^{-3}$</td>
<td>$-0.8256 \times 10^{-4}$</td>
<td>$0.1124 \times 10^{-3}$</td>
<td>$0.1808 \times 10^{-4}$</td>
<td>$2.4452 \times 10^{-4}$</td>
</tr>
<tr>
<td>Smooth</td>
<td>10</td>
<td>$0.309 \times 10^{-3}$</td>
<td>$-0.3076 \times 10^{-4}$</td>
<td>$0.7252 \times 10^{-4}$</td>
<td>$0.5641 \times 10^{-5}$</td>
<td>$2.8388 \times 10^{-4}$</td>
</tr>
<tr>
<td>Triangular</td>
<td>10</td>
<td>$0.309 \times 10^{-3}$</td>
<td>$-0.4059 \times 10^{-4}$</td>
<td>$0.7481 \times 10^{-4}$</td>
<td>$0.9040 \times 10^{-5}$</td>
<td>$2.7745 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 3  Surface forces for $P_0 = 155$ Pa

<table>
<thead>
<tr>
<th>Surface</th>
<th>Angle</th>
<th>$F_{th}$, N</th>
<th>$F_{x,s}$, N</th>
<th>$F_{y,s}$, N</th>
<th>$F_{th}$, N</th>
<th>$F_{tot}$, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>0</td>
<td>$0.949 \times 10^{-4}$</td>
<td>$-0.2368 \times 10^{-4}$</td>
<td>$0.3799 \times 10^{-4}$</td>
<td>$0.4618 \times 10^{-5}$</td>
<td>$0.7584 \times 10^{-4}$</td>
</tr>
<tr>
<td>Rectangular</td>
<td>0</td>
<td>$0.949 \times 10^{-4}$</td>
<td>$-0.2595 \times 10^{-4}$</td>
<td>$0.3770 \times 10^{-4}$</td>
<td>$0.6036 \times 10^{-5}$</td>
<td>$0.7499 \times 10^{-4}$</td>
</tr>
<tr>
<td>Triangular</td>
<td>0</td>
<td>$0.949 \times 10^{-4}$</td>
<td>$-0.2960 \times 10^{-4}$</td>
<td>$0.3822 \times 10^{-4}$</td>
<td>$0.7315 \times 10^{-5}$</td>
<td>$0.7262 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Fig. 11  Force in X direction per unit area (newtons per square meter) on rough plate for 0-deg plate angle and $P_0 = 405$ Pa.

Fig. 12  Force in Y direction per unit area (newtons per square meter) on rough plate for 0-deg plate angle and $P_0 = 405$ Pa.

Fig. 13  Total force vs mass flow for free expansion and smooth and rough surfaces: numerical and experimental modeling.

with $F_t$ and $F_i$ being about 25 and 30% of the thrust, respectively. Comparison of rough and smooth surfaces shows that the magnitude of $F_t$ is smallest for the smooth plate and largest for a plate with the triangular roughness shape. The difference is about 20% for these cases. The force in Y direction is weakly dependent on surface roughness.

Another important contributor to the total force in X direction, $F_{tot}$, is the force on the nozzle plenum, primarily caused by molecules reflected on the plate. This force is significantly larger for rough plates, with the value for the triangular roughness type about 50% higher than that for the smooth plate. Because the force on the plenum is in the direction opposite to that on the plate, this 50% difference considerably reduces the effect of surface roughness on $F_{tot}$. The difference between $F_{tot}$ for a smooth and a rough plate with triangular grooves amounts to only about 3% of the total force. For the angle of 10 deg, this difference is only about 2.5%.

The comparison of contributions to the total force for a plume flow at $P_0 = 155$ Pa, interacting with smooth and rough surfaces, is given in Table 3. As compared to $P_0 = 405$ Pa, all forces scale approximately with the stagnation pressure, and the conclusions made for the higher pressure case are applicable for $P_0 = 155$ Pa.

VI. Interaction of Plume with a Plate:
Experimental Study

Comparison of computed and measured total forces vs mass flow is presented in Fig. 13. Here, the lines that show numerical solutions were created using the values of $F_{tot}$ listed in Tables 2 and 3, which correspond to the chamber pressures of 155 and 405 Pa. The agreement between the experimental and computed force values is good, and the difference in all cases does not go beyond a few percent. The experimental and numerical forces are within 1% for a smooth polished plate and a rough plate with triangular roughness. The values for a plate with rectangular grooves are closer to those for a smooth plate in DSMC and to a triangular grooved plate in the experiment,
although the difference is rather small and may be attributed to one or several causes of experimental and numerical inaccuracies. There are several possible sources of experimental uncertainties in this work. First, there is always a finite background gas pressure in the chamber that increases with mass flow. The background gas may impact the mass flow measurements only for plenum pressures larger than 1333 Pa, although the force (momentum flux) measurements are affected to some extent at all plenum pressures. A previous study indicated that the force can be affected by less than 0.5% at the experimental conditions of this work. A thrust stand calibration of deflection angle vs applied force has been approximated to be within 3%. For a given applied force to the stand, the standard deviation of the stand’s deflection was less than 1%; however, the accuracy of the calibration system must also be taken into account. Finally, there was some error associated with the manufacturing of the nozzle. The nozzle throat diameter is known only with an accuracy of 1%, and the nozzle surfaces are significantly rough. In addition to the experimental uncertainties, there are a number of numerical uncertainties. Grid resolution, maximum number of simulated molecules, effects of the subsonic boundary conditions, and gas–gas collision models all account for a numerical uncertainty estimated to be on the order of 1–2%.

The experimental results for a wider range of mass flows that correspond to plenum pressures up to about 2266 Pa are shown in Fig. 14. The addition of an engineering surface parallel to plume flow significantly reduces total force, up to 15%. The surface roughness effect is much smaller, and the effect of the roughness type is negligible. The small difference between rough and smooth surfaces is explained by the effect of the plume molecules colliding with the nozzle plenum, as discussed in the preceding section.

VII. Conclusions

Experimental and numerical modeling of a cold-gas nozzle plume interacting with engineering surfaces is performed for nitrogen propellant in the range of nozzle-throat-based Reynolds numbers from about 2 to 350. A nanonewton resolution force balance was used in the experimental study to measure thrust force of a plume expanding from a conical nozzle, and then the total force resulted from the interaction of the plume with aluminum plates attached to the same force balance. Smooth and rough plates were examined, with surface roughness introduced through a set of equally spaced 0.5-mm-wide grooves perpendicular to the flow direction.

The DSMC method was used in the numerical study, with the setup corresponding to that in the experiment. The calculated force vs mass flow was found to be in a good agreement with the corresponding experimental data. The experiments and computations showed that there is significant thrust degradation due to the plume surface interaction, with the total decrease being up to 15%. The force on the plate increases in magnitude by about 20% for the rough surface as compared to the smooth one. However, the impact of the surface roughness on total force is small, which is attributed primarily to the effect of nozzle plume molecules reflected from the plate backward to the plenum surface. The number of such molecules is significantly larger for rough surfaces.

The impact of the surface roughness inside the nozzle has been studied numerically. It was shown that the surface roughness decreases both mass flow and thrust by over 10% for Reynolds numbers on the order of one. The effect decreases with the increase of the Reynolds number and is negligible at $Re > 100$. The specific impulsive force is not affected by the surface roughness even at small Reynolds numbers.
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Gas flows through orifices and short tubes have been extensively studied from the 1960s through the 1980s for both fundamental and practical reasons. These flows are a basic and often important element of various modern gas driven instruments. Recent advances in micro- and nanoscale technologies have paved the way for a generation of miniaturized devices in various application areas, from clinical analyses to biochemical detection to aerospace propulsion. The latter is the main area of interest of this study, where rarefied gas flow into a vacuum through short tubes with thickness-to-diameter ratios varying from 0.015 to 1.2 is investigated both experimentally and numerically with kinetic and continuum approaches. Helium and nitrogen gases are used in the range of Reynolds numbers from 0.02 to 770 (based on the tube diameter), corresponding to Knudsen numbers from 40 down to about 0.001. Propulsion properties of relatively thin and thick tubes are examined. Good agreement between experimental and numerical results is observed for mass flow rate and momentum flux, the latter being corrected for the experimental facility background pressure. For thick-to-thin tube ratios of mass flow and momentum flux versus pressure, a minimum is observed at a Knudsen number of about 0.5. A short tube propulsion efficiency is shown to be much higher than that of a thin orifice. The effect of surface specularity on a thicker tube specific impulse was found to be relatively small. © 2006 American Institute of Physics. [DOI: 10.1063/1.2345681]

I. INTRODUCTION

Low thrust propulsion systems have attracted significant attention over the last few years due to their potential application in future micro- and nanosatellites. Various orbital maneuvers, such as fine pointing and orbital maintenance, will require micropulsion systems with thrust levels in the range from 1 N to as low as 1 mN to counter the effects of orbital perturbations. The low thrust levels imply either low pressure operation or a decrease in the throat dimensions, both leading to low Reynolds number flows. The further development of efficient microchemical and electrothermal thrusters is associated with higher combustion chamber temperatures and will therefore also continue the trend toward a decreasing Reynolds number for nozzle flows. Therefore, the investigation of low Reynolds number nozzle flows, both experimental and numerical, has become increasingly important for designing efficient low thrust nozzles.

It is well known that the Reynolds number is a measure of the nozzle efficiency in terms of the viscous losses inherent in the subsonic layer near the nozzle surfaces. For a given stagnation pressure and temperature, the thrust decreases with the square of the characteristic diameter of the nozzle throat, while the Reynolds number only decreases linearly. Therefore, the geometric scaling of nozzles, i.e., decrease in the throat dimensions, for low thrust appears favorable. The availability of microfabrication techniques allows for nozzle throats on the order of several micrometers creating the possibility of efficient low thrust systems primarily through the scaling of the throat diameter. In practice, however, systems limitations of microsatellites may force micronozzle propulsion systems to operate at low Reynolds numbers due to small nozzle dimensions as well as lower chamber pressures.1 From an overall microsatellite systems point of view, storing propellant on-orbit as a liquid or solid has obvious benefits in terms of available storage volume and tankage mass. Because available power on microsatellites is also quite limited, low pressure operation will most likely result from liquid vaporization or solid sublimation propulsion concepts.

At sufficiently low Reynolds numbers, the viscous losses within a micronozzle become large enough for the specific impulse along the nozzle centerline to decrease from the nozzle throat to the exit plane making the concept of a nozzle expansion useless. In the transitional flow regime, therefore, a thin-walled sonic orifice or a short circular tube may perform as well as a typical micronozzle.2

Gas flows through circular orifices and short and long tubes have been rigorously studied in the past, and extensive summaries may be found in Refs. 3 and 4 and references therein. Therefore, here we mention only few of them. Free molecular and transitional flow in pipes and ducts was first studied experimentally and theoretically by Knudsen,3 who
examined the dependence of the conductance at different pressure and geometrical parameters. He observed a conductance minimum at Kn ≈ 1 for long ducts and tubes. A qualitative explanation for conductance minimum was suggested in Ref. 6. The minimum was attributed to a small population of molecules that enter the tube or reflect on the tube surface with a very small radial velocity. These molecules give a disproportionately large contribution to the mass flow at high Knudsen numbers. As the Knudsen number decreases, molecular collisions disrupt the path of such molecules, therefore decreasing the mass flow. A further increase in the molecular collision frequency stimulates an overall drift velocity that in turn increases the mass flow through the tube.

The conductance and the transmission probabilities in long tubes and channels in the transitional flow have been extensively studied in the 1960s and 1970s, both experimentally7 and analytically.8 There were also several studies aimed at flows through short tubes and apertures.9,10 An example of such studies is in Ref. 11, where the effect of round edges on mass flow was analyzed. This type of flow was also investigated in detail in the past decade, most noticeably with respect to emerging micro- and nanotechnologies (such as lubrication problems that deal with transitional flows in long channels and tubes) and porous media (represented by a single or multiple capillaries). Many researchers have made a significant contribution to the field, such as Ref. 12, where a method for solving low-velocity microflows by scaling the temperature of the fluid such that the molecular thermal velocity is on the same order of magnitude as the fluid velocity; Ref. 13, where the mass flow, heat flux, and diffusion flux of rarefied gas mixture through long tubes caused by gradients of pressure, temperature, and concentration were calculated; and Ref. 14, where rarefied gas flows in thin film slider bearings are studied in a wide range of Knudsen numbers.

Although an extensive knowledge has been accumulated on transitional flows in orifices and short tubes, there have been few investigations of these geometries from the point of view of micropropulsion, which requires a detailed study of the mass flow rate, momentum flux, and specific impulse.15–17 The importance of such a study is related to the mass flow rate, momentum flux, and specific impulse of Navier-Stokes equations (NS hereafter).

II. EXPERIMENTAL SETUP AND FLOW CONDITIONS

All measurements were performed on the nano-Newton Thrust Stand (nNTS), which has been described in detail in Ref. 1 and specially modified for this experiment’s particular needs. The nNTS was installed in Chamber IV of the Collaborative High Altitude Flow Facilities (CHAFF-IV), which is a 3 m diameter by 6 m long cylindrical, high vacuum chamber. The facility was pumped with a 1 m diameter diffusion pump with a pumping speed of 42 000 L/s for helium and 25 000 L/s for molecular nitrogen in conjunction with a turbomolecular pump with a pumping speed of 3500 L/s for molecular nitrogen. The ultimate facility pressure was approximately 10⁻⁶ Pa with all operational pressures below 0.1 Pa. Measurements of the chamber background pressure were taken with an absolute pressure transducer in conjunction with an ionization gauge.

The thickness of the tube, t, was varied from 0.015 mm to 1.2 mm, while the diameter d was constant at 1 mm. All considered geometries were sharp edged. The tube was attached to a plenum with a cross-sectional area much larger than the tube area to help ensure uniform flow. The thinnest tube was machined in a 0.015 mm thick tantalum shim giving t/d = 0.15. The medium and thickest tubes were machined into aluminum plates with t/d values of 0.508 and 1.2, respectively. The plenum size (66 × 35 × 17.5 mm) is the same for all three geometries.

The stagnation pressures were measured through taps on the side of the plenums using calibrated differential pressure transducers. The carrier gas was introduced to the plenum through an adjustable needle valve located downstream of a mass flow meter. In the experimental configuration, the mass flow meters were operated in the continuum regime throughout the pressure range investigated. The gases used were molecular nitrogen and helium. The stagnation pressures ranged from 1 Pa to 5000 Pa. The stagnation temperature was measured to be 295 K in equilibrium with ambient. The combination of stagnation pressure and temperature gave a maximum Reynolds number of 770 for nitrogen and about 290 for helium, based on the tube diameter.

The nNTS was calibrated using electrostatic calibration techniques described by Selden.19 A unique feature of the nNTS is its ability to measure the force levels of a 1.0 mm tube from the free molecule through continuum range. The low force measuring capability of the nNTS allowed for the investigation of the transitional flow regime overlooked in previous low Reynolds number studies.

III. NUMERICAL APPROACHES

Two approaches, kinetic and continuum, are used in this study to model gas expansion into vacuum. The kinetic approach (DSMC method) is used for the entire range of pressures under consideration. The continuum method (solution of Navier-Stokes equations) is applied for pressures 35 Pa and higher, where the flow regime changes from transitional to near continuum.
A. Kinetic approach

The DSMC-based software system SMILE\textsuperscript{20} was used in all DSMC computations. The majorant frequency scheme\textsuperscript{21} was used to calculate intermolecular interactions. The intermolecular potential was assumed to be a variable hard sphere.\textsuperscript{22} Energy redistribution between the rotational and translational modes was performed in accordance with the Larsen-Borgnakke model. A temperature-dependent rotational relaxation number was used. The reflection of molecules on the surface was assumed to be diffuse with complete energy accommodation.

The DSMC method is conventionally used to model supersonic and hypersonic flows, where the boundary conditions are either supersonic inflow or vacuum outflow. Their implementation for these cases is straightforward. For subsonic flows, such as the flow inside the stagnation chamber, the application of the DSMC method is more complicated. In the present study, a large computational domain was used so that the disturbances arising downstream do not significantly influence the flow near the subsonic boundaries. This allows one to use constant flow properties at these boundaries. Zero flow velocity was assumed at the inflow boundaries, with the pressure and temperature corresponding to given stagnation conditions.

The impact of the computational domain was found to have no visible effect on flow parameters, both distributed and integral, when the domains of 8 × 4 mm and 16 × 8 mm were examined. The smaller one was therefore used in all computations presented below. The DSMC modeling was performed for two different sets of numerical parameters, about 25 million molecules and 10 million cells for pressure larger than 2000 Pa, and about 3 million molecules and 1 million cells for pressures smaller than 2000 Pa. These numbers were used to satisfy the DSMC requirements for the linear cell size be less than the gas mean free path, λ (the cell size was about the mean free path for the most dense case of 5200 Pa in nitrogen), and the number of molecules in a λ\textsuperscript{2} area be larger than one (at least two were taken). The time of 0.2 ms was found to be sufficient to reach steady state. The macroparameter sampling was performed over 100 000 time steps of 3 ns for the first set, and 100 000 time steps of 80 ns for the second set, with a typical statistical error in flow fields below 2%, and in mass flow and momentum flux below 0.4%.

B. Continuum approach

The Navier-Stokes computations were performed with commercial software, CFD-ACE, which is a pressure-based finite-volume flow solver (CFD-Ace: User Manual, Version 2003, CFD Research Corporation, 2003). CFD-ACE is a set of computer programs for multiphysics computational analysis. It is designed to simulate steady and unsteady flows, perfect gas and multispecies reacting flows.

The following features of CFD-ACE are used for present computations: structured grid solver, conjugate gradient squared method with preconditioning, algebraic multigrid solver, Sutherland law for the viscosity, and slip boundary conditions on plenum and tube walls. These conditions allowed us to obtain reliable, stable, and converged solutions for significantly lower stagnation pressures than in Ref. 17 (410 against 3570 Pa). Boundary conditions with a fixed value of stagnation pressure at the inflow boundaries and a fixed value of pressure at the outflow boundaries are applied. The prescribed value of the outflow pressure is four orders of magnitude lower than the stagnation pressure, and used primarily for the transient stage of computations. If the Mach number at the outflow boundary exceeds unity, the solver automatically switches the conditions to extrapolation from internal nodes. The computational domain is 7 × 4 mm, and a multiblock grid is used consisting of 71 000 to 88 000 nodes depending on the tube thickness. The nodes are clustered to the tube in order to properly resolve strong flow gradients in this region. Note that an increase of the computational domain or a decrease in the number of nodes did not have visible effect on the mass flow rate and momentum flux. For example, doubling the number of nodes in the vicinity and inside of the tube (the total number of nodes was changed from 51 000 to 71 000) for helium at a stagnation pressure of 5200 Pa changes mass flow rate and momentum flux only by 0.2% and 0.1%, respectively.

IV. EXPERIMENTAL AND NUMERICAL UNCERTAINTIES

There are several possible sources of experimental uncertainties in this work. First, there is always a finite background gas pressure in the chamber that increases with mass flow. The background gas may impact the mass flow measurements only for stagnation pressures larger than 1500 Pa, although the force (momentum flux) measurements are affected to some extent at all plenum pressures. A previous study\textsuperscript{23} indicated that the force can be affected by less than 0.5% at the experimental conditions of this work. The previous study is supplemented here with the numerical modeling in order to quantify the facility effect on force measurements. Another source is the standard deviation of the stagnation pressure and mass flow measurements; those were found to be within approximately 1% over the range used. For the momentum flux measurements, a stand calibration of deflection angle versus applied force has been approximated to be within 3%. For a given applied force to the stand, the standard deviation of the stand’s deflection was less than 1%; however, the accuracy of the calibration system must also be taken into account. Finally, there was some error associated with the manufacturing of the tubes. In general, the tube diameter of thicker tubes, manufactured of aluminum, is known to be within 0.2%. The thinnest configuration was machined from a thin tantalum shim, and the measurement of its diameter is therefore not quite as accurate and is estimated to be within approximately 2%.

In addition to the experimental uncertainties, there are a number of numerical uncertainties. Grid resolution, the maximum number of simulated molecules, effects of the subsonic boundary conditions, and the gas-gas collision models were all found to be within the statistical error of the DSMC computations mentioned above, and may account for a numerical uncertainty estimated to be on the order of 1% to
The effects of the tube surface roughness present in the experimental device are not known, and a simple diffuse scattering model was used.

V. FLOW SOLUTIONS BY KINETIC AND CONTINUUM APPROACHES

The two approaches, kinetic and continuum, are used to model gas flows through short tubes for the higher pressures under consideration, which allows us to address the accuracy issues of the numerical solutions. It is well known that the Boltzmann equation, and therefore the DSMC method, is applicable to simulate gas flows in the binary collision regime. This regime is observed at pressures up to several atmospheres, which is well above the range of pressures examined in this work. The use of the DSMC method for modeling very low Knudsen number flows, on the order of 0.001 and lower, however, is still raising questions to the numerical accuracy of obtained solutions, primarily related to the number of simulated molecules and cells. This is further magnified by uncertainty in the subsonic boundary conditions, as well as the long time required to reach steady state. The solution of the NS equations, on the other hand, is limited by its area of applicability.

The NS equations may be derived from the Boltzmann equation with the assumption of a small deviation of the velocity distribution function from Maxwellian,

\[ f = f_M[1 + O(Kn)] \]

Here, Kn is the local Knudsen number equal to the ratio of the local mean free path to a distance \( l/(dp/dx) \), where \( p \) is the gas density. The local Knudsen number, Kn, is therefore used to analyze the difference between the continuum and kinetic methods, and therefore the applicability of the continuum results.

The local Knudsen number calculated by the continuum approach for \( t/d=0.015 \) in helium is plotted in Fig. 1. Gas expansion through a short tube into vacuum is characterized by strong rarefaction in the region near the outer lip, and one can expect large values of the local Knudsen number with the continuum approach failing in that region. For the highest plenum pressure under consideration of 5200 Pa, the value of the local Knudsen number at the exit plane reaches 0.1 near the surface. At as much as quarter of the exit area, it is larger than the value of 0.2 found to correlate with the breakdown of the continuum approach. The values of the local Knudsen number increase by over an order of magnitude as the pressure decreases to 410 Pa, which corresponds to the diameter-based Knudsen number of 0.0425. In this case, the 0.2 isoline lies in the subsonic region inside the plenum, and the values at the exit plane change from 0.08 to 0.5 closer to the surface.

A comparison of the macroparameters obtained with the kinetic and continuum approaches shows that the agreement is very good between the two for higher pressures. This is illustrated in Fig. 2, where the velocity in the axial direction is shown for a helium flow through tubes of different thickness. A comparison of the velocity and the local Knudsen number fields shows that the NS solution is close to the DSMC result in the region, where the local Knudsen number is less than 0.1. The axial velocities are different for the two approaches only in the expansion region where flow angle

FIG. 1. Local Knudsen number for \( t/d=0.015 \). Helium flow, \( P_0=5200 \) Pa (top) and \( P_0=410 \) Pa (bottom).

FIG. 2. Helium axial velocity (m/s) at \( P_0=5200 \) Pa obtained by kinetic (dashed lines) and continuum (solid lines) approaches, \( t/d=0.015 \) (top) and \( t/d=1.2 \) (bottom).

FIG. 3. Helium axial velocity (m/s) at \( P_0=410 \) Pa obtained by kinetic (dashed lines) and continuum (solid lines) approaches, \( t/d=0.015 \).
relative to the plume axis is larger than 30. The difference is primarily attributed to the nonequilibrium between translational modes, with the actual ratio of temperature in the axial direction to the total translational temperature being as small as 0.4. Note also that the account for the velocity slip in the NS solver allows one to match the DSMC solution inside the tube for \( t/d = 1.2 \), whereas the no-slip NS flow fields differ from the DSMC ones near the surface, as was pointed out by Ref. 17.

The decrease in stagnation pressure results in a significant deviation of continuum results from the DSMC, as illustrated in Fig. 3. The difference is relatively small in the regions where the local Knudsen number is less than 0.1, and becomes large downstream of the exit. Note that a similar trend was observed for other macroparameters, such as temperature and density, which generally points to the inapplicability of the continuum solver to predict flows through tubes into vacuum at this Knudsen number.

The lower flow velocities at the exit predicted with the continuum approach (see Fig. 3) result in smaller mass flow rates for low pressures. This is illustrated in Table I, where the helium mass flow and momentum flux are summarized for two thickness-to-diameter ratios and several plenum pressures. The results show that the continuum solution significantly deviates from the kinetic one at \( Kn > 0.01 \). This conclusion holds both for \( t/d = 0.015 \) and \( t/d = 1.2 \). For \( t/d = 1.2 \), the difference in the mass flow reaches 5\% for \( Kn = 0.0109 \) and 10\% for \( Kn = 0.016 \), with the continuum mass flow being lower, even though the velocity slip was included in the calculations. For plenum pressures larger than 2000 Pa, corresponding to \( Kn < 0.008 \), the difference between the two approaches is less than 1\%, within the computational error, even for conditions when the local Knudsen number at the exit is as big as 0.3. For the largest pressure under consideration, the NS computations were also performed with the no-slip boundary conditions. For those computations, the mass flow was about 1.5\% and the momentum flux about 0.5\% lower than the corresponding values with slip.

Numerical modeling of flows through short tubes has shown that for a diatomic gas the area of validity of the continuum solver in terms of Knudsen number is similar to the monatomic gas flow. This is illustrated in Table II for \( t/d = 0.015 \), where the nitrogen properties are listed. For larger \( t/d \), the agreement between the DSMC and NS solutions at \( Kn \approx 0.01 \) is better for nitrogen than for helium. At \( Kn < 0.01 \), the difference between the DSMC and NS is within the boundaries of numerical error both for the mass flow and momentum flux.

It is interesting to note that when the plenum pressure is large enough the momentum flux through a \( t/d = 0.015 \) tube is close for helium and nitrogen (compare the continuum values of 4.485 \( \times 10^{-3} \) N for helium and 4.486 \( \times 10^{-3} \) N for nitrogen at \( P_0 = 5200 \) Pa). This is explained as follows. The main differences between nitrogen and helium in terms of modeling momentum flux are mass, gas-surface interaction, and internal energy modes. The latter does not impact the flow inside the plenum or in the vicinity of the exit since the surface temperature is equal to the stagnation temperature. The gas-surface interaction does not play an important role for \( t/d = 0.015 \). The first factor, the mass, should not significantly affect the force measured at the exit (i.e., close to the sonic line), since the momentum flux at the sonic line is essentially a function of the pressure, the area, and the specific heat ratio.

This is shown in Fig. 4, where the DSMC normalized

<table>
<thead>
<tr>
<th>( P_0 )</th>
<th>( Kn )</th>
<th>( m, \text{ DSMC} \times 10^{-6} )</th>
<th>( m, \text{ NS} \times 10^{-6} )</th>
<th>( F, \text{ DSMC} \times 10^{-3} )</th>
<th>( F, \text{ NS} \times 10^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>410</td>
<td>0.0133</td>
<td>0.634</td>
<td>0.601</td>
<td>0.334</td>
<td>0.312</td>
</tr>
<tr>
<td>1071</td>
<td>0.0051</td>
<td>1.658</td>
<td>1.621</td>
<td>0.907</td>
<td>0.918</td>
</tr>
<tr>
<td>3570</td>
<td>0.0015</td>
<td>5.520</td>
<td>5.443</td>
<td>3.093</td>
<td>3.079</td>
</tr>
<tr>
<td>5200</td>
<td>0.0010</td>
<td>8.037</td>
<td>7.924</td>
<td>4.519</td>
<td>4.486</td>
</tr>
</tbody>
</table>
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density and velocity profiles are given along the exit for a stagnation pressure of 3570 Pa. The axis is located at $Y=0$. It is seen that there is a negligible difference between the number density profiles for the two gases. The axial velocity profiles are different by approximately a factor equal to the square root of the mass ratio. To illustrate this, a profile is shown of the variable $U_x(N_2)\sqrt{m(N_2)/m(He)}$ (compare it to the helium axial velocity profile). All this results in a very small difference between helium and nitrogen momentum flux values.

VI. NUMERICAL AND EXPERIMENTAL DATA

Mass flow through short tubes has been measured and calculated in a wide range of pressure both for helium and nitrogen. The comparison of the computed and measured mass flows is presented below in terms of a discharge coefficient to better illustrate the differences between the obtained results. The discharge coefficient is the ratio of the actual mass flow to the corresponding value for the one-dimensional (1-D) inviscid flow through a sonic orifice,

$$m = \rho^* a^* A^* ,$$

where $\rho^*$ and $a^*$ are the gas density and velocity at the throat, determined by the plenum conditions through the isentropic relations (see, for example, Ref. 24), and $A^*$ is the throat area.

The computed and measured values of the discharge coefficient $t/d=0.015$ are presented in Fig. 5. The experimental results are given here for plenum pressures below 1000 Pa; the facility (background gas) effects are negligible in this case. The agreement between the kinetic solution and the experiment is very good for the two gases under consideration. The continuum solution consistently underpredicts the data, although the region where the two overlap is, in fact, outside the applicability region of the continuum solver. The discharge coefficient reaches its continuum values of about 0.86 for nitrogen and 0.83 for helium at pressures of about 500 Pa and 2000 Pa, respectively. This corresponds to the Knudsen number of about 0.01. The asymptotic values of 0.86 and 0.83 are in good agreement with previous experimental and numerical studies (see, for example, Refs. 11 and 13).

Note that there is a small maximum in discharge coefficient observed for the nitrogen flow at pressures about 300 Pa. However, the magnitude of this maximum (about or less than 1%) is within both experimental and numerical error, and more accurate data would be necessary to support the existence of the maximum. The kinetic results in the free molecular regime ($Kn=50$) are somewhat lower than the corresponding theoretical free molecular limits of 0.58 for nitrogen and 0.55 for helium. This is attributed to the finite thickness of the wall of $t/d=0.015$. The number of particles hitting the internal surface of a very short tube amounts to roughly $2t/d$. Since about half of those molecules are returning back to the chamber, the total mass flow is reduced approximately by a factor of $(1-t/d)$.

A comparison of computed and measured discharge coefficients for a larger $t/d$ of 1.2 is presented in Fig. 6. As expected, the formation of the boundary layer inside the tube results in much lower experimental and numerical values of the discharge coefficient in the entire range of pressures under consideration, as compared to $t/d=0.015$. It is also clear that even at pressures above 5000 Pa (Knudsen numbers less than 0.001) the discharge coefficient has not reached continuum limits corresponding to this geometry. Similar to the $t/d=0.015$ case, the discharge coefficient values obtained by the DSMC method are in good agreement with the corresponding experimental values both for helium and nitrogen. For nitrogen, the experimental points are somewhat lower for the high end of pressures, which is attributed to a small but finite effect of the chamber background gas. The continuum solution has a steeper slope than the kinetic and experimental
ones, but is generally in better agreement with the experiment than for $t/d=0.015$.

In this study, the measurements of momentum flux were performed versus mass flow and not pressure. Therefore, it is reasonable to compare the experimental momentum flux with numerical results as a function of mass flow. This allows us to avoid unnecessary uncertainties associated with mass flow versus pressure measurements, and minimize the effect of the experimental tube diameter uncertainty. The comparison of computational and experimental results for $t/d=0.015$ is given in Fig. 7. It is seen that the agreement between the measured and calculated forces is very good, with the exception of the continuum values outside of the applicability limits of the NS approach. The momentum flux changes linearly with the mass flow both for helium and nitrogen. The momentum flux for helium is larger than that for nitrogen by a factor equal to the square root of the inverse ratio of their molecular masses, due to the corresponding difference in the thermal velocities.

One of the important issues in the comparison of measured and computed momentum fluxes is the presence of background molecules in the chamber, which was not accounted for in the above calculations. In the absence of the gas flow through a tube, the background gas in the plenum is uniform, and the momentum flux is the same over all sides of the plenum. When there is a flow through a tube, there are two types of side effects possible that may impact the momentum flux measurements. First, an average velocity of the background gas may be induced in the chamber, different in different locations throughout the chamber. This average velocity may generally either decrease or increase the total force on the plenum. Second, and more important, the plume molecules move background molecules away from the tube (front) side of the plenum, which in turn reduces the background gas pressure on the front side compared to the back side, and acts toward decreasing the total measured momentum flux. This effect is, in fact, even more complex, since there may be also a significant flux of plume molecules coming on the front side. It is clear that this effect is minimum in the continuum flow, and not present in the free molecular flow. However, in the transitional regime the effect is not clear a priori, and has to be characterized.

The DSMC computations have therefore been performed to quantify the contribution of the plume-background gas interaction on the total force change. The computations were three dimensional, included the front side of the plenum with the actual dimensions of $0.035 \times 0.066$ m and $t=0.015$, and used an inflow starting surface at $M=2$, generated from corresponding the 2-D computations. Helium flow was considered with the stagnation pressures of 410 and 5200 Pa, and the background pressures of 0.01 and 0.11 Pa, respectively. Note that these values of the background pressures were taken from the pressure sensor measurements in the center of the wind side of the chamber. The computations showed that the pressure force on the front side of the plenum is lower than that on the back side, with the difference amounting to about 1% of the corresponding plume force for $P_0=410$ Pa and 0.75% of the plume force for $P_0=5200$ Pa. This difference is considered not significant, and therefore no special correction of the experimental data has been conducted. In order to analyze the impact of the induced background gas flow in the chamber, DSMC computations has also been carried out for $P_0=410$ Pa, that included a full internal geometry of the CHAFF-IV facility with one and two diffusion pumps working. The computations showed that there is no noticeable flow of the background gas in the chamber, and, with the exception of the plume region, it is essentially stagnant at constant temperature and pressure.

The conclusions on negligible facility effects shown numerically for $t=0.015$ are believed to be applicable to the same extent to larger thickness-to-diameter ratios. The increase of $t/d$ generally results in a better flow directionalit.
and therefore smaller influence of the plume-background gas interaction on the force on the front side of the plenum. The results of measurements of the momentum flux are given in Fig. 8 for \( t/d = 1.2 \) and two gases. Similar to the \( t/d = 0.015 \) case, the momentum flux is nearly linear versus the mass flow. The numerical predictions of the momentum flux through a tube with \( t/d = 1.2 \), both kinetic and continuum, are in very good agreement with the experimental data in the entire range of considered pressures.

While the facility effects are the primary reason for experimental uncertainties, the most probable reason for numerical inaccuracy is thought to be the uncertainty in the gas-surface interaction model. Obviously, flows with larger \( t/d \) are especially sensitive to the choice of this model. Although the agreement between the numerical and experimental data for mass flow and momentum flux speaks for the diffuse model as a reasonable assumption in this case, the DSMC computations have also been performed for \( t/d = 1.2 \) with a Maxwell (specular-diffuse) model with an accommodation coefficient \( \alpha_D = 0.8 \) (20\% molecules are reflected specularly, and 80\% diffuse). Generally, surface specularity in a straight tube increases the mass flow, and for a fully specular reflection of molecules on the surface the mass flow is the same as for an infinitely thin orifice. For a diffuse-specular reflection, the mass flow is expected to fall between these two limits, with the surface impact being smaller for higher pressures due to a thinner boundary layer. An interesting fact is that surface specularity primarily affects the density field, and not the axial velocity. This is illustrated in Fig. 9, where the normalized density and axial velocity profiles are given along the exit. The results are shown for a plenum pressure of 410 Pa (Kn = 0.0425) since the impact of the accommodation coefficient is maximum in this case. Axial velocity for the two \( \alpha_D \) parameters almost coincide, except for a small region near the surface where the velocity of the more specular case is higher. The number density, however, is proportionally lower for \( \alpha_D = 0.8 \) at any location inside the tube exit. The mass flow and the momentum flux for \( \alpha_D = 0.8 \) are \( 0.136 \times 10^{-6} \text{ kg/s} \) and \( 0.178 \times 10^{-3} \text{ N} \), respectively. This is an increase about 8\% compared to the fully diffuse case. Since the numerical data agree with the measurements within 1 to 2\%, the actual surface specularity is much smaller than the assumed 20\% for \( \alpha_D = 0.8 \).

VII. INFLUENCE OF WALL THICKNESS ON MASS FLOW AND MOMENTUM FLUX

The friction at the tube surface results in significantly lower mass flows for thicker tubes, even for relatively high pressures. This is illustrated in Fig. 10, where the experimental values of mass flow for different thickness-to-diameter ratios and two gases are presented. Note that the mass flow as a function of pressure is almost linear in the range of pressures from 100 to 2000 Pa, which means that the flow structure essentially does not change for Knudsen numbers \( Kn < 0.1 \). The situation is different when the tube length becomes comparable to the tube diameter. In this case, the flow slowly transitions from free molecular, when molecules pass through a tube without collisions, to continuum, when the boundary layer thickness becomes negligibly small. This transition is responsible for the noticeable, especially at \( t/d = 1.2 \), curvature of the mass flow versus pressure. This is true both for a monatomic and a diatomic gas. The boundary layer inside the tube significantly lowers that tube through-put, and in the transitional regime the mass flow for \( t/d = 0.5 \) is closer to \( t/d = 1.2 \) than \( t/d = 0.015 \). The momentum flux versus mass flow weakly depends on the tube length (cf. Figs. 7 and 8). The momentum flux for the thickest tube, \( t/d = 1.2 \), is only a few percent higher than that for \( t/d = 0.015 \) for the entire range of considered mass flows.

In order to better understand the reasons for difference between the thinnest and the thickest tubes considered in this work, it is beneficial to examine the thick-to-thin ratios of momentum fluxes and mass flows. These ratios were ob-
tained at fixed pressures both using the DSMC method and experimentally, and the results are shown in Fig. 11. Both mass flow and momentum flux ratios generally decrease with pressure for pressures ranging from nearly continuum regime down to $P/\text{H}_1 < 100 \text{ Pa}$, which correspond to a Knudsen number of about 0.25. The most remarkable feature is a minimum observed both for mass flow and force ratios at pressures between 50 and 100 Pa (0.25 $\text{Kn} < 0.5$). After that, the ratios increase slightly toward the free molecular regime.

The minimum is very small, about 1%, for the mass flow ratio, and although it is visible in numerical modeling, it could not be confirmed experimentally due to larger scatter in experimental data. For the momentum flux, however, this minimum amounts to almost 10% of the free molecular value, and is clearly seen both numerically and experimentally, as shown in Fig. 11. The qualitative explanation for the minimum is somewhat similar to that for the Knudsen minimum effect, cited in Sec. I. Let us first compare the flow through tubes with $t/d = 0.015$ and $t/d = 1.2$ in the free molecular regime. Practically all molecules that intersect the tube entrance plane leave the plenum when $t/d = 0.015$ (only about 1.5% of the total number of intersecting molecules will return back to the plenum). For a larger thickness, however, the transmission probability may be much lower than unity, depending on $t/d$ ratio, which explains much lower mass flows in this regime.

As the Knudsen number decreases, the effect of collisions for $t/d = 1.2$ becomes significant. This effect for relatively high Knudsen numbers results in a decrease in mass flow since molecules that have relatively high axial velocities and whose contribution to mass flow is highest now have a finite probability to collide with molecules that previously collided with the tube surface. The contribution of these high axial velocity molecules therefore goes down as their axial velocity decreases after such collisions. The further decrease in the Knudsen number results in a general drift of molecules downstream toward the exit due to intermolecular collisions. The overall drift velocity increases as the boundary layer inside the tube decreases, thus reducing the difference between mass flow and force obtained for $t/d = 1.2$ and $t/d = 0.015$.

To examine the observed minimum in more detail, the DSMC computation has been performed for a $t/d = 1.2$ tube at $P_0 = 35.7 \text{ Pa}$ ($\text{Kn} = 0.5$), using four chemically identical species characterized as follows: Species 1 is assigned to molecules that come from the upstream boundaries inside the plenum. To see the effect of molecular collisions, species 2 is created from molecules of species 1 after they collide with any other species inside the tube. When molecules of species 1 collide with the tube surface, they are transformed to species 3. Finally, species 4 is created from molecules of species 2 that collide with the tube surface and molecules of species 3 that collide with other molecules inside the tube.

The distribution of mole fractions of these species along the tube axis is shown in Fig. 12. Here, the tube starts at

FIG. 10. Measured mass flow as a function of plenum pressure for three $t/d$ ratios. Helium (top) and nitrogen (bottom).

FIG. 11. Ratio of the mass flow and momentum flux for $t/d = 1.2$ to the corresponding values at $t/d = 0.015$. Helium flow.
X=0 and ends at X=0.001 20 m. Note that although the fraction of molecules with no surface or molecular collisions (species 1) decreases significantly through the tube, it still remains at about 5% at the exit plane. Species 1 is quickly replaced by species 2, 3, and 4. The computation also shows that most particles leaving the tube collide both with the surface and with other particles (species 4).

A small number of particles that do not experience any collisions inside the tube still make significant contribution to the mass flow and momentum flux due to their high axial velocity. As shown in Fig. 12, the average axial velocity of molecules of species 1 at the exit is about two time higher than those of species that collided with the tube surface. The velocity of molecules that have only intermolecular collisions inside the tube is between these two limits. It is obvious that the decrease in the number of intermolecular collisions in gas toward the free molecular regime results in a larger fraction of molecules of species 1 at the exit plane, and as the result an increase in the mass flow and especially momentum flux. For larger pressures, the average velocity of species 4 is expected to be higher due to the combined effect of molecular collisions on drift velocity.

VIII. CONCLUSIONS

Low density flows through short circular tubes have been studied experimentally and numerically for thickness-to-diameter ratios from 0.015 to 1.2. The nano-Newton Thrust Stand installed in CHAFF-IV was used in the experiments; the computations were performed with the kinetic (the direct simulation Monte Carlo) and continuum (solution of the Navier-Stokes equations) methods. The scope of the work was to examine the mass flow and momentum flux for two gases, helium and nitrogen, in the range of Knudsen numbers from 0.001 to 40. The primary motivation for the work was to study propulsion efficiency of short tubes at low Reynolds numbers, from 0.02 to 770. For the first time, momentum flux through short tubes has been measured, and propulsion efficiency of orifices versus short tubes has been analyzed.

The results obtained with the continuum approach for Kn<0.01 are in very good agreement with the DSMC predictions in terms of the flow fields, and mass flow, and momentum flux. It was also shown that the numerical predictions of the mass flow/discharge coefficient and momentum flux are in good agreement with the experimental data for all plenum pressures under consideration. The impact of background gas pressure in the chamber was analyzed and found to be insignificant for pressures smaller than 1000 Pa. Although millimeter-scaled configurations have been used in this study, similarity parameters such as the Reynolds and Knudsen numbers allow one to generalize the conclusions of this work to microscale flows. Lately, the area of microscale flows has drawn considerable interest from researchers, which has stimulated the reconsideration of old numerical techniques (such as solutions to the Barnett equations) and the development of new approaches (such as the Information Preservation technique). Excellent agreement between both numerical solutions and the experimental data shows that these more conventional computational approaches are still capable of an accurate prediction of gas flows through short tubes in the entire flow regime from free molecular to continuum. This agreement also indicates that the data, both numerical and experimental, may serve as a reliable basis for comparison and method validation.

The effect of the tube thickness was studied, and a minimum was observed both numerically and experimentally for thick-to-thin orifice ratio of momentum flux versus pressure. The minimum occurs at a Knudsen number between 0.25 and 0.5 and is approximately 10% of the corresponding free molecular values. The minimum in the mass flow ratio on the order of 1% was also shown numerically. The qualitative explanation for the minimum is similar to that of the Knudsen minimum effect; namely, a disproportionately large contribution to mass flow and force from molecules with large axial and small radial velocities. This contribution de-
creases as these molecules collide with molecules reflected from the surface at the flow regime where intermolecular collisions are too rare for a collisional drift to be initiated.

The thick orifice propulsion efficiency is much higher than that of a thin orifice, but does not change significantly when thickness-to-diameter ratio changes from 0.5 to 1. The effect of surface specularity on a thick orifice specific impulse were found to be relatively small.
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The direct-simulation Monte Carlo method was used to study the flow in a free-molecule microresistojet (FMMR). The FMMR is a microelectromechanical-systems (MEMS) fabricated resistojet that operates by heating a propellant gas as it expands through a series of slots. The flow through a single heater slot of the FMMR was modeled in two dimensions for a range of chamber pressures from 50 to 200 Pa and heater chip temperatures from 300 to 573 K. Using this, the numerical performance of FMMR was computed. The resultant specific impulse was found to agree within 2% of experimental data for nitrogen propellant and within 4% for helium propellant. Then, a full three-dimensional model of the FMMR geometry was made for water vapor as propellant in two steps. First, the flow in the plenum was modeled. FMMR performance parameters were found to be 10% lower than those of the two-dimensional model. Second, the FMMR plume flow was calculated using a starting surface generated from the plenum simulation for two possible locations of the FMMR as a despinn thruster on a nanosatellite. The thrust degradation caused by the resultant surface forces was examined, and the net moment of one configuration was found to be 60% higher than the other.

I. Introduction

One of the increasing trends in the design of modern space missions is the miniaturization of spacecraft and satellites. As a result, new space technologies, such as spacecraft formation flying, have been promoted by the U.S. Air Force, Defense Advanced Research Projects Agency, and NASA. The growing emphasis on small satellite systems necessitates the development of new propellant systems able to deliver precise impulse bits while meeting strict mass, size, and power usage limitations.1

Various micropropulsion concepts, such as cold gas,2 catalytic decomposition,3 mono-propellant, and bipropellant4 thrusters, are currently being considered for small satellite applications. For chemical and electrothermal micropropulsion devices, the fluid mechanics of reduced length scales (low Reynolds numbers) results in a significant degradation of the thrust efficiency as a result of increased viscous and heat-transfer losses. Both experimental and numerical investigation of fluid flow and performance of microthrusters is necessary for realistic evaluation of new concepts.

The free-molecule microresistojet (FMMR) is an electrothermal propulsion system designed for on-orbit maneuvers of nanospacecraft (mass <10 kg) (Refs. 5 and 6). The current version of the FMMR5 is being developed for a Texas A&M (TAM) nanosatellite flight. The flight will investigate the survivability and capability of the water-propelled microthruster for attitude control maneuvers. The FMMR will provide a spin-up capability for the nanosatellite. The thruster system will operate on the vapor pressure of water, stored in either a liquid or solid state (depending on the internal satellite temperature). The propellant gas, originating from a propellant tank and passing through hydrophobic microporous membrane filters and a valve, enters the base of a Teflon® plenum through an inlet. The hydrophobic microporous membrane uses the surface tension of the propellant to serve as a phase separator, allowing only the propellant vapor to pass through. The FMMR heater chip shown in Fig. 1 is attached to the top of the plenum. Propellant molecules gain kinetic energy as they collide with heated walls of the expansion slots. The increase in kinetic energy of the propellant molecules is critical to the performance and operation of the FMMR. Because of the inherently low operating pressures of the FMMR, the propellant molecules are heated primarily through the direct interaction with the expansion slots.5

The FMMR exhibits many systemic features that are beneficial to small satellite operations such as low cost, low power consumption, low mass, and low propellant storage volume. The FMMR operates at relatively low stagnation pressure to take advantage of the high storage density of liquid and solid propellants. By operating on the vapor pressure of the stored propellant, the FMMR reduces the amount of power required over thrusters that pre-vaporize the propellant to create high stagnation pressures. The simple design of the FMMR allows for low-cost manufacturing and testing. The FMMR heater chip allows for large ranges of thrust levels without a significant loss in performance by varying the number and dimensions of the expansion slots.

Previous work has described the fabrication and heat-transfer characteristics of the FMMR concept.5 Proof-of-principle designs, which showed the utility of the FMMR system for nanosatellite operations, were investigated. Analytical expressions were developed to estimate the overall propulsive efficiency of the design. Recently, the propulsive performance of the FMMR has been determined experimentally.6 Comparison of the experimental performance data with the analytical results showed that the design of the FMMR based on these free-molecule analytical expressions has met with limited success. The range of operating pressures of the FMMR propulsion system extends into the transitional flow regime where the free-molecule analytical expressions are not completely valid. In Ref. 6, the analytically predicted specific impulse is shown to be up to 20% lower than experimental measurements. Therefore, the need for higher accuracy performance predictions for designing future iterations of the FMMR is evident. In this work, a FMMR is examined numerically. Because typical plenum pressures
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are relatively low (below 1000 Pa) and the Knudsen number based on the slot thickness is on the order of unity, the direct simulation Monte Carlo (DSMC) method has been used in all computations in this study.

The main objectives of this work were threefold. First, the performance of the FMMR was compared to experimental data for different test gases to validate the use of the numerical model and provide a level of confidence in extending the model to simulate performance on the TAM nanosatellite. The second objective was to use the validated code to estimate the level of contamination of a typical spacecraft surface by propellant molecules. Because experimental contamination data are not available, DSMC provides the only means to predict the contamination potential on the TAM nanosatellite. Finally, an analysis of the importance of geometrical and operational parameters, such as plenum pressures and heater chip temperatures, was performed. This final objective was used to investigate the potential of the DSMC technique as a design tool for future iterations of the FMMR system. For initial design criteria, the derived free-molecule analytical expressions given in previous studies\(^5_6\) were utilized. The analytical expressions are valid for low-pressure (high Knudsen number) operation of the thruster but are not expected to be accurate for the higher operating pressure range. Furthermore, future design iterations of the FMMR system will require higher accuracy performance predictions, which might eventually couple the heat-transfer and gas dynamic effects. DSMC offers the opportunity to accurately predict FMMR performance throughout the design process over a wide range of operating parameters.

II. Geometry and Flow Conditions

The current iteration of the FMMR heater chip, shown in Fig. 1a, was designed specifically for the TAM nanosatellite mission. This iteration of the FMMR chip is an \(19.2 \times 19.2 \text{ mm}\) square with a thickness \(L\) of 500 \(\mu\text{m}\). There are 44 interior expansion slots formed in two rows. Each slot is 100 \(\mu\text{m}\) wide by 5.375 mm long and is etched completely through the FMMR. The expansion slots are outlined by a serpentine heater pattern consisting of a gold current carrying layer.

The plenum is designed as a rectangular box as shown in Fig. 1b. The internal dimensions of the plenum are \(11 \times 11 \times 22 \text{ mm}\). The propellant gas is flowing through the attached tube of 6.35 mm diam, and the plenum pressure can vary from tens to hundreds of Pascals. Although the heater chip temperature will be kept at about 573 K, the temperature of other walls of the plenum will be close to room temperature.

The current design of the satellite represents a 316-mm-long hexagonal cylinder with a side width of 216 mm. The FMMR thruster is mounted on one of the plates of the hexagonal cylinder surface as shown in Fig. 2. The figure also illustrates the triangulated geometry used in the computations.

III. Numerical Approach

The DSMC-based software system SMILE\(^7\) was used in computations. The majorant frequency scheme\(^8\) was used to calculate intermolecular interactions. The intermolecular potential was assumed to be a variable hard sphere.\(^9\) Energy redistribution between the rotational and translational modes was performed in accordance with the Larsen–Borgnakke model. A temperature-dependent rotational relaxation number was used. The reflection of molecules on the surface was assumed to be diffuse with complete energy accommodation.

To examine the flow details inside the plenum, near the expansion slots, as well as in the plume interacting with the spacecraft surface, the computations have been performed in three steps. The first step is the DSMC modeling of a two-dimensional flow through a single expansion slot. The etching technology used in FMMR manufacturing results in a slot geometry that is not rectangular. Therefore, the actual geometry of the slot was evaluated from the scanning electron microscope (SEM) data. (The schematic of the geometry is shown in Fig. 3.) The detailed modeling of the gas flow through a single slot allows for comparison of computed mass flow and thrust with available experimental data\(^10\) for helium and nitrogen propellants. The computations are also performed for water vapor. The second step includes three-dimensional modeling of the water vapor flow inside the plenum and in a small region outside of the FMMR (near field of the plume). The complex geometry of the slots is replaced by rectangular openings described in the preceding section. The third step is the modeling of the plume flow and plume impingement on spacecraft surfaces. A starting surface is generated using the macroparameters obtained at the previous step. The starting surface specifies inflow boundary conditions used for the computations.
plume impingement modeling step. The surface is $2 \times 2$ cm and is located $0.5$ mm downstream from the heater chip plane. The inflow molecules are introduced from the starting surface with parameters calculated at the second step; the molecules are sampled from the corresponding ellipsoidal distribution functions. The use of the ellipsoidal distribution function is important because there is a significant, up to a factor of two, difference in temperatures in the directions parallel and perpendicular to the plume.

The DSMC method is conventionally used to model supersonic and hypersonic flows where the boundary conditions are either supersonic inflow or vacuum outflow. For subsonic flows, such as the flow inside the plenum, the application of the DSMC method is more complicated. In the present study, the convergence study has been conducted in order to establish the minimum necessary size of the computational domain. Note that for all two-dimensional computations zero flow velocity was assumed at the inflow boundaries, with the constant pressure and temperature corresponding to given stagnation conditions. Vacuum outflow conditions were used in all of the computations shown next.

The convergence study has been performed for a nitrogen flow and the length of the plenum portion of the computational domain varying from 4 to $8L$. Comparison of the axial velocity and pressure profiles along the slot centerline are shown in Figs. 4 and 5, respectively. The slot entrance is located at $X = 0.005$ m. The difference between the three cases is within the statistical uncertainty of the computations, which was a few percent for flowfields and less than a percent for integral properties, such as mass flow and thrust. Because no visible influence of the computational domain size was observed when the subsonic chamber length was increased from $4L$ to $8L$, the value of $4L$ was used thereafter. A sensitivity study has also been performed with the downstream domain size varied several times to obtain solutions free of the influence of the downstream domain. The downstream domain length of $18L$ was used in the computations discussed in the next section. The typical numbers of collision cells and simulated molecules are 50,000 and one million, respectively.

**IV. Effects of Heater Chip Temperature and Stagnation Pressure on Flowfields**

The FMMR will operate at an elevated heater chip temperature of about 573 K in order to achieve acceptable efficiency of the thruster. Because the Knudsen number will be about unity based on the slot width, the molecule exit velocity will be primarily determined by the surface temperature and is expected to be proportional to the square root of this temperature $T_w$. The mass flow is therefore expected to be proportional to the product of the gas density near the slot exit $n_e$ and $\sqrt{T_w}$, whereas the thrust is proportional to $n_e T_w$.

The structure of the flow inside a single slot is shown in Fig. 6 for nitrogen propellant. The pressure values here are normalized by the plenum value. The computations showed that the impact of surface temperature on pressure is negligible—the variation is within 1%. The gas temperature near and inside the slot was found to be close to the surface temperature both for 300 and 573 K, whereas the gas density inside the slot normalized by the plenum value is not affected by the surface temperature.

However, the flow velocity changes significantly with temperature, as illustrated in Figs. 7 and 8. The velocity reaches 50 m/s.
inside the slot for 300 K case and upstream from the slot entrance for 573 K. The magnitude of the difference increases toward the slot exit and reaches over 100 m/s for the gas that leaves the slot (280 m/s for 300 K and almost 400 m/s for 573 K). This increase is nearly proportional to $\sqrt{T_w}$. Note that this proportionality can be expected for a long channel and near free-molecule flow; it is not obvious however for a slot with a finite length-to-thickness ratio of five, a Knudsen number of one, and $T = 300$ K. In the latter case there are two more contributing sources that complicate the analysis. First, molecules that come directly from the plenum without interacting with the slot walls increase the average velocity. Second, molecules that collide with other molecules generally decrease the velocity. If these sources are small compared to the main surface-generated source, or if they compensate each other, the velocity will be proportional to $\sqrt{T_w}$.

The computations performed for a stagnation pressure of 185 Pa have shown that an almost four-fold increase in pressure does not change the flow pattern. Although the molecular collisions inside the slot become likely as the mean free path becomes one-fourth of the slot width, the length of the slot is still sufficient to increase velocities of most particles coming through it. Also, the average exit velocities are almost identical for 49 and 185 Pa.

### V. FMMR Performance and Comparison with Experimental Data

Consider now the performance characteristics of a single FMMR slot for various gas pressures and surface temperatures. The mass flow, thrust, and specific impulse are listed in Table 1 for a nitrogen flow. For all cases, the mass flow is nearly inversely proportional to $\sqrt{T_w}$. Some deviation from the proportionality is related primarily to the effect of gas-gas collisions inside the slot. There is also some finite number of molecules, especially for lower pressures, that come directly from the plenum without interacting with heated slot walls.

<table>
<thead>
<tr>
<th>$P_0$, Pa</th>
<th>$T_w$, K</th>
<th>Mass flow, kg/s</th>
<th>Thrust, N</th>
<th>$I_{sp}$, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>300</td>
<td>6.7975 $\cdot 10^{-7}$</td>
<td>3.0201 $\cdot 10^{-4}$</td>
<td>45.29</td>
</tr>
<tr>
<td>49</td>
<td>400</td>
<td>5.9912 $\cdot 10^{-7}$</td>
<td>3.0287 $\cdot 10^{-4}$</td>
<td>51.53</td>
</tr>
<tr>
<td>49</td>
<td>500</td>
<td>5.4257 $\cdot 10^{-7}$</td>
<td>3.0235 $\cdot 10^{-4}$</td>
<td>56.80</td>
</tr>
<tr>
<td>49</td>
<td>573</td>
<td>5.1239 $\cdot 10^{-7}$</td>
<td>3.0346 $\cdot 10^{-4}$</td>
<td>60.37</td>
</tr>
<tr>
<td>69</td>
<td>300</td>
<td>9.6524 $\cdot 10^{-7}$</td>
<td>4.3337 $\cdot 10^{-4}$</td>
<td>45.77</td>
</tr>
<tr>
<td>69</td>
<td>400</td>
<td>8.3901 $\cdot 10^{-7}$</td>
<td>4.2863 $\cdot 10^{-4}$</td>
<td>52.08</td>
</tr>
<tr>
<td>69</td>
<td>500</td>
<td>7.5192 $\cdot 10^{-7}$</td>
<td>4.2418 $\cdot 10^{-4}$</td>
<td>57.51</td>
</tr>
<tr>
<td>69</td>
<td>573</td>
<td>7.0806 $\cdot 10^{-7}$</td>
<td>4.2421 $\cdot 10^{-4}$</td>
<td>61.07</td>
</tr>
<tr>
<td>95</td>
<td>300</td>
<td>1.3343 $\cdot 10^{-6}$</td>
<td>6.0446 $\cdot 10^{-4}$</td>
<td>46.18</td>
</tr>
<tr>
<td>95</td>
<td>400</td>
<td>1.1502 $\cdot 10^{-6}$</td>
<td>5.9265 $\cdot 10^{-4}$</td>
<td>52.52</td>
</tr>
<tr>
<td>95</td>
<td>500</td>
<td>1.0299 $\cdot 10^{-6}$</td>
<td>5.8689 $\cdot 10^{-4}$</td>
<td>58.09</td>
</tr>
<tr>
<td>95</td>
<td>573</td>
<td>9.6222 $\cdot 10^{-7}$</td>
<td>5.8339 $\cdot 10^{-4}$</td>
<td>61.78</td>
</tr>
<tr>
<td>139</td>
<td>300</td>
<td>1.9982 $\cdot 10^{-6}$</td>
<td>9.1677 $\cdot 10^{-4}$</td>
<td>46.77</td>
</tr>
<tr>
<td>139</td>
<td>400</td>
<td>1.7075 $\cdot 10^{-6}$</td>
<td>8.9177 $\cdot 10^{-4}$</td>
<td>53.24</td>
</tr>
<tr>
<td>139</td>
<td>500</td>
<td>1.5112 $\cdot 10^{-6}$</td>
<td>8.7141 $\cdot 10^{-4}$</td>
<td>58.78</td>
</tr>
<tr>
<td>139</td>
<td>573</td>
<td>1.4081 $\cdot 10^{-6}$</td>
<td>8.6446 $\cdot 10^{-4}$</td>
<td>62.58</td>
</tr>
<tr>
<td>185</td>
<td>300</td>
<td>2.7053 $\cdot 10^{-6}$</td>
<td>1.2521 $\cdot 10^{-3}$</td>
<td>47.18</td>
</tr>
<tr>
<td>185</td>
<td>400</td>
<td>2.2717 $\cdot 10^{-6}$</td>
<td>1.1970 $\cdot 10^{-3}$</td>
<td>53.71</td>
</tr>
<tr>
<td>185</td>
<td>500</td>
<td>2.0041 $\cdot 10^{-6}$</td>
<td>1.1677 $\cdot 10^{-3}$</td>
<td>59.39</td>
</tr>
<tr>
<td>185</td>
<td>573</td>
<td>1.8527 $\cdot 10^{-6}$</td>
<td>1.1473 $\cdot 10^{-3}$</td>
<td>63.12</td>
</tr>
</tbody>
</table>

There is a relatively weak dependence of thrust on surface temperature because the gas density is inversely proportional to $T_w$ throughout the slot, whereas the velocity squared is proportional to $T_w$. The thrust does not change with $T_w$ for $P_0 = 49$ Pa. At $P_0 = 185$ Pa, however, there is a 10% thrust degradation between heater chip temperatures of 300 and 573 K. The specific impulse slightly increases with pressure, with $I_{sp}$ for $P_0 = 185$ Pa about 4% higher than for $P_0 = 49$ Pa. The ratio of specific impulse values for 573 K to that for 300 K does not depend on pressure and is equal to about 1.34. This is somewhat lower than the theoretical free-molecular value of 1.38.

The numerical results for the mass flow as a function of pressure at different heater chip temperatures are presented in Figs. 9 and 10 for two propellants, nitrogen and helium. The DSMC values of stagnation pressure are used here, obtained as an average over all plenum cells. It is clearly seen that in the considered range of pressures the mass flow is nearly linear for all surface temperatures, $m \approx C P_0$. The proportionality coefficient $C$ is in turn inversely proportional to $T_w$.

At a fixed pressure, the mass flow strongly depends on the geometry of the heater chip. Although the shape of the FMMR slot cross sections is known qualitatively, the uncertainty in the actual dimensions, primarily entrance and exit width, is no better than 10%. Moreover, the dimensions can differ for different slots. These uncertainties prevent direct comparison of mass flow and thrust computed as functions of pressure with the corresponding experimental data. They are however expected to be a minor issue for comparison of thrust vs mass flow because the pressure dependence is weak in this case.
Comparison of the calculated force with the experimental data\textsuperscript{10} at 573 K for nitrogen and 300 and 573 K for helium is given in Figs. 11 and 12. As expected, both experimental and numerical thrust values exhibit nearly linear dependence vs mass flow. For nitrogen, the computed thrust is about 2% lower than the experimental values. This is attributed primarily to the impact of the plume molecules backscattered to the outer surface of the heater chip. Such molecules increase the total thrust force, and such an impact is underestimated because of the limitations of the two-dimensional numerical statement of the problem. The impact of the backscattered molecules is larger for helium because of its lower mass and larger backscattering; as a result, the difference between the computed and measured thrust values is somewhat larger for this gas.

VI. Three-Dimensional Modeling of the Plenum Flow

The modeling of the FMMR plume flow was performed in two steps. First, the flow inside the plenum and in the near field of the plume was calculated. The numbers of simulated molecules and collision cells in these computations were about 3 million and 0.6 million, respectively. The results were used to specify gas parameters at a starting surface parallel to the outer heater chip plane and 0.5 mm downstream. The starting surface is utilized in the subsequent modeling of the plume interaction and impingement. Because water vapor has been identified as the ideal FMMR propellant, it was used in these computations.

The results of plenum flow modeling are presented in Figs. 13 and 14, where the pressure and temperature fields are shown respectively for $P_0 = 306.5$ Pa and heater chip temperature of 573 K at the symmetry plane. The figure also illustrates the geometry of the plenum. The gas is supplied through a 6.35-mm tube located at the top left part of the plenum. No significant pressure gradients were observed inside the plenum, with pressure decreasing by less than 1% from the inflow tube to the heater chip. The gas temperature increases from the inflow value of 300 to 573 K in the heated slot region. Note that the increase occurs in the downstream quarter of the plenum, and the gas temperature is significantly less in the regions close to the top and bottom plenum walls that are kept at 300 K. The gas temperature is constant inside the slots and decreases rapidly in the expansion region.

The flow velocity in the direction perpendicular to the heater chip is shown in Figs. 15 and 16 for two heater chip temperatures. Similar to the two-dimensional case, the velocity is higher for 573 K; however, the difference is somewhat smaller for the three-dimensional flow. Note also that multiple jets result in velocity isolines being parallel to the heater chip plane outside the chip; this flow pattern propagates more than 2 cm downstream.
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Table 2  FMMR performance for water vapor: three- and two-dimensional simulations

<table>
<thead>
<tr>
<th>( P_0 ) ( \text{N/m}^2 )</th>
<th>Wall temperature, K</th>
<th>Case</th>
<th>Mass flow, kg/s</th>
<th>Thrust, N</th>
<th>( I_{sp} ), s</th>
</tr>
</thead>
<tbody>
<tr>
<td>61.3</td>
<td>300</td>
<td>Three-dimensional</td>
<td>4.9124 ( \times 10^{-7} )</td>
<td>2.5970 ( \times 10^{-4} )</td>
<td>53.89</td>
</tr>
<tr>
<td>61.3</td>
<td>300</td>
<td>Analytic</td>
<td>4.2869 ( \times 10^{-7} )</td>
<td>2.7607 ( \times 10^{-4} )</td>
<td>65.71</td>
</tr>
<tr>
<td>61.3</td>
<td>570</td>
<td>Two-dimensional</td>
<td>4.3804 ( \times 10^{-7} )</td>
<td>3.1387 ( \times 10^{-4} )</td>
<td>73.81</td>
</tr>
<tr>
<td>61.3</td>
<td>570</td>
<td>Three-dimensional</td>
<td>4.0872 ( \times 10^{-7} )</td>
<td>2.8756 ( \times 10^{-4} )</td>
<td>71.72</td>
</tr>
<tr>
<td>306.5</td>
<td>300</td>
<td>Three-dimensional</td>
<td>4.0872 ( \times 10^{-6} )</td>
<td>1.0957 ( \times 10^{-3} )</td>
<td>54.40</td>
</tr>
<tr>
<td>306.5</td>
<td>300</td>
<td>Analytic</td>
<td>2.1435 ( \times 10^{-6} )</td>
<td>1.3804 ( \times 10^{-3} )</td>
<td>65.71</td>
</tr>
<tr>
<td>306.5</td>
<td>570</td>
<td>Two-dimensional</td>
<td>2.0655 ( \times 10^{-6} )</td>
<td>1.5605 ( \times 10^{-3} )</td>
<td>77.01</td>
</tr>
<tr>
<td>306.5</td>
<td>570</td>
<td>Three-dimensional</td>
<td>1.8112 ( \times 10^{-6} )</td>
<td>1.3034 ( \times 10^{-3} )</td>
<td>73.35</td>
</tr>
</tbody>
</table>

Fig. 16  Flow velocity for \( P_0 = 306.5 \) Pa and \( T_w = 573 \) K, area shown 33 \( \times 23 \) mm.

Let us now examine the impact of heater chip temperature on the FMMR performance. The performance properties are listed in Table 2 for two plenum pressures and two heater temperatures using a water propellant. In contrast to the previous two-dimensional runs, the full three-dimensional modeling results in a simultaneous decrease in the mass flow and increase in thrust when the temperature increases from 300 to 573 K. Note that the decrease in the mass flow is lower than the square root of the temperature ratio. This behavior is attributed to the impact of the cold plenum walls. The gas is colder than \( T_c \) in the downstream corners of the plenum, which in turn causes the larger number density and mass flows at these locations.

Comparison of three-dimensional results with the corresponding two-dimensional parameters (rectangular slots were used in these two-dimensional computations to make comparison meaningful) shows that the complex three-dimensional flow in the plenum results in significantly, about 10%, lower values of both mass flow and thrust. The specific impulse however is close in two- and three-dimensional computations. Generally, it increased by a factor of 1.34 when the heater chip temperature was increased from 300 to 573 K, which is the same as in two-dimensional modeling for helium and nitrogen propellants.

Analytic predictions obtained using the free-molecular analysis of Ref. 10 are also given in Table 2. These estimates were calculated using the assumption that the gas pressure near the FMMR slot entrance is close to the stagnation value, whereas the gas temperature is close to the slot temperature of 573 K. This assumption is reasonable at the range of pressures considered, although it will fail for lower stagnation pressures. The analytic mass flows are within 4% of the corresponding two-dimensional DSMC values, whereas the analytic values of thrust are closer to the three-dimensional DSMC values. As a result, the analytic specific impulse is over 10% lower than that computed with the DSMC method, both two- and three-dimensional.

VII. Modeling of the Plume Expansion Flow

The modeling of the plume expansion and impingement on the spacecraft surface has been performed for the four three-dimensional cases shown in Table 2. The preceding computations were used to determine parameters for the ellipsoidal distribution function at a starting surface located immediately downstream of the heater chip. Two possible locations of the FMMR were examined, the one shown in Fig. 2 and another one with the FMMR positioned close to the edge of the cylinder panel. The numbers of molecules and cells in these computations were about 5 million and 1.2 million, respectively.

The general flowfield structure for the first location is shown in Fig. 17, where the pressure field normalized by the stagnation value is presented in the plane perpendicular to the heater chip surface and coming through the chip center. Note that the normalized pressure only weakly depends on the plenum pressure when decreased from 306.5 to 61.3 Pa and heater chip temperature when changed from 573 to 300 K. There is a clearly visible interaction region between the plume and the top surface of the satellite approximately 3 cm downstream from the heater chip plane. The pressure there is about 50 times higher than that in the corresponding region above the FMMR.

Figure 18 presents the mass flux of water molecules on the surface of the spacecraft. The important conclusion here is that the plume molecules interact only with the top panel of the spacecraft. No molecular flux was registered on the other panels. This means that molecular flux from the plume will be smaller on these surfaces that than from the freestream in low Earth orbit. The mass flux on the top surface is significant both for contamination and thrust degradation.

The distribution of the mass flux over the spacecraft surface for the second tested location of the FMMR is shown in Fig. 19. There are still water molecules that collide with the cylinder panel where the FMMR is attached, mostly near the panel edge; however, this number is 98% smaller than that for the first considered location. Molecules also reach the adjacent panel of the hexagonal cylinder, and their flux is 85% higher than that for the panel where the FMMR is attached.
The thrust was found to be a weak function of the surface temperature, whereas the mass flow was inversely proportional to the square root of the temperature. The results were compared with available experimental data for thrust vs mass flow. A reasonable agreement of numerical and experimental data was observed. The computed specific impulse was about 2% lower than that of experimental data for nitrogen and about 4% for helium. The difference is attributed to the impact of the backscattered plume molecules that act toward increasing thrust; this impact is not properly accounted for in the two-dimensional modeling.

A full three-dimensional modeling of the FMMR geometry has been performed for water vapor in two steps. First, the flow in the plenum was modeled. A significant impact of the cold side walls was found on the FMMR performance parameters compared to the two-dimensional computations. In three-dimensions, the thrust significantly increases with temperature. The mass flow decreases with temperature, but the decrease is less significant than in two-dimensions. At the same time, the specific impulse increases with temperature by a factor of 1.34 when the wall temperature increases by a factor of 1.34 when the wall temperature increases. The thrust force, the direction of the plume, and the arm length. The factors that contribute to the despinning capability of the FMMR are characterized by a 60% higher net moment than the first location. Note that tilting the FMMR clockwise in the second location will increase the contribution of the thrust force to the despinning moment, but at the same time is expected to significantly increase the moment degrading surface forces.
FMMR were examined—the center of a cylinder panel and the edge of the panel. For the first location, the potential for contamination is important only for the panel of the satellite where the FMMR is installed. For the second location, both the FMMR and the adjacent panels are affected by water molecules, but to an order of magnitude smaller extent than for the first location. For the first location, the surface force caused by the plume-surface interaction is large compared to the thrust force, and the thrust degradation can be as large as 30%. For the second location, the surface-related degradation is only about 1% of the thrust force. The despinning moment is over 60% larger for the second location.
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Abstract

There is a growing interest in the use of micro and nanosatellites within the aerospace community. Constellations of small satellites may eventually replace much larger, single function spacecraft as a cheaper, more flexible alternative. Micro-technologies will be required to enable small satellite missions including efficient, low-cost propulsion systems for maneuvering. A MEMS fabricated propulsion system has been developed for maneuvers on an upcoming University nanosatellite mission. The Free Molecule Micro-Resistojet (FMMR) is an electrothermal propulsion system designed for on-orbit maneuvers of nanosatellites, which are defined as spacecraft with an initial mass less than 10 kg. The FMMR has been tested using a torsion force balance to assess its performance using a variety of propellants including helium, argon, nitrogen and carbon dioxide. The experimental performance results compare favorably with results obtained from gas kinetic theory, which were used in the design phase to estimate the thruster’s performance. The measured performance of the FMMR in this study has proven to be adequate to perform attitude control maneuvers for the University nanosatellite mission.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Recent trends in the space community for smaller, cheaper and more frequent space missions have driven the development of micro and nanosatellites. The use of small spacecraft constellations is an attempt to enhance the overall performance of communication and remote sensing tasks currently done by a relatively small number of large platforms [1, 2]. Because micro-technologies have the advantage of reducing the total resources required on a spacecraft, the continued development of micro-technologies for space applications will further enable small satellite missions [3, 4]. Nanosatellites (mass between 1 and 10 kg) impose significant limitations on mass, power and volume available for all subsystems including propulsion [5]. In general, micropropulsion devices will need to be more efficient, in an overall systems architecture sense, than their large spacecraft counterparts in order to maximize the limited resources available. For micropropulsion systems, MEMS fabrication processes can be used to integrate thrusters, valves and control electronics into a single device in an attempt to provide a high degree of system efficiency. To this end, the Free Molecule Micro-Resistojet (FMMR) has been developed by the Air Force Research Laboratory.

The FMMR is an electrothermal propulsion system [6] designed for on-orbit maneuvers of nanosatellites. As with any resistojet, the propellant flow through the FMMR is heated by passing it over an electrically heated surface. The FMMR consists of three main parts: the heater chip, the plenum and the propellant feed system as shown in figure 1. The thrust generating principle of the FMMR is shown in figure 2.
The propellant gas arrives in the plenum after passing from the propellant storage tank through the propellant feed system. The propellant gas escapes the plenum through a series of expansion slots in the MEMS fabricated heater chip, thus generating thrust. The heater chip is designed to operate at temperatures up to 600 K. The propellant molecules gain kinetic energy as they collide with the heated walls of the expansion slots in the heater chip. The transfer of energy from the high temperature expansion slot wall to the propellant molecules is critical to the performance and operation of the FMMR, since the thrust and efficiency, as measured by the specific impulse, of a propulsion system vary linearly with the propellant molecule’s velocity at the exit of the thruster.

The FMMR exhibits many system features that are beneficial to nanosatellite operations, such as low-pressure operation, low power consumption, low mass and low propellant storage volume. Low-pressure operation is beneficial for micropropulsion systems for two main reasons. First, valve leak rates are dependent on the operating pressure. Valve leak rate concerns can be reduced for the FMMR over systems that operate at high pressures. This is particularly important when considering MEMS fabricated valves since many state-of-the-art valve designs will not meet nanosatellite mission requirements [7]. Second, the FMMR can be operated on the vapor pressure of a propellant stored as either a liquid or solid at nominal storage temperatures. The storage density of the propellant is important to minimize the volume required for propellant tanks.

Another distinct benefit of the FMMR propulsion system is expansion of propellant gases through many long slots. The expansion slot design leads to a reduction in possible single point failures over the expansion of propellant through a single nozzle configuration, which is a more traditional thruster design. To produce a similar amount of thrust as the FMMR using a high-pressure nozzle expansion, the throat diameter of the nozzle would be relatively small. Plugging of the throat by a contaminant would lead to a failure; however, the plugging of a section of slot in the FMMR device would still leave the remaining slot area available for thrust generation. A potential drawback of the expansion slot design is the loss of propulsive efficiency. However, a previous study has shown that for low-pressure operation, a nozzle does not offer a distinct enhancement in performance over a simple orifice or slot [8].

The aim of this research was to assess the thermal and propulsive performance characteristics of the FMMR.
and provides the main current carrying layer of the heating barrier to mobile ions. A final layer of gold is deposited layer of platinum is then deposited to act as a diffusion oxide layer and the subsequent metal layers. A 0.06 µm layer of titanium which acts as an adhesion layer between the

Heater metallization and the deep reactive ion etching (DRIE) film heater. The fabrication can be divided into the thin-film steps. Metallization of the heaters begins with a 0.03 µm heater metallization and the deep reactive ion etching (DRIE) film heater. The fabrication can be divided into the thin-film steps. Metallization of the heaters begins with a 0.03 µm heater metallization and the deep reactive ion etching (DRIE) film heater. The fabrication can be divided into the thin-film steps. Metallization of the heaters begins with a 0.03 µm heater metallization and the deep reactive ion etching (DRIE) film heater. The fabrication can be divided into the thin-film

Table 1. Nanosatellite propulsion system requirements.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Budget/requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td></td>
</tr>
<tr>
<td>Steady state</td>
<td>5 W</td>
</tr>
<tr>
<td>Transient</td>
<td>9 W</td>
</tr>
<tr>
<td>Propellant mass</td>
<td>90 g</td>
</tr>
<tr>
<td>Propellant volume</td>
<td>100 cm³</td>
</tr>
<tr>
<td>Thrust</td>
<td>8 × 10⁻⁴ N</td>
</tr>
</tbody>
</table>

Mark 3.1 operating on several different propellants. This version of the FMMR was specifically developed to provide attitude control for an upcoming University nanosatellite mission. The FMMR will provide a de-spin capability for the nanosatellite to allow proper positioning of the satellite. The propulsive requirements for the nanosatellite mission are given in table 1. A slightly different version of the FMMR heater chip was integrated to an Arizona State University nanosatellite that was launched on the inaugural Delta-IV heavy launch vehicle in December 2004. Unfortunately, the 3-Corner Sat nanosatellite did not reach orbit due to a launch vehicle anomaly. In addition to the flight on an upcoming nanosatellite, the current version of the FMMR will be launched on a suborbital flight onboard a newly developed launch vehicle [9].

2. Microfabrication

The FMMR Mark 3.1 heater chip is shown in figure 3. The current iteration of the FMMR heater chip is a 19.2 mm × 19.2 mm square. The heater chip is fabricated using standard MEMS processing techniques. Individual heater chips are fabricated from a 500 µm thick double-sided polished silicon wafer which has been oxidized with a 0.4 µm layer of thermal oxide. The oxide acts as an electrical insulator between the silicon substrate and the subsequently deposited thin-film heater. The fabrication can be divided into the thin-film steps. Metallization of the heaters begins with a 0.03 µm layer of titanium which acts as an adhesion layer between the oxide layer and the subsequent metal layers. A 0.06 µm layer of platinum is then deposited to act as a diffusion barrier to mobile ions. A final layer of gold is deposited and provides the main current carrying layer of the heating element. The resistance of the gold layer, which is dictated by the layer thickness of 0.075 µm, was selected to allow the heater chip to reach the desired operating temperature while being supplied by the fixed satellite bus voltage for the nanosatellite mission. The heater is patterned to run between each expansion slot in an attempt to keep the heater chip temperature uniform. Once the metallization of the heater is completed, the wafer and patterned metallization is nitride coated in order to encapsulate the heating element, providing an isolation and scratch resistant layer.

The DRIE step was used to fabricate the expansion slots, thermal compensating flexures, attachment holes and was used to pattern the individual heater chips on the wafer. The expansion slots are anisotropically etched using the DRIE technique, which was selected to achieve the desired high aspect ratio. There are 44 expansion slots formed in two rows on each heater chip separated by a small rib to insure structural stability. The FMMR heater chip was specifically designed to survive the expected vibrational and g-force loading expected during the launch of the nanosatellite. The slots are 100 µm wide and 5.375 mm long and etched completely through the 500 µm thick wafer as shown in figure 4. The thrust generated by the FMMR is directly proportional to the collective expansion slot area for a given operating pressure. Therefore, the FMMR can be tailored to meet several different mission requirements by adjusting the expansion slot area.

The DRIE process is also used to fabricate thermal compensator flexures around the attachment holes that are used to attach the heater chip to the plenum. Since the heater chip operates nominally at temperatures of 600 K, the flexures are necessary to account for differential thermal expansion between the heater chip and the cooler plenum. The FMMR is currently packaged by attaching the MEMS fabricated heater chip to a conventionally machined plenum and propellant feed system. Figure 5 shows the heater chip attached to a Teflon plenum assembly that was tested in this study. The Teflon plenum is used to minimize heat transfer and keep the power required for the heater chip as low as possible. In future iterations, integration of the heater chip with other MEMS components and full MEMS packaging techniques must be investigated to improve system efficiency and integration.

3. Theory

The performance of the FMMR is analyzed theoretically as the free molecule flux of mass and momentum through the expansion slots. The amount of rarefaction in a flow is measured by the Knudsen number:

\[ Kn = \frac{\lambda}{L} = \frac{1}{\sqrt{2\pi\sigma L}}. \]  

where \( \lambda \) is the molecular mean free path (the average distance that a molecule travels before colliding with another molecule), \( L \) is a characteristic flow dimension (the expansion slot width in this case), \( n \) is the number density of the propellant in the plenum and \( \sigma \) is the collision cross-section for the propellant molecules. Free molecule conditions are defined by \( Kn \gg 1 \) where either the mean free path is very large or the characteristic dimension is very small. Since the FMMR is designed to operate in the transitional flow regime with a
Knudsen number range between 0.1 and 1, the free molecule analysis that follows is expected to only be approximate. However, the analysis has proven useful in the initial design phase of the FMMR.

The flux per unit area of a molecular parameter $Q$ (either mass, momentum or energy) through a surface is given by

$$
\dot{Q} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} Qv_x' f(v_x') \, dv_x' \, dv_y' \, dv_z',
$$

(2)

where $v_x'$ is the average thermal speed of the molecule in the $x$-direction and $f(v_x')$ is the Maxwellian velocity distribution function for a gas in thermodynamic equilibrium [10]. Equation (2) assumes an orthogonal coordinate system with $x$ in the direction of flow parallel with the expansion slot thickness and the expansion slot entrance and exit in the $y$–$z$ plane as shown in figure 6.

The mass flux can be derived using equation (2) by setting $Q = \alpha mn$ where $m$ is the mass of the propellant molecules and $\alpha$ is a transmission probability. The transition probability is defined as the probability that a propellant molecule which enters an expansion slot (i.e., crosses line AB in figure 6) will leave the thruster exit plane (i.e., cross line CD in figure 6) and produce thrust. For an infinitely thin expansion slot or for specular wall collisions, the value of the transmission probability would be unity. For the slot thickness to width ratio used in the present FMMR geometry ($t/L = 5$), the transmission probability assuming diffuse wall collisions is approximately 0.38 [11]. This value agrees well with published results for conductance through rectangular slots with similar $t/L$ [12]. The mass flux of propellant molecules through an expansion slot is

$$
\dot{m} = \alpha mn \bar{v}',
$$

(3)

where $\bar{v}'$ is the average thermal speed of the propellant in the plenum and $A_s$ is the expansion slot area. The average thermal speed of the propellant molecules is given by the expression

$$
\bar{v}' = \sqrt{\frac{8kT_0}{\pi m}},
$$

(4)

where $k$ is Boltzmann’s constant and $T_0$ is the temperature of the propellant molecules in the plenum. Combining equations (3) and (4) with the ideal gas law results in

$$
\dot{m} = \alpha P_o \sqrt{\frac{m}{2\pi kT_0}} A_s
$$

(5)

where $P_o$ is the pressure of the propellant gas in the plenum.

The thrust generated by the propellant gas expanding through the slots can be defined in a high Mach number flow as

$$
\mathcal{F} = \dot{m} u_e,
$$

(6)

where $u_e$ is the propellant velocity at the exit plane of the expansion slot. The exit velocity can be derived from free molecule flow as

$$
u_e = \sqrt{\frac{\pi kT_w}{2m}},
$$

(7)
where $T_w$ is the heated wall temperature of the expansion slot. Therefore, the theoretical thrust produced by the FMMR can be written as

$$
\zeta = \frac{\alpha P_o A_s}{2} \sqrt{\frac{T_w}{T_o}}.
$$

(8)

The specific impulse or $Isp$ is used as a measure of the propellant utilization efficiency and is defined as

$$
Isp = \frac{\zeta}{m g_o} = \frac{u_e}{g_o} = \sqrt{\frac{\pi k T_w}{2 mg_o^2}}.
$$

(9)

where $g_o$ is the Earth’s gravitational acceleration. As can be seen in equation (9), the $Isp$ is inversely proportional to the square root of the propellant molecular mass; therefore, lighter propellant molecules will result in increased propellant efficiency. The FMMR has been designed to operate using water propellant with a relatively low molecular weight that can be stored as a liquid or solid. The $Isp$ is also proportional to the square root of the wall temperature; therefore, higher wall temperatures will result in better propellant efficiency. However, the operating heater chip temperature must be weighed against the required power.

The overall efficiency of an electric propulsion system is measured by the product of the thrust and specific impulse per unit input power as given by

$$
\eta = \frac{\zeta Isp g_o}{2 \psi} = \frac{\zeta^2}{2 m \psi},
$$

(10)

where $\psi$ is the input power to the heater chip. Based on this formulation, large-scale resistojets generally have efficiencies on the order of 25–35% [13].

### 5. Results and discussion

The requirements for maximum allowable power draw and minimum allowable thrust generated from the onboard propulsion system make the efficiency of the FMMR a critical design component for this mission. The propulsive efficiency is given by equation (10) and is seen to be a trade-off between higher thrust (with a higher heater chip temperature) and the increased power required to generate that thrust. To establish that the current FMMR design meets both the transient and steady-state power requirements, experiments were performed to measure thermal characteristics of the heater chip and plenum assembly.

The heater chip temperature as a function of input power is shown in figure 8 for various propellants with a constant mass flow rate of 50 sccm. The nominal operating temperature of the FMMR heater chip of 600 K was obtained with an input power of 3.7 W at the nominal propellant mass flow of 50 sccm. The input power required to heat the heater chip to 600 K is shown in figure 8 to be relatively independent of the propellant gas used for a given propellant number flux (mass flow in sccm). An empirical formulation was derived to estimate the input power required to heat the heater chip to a given temperature.

#### Table 2. Nominal FMMR operating parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heater chip temperature, $T_w$</td>
<td>600 K</td>
</tr>
<tr>
<td>Mass flow, $m$</td>
<td>50 sccm</td>
</tr>
<tr>
<td>Plenum pressure, $P_o$</td>
<td></td>
</tr>
<tr>
<td>Helium</td>
<td>35 Pa</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>95 Pa</td>
</tr>
<tr>
<td>Argon</td>
<td>112 Pa</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>120 Pa</td>
</tr>
</tbody>
</table>

The propulsive characteristics of the FMMR were measured using the nano-Newton thrust stand (nNTS) and an electrostatic comb calibration system described in detail elsewhere [14, 15]. The nNTS was placed in a large vacuum chamber, Chamber IV of the Collaborative High Altitude Flow Facility at the University of Southern California, which was capable of maintaining background pressures below 10\(^{-3}\) Torr throughout the range of experiments performed in this study. Maintaining low background pressure was critical in obtaining accurate thrust measurements [16]. The mass flow of propellants was measured along with the thrust in order to determine the thruster’s specific impulse. Tests were conducted using helium, nitrogen, carbon dioxide and argon propellants. Mass flow rates of the propellants ranged from 1 to 100 sccm, and heater chip temperatures ranged from 300 to 600 K. Unless otherwise noted, the heater chip temperature is measured from the thermocouple at position A (figure 7). For the upcoming nanosatellite mission, the nominal operating characteristics of the FMMR are given in table 2.

### 4. Experimental set-up

After the fabrication of the heater chip and plenum, the FMMR was tested to assess its thermal properties. For nanosatellite operations, the input power to the heater chip will be extremely limited. For efficient operation of the FMMR, the input power must couple efficiently to the propellant gas through collisions with the expansion slot walls. The heat transfer characteristics of the FMMR design were measured using a series of thermocouples attached to various parts of the heater chip and plenum. The locations of the thermocouples on the heater chip are shown in figure 7. The FMMR was placed in a vacuum chamber with an ultimate background pressure capability of 10\(^{-6}\) Torr. Transient and steady-state temperature measurements were recorded as a function of input power and propellant mass flow. The final step of this process involved placing the FMMR under a liquid nitrogen shield to simulate temperatures that a nanosatellite might encounter on-orbit. Similar data sets were recorded for background temperatures of 120 K and 300 K.

Figure 7. Thermocouple positions on the FMMR heater chip. Unless otherwise noted, the heater chip temperature was measured at position A.
as a function of the propellant mass flow. The empirical result is given by

\[ \varphi = (a_1 T_w^2 + a_2 T_w + a_3)(c_1 \dot{m} + c_2), \tag{11} \]

where \( T_w \) is the heater chip temperature in Kelvin and \( \dot{m} \) is the propellant mass flow in sccm. The empirical constants in equation (11) are given in table 3. Equation (11) is valid for all of the propellants used in this study. The transient heat transfer properties of the FMMR are shown in figure 9. The two cases investigated were for the heater chip radiating to a wall at 300 K (room) and a wall at 120 K (LN2). For a constant input voltage applied to the thin-film heater at time \( t = 0 \), the power draw and corresponding heater chip temperature are shown with no propellant mass flow. For efficient FMMR operation, the heater chip will be brought to steady-state operating temperature before the propellant mass flow is initiated. Based on figure 9, a time between 60 and 100 s is required to bring the FMMR to steady-state operating temperature depending on the initial temperature of the heater chip. Although the nominal steady-state input power is on the order of 3.25 W in figure 9, a transient input power as high as 5.25 W is present for a short time at start-up. This is due to the relatively low thin-film heater resistance at low temperature. The heater resistance increases with temperature, which acts to lower the input power at constant voltage. For a power limited nanosatellite system, the initial spike in the FMMR power draw could be an issue that must be addressed in the power budget. The transient and steady-state power requirements for the nanosatellite mission are given in table 1.

The uniformity of the temperature across the heater chip is important in establishing efficient operation. The nominal
operating temperature of the FMMR heater chip is 600 K, which is the desired temperature at the center of the heater chip (position B in figure 7). The design criterion was for the heater chip temperature at any point to be within 10% of the temperature at the center. Figure 10 shows the heater chip temperature as a function of input power for various locations on the heater chip. As seen in figure 10 for an argon propellant with a mass flow of 50 sccm, the heater chip temperature remained within 3% of the center temperature at the lowest power setting and within 8% in the higher power range. Similar results were obtained for all of the propellants and corresponding mass flow rates investigated in this study.

The subsequent values of the heater chip temperature, Tw, are given for position A where the temperature was monitored for the thrust testing.

Figure 11(a) shows the propellant mass flow as a function of the FMMR plenum pressure for various propellants at a constant Tw = 575 K. Figure 11(b) shows the data for helium compared to the theoretical line obtained from equation (5). There are several explanations for the differences between theory and experiments. One possibility is the uncertainty of the fabricated expansion slot area. A second possibility is the flow regime of the experiments. As figure 11(b) shows, the operating regime of the FMMR provides a higher mass flow rate than the free molecule theory predicts. Recall that the theory developed earlier assumed free molecule flow with Kn ≫ 1. For the pressure range in figure 11(b), the helium Knudsen number ranged from 3 to 40. This is classified as the transitional flow regime [10] for which there are no analytical solutions of the Boltzmann equation. The low Knudsen numbers imply that the FMMR flows for these conditions are not free molecular, and there are a significant number of collisions between propellant molecules. As the FMMR plenum pressure increases even more, a continuum flow regime is approached (Kn ≪ 1), and the transport of mass through the expansion slots is expected to become more efficient [8]. However for the FMMR, there is expected to be a trade-off between increased mass flow and the overall propulsive efficiency. As the mass flow increases (increased plenum pressure leading to a decrease in flow Knudsen number), intermolecular collisions will increase and a boundary layer will form near the expansion slot wall. The boundary layer will act to decrease the ability of the expansion slot wall to heat the gas outside of the boundary layer. Much of the propellant gas will exit the expansion slot without having increased its kinetic energy through collisions with the heated walls.

Figure 12 shows the thrust obtained by the nano-Newton thrust stand as a function of the propellant mass flow rate. The results in figure 12 are for various propellants at Tw = 575 K. This is expected to be a linear relationship based on equation (6) since the exit velocity should be constant for a constant heater chip temperature. Figure 13 shows the thrust as a function of Tw for a constant m = 50 sccm. From equation (8), the relationship between thrust and heater chip temperature is expected to vary as \( \sqrt{T_w} \). The curve fit (best fit) equations for the data in figure 13 is given in table 4. Figure 14(a) shows the specific impulse as a function of Tw for a constant m = 50 sccm for a variety of propellants. Figure 14(b) shows the specific impulse data for helium compared to the free molecule theory result from equation (9). Differences between theory and experiment in figure 14 may stem from a variety of uncertainties and approximations including the assumption of high Mach number flow that stems from the use of equation (6). As with the thrust data, the specific impulse is expected to vary as \( \sqrt{T_w} \). The curve fit (best fit) equations for the data in figure 14 are also given in table 4. As expected, the measured specific impulse is greater than that

![Figure 10. Heater chip temperature as a function of thin-film heater input power at various positions on the heater chip.](image-url)
predicted by the free molecule theory due to the transitional flow regime selected for FMMR operations. Table 5 gives the current FMMR parameters with the associated requirements for the nanosatellite mission. In its current configuration, the FMMR system will meet all of the mission requirements for the nanosatellite mission.
Figure 13. Thrust as a function of heater chip temperature for various propellants.

Figure 14. Specific impulse versus heater chip temperature for (a) various propellants. (b) Helium compared with free molecule theory.

The propulsive efficiency of the FMMR at nominal operating conditions (table 2) is approximately 15%. The efficiency is shown to improve up to 25% for higher mass flow rates at a given input power level. Increased efficiency can come from several different parameters. Minimizing the heat losses from the heater chip to the plenum would lead
to an overall reduction in the total input power. This can be accomplished by minimizing the contact surface area of the heater chip with the surrounding plenum. The thrust produced by the FMMR can also be improved with the fabrication of more expansion slots per unit area. Efficiencies on the order of 30% could be possible with these relatively minor improvements to the current design.

From equation (9), it is evident that the specific impulse of the FMMR can be improved by using propellants with low molecular mass. Storing high-density propellants (either solid or liquid) also has distinct advantages in reducing the storage volume required over gaseous propellants stored at high pressure. To improve the overall system efficiency of the FMMR, a water vapor propellant is being investigated \[17\]. Water has many attractive benefits as a propellant such as liquid pressure and mass flow at a constant $Tw$. It also has a higher specific impulse of approximately 68 s can be attained using water vapor at the FMMR nominal operating conditions. In this configuration, the FMMR would operate on the vapor pressure of the liquid water.

### 6. Conclusions

A simple method of fabricating a novel MEMS propulsion system has been demonstrated. The effects of propellant species, propellant mass flow and heater chip input power on the thermal and propulsive properties of the FMMR have been investigated. The propulsive properties of the FMMR were tested using a nano-Newton thrust stand. Data for propellant mass flow, thrust and specific impulse follow the trends predicted from free molecule theory. Although the absolute values differ, this was expected since the flows investigated in this study were in the transitional regime and not strictly free molecular. Thrust varied linearly with plenum pressure and mass flow at a constant $Tw$ as expected. For a constant $P_w$, the thrust was relatively independent of the propellant gas used. For a constant propellant mass flow, the thrust varied approximately as $\sqrt{Tw/m}$. Higher specific impulse was measured for larger $Tw$ and propellants with a smaller molecular mass. At nominal operating conditions, the overall efficiency of the FMMR was approximately 15%. Optimizing the number of expansion slots per unit heater chip area and optimizing the heat transfer between the heater chip and the plenum can improve the overall efficiency of the FMMR for future nanosatellite missions. However, as shown in table 5, the FMMR system has positive margins for all of the mission requirements for the upcoming nanosatellite flight.
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A torsional impulse balance has been developed as a new diagnostic tool to study fundamental physical processes in micropropulsion systems and laser–surface interactions. The impulse balance has been designed and tested with a robust calibration system to measure impulsive forces with resolution as low as several nano-Newton-seconds. The behavior of the impulse balance was thoroughly studied and characterized. A simple analytical model of the balance’s motion was developed from the general equation of motion of an underdamped, harmonically oscillating system. Also, two distinct methods of analyzing the experimental data from the nano-impulse balance have been investigated. The first method resolves the total impulse as a function of the balance’s maximum deflection. The second method enables the determination of the impulse and/or force applied as a function of time from the balance’s time-resolved motion. A calibration scheme employing electrostatic actuation techniques is used to experimentally validate the model and impulse measurement techniques. © 2005 American Institute of Physics.

I. INTRODUCTION

Several impulse balances have been designed to measure transient forces produced by a variety of processes. Generally, the impulse generated by a device is investigated by measuring the maximum deflection of the balance caused by a given impulse. There are two major shortcomings of this approach. First, there is no information that can be inferred from this data regarding the pulse width, $\tau$, or the pulse shape. Second, it is only strictly valid for $\tau \leq T$. Since very different pulse widths and shapes can lead to the same maximum deflection on an impulse balance, the simple method of investigating a balance’s maximum deflection is not adequate to determining the characteristics of the impulse delivered. A detailed analysis of the impulse balance’s equation of motion can lead to a more complete understanding of the complex physical processes which may be driving device operation.

There are a number of applications of current interest where the knowledge of time resolved forces would be beneficial to the basic understanding of physical processes. Two of these applications are spacecraft propulsion and laser ablation. For spacecraft propulsion, fine attitude control requires precise and reproducible impulse delivery from the thruster system. Although total delivered impulse is generally measured and deemed adequate for most mission scenarios, time resolved thrust measurements would be beneficial in understanding the physics of thruster operation and could lead to the development of more precise and efficient thruster systems. For example, pulsed plasma thrusters (PPT) use a spark generated across a Teflon propellant to produce an energetic arc-ablated ionized plume. The total impulse delivery from a PPT involves a relatively low mass of highly energetic ions and a large mass of slow moving molecules and heavier particles as shown schematically in Fig. 1(a). The initially ablated material produces the majority of the thrust. Subsequent heat adsorption by the Teflon produces a late-time ablative plume of relatively massive, slow moving molecules and particles. The late-time ablation does not produce significant thrust; however, a relatively large amount of propellant mass is lost in this process leading to thruster inefficiencies. Although the total impulse, $\mathcal{J}$, obtained from integrating $F(t)$ versus time in Fig. 1(a) and Fig. 1(b) are the same, the detailed physics behind the production of each impulse curve may be quite different. A simple analysis based on the balance maximum deflection would not yield any information about the pulse shape. The investigation of the time-dependent forces produced by a PPT can lead to more efficient thrusters by investigating system changes that maximize the efficient production of ionized propellant and minimize the production of late-time ablation. A measure of propulsive efficiency is the specific impulse, $I_{sp}$ given by

$$I_{sp} = \frac{1}{M_p g_0} \int_{t=0}^{t'} F(t) dt,$$

where $F(t)$ is the time-dependent force produced by the thruster, $t'$ is the thruster’s pulse duration, and $M_p$ is the total mass of the propellant lost in the pulse, and $g_0$ is the Earth’s gravitational constant. From Eq. (1), it can be seen that details of the impulse delivery in the integral are important for thruster efficiency.
FIG. 1. Schematic of two very different force profiles that result in equivalent total impulses $J_1 = J_2$. (a) Large initial force with smaller residuals. (b) Constant force of pulsewidth $t$.

Within the scope of laser ablation, investigations of a wide variety of physical processes, which include sputtering, vaporization, ionization, and gas desorption, are of interest. The conditions under which each physical process might occur and the parameters which may control each process can be studied by time resolved force measurements. For example, an investigation of the onset of sputtering as a function of laser energy or pulse duration can be performed. At relatively low laser energy and long pulsewidth, gas desorption, due to the rapid heating of the surface, is expected to be the dominant impulse producing process. As the laser energy increases and/or the pulse duration decreases, material sputtering or ionization may become dominant. Through a careful investigation of the time resolved forces produced in the photon–surface interactions, the energy corresponding to the dominant physical process can be identified. For example, an investigation of the onset of sputtering for a particular material may be identified by monitoring the laser energy or pulse duration.

The conditions under which each physical process might occur and the parameters which may control each process can be studied by time resolved force measurements. For example, an investigation of the onset of sputtering as a function of laser energy or pulse duration can be performed. At relatively low laser energy and long pulsewidth, gas desorption, due to the rapid heating of the surface, is expected to be the dominant impulse producing process. As the laser energy increases and/or the pulse duration decreases, material sputtering or ionization may become dominant. Through a careful investigation of the time resolved forces produced in the photon–surface interactions, the energy corresponding to the onset of sputtering for a particular material may be identified.

The scope of this work was three fold. First, a uniquely successful nano-Newton-second impulse balance system (NIBS) capable of resolving total impulse measurements as low as 7 nano-Newton-seconds (nNs) was designed and constructed. Second, an analytical model was developed from the equations of motion for an underdamped, harmonically oscillating system. The model was validated using experimental data obtained from the NIBS. Finally, a data reduction method to accurately time-resolve the applied force from the NIBS deflection data was developed. The developed model and data reduction methods in this study are extended to impulse balance operation for arbitrary pulsewidth (i.e., with no restriction on the pulsewidth duration relative to the natural motion of the stand).

II. nano-impulse balance system

The current version of the NIBS is based upon a torsional thrust stand developed jointly by the Air Force Research Laboratory and the University of Southern California. The NIBS design has been modified to allow for very low impulse measurements, which could not be attained by previous versions of the stand. An electrostatic comb force calibration technique described by Selden and Ketsdever has been employed to accurately calibrate the system for transient impulses.

As shown in Fig. 2, the NIBS is a torsional pendulum with viscous damping. Two flexure pivots provide the restoring force for the system with a combined rotational spring constant of approximately 0.200 Nm/rad (measured). The entire structure is made of aluminum to keep the balance’s moment of inertia as low as possible in an attempt to maximize the deflection for a given applied force. The arms were fabricated from square tubing to provide rigidity over long lengths, and channels were cut from the side of the tubing to reduce mass. Propulsion systems or test materials are mounted at the end of the 45.1 cm long arms. The Electrostatics Force Calibration System (EFCS) is mounted on the end of one arm at the same location from the center of rotation as the impulse delivery is expected. The NIBS motion is sensed by a linear variable differential transducer (LVDT). The LVDT senses a linear motion at the end of the balance’s arm, which can be transformed into a rotational deflection. The data trace obtained by monitoring the LVDT output over time provides the basis for deriving the impulse imparted to the NIBS. A damping cup is mounted to the bottom of the NIBS and is placed in an oil bath to provide viscous damping, which is essential for damping out the motion of the stand in vacuum.

III. impulse balance model

The motion of an underdamped, harmonically oscillating system can be expressed in rotational or linear terms by the following:

$$\ddot{\theta}(t) + C\dot{\theta}(t) + K\theta(t) = F(t)r = M(t), \quad (2)$$

$$I\ddot{x}(t) + C\dot{x}(t) + Kx(t) = F(t)r^2 = M(t)r.$$}

The angular solutions can easily be transformed into a linear deflection to correspond to the measurement methods used in the experimental setup. For the general case of forced motion...
of an underdamped system, consider $M(t)=M_o$ to be constant over a defined time period (pulse width) $\tau$, as shown in Fig. 1(b). This can be representative of either a constant impulse or steady-state situation, depending on the length of $\tau$. The solution to Eq. (2) for initial conditions of angular displacement $\theta$, and angular velocity $\dot{\theta}$, is

$$\theta(t) = \frac{M_o}{K} + e^{\alpha t} \left[ \left( \theta_o - \frac{M_o}{K} \right) \cos \beta t + \left( \frac{\dot{\theta}_o K - \alpha K \theta_o + \alpha M_o}{k \beta} \right) \sin \beta t \right], \quad (3)$$

$$\dot{\theta}(t) = e^{\alpha t} \left[ \theta_o \cos \beta t + \left( \frac{I a \dot{\theta}_o - K \theta_o + M_o}{I \beta} \right) \sin \beta t \right], \quad (4)$$

$$\ddot{\theta}(t) = e^{\alpha t} \left[ \left( \frac{M_o - C \theta_o - K \theta_o}{I} \right) \cos \beta t + \left( \frac{\alpha (M_o - C \dot{\theta}_o - K \theta_o) - K \dot{\theta}_o}{I \beta} \right) \sin \beta t \right], \quad (5)$$

where $\alpha = -C/2I = -\delta/T$ and $\beta = \sqrt{K/I - \alpha^2}/2$. Note that by removing the damping term, the expected natural frequency $\omega_n = \sqrt{K/I}$ for a simple torsional spring is obtained.

A closed-form analytical solution of the equation of motion in Eq. (2) is not possible for any arbitrary applied moment, $M(t)$. However, the problem may be broken up into segments. Any arbitrary or irregular force can be reasonably approximated using a series of constant force segments of small time widths $d\tau$. The initial conditions of any given segment are simply the end state of the displacement and velocity terms from the previous segment.

Equations (3)–(5) have been used to develop a simple software tool that has been validated using experimental data. The software has been used to examine the expected behavior of the NIBS for impulses of varying pulse widths and for steady state operations. Figure 3 shows a comparison of NIBS experimental data for a 242 nNs impulse with the analytical model. Figure 3 shows good agreement between the model and experimental data for the magnitude and frequency of the balance’s motion.

IV. SIGNAL PROCESSING AND DATA REDUCTION
A. Wavelet and Fourier transform denoising

The ability to obtain reliable and repeatable force measurements from NIBS depends on the time-varying deflection traces provided by the LVDT. The LVDT sensor provides an analog output, which commonly exhibits significant high frequency noise components. The noise can mostly be attributed to electrical sources (primarily in the 15 Hz, 50 Hz, and 60 Hz ranges). Two signal analysis techniques have been employed in this study to perform denoising of the LVDT signal: Fourier and wavelet transforms.

First, the Fourier transform $F(\omega)$ of a given signal $f(t)$ deconstructs the signal into constituent sinusoidal components. Fourier signal analysis techniques are fairly common and numerous tools exist to facilitate the transform of a given signal into a frequency spectrum. The denoising technique employed was a simple frequency thresholding, whereby all components higher than a specified frequency are filtered out. This technique essentially functions as an ideal low-pass filter (LPF). The signal can then be transformed back from the frequency domain into the time domain for further data reduction and analysis.

While the principal frequency of interest is the effective frequency of the NIBS, care must be taken in choosing a threshold frequency. Selecting too low of a threshold frequency may result in the loss of actual signal, which would typically result in the undervaluing of the derived impulse. For sets of data that were analyzed using the Fourier techniques, the threshold frequency used was 10 Hz.

Alternatively, the wavelet transform has also proved to be a valuable tool for denoising and smoothing of the raw experiment data. The wavelet transform is analogous to Fourier transforms in that it decomposes a signal into coefficients of constituent waveforms. However, Fourier analysis depends entirely on decomposition by sinusoids across the frequency spectrum. Wavelet analysis allows for the waveform to be of any arbitrary shape and decomposes the signal across the time domain. The coefficients of the wavelet transform are a function of scale and position (shift in time).

The decomposition by scale and position allows for the isolation of successive levels of small scale structure or detail, leaving the remaining portion as an approximation of the original signal. Applying thresholding settings to these detail coefficients can result in removing general noise components while leaving actual fine structure intact. Such a deconstruction into scale and time domains can provide valuable information about the signal through inspection of the coefficients, as anomalous points and localized events are often clearly evident. Also, since the transform remains in the time domain, it is also possible to perform wavelet analysis on finite or shifting segments of a data set. This can be an extremely useful in handling large data sets. The major drawback of the wavelet process is that it can be extremely computationally intensive.

Both transform methods have been demonstrated to be quite reliable for deriving the total impulse from the deflection data. In either case, attention must be paid to not filter out more than just the noise from the signals. Figure 4 shows
a comparison between the Fourier and wavelet denoising techniques for a typical deflection trace. Agreement between the Fourier and wavelet processed signals is excellent. Furthermore, the comparison of the derived impulse from such traces processed with Fourier and wavelet techniques resulted in differences less than 1%.

B. Time resolved impulse measurement process

Once the raw data has been denoised through either the Fourier and/or wavelet transform methods, it can be used to derive the total impulse that was imparted to the NIBS. In the simplest case, for \( \tau \ll T \), the total impulse may be derived from the maximum deflection. Calibration curves for this method can readily be derived, as will be shown in Sec. VI. However, the real interesting details of the impulse or force applied are the time resolved characteristics. The time resolved impulse measurement (TRIM) process is derived from Eq. (2). The equation of motion for the NIBS indicates that the force applied (as a function of time) is simply related to the addition of the position, velocity and acceleration components, which are scaled by the spring constant \( K \), damping coefficient \( C \), and the moment of inertia \( I \), respectively, as shown in Fig. 5.

![Fig. 4. Denoising of LVDT experimental data using wavelet transform and Fourier transform techniques.](image)

Since the position (deflection) as a function of time is measured in the experiments, the derivative of the data must simply be taken once to obtain the velocity and twice for the acceleration. The major problem here is resolving the derivatives for a signal with noise. Using the signal processing methods previously described, the raw position data can be cleaned up significantly. In addition, a Savitzky–Golay algorithm is used to take the derivatives. This algorithm employs a moving window over which the points are fitted for a line. The slope of the line represents the derivative of the point at the center of the window. This method results in artifacts at the beginning and end of a data trace. This method also tends to introduce slight aliasing effects, depending on the size of the window. However, it reliably maintains the content under the curve, which is essential for calculating the total impulse.

To complete the process, we need to determine \( I \), \( C \), and \( K \). The moment of inertia of the NIBS can be determined through a combination of physical measurement and CAD analysis. The spring constant and damping coefficient can then be determined from the position data by extracting the period of the oscillations \( T \) and the damping ratio \( \delta \), which is obtained from the natural logarithm of the ratio of successive peaks in the displacement data, \( \delta = \ln(x_{\text{max}}/x_{\text{max}2}) \). For completeness, it is also necessary to remember to include the term for the moment arm in Eq. (2). Finally, from the derived force \( F(t) \), the total impulse \( \mathcal{J}(t) \) is given by integrating \( F(t) \).

V. EXPERIMENTAL SETUP AND PROCEDURE

The NIBS was installed in a 41 cm diameter \( \times 122 \) cm long, stainless steel vacuum chamber fitted with a 450 l/s turbomolecular pump capable of maintaining pressures of approximately \( 2 \times 10^{-6} \) Torr. For this study, impulse delivery to the NIBS is accomplished by supplying a potential difference to the EFCS. The EFCS consisted of either an aluminum parallel plate assembly or an aluminum comb assembly with one side of the EFCS assembly attached directly to the NIBS. As shown in the experimental setup in Fig. 6, the power supply for the EFCS was attached to a pulse generator capable of delivering \( \pm 3500 \) V with a 20 ns risetime and a variable dc pulse width (minimum of 60 ns). The output of the pulse generator was sent directly to the EFCS assembly in the chamber through a high voltage vacuum feedthrough and was monitored by a 16-bit data acquisition (DAQ) system with a maximum sample rate of 333 kHz. The applied (and monitored) voltage to the EFCS was used to calculate the actual time-dependent force applied to the NIBS.

The actual forces applied were later compared to the force derived from the NIBS deflection data through the TRIM process described in Sec. IV B. The motion of the NIBS was measured using a LVDT, which was connected to either a 16 or 24-bit data acquisition system. The 24-bit system used was limited to a sampling rate of 60 Hz, and the 16-bit system was capable of sampling at 333 kHz. In some of the tests, a simple low-pass filter (LPF) was used on the LVDT signal to minimize electrical noise. The analog filtering serves to complement the signal processing techniques discussed in Sec. IV A. The raw data was filtered to reduce
the noise in the experimental data, and the de-noised data was differentiated to provide NIBS velocity and acceleration information, which was used to determine the characteristics of the delivered impulse as described in the previous section. Values of $T$ and $d$ were obtained using NIBS displacement data. From these parameters and the measured moment of inertia, the values of the damping ($C$) and spring ($K$) coefficients were calculated. Table I shows the characteristic values for the NIBS in this study.

### VI. RESULTS

#### A. Calibration

Calibration of the NIBS was a critical element of this study. The application of a variety of known impulses of different magnitudes and pulsewidths were tested to demonstrate the stability and repeatability of the NIBS. From these tests, a process has been developed which allows the balance to be well characterized under any configuration.

In order to use the LVDT voltage output to obtain a derived impulse, a calibration factor is required that converts the analog voltage signals into appropriate displacement measurements. The LVDT was independently calibrated from repeated measurements in a staged micrometer configuration that spanned the full range of the LVDT. The conversion factor was determined to be 1453.366 V/m for the tested configuration, which included the use of a LPF for analog signal conditioning. For test configurations without the use of a LPF, an additional scaling factor of 1.0902 was necessary to compensate for the signal attenuation caused by the LPF.

The applied impulse is the known impulse delivered to the stand using the EFCS. The voltage applied to the EFCS is typically greater than 100 V and is monitored and known to within 0.1 V. The actual force produced by the EFCS was independently calibrated by the microbalance method described by Selden and Ketsdever. The microbalance method requires that the EFCS is mounted vertically on a precision microbalance. One element of the EFCS assembly rests grounded on the microbalance, while the other element is suspended by a known distance above. An attractive force is created by charging the suspended EFCS element, resulting in a measurable change in weight. The EFCS assembly is extensively characterized in a steady state condition over a large range of applied potential differences $0-3000$ V and separation distances $1-15$ mm. The error for a given applied force was found to be less than 2%. For all results presented in this paper, this error is understood to be present in all applied forces and impulses, whether or not it is visible in the figures or explicitly stated in the values.

Figure 7 shows three sets of dissimilar calibration data that was analyzed using appropriate calibration factors. One set of data was originally sampled at 9000 Hz, the next was 1000 Hz data, and the third was 1000 Hz with the use of an analog LPF. Each of the sets show reasonable agreement with expected results as the derived impulses are consistently within 4.5% of the applied impulse. Each calibration data set

![FIG. 6. Schematic of NIBS experimental setup and TRIM process for obtaining the derived and applied forces imparted to the impulse balance as a function of time.](image)

**TABLE I. General NIBS characteristics.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Error (+/−)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moment of inertia, $I$</td>
<td>0.03184 kg m$^2$</td>
<td>0.00010 kg m$^2$</td>
</tr>
<tr>
<td>Damping coefficient, $C$</td>
<td>0.00023 kg m$^2$/s</td>
<td>0.00002 kg m$^2$/s</td>
</tr>
<tr>
<td>Spring constant, $K$</td>
<td>0.020034 N/m</td>
<td>0.00150 N/m</td>
</tr>
<tr>
<td>Period, $T$</td>
<td>2.49 s</td>
<td>0.01 s</td>
</tr>
<tr>
<td>Angular frequency, $\omega_{eff}$</td>
<td>2.523 s$^{-1}$</td>
<td>0.010 s$^{-1}$</td>
</tr>
<tr>
<td>Damping ratio, $\delta$</td>
<td>0.0090</td>
<td>0.0009</td>
</tr>
<tr>
<td>Moment arm, $r$</td>
<td>0.4510 m</td>
<td>0.0005 m</td>
</tr>
</tbody>
</table>
also shows trends of being consistently slightly high or low, which would be consistent with filtering variations for each of the sets of data. This suggests that for any configuration of the NIBS, a consistent set of calibration data could be used with a consistent signal processing parameter to obtain appropriate calibration factors for an unknown impulse, which could minimize error in the derived impulse. Nevertheless, without any additional correction factors, the results for derived impulse throughout the paper repeatedly fall within 4.5% of the applied impulse.

B. Maximum deflection analysis

Figure 8 shows the NIBS maximum linear deflection as a function of applied impulse. The analytical model is in good agreement with the experimental data as shown in Fig. 8. For the cases presented in Fig. 8, the impulse pulsewidths (\( \tau \)) were shorter than approximately one-tenth of the period (\( T \)) of the NIBS. Typically, impulse balances are operated using the assumption that the maximum deflection is linearly dependent on the delivered impulse.\(^2\)\(^3\) The assumption is only strictly valid for \( \tau \ll T \). Figure 9 shows the maximum NIBS deflection as a function of \( \tau/T \) for various total impulses. The analytical model captures not only the trend of the experimental data, but is also in excellent agreement with the magnitude of the data. As seen in Fig. 9 for \( \tau > 0.1 \) T, the direct correlation between the maximum balance displacement and the delivered impulse is no longer valid. For \( \tau < T \), the maximum deflection has a linear relationship with the total impulse as shown in Fig. 8. For larger \( \tau \), there are two possible scenarios. First, two different total impulses (say one with \( \tau < T \) and one with \( \tau > T \)) can lead to the same maximum deflection; second, two identical total impulses with different pulsewidth can result in different maximum deflection. Examples of these two scenarios will be shown in Sec. VI C. Therefore, another means by which to analyze the data is necessary if the pulsewidth is not known \( a \) \( p \)riori.

C. Derived impulse analysis

It may be noted that for Figs. 10–14, the pulsewidth used in these figures is significantly larger than that typically expected of laser ablative processes or many pulsed electric thruster systems (\(< 10 \) ms). However, these time scales are still appropriate for many other pulsed propulsion systems that could benefit from such analytical techniques. For the cases presented here, the longer pulsewidths were chosen to clearly demonstrate the principle of derived impulse analysis through the TRIM process, and ensure that the test cases would not be complicated by aliasing effects or hardware-related time-response limitations, which will be discussed in Sec. VII.

Figure 10(a) shows the impulse balance deflection as a function of time for two impulses of the same total magnitude (integrated force with time). The maximum deflection from the NIBS is not the same even though the total impulse is identical for both cases. The actual time varying force applied is shown by the dashed line in Fig. 10(b). As shown, the pulsewidth of the two traces was different by an order of magnitude. The TRIM process described in Sec. IV B was used to obtain the derived time varying force also shown in Fig. 10(b). Figure 10(c) shows the total impulse delivered to the balance obtained by the integral under the curves in Fig.
Although the maximum deflection for the two pulses was not the same, Fig. 10(c) shows that the total impulse delivered were in fact identical.

Figure 11(a) shows the NIBS linear displacement versus time for impulses of 42.34 μN·s and 21.65 μN·s. The pulse-widths for these impulses was 1.55 s and 0.1 s, respectively. As seen in Fig. 11(a), the maximum NIBS deflection is the same for both impulses even though the total impulses are different by a factor of 2. Figure 11(b) shows the impulse shape for both cases. The dashed lines are from the signal delivered by the pulse generator, and the solid lines are derived from the filtered NIBS deflection data using the TRIM data reduction technique described in Sec. IV B. As Fig. 11(b) indicates, there are system time response issues that would not allow better resolution of the impulse shape with faster data acquisition sampling. The time response of the LVDT signal-conditioning unit was seen to be less than 100 Hz, which was generally not fast enough to adequately resolve the impulse shape for very short pulsewidths due to aliasing. However, the total impulse taken as the integral under both curves (pulse generator, LVDT derived) is the same to within 4.5% as shown in Fig. 11(c). Although the maximum displacement of the NIBS was the same for the two impulses [as shown in Fig. 11(a)], the total impulse was indeed a factor of 2 different as shown in Fig. 11(c).

Figure 12(a) shows the experimentally derived force

FIG. 10. Two test cases of equivalent total impulse, with different applied force and pulsewidth. (a) Shows that equivalent total impulses can result in different maximum displacements. (b) Shows the shape of the applied force for each impulse. (c) Shows that the two total impulses are in fact equivalent.

FIG. 11. Two test cases of different total impulses that result in the same maximum deflection of the balance as shown in (a). (b) Shows the shape of the applied force for each impulse (c) Shows that the two total impulses are in fact different by about a factor of 2.

FIG. 12. The TRIM process can be used to resolve discrete forces applied to the NIBS. (a) Shows the deflection trace corresponding to (b) the time-varying force traces for 2 discrete impulses of 170 mN for 1 s each. (c) Shows the resulting total impulse as a function of time.
from the NIBS as a function of time for an impulse comprised of two square waves from the pulse generator. The pulses each represent a force of 170.7 μN over a 1.0 s pulse-width and are separated by 2.0 s. As seen in Fig. 12(a), there is good agreement between the measured impulses delivered by the pulse generator to the EFCS and the derived impulses from the NIBS deflection data. Figure 12(b) shows the delivered impulse as a function of time. As Fig. 12 shows, the data analysis method developed in this study is adequate to resolve discrete forces applied to the impulse balance.

Although attention has been paid to only square-wave impulses to this point, arbitrary impulse shapes can also be investigated. Figure 13(a) shows a time varying force applied to the thrust stand which might resemble that produced by a PPT or laser ablation mechanism. The derived force obtained from the NIBS position versus time data reproduced the actual applied force reasonably well. Many of the differences in the time varying force have been linked to limitations in the time resolution of the LVDT conditioning unit. Although a factor of perhaps 10 improvements in the LVDT can be reasonably expected, other methods of time resolving the NIBS deflection are being investigated. As shown in Fig. 13(b), the applied and derived impulses are nearly identical and compare to within 1.9%.

D. Model comparison

Figure 14 shows the comparison of the developed model with experimental data for a relatively complicated case of four square-wave impulses applied over a 25 s time period. In Fig. 14(a) the model is able to capture the motion of the NIBS for a series of impulses delivered to the balance. The model used the measured and calculated characteristics of the NIBS given in Table I as input parameters. Figures 14(b) and 14(c) show the calculated values of the NIBS velocity and acceleration as a function of time. Again, the model compares well with the experimentally derived data obtained from differentiating the NIBS time varying position data. Figure 14(d) shows the actual time varying forces applied to the NIBS compared to the experimentally derived data. The first pulse was 98.39 μN with a 0.2 s pulsewidth with the second pulse of the same magnitude separated by 0.3 s. The second and third pulses were separated by 8.606 s. The third and fourth pulses were also 98.39 μN with a 0.4 s pulse-width separated by 7.055 s. The integrals under the time varying force curves are shown in Fig. 14(e). Again, the experimental data was able to time resolve the impulse delivery to the NIBS, and the total impulse derived from the NIBS data is within 2.2% of the actual applied impulse.

VII. DISCUSSION

The extension of operating conditions of impulse balances to arbitrary impulse pulsewidth, shape, and magnitude (down to 7 nNs) has been demonstrated with the NIBS using a combination of an analytical code and a data analysis method. Previous studies\(^2,3\) have been limited to data analysis based on the assumption that \(r \ll T\). For basic research
involving new propulsion systems and photon–surface interactions, the characteristic time dependence of the impulse of a particular process may not be known a priori, making a generalized scheme necessary to time-resolve the impulse delivery to the balance. Also, a torsional impulse balance can deflect the same amount for different total impulses (e.g., see Fig. 9), particularly where the assumption of $T \ll t$ is no longer valid. Under similar pulsewidth conditions, an impulse balance can also deflect differently for equivalent total impulses. Therefore, a generalized $\tau$-independent data analysis tool is required.

The NIBS has already demonstrated that it can be used to time-resolve impulses. The real issues now become that of performance. The common measure of an impulse balance’s performance is typically that of impulse magnitude resolution. The NIBS has repeatably measured impulses as low as 7 nNs and as high as hundreds of micro-Newton-seconds, and has consistently derived results that fall within 4.5\% (worst case) of the applied impulse. However, when time resolving the forces, it becomes apparent that there are more performance related issues than just the magnitude of the impulse. Qualitatively, the accuracy of the shape of the time-varying force is of interest. In other words, how closely the derived force matches the applied force over time is important in determining the overall effectiveness of both the TRIM technique and the NIBS itself. Noise and time response of the whole system then become significant issues.

Noise in the measured signal from the NIBS is one of the largest sources of error in the TRIM process. Excessive noise affects the derivatives of the deflection trace and results in noisy time-resolved forces or impulses. There are several sources of noise including external physical vibrations, temperature variations, and electronic noise directly from the LVDT and its signal conditioner. The simplest way to eliminate a significant portion of the electronic noise is the use of a well-tuned LPF. However, LPFs introduce significant time response problems, as they attenuate high frequency components that may actually be part of the signal. Only when time-resolving the forces is not necessary, the LPF provides the best method to obtaining clean signals for basic maximum deflection measurements. In all other cases, the LPF should not be utilized, and the signal processing discussed in Sec. IV becomes the critical noise reduction method.

In terms of system time response, each component of the NIBS system must be examined. First, the DAQs components play an important role. Often there is a trade-off between resolution and speed. The NIBS system is equipped with both a 16-bit resolution system that samples up to 333 kSamples/s and a 24-bit resolution system that samples up to 60 samples/s. Ideally, a high-speed, 24-bit resolution system would be optimal, but has yet to be identified.

Next, the impulse balance itself must be considered for time response issues. The NIBS has been extensively tested with impulses of pulsewidth $\tau$ as low as $10^{-7}$ s up to minutes in length. Due to time response limitations from the LVDT, the TRIM process only currently provides accurate results for pulsewidths as low as 0.05 s. Below this point, aliasing effects make it difficult to discern whether the time resolution problems are due to the impulse balance or just signal processing artifacts, though the latter is suspected to be the most likely. The current time response limitations of the NIBS have been determined to be primarily hardware related. As such, it is possible that other time resolution limitations may exist, related to the acoustic time of the system. Further study on other possible time response limitations would be warranted once the hardware limitations are alleviated. However, from extensive maximum deflection results, the NIBS behaves as expected across the entire range of pulsewidths tested. This suggests that the impulse balance is behaving well according to the ideal equations of motion, and may not have any significant time response problems, at least on the order of $10^{-7}$ s.

The last system component to examine for time response issues is the LVDT and its signal conditioner. The time response of a LVDT is typically considered to be at best one-tenth of the excitation frequency of the LVDT. For the NIBS, the LVDT is driven at an excitation frequency of 2.5 kHz. However, the signal conditioning provided within the controller unit limits the response characteristics further. This accounts for the current time-resolution limitations of the TRIM process. Improvement of the technique described here would be easily achieved through improvements of the overall system time response. While providing excellent displacement resolution, the LVDT signal conditioner was found to have the slowest time response of the entire system, making its replacement desirable. Optical interferometry may offer improved time response over the LVDT system and has been previously investigated, although not for these particular impulse derivation methods. Alternatively, capacitive and other electromagnetic sensors could also be considered.

For actual operation of the NIBS, the error in the TRIM process can be reduced significantly by using a consistent calibration scheme. Since any modification to the impulse balance can change its fundamental characteristics (i.e., $I$, $C$, and $K$), it is necessary to calibrate in the actual test configuration. Using a robust set of calibration tests that maintains a set sampling frequency and covers a wide range of impulses, forces and pulsewidth variations, a correction factor could be determined that would minimize the error. Ideally, calibration sets will be taken before and after any experimental measurements to ensure that the impulse balance remains consistent.

Ultimately, the performance of the impulse balance comes down to repeatability. For the maximum deflection analysis, the experimental error was taken as the standard deviation of between five and ten data points and was typically less than ±2% (i.e., smaller than the symbol size in Figs. 8 and 9 unless otherwise indicated). For the time-resolved impulse analysis, all derivations of total impulse from the deflection measurements have resulted in errors less than ±4.5\%, which encapsulates all sources of error including from the applied force. The repeatability of the NIBS data suggests that it is a viable diagnostic tool for the investigation of arbitrarily produced impulses from a variety of devices.
Nomenclature

\[ \alpha = \text{damping term in equations of motion (s}^{-1}\text{)} \]
\[ \beta = \text{frequency term in equations of motion (s}^{-1}\text{)} \]
\[ \delta = \text{damping ratio, } \ln \left[ \frac{x_{\text{max1}}}{x_{\text{max2}}} \right] \]
\[ \mathcal{J} = \text{impulse, } \int F(t)dt \text{(N s)} \]
\[ \tau = \text{pulswidth (s)} \]
\[ \theta = \text{angular displacement or deflection (rad)} \]
\[ \dot{\theta} = \text{angular velocity (rad/s)} \]
\[ \ddot{\theta} = \text{angular acceleration (rad/s}^2\text{)} \]
\[ \omega_{\text{eff}} = \text{effective (angular) frequency (s}^{-1}\text{)} \]
\[ \omega_n = \text{natural (angular) frequency (s}^{-1}\text{)} \]
\[ C = \text{viscous damping coefficient (kg m}^2\text{/s)} \]
\[ F = \text{force (N)} \]
\[ I = \text{moment of inertia (kg m}^2\text{)} \]
\[ K = \text{spring constant (N/m)} \]
\[ M = \text{moment or torque, } F \cdot r \text{ (N m)} \]
\[ r = \text{moment arm (m)} \]
\[ T = \text{period (s)} \]
\[ t = \text{time (s)} \]
\[ x = \text{linear displacement of deflection (m)} \]
\[ \dot{x} \text{ or } v = \text{linear velocity (m/s)} \]
\[ \ddot{x} \text{ or } a = \text{linear acceleration (m/s}^2\text{)} \]

ACKNOWLEDGMENTS

This work was supported by the Air Force Research Laboratory, Propulsion Directorate, Space and Missile Propulsion Division (AFRL/PRSA), Edwards AFB, California. One of the authors (B.D.) was also supported in part by a graduate assistantship from the Department of Aerospace and Mechanical Engineering at the University of Southern California.

Experimental and Numerical Study of Nozzle Plume Impingement on Spacecraft Surfaces

A.D. Ketsdever¹, T.C. Lilly², S.F. Gimelshein², and A.A. Alexeenko²

¹ US Air Force Research Laboratory, Propulsion Directorate, Edwards AFB, CA 93524 USA
² University of Southern California, Dept. of Aerospace and Mechanical Eng. Los Angeles, CA 90089 USA

Abstract. An experimental and numerical effort was undertaken to assess the effects of a cold gas (T₀=300K) nozzle plume impinging on a simulated spacecraft surface. The nozzle flow impingement is investigated experimentally using a nano-Newton resolution force balance and numerically using the Direct Simulation Monte Carlo (DSMC) numerical technique. The Reynolds number range investigated in this study is from 0.5 to approximately 900 using helium and nitrogen propellants. The thrust produced by the nozzle was first assessed on a force balance to provide a baseline case. Subsequently, an aluminum plate was attached to the same force balance at various angles from 0° (parallel to the plume flow) to 10°. For low Reynolds number helium flow, a 16.5% decrease in thrust was measured for the plate at 0° relative to the free plume expansion case. For low Reynolds number nitrogen flow, the difference was found to be 12%. The thrust degradation was found to decrease at higher Reynolds numbers and larger plate angles.

INTRODUCTION

When in orbit, spacecraft require on-board or secondary propulsion systems to perform orbit transfer, orbit maintenance, and attitude control maneuvers. An important issue in the use of any spacecraft propulsion system involves the assessment and reduction of effects caused by the interaction between the thruster plume and spacecraft surfaces [1]. Direct impingement of a thruster plume on surfaces can generate unwanted torques, localized surface heating, and surface contamination. Self impingement (i.e. the impingement of a thruster plume on a host satellite surface) generally occurs for small surface angles with respect to the propulsion system’s thrust vector or occurs in the thruster backflow. Cross impingement (i.e. the impingement of one spacecraft’s thruster plume onto another spacecraft) can occur at essentially any angle and is becoming increasingly important with the advent of microsatellite constellations. Many studies, both numerical [2-4] and experimental [5-6], have been performed by various investigators to assess the impingement of plumes onto surfaces.

In recent years, micropropulsion systems have been developed to address the need for highly mobile microspacecraft. A wide array of concepts will require the expansion of propellant gases through microscale nozzles. Because many micropropulsion systems will also operate at relatively low pressures, the investigation of low Reynolds number flow has become increasingly important. [7] The Reynolds number at a nozzle throat is given by

\[ \text{Re}^* = \frac{\rho^* a^* d_1}{\mu^*} \] (1)

An experimental and numerical effort has been developed to assess the effects of a nozzle plume impinging on a simulated spacecraft surface. The nozzle flow impingement is investigated experimentally using a nano-Newton resolution force balance and numerically using the Direct Simulation Monte Carlo (DSMC) numerical technique. The purpose of this work is to extend previous nozzle plume impingement results [5] to the low Reynolds number flow range for application to micropropulsion systems. The Reynolds number range investigated in this study is from 0.5 to approximately 900.
EXPERIMENTAL SET UP

The DeLaval nozzle used in this study had a throat diameter of $d_t = 1.0$ mm and an expansion ratio of $\varepsilon = 62.42$ and has been described in previous work. [8] The thrust produced by the nozzle configuration, in the absence of any surfaces, was measured on the nano-Newton Thrust Stand (nNTS), which has been described in detail by Jamison, et. al. [9] The nNTS was installed in Chamber-IV of the Collaborative High Altitude Flow Facility (CHAFF-IV). CHAFF-IV is a 3 m diameter by 6 m long stainless steel vacuum chamber that was pumped by a 1 m diameter diffusion pump with a pumping speed of 25,000 L/s for nitrogen and 42,000 L/s for helium. The ultimate facility pressure was approximately $10^{-6}$ Torr with operational pressures up to $2\times10^{-4}$ Torr. After the free expansion thrust was measured, an electropolished aluminum engineering surface (length=width=2.54cm) was attached to the thrust stand in the configuration shown in Fig. 1. The total force measured on the nNTS for this configuration is given by

$$F_t = \mathcal{T}_p - F_s + F_b$$

where $\mathcal{T}_p$ is the thrust produced by the nozzle in the absence of the plate, $F_s$ is the incident shear force on the plate (acting in the opposite direction as the thrust force), and $F_b$ is the force exerted on the plenum wall due to gas pressure in the backflow. The angle $\alpha$ was varied from 0$^\circ$ to 10$^\circ$. The surface temperature was held constant throughout at $T_s=300K$.

![FIGURE 1. Nozzle-surface configuration.](image)

The propellant was introduced into the nozzle plenum through an adjustable needle valve located downstream of an MKS® mass flow meter. The propellant gas temperature was held constant at $T_o=300K$. Nitrogen and helium were used as propellant gases in this study.

NUMERICAL METHOD

The DSMC-based software system SMILE [10] was used in all DSMC computations. The important features of SMILE that are relevant to this work are parallel capability, different collision and macroparameter grids with manual and automatic adaptations, and spatial weighting for axisymmetric flows. The majorant frequency scheme was used to calculate intermolecular interactions. The intermolecular potential was assumed to be a variable hard sphere. Energy redistribution between the rotational and translational modes was performed in accordance with the Larsen-Borgnakke model. A temperature-dependent rotational relaxation number was used. The reflection of molecules on the surface was assumed to be diffuse with complete energy and momentum accommodation.

The three-dimensional plume-surface interaction was modeled using a starting surface at the nozzle exit, generated using an axisymmetric solution (also obtained with SMILE). An elliptic distribution function was used for inflow molecules. The number of simulated molecules and cells was about 40 million and 3 million, respectively. The computational geometry included the nozzle with the external side of the plenum and the plate which size and location correspond to the experimental setup.
RESULTS

Figure 2 shows the thrust obtained in the experiments by the nNTS for a helium flow. Figure 2(A) shows a decrease in the measured thrust when the engineering surface is attached to the nozzle (as in Fig. 1) due to the shear force produced by the plume impingement. For the surface at $\alpha=0^\circ$, the thrust decrease is approximately 16.5% compared to the free expansion nozzle thrust. Larger $\alpha$ increases the measured thrust due to decreased plume impingement on the surface. For $\alpha=10^\circ$, the thrust degradation is only 7.0% compared to the free expansion case. Presumably, the measured thrust would approach the free expansion limit as $\alpha$ tends to 90'. As the Reynolds number (mass flow) increases, the difference becomes less pronounced as shown in Fig. 2(B). Figure 3 shows similar results for a nitrogen flow. In the low mass flow cases, the thrust decrease is 12.0% and 4.9% for $\alpha=0^\circ$ and $\alpha=10^\circ$, respectively. Note that the thrust for the surface impingement cases begins to approach the free expansion case beginning at a mass flow of 80 SCCM for nitrogen. Figure 3(B) shows that the thrust measured for the $\alpha=10^\circ$ case is approximately equivalent to the free expansion thrust at mass flows above 200 SCCM. At higher Reynolds numbers, the nozzle plume becomes less divergent due to higher axial velocities and the reduction of the viscous interaction layer inside the nozzle geometry. Therefore, the plume impingement on the engineering surface decreases as the Reynolds number increases. It should be noted that for a given stagnation pressure, the Reynolds number for nitrogen is roughly a factor of 3 larger than helium leading to the transition to the free expansion case at lower mass flow rates for nitrogen as shown in the differences between Fig. 2(A) and Fig. 3(A).

FIGURE 2. Thrust versus mass flow for helium propellant. Measurements for free expansion, and engineering surface at $\alpha=0^\circ$ and $10^\circ$ (A) Mass flow from 0 to 100 SCCM, (B) Mass flow from 100 to 1000 SCCM.

FIGURE 3. Thrust versus mass flow for nitrogen propellant. Measurements for free expansion, and engineering surface at $\alpha=0^\circ$ and $10^\circ$ (A) Mass flow from 0 to 100 SCCM, (B) Mass flow from 50 to 400 SCCM.
DSMC Results

The pressure flow field, normalized by the stagnation pressure, is given in Fig. 4 for a nitrogen flow at Re=60. The interaction region between the plume and the plate is clearly seen in Fig. 4, with the local pressure maximum located near the plate surface about 7mm downstream from the nozzle exit plane. The pressure values in that region are an order of magnitude larger than those at the corresponding location in the bottom half of the plume. There is significant backflow observed as the result of the plume-surface interaction. A strong backflow will result in a noticeable contribution of backflow molecules interacting with the plenum surface (F_b) to the total force. This contribution increases the total force in x-direction. The pressure maximum is more than two times smaller for α=10° than it was for 0°, and the plate no longer has a noticeable effect on the flowfield. The increase in α from 0 to 10° significantly weakens the plume-surface interaction, as shown in Fig. 4(B).

As mentioned earlier, the increase in stagnation pressure causes a less divergent plume. This is illustrated in Fig. 5, where the pressure field is given for nitrogen flow at Re=270. As a result, the difference between the pressures near the surface and the corresponding undisturbed values (bottom half of the plume) is smaller than for Re=60. The pressure maximum near the plate shifts downstream to about 12mm from the nozzle exit plane. The plume backflow formed due to the plume-surface interaction is lower than the Re=60 case. The increase in the plate angle further decreases the backflow as seen in Fig. 5(B).

The quantitative impact of the plume on the plate surface is shown in Fig. 6 where the force in axial direction (shear force) is given. The force maximum is located at about 10mm from the exit plane. The negative force at the upstream part of the plate is due to the influence of backflow molecules. The force is negative even at small axial distances, which means that the force there is governed by molecules that come from the main plume and not the boundary layer of the nozzle. The flowfield is shown in Fig. 6(B). The location of the maximum force is close for both α=0° and 10°, whereas the magnitude of the maximum is over a factor of two lower for α=10°. Increasing the Reynolds number shifts the maximum shear force location downstream and stretches the force isolines in the axial direction.

The contribution of the plume force ($F_p$), plate shear force ($F_s$), and the backflow force ($F_b$) that acts on the plenum to the total force ($F_t$) is given in Table 1 for nitrogen. For lower Reynolds number, the plate shear force amounts to about 20% of the plume force for $\alpha=0°$ and over 8% for $\alpha=10°$, while the backflow force is about 3% and 1.5%, respectively. These contributions are reduced almost two times for the higher Reynolds number case. The results for a helium flow are qualitatively similar to those for nitrogen. In addition, the computations were performed for a 80% diffuse and 20% specular surface using the Maxwell gas-surface interaction model. These computations showed that the pressure and the backflow force are proportional to the percent of molecules reflected diffusely, which implies a relatively small impact of plume-surface interaction region (or, more accurately, molecules reflected from the surface), on plume molecules impinging on the surface.

Result Comparison

Figure 7 shows the comparison of the DSMC results with the experimental data for the total force ($F_t$) as a function of mass flow for the engineering surface at $\alpha=0°$ and 10°. The DSMC results are within 2% of the experimental results at Re=60. The greater disagreement between the two results at Re=270 is most likely caused by the finite background pressure in the facility at the higher flow rates. As discussed by Ketsdever [11], the background gas pressure can cause a thrust degradation on the order of a few percent in the thrust range considered in this work. Similar agreement between the DSMC and experimental results has also been found for helium flows.

CONCLUSIONS

DSMC results have compared to within a few percent of experimental measurements of the total system force for a nozzle plume impinging on an engineering surface with nitrogen and helium cold gas propellants. For low Reynolds number, the plate shear force was found to be approximately 20% of the nozzle’s free expansion thrust when the plate was parallel to the flow. For larger angles (α) and Reynolds number, both the surface shear force...
and the backflow force on the plenum decreased. As a result, the total force measured tended towards the free expansion thrust. The DSMC results have also shown that the surface shear force and the backflow force are proportional to the percent of molecules that reflect diffusely. For the cases investigated in this study of cold gas (\(T_s=300\text{K}\)) impinging on a cold surface (\(T_s=300\text{K}\)), the momentum accommodation coefficient is near unity.

![Pressure profiles for Re=60 nitrogen flow. (A) \(\alpha=0^\circ\), (B) \(\alpha=10^\circ\).](image)

![Pressure profiles for Re=270 nitrogen flow. (A) \(\alpha=0^\circ\), (B) \(\alpha=10^\circ\).](image)

**FIGURE 4.** Pressure profiles for Re=60 nitrogen flow. (A) \(\alpha=0^\circ\), (B) \(\alpha=10^\circ\).

**FIGURE 5.** Pressure profiles for Re=270 nitrogen flow. (A) \(\alpha=0^\circ\), (B) \(\alpha=10^\circ\).
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FIGURE 6. Shear force isolines for Re=60 nitrogen flow. (A) α=0°, (B) α=10°.

FIGURE 7. Comparison of experimental and numerical results for nitrogen flow. (A) α=0°, (B) α=10°.

<table>
<thead>
<tr>
<th>Re*</th>
<th>Mass Flow (kg/sec)</th>
<th>α (deg.)</th>
<th>Ἠp (N)</th>
<th>Ff (N)</th>
<th>Fb (N)</th>
<th>Ft (N)</th>
<th>Ft/ηp</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>5.67E-7</td>
<td>0</td>
<td>3.076E-4</td>
<td>5.889E-5</td>
<td>1.119E-5</td>
<td>2.599E-4</td>
<td>0.845</td>
</tr>
<tr>
<td>60</td>
<td>5.67E-7</td>
<td>10</td>
<td>3.076E-4</td>
<td>2.611E-5</td>
<td>4.850E-6</td>
<td>2.863E-4</td>
<td>0.931</td>
</tr>
<tr>
<td>270</td>
<td>2.79E-6</td>
<td>0</td>
<td>1.771E-3</td>
<td>2.277E-4</td>
<td>3.414E-5</td>
<td>1.577E-3</td>
<td>0.890</td>
</tr>
<tr>
<td>270</td>
<td>2.79E-6</td>
<td>10</td>
<td>1.771E-3</td>
<td>8.906E-5</td>
<td>1.384E-5</td>
<td>1.696E-3</td>
<td>0.958</td>
</tr>
</tbody>
</table>
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