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EXECUTIVE SUMMARY

Multiple technologies have been developed and applied over the past few decades for remediation of chlorinated solvents in the subsurface. The remediation of solvents in the form of dense nonaqueous phase liquids (DNAPLs) is particularly challenging. Factors such as geology, geochemistry, hydrogeology, the composition and distribution of the DNAPL, as well as the presence and absence of other contaminants, play a role in technology selection and performance. To date, despite a multitude of reviews on several individual technologies, no comprehensive studies have been completed that illustrate which technologies generally work best under specific site conditions and desired remedial outcomes/goals.

ESTCP project ER-200424’s main goal was to address this data gap and assist environmental remediation practitioners in evaluating and selecting appropriate remedial technologies (given particular site conditions and performance goals). More importantly, given that the U.S. Department of Defense (DoD) is moving rapidly towards achieving Response Complete (RC) at 95% of Installation Restoration Program (IRP) sites by 2021, the information and screening tool developed as part of this project can be utilized to evaluate existing remedial systems. For those sites where remedies are not meeting established remedial action objectives, the screening tool can assist in determining whether there is a realistic expectation of meeting the remedial action objectives for a given site and technology. The screening tool also can provide an assessment of alternative technologies to consider that may offer a higher likelihood of success.

Information on site characteristic parameters and remedial performance data was collected for a range of site characteristics and remedial technologies and compiled into a database as part of the effort. To supplement this dataset, numerical modeling simulations were conducted on template sites having frequently encountered site characteristics. A software interface was then constructed to allow for a user-friendly means of evaluating the case study information on a site-by-site basis. Recognizing that each site is unique and that performance goals and regulatory constraints will vary from site to site, the DNAPL Technology Evaluation Screening Tool (DNAPL TEST) enables the user to select and constrain their analysis to focus on those performance goals, remedial technologies, and site characteristics of interest.

The remedial technologies evaluated in DNAPL TEST include in situ chemical oxidation (ISCO), thermal technologies [including thermal conductive heating (TCH), steam flooding, electrical resistive heating (ERH) and microwave heating, surfactant flushing (also known as surfactant enhanced aquifer remediation, or SEAR) and/or co-solvent flushing, hydraulic displacement (HD), enhanced in situ bioremediation (EISB), and chemical reduction with zero-valent iron (ZVI)]. For these technologies, DNAPL TEST provides a summary of observed remedial performance for a number of performance metrics, including decrease in the DNAPL mass in the subsurface, decrease in VOC concentrations in soil and groundwater, achievement of MCLs in groundwater, rebound in groundwater concentrations after termination of treatment, duration of treatment, achievement of remedial goals (including achieving desired reductions in DNAPL mass, groundwater and soil concentrations, and contaminant mass discharge and/or flux,
as well as achievement of site closure or reduction of groundwater concentrations to below MCLs), and unit treatment cost.

Field and laboratory cases studies were collected from various sources including conference proceedings, ESTCP reports, consultant’s reports, government documents, peer-reviewed journal articles, theses, and vendor publications. Additionally, as part of the tool development, numerical modeling of remediation technologies was completed to supplement available field and laboratory data, and to quantify other metrics difficult to quantify in a field setting. Template sites were create for simulations in unconsolidated media, fractured rock, and fractured clay, and the four remedial technologies that were simulated and included in DNAPL TEST are anaerobic EISB, ISCO (using permanganate as an oxidant), HD, and SEAR. Modeling was performed using the numerical code DNAPL3D-RX and the process included sensitivity studies to evaluate the influence of site parameters (e.g. DNAPL type and release volume, fracture aperture, matrix porosity, fraction of organic carbon, fracture spacing, bedrock type, bulk density, matrix tortuosity, hydraulic conductivity, and heterogeneity) on the performance of each remedial technology.

DNAPL TEST allows the user to customize their analysis to meet their own objective by providing two options. With the General Analysis, the user can query the database of case studies for general performance information by refining their search to include specific technologies, case study type, data quality rankings, and site characteristics. The tool will generate reports of average and select individual performance data from case studies matching the search criteria. With the Site Specific Analysis, the user can input characteristics of the site of interest and specify other search criteria (e.g., specify data quality rankings and case study types to be included, geologies, DNAPL types, etc.). DNAPL TEST then searches for case studies with statistically similar site characteristics for performance metrics where correlations between technology performance and site characteristics were observed. The Site Specific Analysis output reports provide more details of case-study specific performance as well as average and min/max performance trends. Output reports also are provided on an individual performance metric basis as well as technology specific basis.

The basis of the Site Specific Analysis is a statistical evaluation that identified and quantified correlations between site parameters and performance metrics. This evaluation was completed in a two-step process. In the first step, a series of correlation tests were conducted to identify linear associations between a given site parameter and a given technology performance metric. A five percent (%) level of significance was used as the criteria for statistically significant linear correlations. In the second step, site parameter – performance metric pairs that showed a statistically significant correlation were analyzed using simple linear regression methods. Regression quantifies the sensitivity of the technology performance to each site parameter, and also was used to calculate a range of site parameters values given a particular technology performance value via a 95% confidence interval. A total of nine pairs for all technologies were found to have statistically significant correlations. For EISB, reduction in DNAPL mass correlated to hydraulic conductivity. For SEAR, reduction in DNAPL mass was correlated to the
areal extent of the DNAPL zone, pre-remediation DNAPL mass, and the volume of the DNAPL zone. For thermal (steam), treatment duration was correlated to the volume of the DNAPL zone, and for thermal (resistive), reduction in DNAPL mass was correlated to the area and volume of the DNAPL zone, and treatment duration was correlated to the pre-remediation DNAPL mass and electrode spacing.

Observations on technology performance can be made based on the modeling results and field case study data collection completed to date. Some of these are summarized below.

- **Reductions in Groundwater Concentrations:** None of the site characteristic or technology implementation parameters that were evaluated as part of the statistical analysis were found to have a statistical correlation with reductions in groundwater concentrations, however, there does appear to be a relationship between the amount of DNAPL mass removed from the subsurface during treatment and reduction in groundwater concentration. This relationship appears to be independent of treatment technology.

- **DNAPL Mass Removal:** Near complete mass removal has been achieved with all technologies with the exception of hydraulic displacement. In field studies, the highest DNAPL mass removal was observed in thermal treatment case studies (94% to 96%) and the median mass removed for anaerobic EISB, ISCO, SEAR, and co-solvent flushing ranged from 64% to 81%. If modeling cases are included, for each technology the range of percent DNAPL mass removal increases, but the median value decreases. This is likely due to the different remedial time frames used in the modeling case studies.

- **Matrix Diffusion:** Modeling results demonstrated that in fractured rock environments, with an older DNAPL release, matrix diffusion (diffusion of DNAPL into lower permeability media) has a substantial influence on the distribution of DNAPL mass. If degradation of DNAPL within the lower permeability matrix is limited, back-diffusion of contaminant mass out of the matrix will sustain groundwater concentrations for long periods of time.

- **DNAPL Properties:** The solubility of the DNAPL was observed to influence the resulting net benefit of implementing more aggressive DNAPL treatment technologies over other approaches primarily on dissolution of the DNAPL as the DNAPL mass reduction mechanism. For more soluble DNAPLs such as trichloroethene (TCE), dissolution of the DNAPL is a significant component of the DNAPL mass removal and incorporating other degradation or mass removal mechanisms (e.g., oxidation, biodegradation, enhanced dissolution) may only result in relatively small incremental increases in DNAPL mass removal.

- **Precipitate Formation:** Through the modeling sensitivity analysis, it was observed that the formation of a manganese dioxide rind (resulting in encapsulation of DNAPL pools and flow bypassing around DNAPL areas) significantly increased the time required to remove TCE DNAPL in ISCO applications using permanganate as the oxidant. This evaluation is specific to permanganate treatment and the corresponding
manganese dioxide rind formation; however, it is anticipated that similar results may be observed with other technologies that result in the formation of a precipitate or result in permeability reductions. The influence of the precipitate formation on DNAPL treatment is anticipated to be particularly pronounced where the precipitate forms within close proximity of the DNAPL phase, as occurs when permanganate reacts with the DNAPL.

DNAPL TEST has been designed to be updated in the future to reflect new data. As new field, laboratory, or modeling case studies become available, they can be added to the database. When sufficient new case studies have been added, the statistical analysis can be conducted again to refine statistical relationships.
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1. INTRODUCTION

This Final Report provides a summary of the scope of work and findings of the Environmental Security Technology Certification Program (ESTCP) project ER-200424, Development of a Dense, Non-Aqueous Phase Liquid (DNAPL) Remediation Technology Screening Tool. The report is structured as follows:

- Section 1: Introduction - Includes background information, a discussion of the objectives and regulatory drivers that influence the project scope;
- Section 2: Technology – Includes a description of the technology (i.e., DNAPL TEST), an overview of the screening tool developments, and a discussion of advantages and limitations of the screening tool;
- Section 3: Performance Objectives;
- Section 4: Site Description;
- Section 5: Test Design;
- Section 6: Technology Performance Assessment;
- Section 7: Cost Assessment;
- Section 8: Implementation Issues; and
- Section 9: References.

1.1 Background

Multiple technologies have been developed and applied over the past few decades for remediation of chlorinated solvents in the subsurface. The remediation of solvents in the form of DNAPLs is particularly challenging. Factors such as geology, geochemistry, hydrogeology, the composition and distribution of the DNAPL, as well as the presence and absence of other contaminants, play a role in technology selection and performance. To date, despite a multitude of reviews on several individual technologies, no comprehensive studies have been completed that illustrate which technologies generally work best under specific site conditions and desired remedial outcomes/goals.

This project’s main goal was to address this data gap and assist environmental remediation practitioners in evaluating and selecting appropriate remedial technologies (given particular site conditions and performance goals). More importantly, given that the U.S. Department of Defense (DoD) is moving rapidly towards achieving Response Complete (RC) at 95% of Installation Restoration Program (IRP) sites by 2021, the information and screening tool developed as part of this project can be utilized to evaluate existing remedial systems. For those sites where remedies are not meeting established remedial action objectives, the screening tool can assist in determining whether there is a realistic expectation of meeting the remedial action objectives for a given site and technology. The screening tool also can provide an assessment of alternative technologies to consider that may offer a higher likelihood of success.
Information on site characteristic parameters and remedial performance data was collected for a range of site characteristics and remedial technologies and compiled into a database. To supplement this dataset, numerical modeling simulations were conducted on template sites having frequently encountered site characteristics. A software interface was then constructed to allow for a user-friendly means of evaluating the case study information on a site-by-site basis. Recognizing that each site is unique and that performance goals and regulatory constraints will vary from site to site, the DNAPL Technology Evaluation Screening Tool (DNAPL TEST) enables the user to select and constrain their analysis to focus on those performance goals, remedial technologies, and site characteristics of interest.

1.2 Objective of the Demonstration

The primary objective of the project was to develop a user-friendly screening tool that can be utilized by decision makers [e.g., site owners, United States Department of Defense (DoD) remedial program managers (RPMs), regulators, and site consultants] during the remedial technology selection or evaluation process to:

1. Evaluate potential technology performance at a particular site;
2. Evaluate potential technology performance in different geological strata at a complex site;
3. Aid in the selection of feasible technologies for a particular site based on desired performance metrics; and
4. Reduce the uncertainty of estimating and predicting remedial outcomes and implementation costs at DNAPL source zone sites.

1.3 Regulatory Drivers

This project focused on the remediation of chlorinated ethenes. The United States Environmental Protection Agency (USEPA) maximum contaminant level (MCL) for tetrachloroethene (PCE) and trichloroethene (TCE) in drinking waters is 5 micrograms per liter (μg/L). This concentration is considerably less than the concentrations present in groundwater at many sites throughout the United States. The MCLs for vinyl chloride, cis-1,2-dichloroethene (cDCE), and trans-1,2-dichloroethene (tDCE) are 2 μg/L, 70 μg/L, and 100 μg/L, respectively.

A number of DoD sites have volatile organic compounds (VOCs) present as DNAPLs that will act as long-term sources of VOCs to groundwater. Although it is uncertain how many sites still contain a DNAPL source area, many contain chlorinated hydrocarbons at significant concentrations in soil and groundwater. Due to the slow dissolution of VOCs from residual or pooled DNAPL, as well as the slow diffusive release of VOCs from low permeability materials (i.e. back-diffusion), conventional treatments often serve solely as
containment technologies and require long operational periods to remove significant amounts of DNAPL and VOC mass. Therefore, this project’s deliverables promote the use of more effective technologies in remediating DNAPL source areas and meeting these regulations.
2. TECHNOLOGY

This section provides a description of DNAPL TEST (Section 2.1), a summary of the development of the screening tool (Section 2.2) and the advantages and limitations of the screening tool (Section 2.3).

2.1 Technology Description

DNAPL TEST is a user-friendly, Microsoft Access™-based screening tool that is intended to be used to: (i) aid in the selection of technologies based on desired performance metrics (ii) evaluate potential technology performance; and (iii) reduce the uncertainty of estimating and predicting remedial outcomes and implementation costs at DNAPL source zone sites. The tool focuses on remediation of chlorinated solvent DNAPL sources only.

The components of DNAPL TEST and the software development process are illustrated in Figure 2-1. The basis of the screening tool is a database of information derived from case studies of field implementation of various remedial technologies, supported by numerical modeling of targeted technologies to address data gaps, and laboratory studies to provide information on fundamental processes impacting technology performance. Information from field and laboratory case studies was collected as discussed in Section 2.2.1 through reviewing the available literature (including on-line databases, peer-reviewed journals, conference proceedings, guidance documents, consultant reports, etc.). A list of case studies included in DNAPL TEST and the associated reference information is provided in Appendix B. The remedial technologies evaluated in DNAPL TEST include:

- *In situ* chemical oxidation (ISCO);
- Thermal technologies [including thermal conductive heating (TCH), steam flooding, electrical resistive heating (ERH) and microwave heating];
- Surfactant flushing (also known as surfactant enhanced aquifer remediation, or SEAR) and/or co-solvent flushing;
- Hydraulic displacement (HD, sometimes referred to as waterflooding);
- Enhanced *in situ* bioremediation (EISB); and
- Chemical reduction with zero-valent iron (ZVI).

Numerical modeling of five remedial technologies (anaerobic EISB, ISCO using permanganate, SEAR, hydraulic displacement, and pump and treat [P&T]) was conducted as discussed in Section 2.2.2 on a select number of representative template sites to provide information that is difficult and costly to collect in the field in a timely manner (*e.g.*, long-term impacts, estimates of mass removal, post-treatment changes in DNAPL architecture, sensitivity of technology performance to site characteristics, *etc.*).
DNAPL TEST provides a summary of observed remedial performance for a number of performance metrics, including:

*i*) Decrease in the DNAPL mass remaining in the subsurface;

*ii*) Decrease in VOC concentrations in groundwater;

*iii*) Reduction of VOC concentrations in soil;

*iv*) Achievement of MCLs in groundwater;

*v*) Occurrence of rebound in groundwater concentrations after termination of treatment;

*vi*) Duration of treatment;

*vii*) Achievement of remedial goals (including achieving desired reductions in DNAPL mass, groundwater and soil concentrations, and contaminant mass discharge and/or flux, as well as achievement of site closure or reduction of groundwater concentrations to below MCLs); and

*viii*) Unit treatment cost.

Information provided includes technology performance statistics (e.g., average performance, standard deviation, range in performance), and data quality information (e.g., total number of case studies and average data quality rankings for the case studies included in the analysis). Development of data quality rankings is described in Section 2.2.3.2.
2.2 Technology Development

Sections 2.2.1 to 2.2.3 provide an overview of the development of DNAPL TEST, focusing on field case study collection (Section 2.2.1), the numerical modeling completed to supplement the field case studies (Section 2.2.2), and development of DNAPL TEST code (Section 2.2.3).

2.2.1 Collection of Field and Laboratory Case Studies

The screening tool software interfaces with a database that contains raw data from 216 DNAPL remediation case studies. Case studies entered into the database include 129 field and laboratory studies, as well as 87 modeling studies. In order for any case study to be entered into the database, it must have met the following five criteria:

- Information on at least one performance metric (e.g. mass removal, concentration reduction, cost, treatment duration, etc.) was available.
- Chlorinated solvent DNAPL was present within the treatment zone.
- The DNAPL remedial technology used was specified in the document.
- The components of the DNAPL were specified (e.g. PCE, TCE, 1,1,1-trichloroethane [1,1,1-TCA]); and
• Site characterization data (e.g. hydraulic conductivity, geology/lithology, concentration data) was available.

Once studies were determined to meet the requirements for inclusion in DNAPL TEST, they were entered into the database using a set of database interface forms following a defined protocol (i.e., a set procedure to extract and analyze data from case studies), to ensure consistency between entries.

The majority of field and laboratory case studies in the database were collected from a review of publicly available literature, which included both peer-reviewed and grey literature, online databases, guidance documents, consultant reports, and Environmental Protection Agency Superfund Innovative Technology Evaluation (EPA SITE) reports. A limited number of case study results were provided under a confidential basis, and references for these sites are not available. Appendix B provides a comprehensive listing of the case studies compiled and included in DNAPL TEST database. Figure 2-2 provides the breakdown of case studies contained within DNAPL TEST by case study type, reference source and DNAPL remediation technology.
Figure 2-2. Breakdown of the case studies included in DNAPL TEST by reference source, case study type, and technology.
2.2.2 Development of Modeling Case Studies

Modeling of remediation technologies was completed to provide additional information with regards to long-term performance and other metrics that are difficult to quantify in a field setting (e.g., DNAPL mass destruction, post-treatment groundwater concentration reductions, etc.). Five remedial technologies were simulated in both unconsolidated and consolidated media, including anaerobic EISB, ISCO using permanganate, HD (unconsolidated media only), SEAR, and P&T (unconsolidated media only). As discussed below, the modeling process included sensitivity studies to evaluate the influence of key processes and site parameters on the performance of each remedial technology. Pump and treat was primarily simulated to provide a baseline comparison for the in situ remediation technologies, and these simulations were therefore not included in the screening tool.

2.2.2.1 Modeling Overview

The numerical modeling of the remediation of the template sites was performed using the numerical code DNAPL3D-RX. This model has been extensively tested, validated, and employed for DNAPL field scale studies (e.g., Kueper and Gerhard, 1995; Gerhard et al., 1998; Gerhard et al., 2001; Gerhard and Kueper, 2003a, 2003b, 2003c; Grant et al., 2006, 2007; Grant and Gerhard, 2007a, 2007b; Mundle et al., 2007; West et al., 2008; West and Kueper, 2010). In this work, the model was employed to examine the sensitivity of DNAPL source zone remediation to a variety of key site characteristics (e.g., mean and variance of intrinsic permeability for unconsolidated media, fractured rock type for consolidated media, DNAPL type) and remedial system design parameters (e.g., concentration/duration of injected remedial fluid, pulsed injection strategies, applied gradient for hydraulic displacement). In order to complete the maximum number of sensitivity simulations, the unconsolidated media simulations were conducted in three-dimensions while the computationally more expensive fractured rock simulations were conducted in two-dimensions. This latter assumption is considered conservative insofar as it minimizes bypassing of the injected remedial fluids around the DNAPL source zone and thereby provides the best chance of remediation technology success in fractured rock.

In this work, a four-stage modeling process was employed to recognize that the history of DNAPL scenarios is often complex (e.g., most often remediation is attempted several years to decades after the initial DNAPL release). The first stage contained two parts: (1) a near-surface release of DNAPL below the water table was simulated, followed by (2) the DNAPL source was terminated and DNAPL redistribution was simulated until the DNAPL had come to rest in an equilibrium distribution of residual (i.e., immobile blobs and ganglia) and pools (i.e., potentially mobile, continuous distributions). This period lasted on the order of 1 to 10 years depending on the DNAPL type, size of release, and site characteristics.
The second stage simulated the “aging” of the DNAPL scenario. For a subset of the unconsolidated media simulations, DNAPL dissolution and removal of DNAPL pools through pre-remediation hydraulic displacement was simulated prior to initiation of the remedial technology to simulate “aged” sources that have predominantly residual DNAPL. For all of the consolidated media (i.e., fractured rock/clay) simulations, a 20-year aging period was simulated during which a natural hydraulic gradient was applied; this permitted DNAPL mass reduction as well as VOC mass diffusion into the matrix. These first and second stages were simulated for each different template site scenario (e.g., granite, sandstone, etc.) and the end-point of the second stage (i.e., the aged DNAPL site) was used as input for the many different remediation simulations.

The third stage simulated the remedial activities, using a numerical code that incorporates both non-reactive (i.e., dissolution, sorption, desorption, diffusion) and reactive (e.g., biodegradation, oxidation) transport processes, including processes specific to each technology (e.g., dechlorination for enhanced biodegradation, manganese dioxide precipitation for oxidant flushing, and micelle formation for surfactant flushing). **Table 2-1** below provides a summary of the specific processes included in modeling of each technology in each type of porous media. It is noted that some of the second-order processes (e.g., permeability reductions due to manganese dioxide in ISCO and due to biomass growth in EISB) were not included in the fractured rock simulations because they would have unfairly reduced technology performance in the two-dimensional domain employed. The treatment period typically lasted on the order of one to several years with sensitivity simulations exploring the influence of treatment design parameters such as amendment concentration/duration.

The fourth stage involved simulating a post-remediation period on the order of 5 to 20 years. In the consolidated media simulations, forward/back diffusion of mass and injected fluids between the fractures and matrix occurred during this stage. DNAPL mass, groundwater concentrations and VOC mass flux were monitored throughout this period. For most technologies, a ‘no treatment’ case was included to distinguish the influence of the remedial approach from natural dissolution/diffusion effects.
Pump and Treat | ISCO | EISB | Hydraulic Displacement | SEAR
--- | --- | --- | --- | ---
• Not applicable (pump and treat not simulated for consolidated media) | • Physical attenuation mechanisms as with pump and treat | • Physical attenuation mechanisms as with pump and treat | • Not applicable (HD not simulated for consolidated media) | • Physical attenuation mechanisms as with pump and treat
• Reaction of permanganate with both organic carbon in the soil/rock and contaminant | • Biodegradation of TCE and PCE to ethene | • Formation of surfactant micelles | • Enhanced dissolution of the DNAPL where micelle concentrations exceed critical levels
• Species-specific diffusion rates | | | |

Processes Simulated in Unconsolidated Media Runs Only
• Physical attenuation mechanisms including DNAPL dissolution, sorption, diffusion, dispersion, dilution, etc. | • Manganese dioxide precipitate formation, resulting pore clogging and reductions in permeability | • Biomass growth and decay | • Physical attenuation mechanisms as with pump and treat
• DNAPL redistribution and recovery due to induced hydraulic gradients | • Pore clogging due to biomass growth and related reduction in permeability | • Competition for hydrogen with non-dechlorinating biomass | • Not applicable (SEAR simulated using similar processes for both media types)

| Processes Common to Both Unconsolidated and Consolidated Media Simulations | Pump and Treat | ISCO | EISB |
--- | --- | --- | ---
• Not applicable (pump and treat not simulated for consolidated media) | • Physical attenuation mechanisms as with pump and treat | • Physical attenuation mechanisms as with pump and treat
• Reaction of permanganate with both organic carbon in the soil/rock and contaminant | • Biodegradation of TCE and PCE to ethene
• Species-specific diffusion rates |

Table 2-1. Physical processes incorporated into numerical modeling for each remedial technology.

2.2.2.2 Development and Validation of the Numerical Model

The development and validation of all the numerical codes employed in this study followed essentially the same steps, including:

i) A comprehensive literature review to evaluate the relevant processes that occur during DNAPL remediation using the specified technology;

ii) Development of the code and verification that it is error-free through comparison to analytical solutions (where available) and thorough rigorous testing;
iii) Validation of the numerical approach through direct comparison to well-characterized laboratory experiments conducted under controlled conditions (where available); and

iv) Publication of simulation results in peer-reviewed journals, graduate student theses, and conference proceedings.

The results of the above have been published in several peer-reviewed journal articles, including Mundle et al. (2007), West et al. (2008), and West and Kueper (2010) and in student theses, including Mundle (2007), and Pang (2010), based upon which several additional manuscripts are in preparation for submission to peer-reviewed journals.

The numerical code was developed to simulate both DNAPL migration and reactive transport processes (in both unconsolidated and consolidated media), as described in Sections 2.2.2.3 and 2.2.2.4 respectively. Details on the model development, verification, validation, and testing processes are provided in Appendices C (unconsolidated media) and D (consolidated media).

2.2.2.3 DNAPL Migration Code

The existing DNAPL migration numerical code (DNAPL3D) has been developed and extensively tested and peer reviewed over the past 15 years by researchers at Queen’s University and the University of Edinburgh (Kueper and Frind, 1991a,b; Kueper and Gerhard, 1995; Gerhard et al., 1998, 2001; Gerhard and Kueper, 2003a,b,c; Gerhard et al., 2007; Grant et al., 2006, 2007; Grant and Gerhard, 2007a,b). The first version of the fractured media code was developed in 1991 (Kueper and McWhorter, 1991) and numerous revisions to the code have taken place since that time. The numerical code was developed to incorporate all relevant parameters that govern migration of two phases (DNAPL and groundwater) through the subsurface, including relevant fluid parameters (e.g., density, viscosity, interfacial tension) and the relative permeability – saturation – capillary pressure constitutive relationships that govern two-phase (nonwetting- and wetting-phase) fluid migration pathways and rates. For porous media, spatially variable soil parameters (e.g., permeability, displacement pressure, fraction organic carbon) are incorporated. For fractured media, fracture spacing can be assigned from any distribution as can fracture-specific hydraulic apertures and constitutive relationships (i.e., capillary pressure and relative permeability). Fracture entry pressures are scaled according to DNAPL-water interfacial tension and the code is capable of simulating the formation of both residual and pooled DNAPL in fractures. DNAPL3D is capable of simulating DNAPL migration in one-, two-, and three-dimensions in porous media (i.e., unconsolidated deposits) and in one- and two-dimensions for fractured media. Extensive model validation has been undertaken for a variety of scenarios, including DNAPL infiltration and redistribution in two-dimensional, heterogeneous porous media (Grant et al., 2007).
2.2.2.4 Reactive Transport Code

DNAPL3D has been coupled with RT3D (a publicly available, peer-reviewed reactive transport code) to allow simulation of remedial technologies such as EISB, ISCO and SEAR. The coupled code is referred to as DNAPL3D-RX (porous media) and DNAPL3D-RX-FRAC (fractured media). The fractured media code (DNAPL3D-RX-FRAC) was also modified to incorporate an adaptive gridding routine; this step was necessary to preserve the accuracy of predictions of DNAPL migration and diffusion into the rock matrix while minimizing computational expense in order to perform field scale simulations (see Appendix D for details).

Dissolved phase fate and transport incorporated into the numerical code include the following processes:

- Dissolution of the DNAPL according a mass transfer routine selected by the user from a range of published models;
- Diffusion of the dissolved phase into and out of low permeability zones, including the incorporation of compound-specific diffusion coefficients;
- Sorption/desorption of the dissolved phase onto/from the soil/bedrock; and
- Degradation of the dissolved phase.

Of these four processes, diffusion and sorption/desorption are incorporated into the unconsolidated media numerical code through calculation of a local retardation factor including a diffusive transport term and allowing for spatial variability of the soil organic carbon content. RT3D has been modified such that DNAPL3D-RX and DNAPL3D-RX-FRAC can accommodate compound specific diffusion coefficients. This will allow, for example, an oxidant such as permanganate to diffuse through a manganese dioxide rind at a different rate than TCE will diffuse out. The consolidated media code employs this local retardation term for sorption but model diffusion separately via a highly resolved numerical grid in the matrix adjacent to fractures, ensuring that forward/back diffusion as well as diffusive mass storage are accurately and independently simulated. The numerical codes also have the ability to accommodate cross-correlated permeability – fraction organic carbon ($f_{oc}$) fields and to track $f_{oc}$ as it varies in space and time (e.g., as organic carbon is consumed by permanganate, thus reducing local sorption capacity).

A total of six empirical equilibrium and non-equilibrium mass transfer equations from published literature were incorporated into the model (Miller et al., 1990; Powers et al., 1992; Powers et al., 1994; Imhoff et al., 1993; Saba and Illangasekare, 2000; Nambi and Powers, 2003) as well as a non-empirical model based upon fluid-fluid interfacial area (Grant and Gerhard, 2007a,b). When utilizing models to simulate the dissolution observed in experimental work, it is difficult to predict a priori whether to use an
equilibrium or non-equilibrium approach, and which (if any) of the numerous published non-equilibrium approaches is most representative. Each of these empirical equations is best suited to one particular set of conditions (e.g., range of DNAPL saturation, type of porous medium). For each remedial technology, the mass transfer routine most appropriate for the template site conditions is employed. In some cases (e.g., SEAR in fractured rock) the mass transfer routine was varied as a sensitivity parameter.

Reactive transport processes specific to each remedial technology incorporated into the numerical code as appropriate are outlined in more detail below:

**Hydraulic Displacement**

Processes that have been included in the numerical model for the hydraulic displacement simulations (unconsolidated media only) include the following:

1) Transient infiltration of various types of DNAPL into a spatially correlated, random hydraulic conductivity field. The random hydraulic conductivity field follows a log-normal distribution and is characterized by a mean hydraulic conductivity, the variance of hydraulic conductivity, and spatial correlation lengths (assuming an exponential autocorrelation function). Simulations have focused on horizontally bedded media with horizontal correlation lengths greater than vertical correlation lengths.

2) Redistribution of the DNAPL to residual and pools following cessation of ‘source on’ (i.e., DNAPL release to surface) conditions. The relative percentage of residual to pools (i.e., ganglia to pool ratio) is governed by the DNAPL density, the DNAPL-water interfacial tension, and the degree of porous media heterogeneity incorporated into the hydraulic conductivity field.

3) Mobilization and recovery of the DNAPL via hydraulic displacement through the incorporation of groundwater injection and recovery wells. Hydraulic displacement is continued until all recoverable DNAPL is removed via the extraction wells.

4) Simulation of DNAPL dissolution (plume formation) both before and after hydraulic displacement to assess the impacts of the technology on post remediation plume concentrations and mass flux.

More details on the numerical code development and simulation results for hydraulic displacement are included in Appendix C.1.
Chemical Oxidation using Permanganate

Processes that have been included in the numerical models (both unconsolidated and consolidated media) for the chemical oxidation simulations include the following:

- Compound-specific, concentration-dependent reaction rates of the chlorinated solvents with permanganate;
- Formation of manganese dioxide ($\text{MnO}_2$) rind as a reaction byproduct, and the associated depletion in permanganate available for remediation;
- Permeability reductions caused by the clogging of soil pores with the $\text{MnO}_2$ precipitate (unconsolidated media simulations only);
- Destruction of organic matter due to reaction with permanganate and the associated local reduction of sorption capacity;
- Diffusion of both dissolved phase contaminants and permanganate through the $\text{MnO}_2$ rind (unconsolidated media) and forward/backwards between fractures/matrix (consolidated media), with compound-specific diffusion coefficients; and
- Equilibrium and non-equilibrium dissolution of the DNAPL phase using published mass transfer routines. Equilibrium mass transfer is being used for the field-scale simulations to keep run times reasonable and to better identify the potential beneficial impact of oxidation on DNAPL mass depletion rates.

The development and calibration of the ISCO reactive transport code is described in more detail in Appendix C.2 (porous media simulations), Appendix D.1 (fractured clay simulations) and both Appendices D.2 and D.3 (fractured rock simulations).

Bioremediation

As outlined in Table 2-1, bioremediation was handled differently in the unconsolidated and consolidated porous media simulations. The latter employed a simpler conceptual model because the primary factors dictating bioremediation success in fractured rock are considered to be associated with delivery issues (i.e., of the organic substrate and amendments to the source zone), diffusive transport of VOCs and amendments, and ability of microorganisms to achieve degradation in the rock matrix. The following process were included and evaluated in the numerical models:

- Sequential dechlorination of PCE and TCE to DCE, VC, and ethene, with all parent and daughter products exhibiting individual transport, sorption, and diffusion parameters (unconsolidated and consolidated media).
• Biomass growth kinetics, including growth and decay of biomass linked to electron donor and acceptor availability, and potential impact to soil permeability (unconsolidated media only);

• First-order degradation kinetics in the presence of both electron donor and microbial community, where the organic substrate can diffusive into the rock and the ability of microorganisms to penetrate the rock matrix was a sensitivity parameter (consolidated media only);

• Fate and transport of the electron donor including: consumption of donor as it is transported away from the point of injection; and temporal changes in consumption rate as a function of supply and demand (unconsolidated and consolidated media).

The development and testing of the bioremediation reactive transport code is described in more detail in Appendix C.4 (unconsolidated media simulations) and Appendices D.2 and D.4 (consolidated media simulations).

**Surfactant Flooding**

With respect to surfactant flushing, the following processes were represented in all template site simulations:

• Micellar solubilization of the DNAPL at surfactant concentrations greater than the critical micelle concentration (CMC);

• Surfactant diffusion into rock matrix and extramicellar encapsulation of dissolved phase VOC when diffused surfactant concentrations exceed the CMC (consolidated media only);

• Conservation of mass between injected surfactant and monomers and micelles in the subsurface and independent transport/diffusion of VOCs, monomers and micelles;

• Sorption of the surfactant.

• Equilibrium mass transfer between DNAPL and water and DNAPL and micelles was assumed in all template sites, except an empirically derived rate-limited expression for DNAPL solubilization in fractured rock (Dickson and Thomson, 2003) was included in the consolidated media model and tested as a sensitivity parameter.

The numerical code and results for the surfactant flooding simulations are described in more detail in Appendix C.5 (porous media simulations) and Appendices D.1 and D.4 (fractured media simulations).
Treatment Trains

For the unconsolidated media simulations, the use of treatment trains was evaluated through comparing changes in remedial performance when ISCO, EISB and SEAR are applied both before and after the use of hydraulic displacement (which tends to “smear” the DNAPL pools such that the majority of the mass remaining is in the form of residual, with higher interfacial areas available for dissolution).

2.2.2.5 Template Site Development and Remediation Simulations

Site characteristic parameters that were evaluated as part of the sensitivity study for the unconsolidated and consolidated media are listed in Table 2-2 to Table 2-4 below. In each table, Site characteristic parameters that were varied are shown in bold font. These included the degree of soil heterogeneity, DNAPL density and solubility, soil permeability, and DNAPL release volume in unconsolidated simulations, and average fracture aperture, DNAPL density, matrix porosity, and fraction organic carbon within the matrix in fractured clay simulations, and fracture spacing and aperture, and rock matrix bulk density, porosity, \( f_{oc} \), and tortuosity in fractured rock simulations.

<table>
<thead>
<tr>
<th>Template Site</th>
<th>DNAPL Type</th>
<th>DNAPL Release Volume</th>
<th>Mean Hydraulic Conductivity</th>
<th>Soil Heterogeneity (variance ( \ln K ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Heterogeneity</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 1 )</td>
</tr>
<tr>
<td>Low K</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^4 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>Low DNAPL Volume</td>
<td>TCE</td>
<td>1.89 m³ (500 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>DNAPL Type 2 (lower density) 1,1,1-TCA</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>Base Case</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>DNAPL Type 3 (high density)</td>
<td>PCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>High DNAPL Volume</td>
<td>TCE</td>
<td>3.79 m³ (5000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>High K</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^2 ) cm/s</td>
<td>( \ln K = 2 )</td>
</tr>
<tr>
<td>High Heterogeneity</td>
<td>TCE</td>
<td>7.57 m³ (2000 gallons)</td>
<td>( 1.0 \times 10^3 ) cm/s</td>
<td>( \ln K = 4 )</td>
</tr>
</tbody>
</table>

Table 2-2. Template site parameters for unconsolidated media simulations.
Table 2-3. Template site parameters for fractured clay simulations.

<table>
<thead>
<tr>
<th>Template Site</th>
<th>DNAPL Type</th>
<th>Fracture Spacing (m)</th>
<th>Matrix Porosity</th>
<th>Fraction Organic Carbon</th>
<th>Fracture Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Organic Carbon</td>
<td>TCE</td>
<td>1.0 (h) x 4.0 (v)</td>
<td>2.619</td>
<td>3</td>
<td>0.0015</td>
</tr>
<tr>
<td>Low Matrix Porosity</td>
<td>TCE</td>
<td>1.0 (h) x 6.0 (v)</td>
<td>2.490</td>
<td>7.7</td>
<td>0.003</td>
</tr>
<tr>
<td>Low Fracture Aperture</td>
<td>TCE</td>
<td>1.0 (h) x 6.0 (v)</td>
<td>2.490</td>
<td>7.7</td>
<td>0.003</td>
</tr>
<tr>
<td>Low Density DNAPL</td>
<td>TCE</td>
<td>1.0 (h) x 4.0 (v)</td>
<td>2.619</td>
<td>3</td>
<td>0.0015</td>
</tr>
<tr>
<td>Base Case</td>
<td>TCE</td>
<td>1.0 (h) x 4.0 (v)</td>
<td>2.619</td>
<td>3</td>
<td>0.0015</td>
</tr>
</tbody>
</table>

Table 2-4. Template site parameters for fractured rock simulations.

<table>
<thead>
<tr>
<th>Template Site</th>
<th>DNAPL Type</th>
<th>Bedrock Type</th>
<th>Fracture Spacing (m)</th>
<th>Bulk Density (g/cm³)</th>
<th>Matrix Porosity (%)</th>
<th>Matrix Tortuosity</th>
<th>Fracture Aperture (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedrock 2</td>
<td>TCE</td>
<td>Shale</td>
<td>1.0 (h) x 4.0 (v)</td>
<td>2.619</td>
<td>3</td>
<td>0.10</td>
<td>150 (50-250)</td>
</tr>
<tr>
<td>Base Case</td>
<td>TCE</td>
<td>Sandstone</td>
<td>1.0 (h) x 6.0 (v)</td>
<td>2.490</td>
<td>7.7</td>
<td>0.005</td>
<td>125 (25-230)</td>
</tr>
<tr>
<td>Higher Density DNAPL</td>
<td>PCE</td>
<td>Sandstone</td>
<td>1.0 (h) x 6.0 (v)</td>
<td>2.490</td>
<td>7.7</td>
<td>0.05</td>
<td>125 (25-230)</td>
</tr>
<tr>
<td>Bedrock 3</td>
<td>TCE</td>
<td>Granite</td>
<td>2.0 (h) x 2.0 (v)</td>
<td>2.697</td>
<td>0.1</td>
<td>0.0005</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2-2 lists the template sites used for the porous media numerical simulations. Each porous media template site has dimensions 20 meters (m; 65.6 feet [ft]) by 20 m (65.6 ft) by 5 m (16.4 ft) high. In cases where the site of interest is larger than this, the simulation
results can be scaled up. The water table is located at the top of the domain, and constant head boundaries are assigned to opposite ends to create horizontal flow conditions. The side boundaries and bottom boundary are assigned no-flow conditions for the DNAPL. For some of the remediation simulations (e.g., ISCO), the template site domain was reduced in size along lines of symmetry to allow simulations to be completed in a reasonable time frame. In such cases, the results will be scaled up to match those of the full template site size prior to entering into the protocol database.

The base case for the analysis was a TCE DNAPL release (7.57 cubic meters [m³]; 2000 US gallons) sufficient to form DNAPL pools as well as residual DNAPL in soil with an average hydraulic conductivity (K) of 1.0 x 10⁻³ centimeters per second (cm/s) and moderate variability in hydraulic conductivity (variance ln K = 2). Table 2-1 lists the parameters associated with the other template sites. The collection of template sites is intended to span a reasonable range in average hydraulic conductivity, DNAPL release volume, and degree of heterogeneity. In addition, the template sites include use of TCE, PCE and 1,1,1-TCA as the DNAPL of interest.

2.2.2.5.2 Fractured Media

With respect to fractured media, both fractured rock and fractured clay were examined. The emphasis of the fractured clay simulations was the application of ISCO and a study of the effects of concentration rebound. For the fractured rock simulations, template sites were developed to provide a basis for follow-on simulation of ISCO, EISB and SEAR technologies.

The fractured clay simulations adopted parallel, equally spaced fractures in a two-dimensional domain. Table 2-3 summarizes the parameters that describe each fractured clay template site. The presented numerical simulations are based on a two-dimensional (2D) fracture-matrix system in which the results can be scaled up using symmetry to represent a larger, three-dimensional (3D) parallel fractured system subject to unidirectional groundwater flow. In order to manage computational run times, lines of symmetry were located along the center of the fractures and the matrix blocks so that the modeled domain consisted of a half fracture and a half matrix block. Figure 2-3 illustrates how the modeled domain is scaled up to represent a 3D template site 15 m long in the direction of groundwater flow, 20 m wide orthogonal to the direction of groundwater flow, and 5 m high. The modeled domain is a 2D vertical slice of the 3D domain. It should be noted that although the presented domain incorporates horizontal fractures, the results are directly applicable to a set of vertical fractures having the same hydraulic characteristics (i.e., aperture, spacing and applied hydraulic gradient) as the modeled horizontal fractures since diffusion is independent of orientation. The source zone emplaced within the fracture is 5 m long, 20 m wide, and is initially assigned a specified non-wetting phase (DNAPL) saturation. Constant head boundaries were applied to the upgradient and downgradient ends of the domain, producing unidirectional
groundwater flow in the fracture subject to advection and longitudinal dispersion. Longitudinal and vertical transverse (2D) diffusion are permitted in the matrix.

**Figure 2-2** Model domain and scaled up system (Mundle et al., 2007).

**Table 2-4** lists the template sites that are being used for the ISCO, EISB and SEAR fractured rock numerical simulations at the field scale. **Figure 2-4** presents the distribution of intrinsic permeability for the three domains, illustrating the distribution of horizontal and vertical fractures. In each case, the mean aperture is at the midpoint of the range specified in the table. The collection of template sites is intended to span a reasonable range in fracture aperture mean, fracture aperture range, fracture spacing, matrix porosity, matrix fraction organic carbon, and matrix permeability. Each fractured rock template site has dimensions 20 m (65.6 ft) long by 5 m (16.4 ft) high and unit depth.
In cases where the site of interest is larger than this, the simulation results can be scaled up. Each template site includes a DNAPL release sufficient to form pooled and residual DNAPL in fractures followed by a period of ‘aging’ providing sufficient time for TCE diffusion into the rock (with an average matrix permeability of $1.05 \times 10^{-15}$ square meters $[m^2]$). The water table is located at the top of the domain, and constant head boundaries are assigned to opposite ends to create horizontal flow conditions.

Remedial fluids are injected at the upgradient boundary at the start of the treatment period. Each study provided suites of sensitivity simulations to key treatment parameters. Tables 2-5, 2-6, and 2-7, provide the sensitivity simulations conducted in fractured rock for ISCO, EISB, and

Figure 2-3. Distribution of permeability for the field scale fractured rock domains: (a) sandstone, (b) shale, and (c) granite. Colour corresponds to fracture permeability according to the scale bar provided; matrix permeability is uniform (black). Note that fracture apertures are exaggerated for visual purposes.
SEAR, respectively. In each study, a ‘no treatment’ simulation was also conducted for comparison purposes.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Rock Type</th>
<th>KMnO₄ Concentration (mg/L)</th>
<th>KMnO₄ Injection Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Base Case)</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>Continuous Injection for 2 Years</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>5000</td>
<td>Continuous Injection for 1 Year</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>1250</td>
<td>Continuous Injection for 4 Years</td>
</tr>
<tr>
<td>4</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>3 Months On 3 Months Off for 4 Years</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>6 Months On 3 Months Off for 4 Years</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>12 Months On 12 Months Off for 4 Years</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Shale</td>
<td>2500</td>
<td>Continuous Injection for 2 Years</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Granite</td>
<td>2500</td>
<td>Continuous Injection for 2 Years</td>
</tr>
<tr>
<td>9</td>
<td>PCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>Continuous Injection for 2 Years</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>Sandstone</td>
<td>0</td>
<td>No Treatment</td>
</tr>
</tbody>
</table>

**Table 2-5.** Field Scale ISCO Fractured Rock Simulations
<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Rock Type</th>
<th>Lactate Concentration (mg/L)</th>
<th>Dechlorination Rate</th>
<th>Lactate Injection Strategy</th>
<th>Bioremediation Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Base Case)</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures Only</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean x 10</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>4</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean x 0.10</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>3 Months on 3 Months Off for 4 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>6 Months on 6 Months Off for 4 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>12 Months on 12 Months Off for 4 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Sandstone</td>
<td>1000</td>
<td>Mean</td>
<td>Continuous Injection for 4 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>9</td>
<td>TCE</td>
<td>Sandstone</td>
<td>4000</td>
<td>Mean</td>
<td>Continuous Injection for 1 Year</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>Shale</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>11</td>
<td>TCE</td>
<td>Granite</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>12</td>
<td>PCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Injection for 2 Years</td>
<td>Fractures + Matrix</td>
</tr>
<tr>
<td>13</td>
<td>TCE</td>
<td>Sandstone</td>
<td>0</td>
<td>Mean</td>
<td>No Treatment</td>
<td>Fractures + Matrix</td>
</tr>
</tbody>
</table>

Table 2-6. Field Scale EISB Fractured Rock Simulations
Assuming a two-dimensional domain for the fractured rock simulations is conservative since it reduces the potential for the injected remedial fluids to bypass the source zone and thus provides the best opportunity for remediation success. Full details of the fractured rock simulations are presented in Appendix D.2 (model development and testing), Appendix D.3 (ISCO), Appendix D.4 (EISB), Appendix D.5 (SEAR), and Appendix D.6 (notation definition and full references).

2.2.3 Screening Tool Development

Sections 2.2.3.1 to 2.2.3.3 provide an overview of the programming of DNAPL TEST, focusing on an overview of the screening tool structure (Section 2.2.3.1), calculation of case study data quality rankings (Section 2.2.3.2), and formulation of the site specific analysis case study selection protocol (Section 2.2.3.3).

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Rock Type</th>
<th>Surfactant Concentration (mg/L)</th>
<th>Degree of Matrix Loading</th>
<th>Mass Transfer Assumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>20000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>60000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>4</td>
<td>PCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Shale</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Granite</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>0 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>5 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>9</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>10 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Rate Limited</td>
</tr>
<tr>
<td>11</td>
<td>TCE</td>
<td>Sandstone</td>
<td>0.0</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
</tbody>
</table>

Table 2-7. Field Scale SEAR Fractured Rock Simulations
2.2.3.1 Screening Tool Structure

DNAPL TEST was developed to allow the user to customize their analysis to meet their own unique goals and objectives. The user is provided with two options:

- The General Analysis option, in which the user can query the database of case studies for general performance information. In this option, the user can refine their search to include specific technologies, case study type, data quality rankings, and site characteristics, and the tool will generate reports of average and select individual performance data from case studies matching the search criteria.

- The Site Specific Analysis option, in which the user is given the opportunity to tailor their analysis to provide performance information from case studies with specific characteristics. Using this alternative, the user is asked to input characteristics of the site of interest and specify other search criteria (e.g., specify data quality rankings and case study types to be included, geologies, DNAPL types, etc.). DNAPL TEST then searches for case studies with statistically similar site characteristics (i.e., case studies with site characteristics that are anticipated to have similar technology performance) for performance metrics where correlations between technology performance and site characteristics were observed (see Section 2.2.3.2 for more details). For performance metrics where correlations were not observed, case studies that meet the user-specified search criteria are included in the analysis. The Site Specific Analysis output reports provide more details of case-study specific performance as well as average and min/max performance trends. Output reports are also provided on an individual performance metric basis as well as technology specific basis.

2.2.3.2 Development of Data Quality Rankings

Data Quality Rankings (DQRs) were designed to provide DNAPL TEST users an assessment of the relative quality of the data upon which their analyses are based. They are not to be interpreted as a judgment on the quality of the modeling, field, or laboratory work described in each case study, as this would require a detailed evaluation of the technical aspects of each case study and more detailed information than typically available. Rather the DQRs have been developed to use certain key indicators to provide an assessment of the quality of each case study, based on readily available information.

There are some limitations to this approach. For example, some well-implemented case studies may have been assigned lower DQRs in DNAPL TEST if detailed reports could not be obtained by the project team and insufficient information was available to develop a full assessment of the DQR. The converse situation may also occur, with a poorly implemented program being assigned a higher DQR if more information was available describing the implementation or if the remediation program was implemented more recently.
While such ratings cannot be developed with complete objectivity, efforts were made to minimize subjectivity by automating the DQR calculation. The DQR calculation reflects the following five criteria:

- A – Quality of the information source;
- B – Age of the study;
- C – Type and density of DNAPL assessment methods and locations;
- D – The methodology used and amount of information available for pre-treatment performance monitoring; and
- E – The methodology used and amount of information available for post-treatment performance monitoring.

Case studies receive an integer ranking between 1 and 3 (three being highest) for each of these criteria (criteria ranking assignment described below), and the DQR is their weighted average calculated as follows:

\[
DQR = 0.1A + 0.2B + 0.2C + 0.25D + 0.25E
\]

The average was weighted according to the following rationale:

- A: Information sources vary in reputability (e.g., a peer-reviewed journal article versus a technology vendor’s project description). However, this criterion does not weigh as highly as other criteria that reflect the completeness of the data record.
- B: Older studies were ranked lower than more recent studies to account for improved technology application resulting from lessons learned from previous technology applications and ongoing technology developments.
- C: The density of sampling and methods used to characterize the DNAPL are an important subset of site characterization activities.
- D and E: The completeness of site characterization and monitoring (e.g., hydrogeological parameters, area or volume treated, and assessment of performance metrics, particularly DNAPL mass removal), both before and after treatment, are the most important indicators of data quality.

For use in DNAPL TEST, DQRs were considered low if the value was \( \leq 1.8 \) out of 3.0, medium if the DQR ranged from \( >1.8 \) to \( <2.4 \), and high if the value is \( \geq 2.4 \). Appendix E provides additional details on each of the criterion, and how the rankings were assigned.

The average DQR as well as the number of studies included in the analysis is shown on the bottom left corner of General Analysis input screens. This information is automatically updated as the user changes selection criteria.

Users can output a Data Quality Rating Summary for the case studies included in their analysis in Step 5 of the General Analysis or Step 6 of the Site Specific Analysis. Appendix B of this report provides the DQR for all of the case studies included in DNAPL TEST version 2.0.
2.2.3.3 Site-Selection Protocol Development

A statistical correlation analysis between site characteristics and technology performance was completed with the following objectives in mind:

- Identify correlation between various site parameters and remedial performance and assess the relative influence that specific site parameters have on technology performance; and
- Develop a protocol for the Site Specific Analysis to provide a basis for DNAPL TEST to find and extract case studies from the database that are anticipated to have statistically similar technology performance as that of the user’s site.

The following sections summarize the methodology used to perform the statistical analysis and the results of the analysis (Section 2.2.3.3.1), and describe how the statistical results were used to develop the site selection protocol that is the basis of the Site Specific Analysis (Section 2.2.3.3.2).

2.2.3.3.1 Statistical Analysis

The identification and quantification of correlations between site parameters and performance metrics was completed in two steps:

i) A series of correlation tests were conducted to identify linear associations between a given site parameter and a given technology performance metric. A five percent (%) level of significance was used as the criteria for statistically significant linear correlations; and

ii) Site parameter – performance metric pairs that showed a statistically significant correlation were analyzed using simple linear regression methods. Regression quantifies the sensitivity of the technology performance to each site parameter, and was also used to calculate a range of site parameters values given a particular technology performance value via a 95% confidence interval.

The majority of the case studies did not report information for the complete list of site parameters and performance metrics evaluated, which resulted in limited information available for many performance metric – site parameter pair datasets. A total of nine pairs for all technologies were found to have statistically significant correlations, including two performance metrics: removal of DNAPL mass (EISB, ERH, and SEAR only) and treatment duration (thermal resistive heating and steam flushing only). Five site parameters, specifically areal extent of the DNAPL zone, electrode spacing, hydraulic conductivity, pre-remediation DNAPL mass, and volume of the DNAPL zone were correlated with these two performance metrics, as summarized in Table 2-8 below. Coefficient of determination ($R^2$) values for the regression model ranged from 0.44 to 0.99, indicating a relatively good to an almost perfect fit, respectively. Appendix F
provides a detailed summary of the statistical procedure that was followed, the data considered, and the resulting correlations that were observed.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Media Type</th>
<th>Performance Metric (Dependent Variable)</th>
<th>Input Parameter (Independent Variable)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EISB</td>
<td>Unconsolidated</td>
<td>Reduction in DNAPL mass</td>
<td>Hydraulic conductivity</td>
<td>0.44</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td>0.69</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Pre-remediation DNAPL mass</td>
<td>0.51</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>0.93</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td>0.82</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>0.87</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Pre-remediation DNAPL mass</td>
<td>0.88</td>
</tr>
<tr>
<td>Thermal - steam</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Electrode spacing</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Volume of DNAPL zone</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Table 2-8.** Summary of correlations observed between performance metric and site parameter pairs.

The correlated site parameter – performance metric pairs listed in **Table 2-8** were further analyzed via regression techniques to quantify intervals of site parameter values that would correspond to a statistically significant similar level of performance for each performance metric. The results of this analysis are summarized in **Table 2-9** below, and these provide the basis for the case study selection protocol described in Section 2.2.3.3.2. The $R^2$ values for the regression model ranged from 0.51 to 0.99, again representing a reasonably good to an almost perfect fit of the data to the model.

**2.2.3.3.2 Development of the Case Study Selection Protocol for the Site Specific Analysis**

DNAPL TEST has been developed to allow for the use of “statistical filters” where correlations between technology performance and site parameters have been identified, and to allow for the use of “non-statistical filters” where correlations do not exist. As discussed in Section 2.2.3.3.1 above, statistical correlations between performance metrics and site characteristics were observed for only select technologies and for select performance metrics. For these performance metric-site correlation pairs, the statistical correlations govern the selection of case studies, such that case studies included in the DNAPL TEST output are those that are statistically more likely to have similar performance to the User’s site. For the remainder of the technology – performance pairs (e.g., reductions in groundwater concentrations, ISCO technologies, etc.), there is no ability to predict technology performance based on site parameters; however, it is
### Table 2-9: Summary of confidence intervals identified for site parameter - performance metric pairs.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Media Type</th>
<th>Performance Metric (Independent Variable)</th>
<th>Input Parameter (Dependent Variable)</th>
<th>Regression Coefficients</th>
<th>95% Confidence Interval</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intercept (SE)</td>
<td>Slope (SE)</td>
<td></td>
</tr>
<tr>
<td>EISB</td>
<td>Unconsolidated</td>
<td>Reduction in DNAPL mass</td>
<td>Hydraulic conductivity</td>
<td>-10.5 (1.51)</td>
<td>1.22 (0.38)</td>
<td>0.98</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td>206 (17.5)</td>
<td>-1.86 (0.25)</td>
<td>0.69</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Per remediation DNAPL mass</td>
<td>3,250 (439)</td>
<td>-33.1 (6.32)</td>
<td>0.51</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>1,000 (40.1)</td>
<td>-9.89 (0.59)</td>
<td>0.93</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td>4,370 (675)</td>
<td>-41.1 (8.55)</td>
<td>0.81</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>38,600 (5,090)</td>
<td>-363 (68.2)</td>
<td>0.87</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Electrode spacing</td>
<td>2.75 (0.83)</td>
<td>0.09 (0.02)</td>
<td>0.59</td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Per remediation DNAPL mass</td>
<td>-2.83 (1.83)</td>
<td>3.42 (0.56)</td>
<td>0.68</td>
</tr>
<tr>
<td>Thermal - steam</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Volume of DNAPL zone</td>
<td>-27,500 (10,300)</td>
<td>1,760 (104)</td>
<td>0.99</td>
</tr>
</tbody>
</table>

**Notes:**
1. All estimates of the slope parameter were statistically significant at the 5% level of significance (i.e., p-value < 0.05).
2. 95% confidence intervals give the range of the expected upper and lower limits for a performance metric, given a specific input parameter value.
3. Log-transformed data was used to fit the model; therefore, the effect of the independent variable is multiplicative rather than additive.

**Acronyms:**
- $R^2$ - coefficient of determination
- SE - standard error
- kg - kilograms
- m - meters
- m$^2$ - squared meters
- m$^3$ - cubic meters
- cm/s - centimeters per siemen
recognized that the user may still wish to refine their analysis using specific ranges for particular
site parameters; hence the incorporation of “non-statistical filters”.

The case study selection process for the Site Specific Analysis follows the protocol described
below:

• **Where a correlation exists between a site parameter and a technology performance metric**: the statistical filter is preferentially used to select case studies to include in the analysis. Sites included in the analysis are those with parameter values that fall within the range dictated by the confidence intervals calculated in the second regression analysis. Case studies with no information on that site parameter will not be included in the analysis. For cases where more than one site parameter exhibits a correlation to the performance metric (e.g., DNAPL mass removal for thermal resistive heating), the Site Specific Analysis will include all sites that have site parameters that fall within the range calculated from the second regression analysis (i.e., the selection criteria is an OR statement, and the inclusion of sites is additive).

• **Where no correlation exists between a site parameter and a technology performance metric**: user-specified, non-statistical filter ranges are preferentially used to select applicable case studies. The case studies included in the analysis must meet all non-statistical criteria (i.e., the selection process is an AND criteria, and all site parameters must fall within all ranges specified by the user or they are excluded from the analysis). Case studies with no data for any of the site parameters with specified ranges will not be included in the analysis. Where no non-statistical filters are specified by the user, then all case studies containing data for that performance metric is included in the output to the user.

2.3 **Advantages and Limitations of the Technology**

Advantages offered by the screening tool include the following:

- The screening tool allows users to easily and quickly access performance information on a large number of case studies;

- The filtering capabilities built into the tool allow for customized analyses, such that the output presents only performance information from case studies relevant to the particular site or case study profile under evaluation;

- The data can be filtered according to data quality, to restrict output to only those case studies categorized of being “higher quality”, although this will reduce the amount of information presented in the output;

- The screening tool allows users to access the results of laboratory and modeling studies along with documented field studies, or conversely, to filter out modeling studies and/or field studies to focus on only a subset of case studies;
• Users may modify filtering criteria input to the screening tool to conduct sensitivity analyses. Such sensitivity analyses could help to streamline site data collection activities to better refine those site parameters that govern the performance of the selected remedial technology; and

• Case study reference details are provided to the user, which allows them to follow up with a more detailed assessment of the case study performance, if so desired.

Some of the limitations of the screening tool include the following:

• Chlorinated solvent DNAPL remediation case studies have been collected from multiple sources and incorporated into the screening tool database. These case studies were obtained from a wide range of sources (on-line databases such as CLU-in.org, peer-reviewed journal papers, conference proceedings, etc.); as such the level of information provided and peer-review on information provided varies widely.

• Field case studies representing a range of "implementation quality" have been collected, including technologies that were applied under less optimal or ideal or controlled conditions.

• Field-scale numerical simulations of remediation were used to provide additional information that was incorporated into the database for parameters that are often difficult to quantify under field conditions (e.g., DNAPL mass removal; see Section 2.2.2). Multiple modeling runs were completed per template site to evaluate the sensitivity of technology performance to individual site or technology characteristics. For these types of parameters (e.g., DNAPL mass removal), the output may be dominated by modeling results.

• The case study selection protocol developed for the Site Specific Analysis was developed using a dataset that was limited by incomplete information for field case studies and multiple modeling case studies developed using similar site parameters, which sometimes resulted in a dataset biased towards those particular site parameters.

As described in Appendix F, several quality assurance/quality control (QA/QC) measures were undertaken to minimize to the extent possible the influence of biased and small datasets in the regression analysis to avoid artificially influencing case study selection in the Site Specific Analysis.

Extensive efforts have been made over the past 15 years to validate DNAPL-3D used for the simulations and to ensuring that critical functions and site characteristics have been incorporated into the model so that “typical” performance of each simulated technology is captured in the model results. The development and validation of the numerical code followed the steps below:

1) A comprehensive literature review to evaluate the relevant processes that occur during DNAPL remediation using the specified technology;

2) Development of the code and verification that it is error-free through comparison to analytical solutions (where available) and thorough testing;
iii) Validation of the numerical approach through direct comparison to well-characterized laboratory experiments conducted under controlled conditions (where available); and

iv) Publication of simulation results in peer-reviewed journals, graduate student theses, and conference proceedings.

However, the user should be aware that models by their nature require the incorporation of simplifying assumptions, finite domain sizes, controlled boundary conditions, and other approximations of system conditions that contain more complexity in reality. Specific examples of limitations of the modeling completed for incorporation into DNAPL TEST include the following:

i) Naturally occurring biological attenuation, a process that may occur at many sites to varying degrees, was not incorporated into the numerical modeling. Natural biological attenuation would further enhance concentration and mass reductions beyond that simulated due to active remediation efforts. As a result, concentration and mass reductions simulated should be considered conservative, and more representative of sites in which natural attenuation is not occurring or is occurring very slowly, or where the remedial application interferes with the natural attenuation by modifying the geochemistry (e.g., redox, pH, temperature) to conditions not favorable to biological attenuation;

ii) For the EISB simulations, the role of the biomass itself in sustaining elevated levels of bioactivity beyond termination of active treatment was not simulated. Biomass decay and its use by dechlorinating bacteria as a secondary electron donor source has been well documented (e.g., Adamson and Newell, 2009) to result in sustained reductions in concentrations and little to no rebound for extended periods of time beyond the end of active EISB treatment. For the numerical modeling simulations conducted for DNAPL TEST, rebound was observed immediately upon consumption of the amended lactate, which is inconsistent with field observations (e.g., McGuire et al., 2006). To avoid inconsistencies with field observations, the rebound behavior for the EISB simulations was not incorporated into the DNAPL TEST database;

iii) For the SEAR simulations, biodegradation of the surfactant and resulting micelle breakage was not simulated. As a result, elevated contaminant concentrations were observed for a period of time (months to years) beyond the end of surfactant injection as the surfactant was flushed from the model domain and enhanced dissolution of DNAPL continued. Many surfactants are biodegradable, which results in faster reductions of the surfactant concentrations post injection. SEAR treatment often includes flushing of one or more pore volume flushes of water alone through the treatment area after termination of the SEAR flush to maximize contaminant recovery. To reflect more representative “post-treatment” concentrations, the end of treatment concentrations were taken approximately 12 months after termination of surfactant injection when the majority of the surfactant had been flushed from the domain.
iv) For the fractured rock simulations, it is unknown whether biodegradation can be stimulated within the rock matrix. Pore size limitations may physically prevent the migration of the bacteria into the matrix itself; however, limited research has been conducted to date to demonstrate the extent that biodegradation can be physically stimulated in the rock matrix. For these simulations, matrix biodegradation was assumed, and in one case, biodegradation was assumed to occur only in the fractures. Due to the idealized assumptions representing end-points of the spectrum of behavior and the uncertainty as to which scenario is most representative of actual field behavior, the EISB fractured rock simulations were not included in the DNAPL TEST database. However the full suite of ESIB fractured rock simulation results, including a sensitivity to the presence of biodegradation in the fractures or in the fractures and matrix, is presented in Appendix D.4.

In an effort to minimize bias created through incorporation of case studies representing “non-typical” or “non-optimal” field scenarios or poor quality case studies, technology performance is reported as average or median performance of multiple sites. Ranges in performance (minimum/maximum) are provided to give the user information on potential variation in performance observed at other sites. The user is also provided with performance on a case study by case study basis, as well as reference sources (where publicly available) if additional information on particular case studies is desired. Other options available to the user include the ability to filter case studies retained in the analysis by study type (field study, modeling simulation, etc.) and data quality rankings (see Section 2.2.3.2 for details), which provide a measure of the quality of information available on a case study.
3. PERFORMANCE OBJECTIVES

Specific performance objectives for the screening tool development are summarized in Table 3-1 below and consist of one quantitative and two qualitative performance objectives. The first two objectives listed in Table 3-1 pertain to the screening tool itself, and require development of a screening tool that is easy to use and provides output that is accurate and relevant to the user. To ensure that these performance objectives were met, the following actions were taken:

Beta testing of the tool was completed partway through development. Multiple reviewers both from within the DoD, ESTCP, industry, and USEPA were contacted and asked to review the beta version of the screening tool and provide specific feedback, which included targeted questions regarding ease of use, errors encountered, and relevance of information included in the screening tool output. Feedback was also solicited for suggestions for improvement. In general, reviewers provided positive feedback with regards to the ease of use of the screening tool and only minor comments were received. A summary of the beta version review comments and how these were addressed in the final version of the screening tool is provided in Section 5.5.

Upon completion of the screening tool programming, a detailed verification of the screening tool code was undertaken to verify that appropriate case studies were included in the output as dictated by the case study selection protocol and filtering criteria, and that the information included in output reports accurately reflected the information included in the case study database. Section 6.1 provides a summary of the various checks completed and the result of the verification process.

The third performance objective listed in Table 3-1 specifically addresses Demonstration Objective iv): “Reduce the uncertainty of estimating and predicting remedial outcomes and implementation costs at DNAPL source zone sites” (Section 1.2). By improving our understanding of the relative influence of various factors on DNAPL remediation technology performance, we can reduce the uncertainty of estimating and predicting remedial outcomes. As described in Section 2.2.2.5, this performance objective was addressed through completing: (i) a sensitivity study as part of the numerical modeling exercise; and (ii) statistical correlation analyses of both field and modeling case studies to investigate the relative influence that site parameters have on technology performance. Section 6.2 provides a discussion of the findings of this evaluation.
### Quantitative Performance Objectives

<table>
<thead>
<tr>
<th>Performance Objective</th>
<th>Data Requirements</th>
<th>Success Criteria</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNAPL TEST should accurately select case studies according to the site selection protocol and accurately output information included in the selected database.</td>
<td>Verification of screening tool code and output.</td>
<td>Output accurately reports technology performance data and includes appropriate case studies.</td>
<td>Data verification confirmed that reports generated from the tool were appropriate (See Section 6.1 and Appendix G).</td>
</tr>
</tbody>
</table>

### Qualitative Performance Objectives

<table>
<thead>
<tr>
<th>Performance Objective</th>
<th>Data Requirements</th>
<th>Success Criteria</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use of the screening tool and information reported relevant and of interest to users.</td>
<td>Beta testing - Feedback from peer reviewers on ease of use of the screening tool.</td>
<td>Screening tool should be easy to use, and output should be of interest and relevant to users.</td>
<td>Beta testing was conducted and changes were made to the tool based on user comments to improve ease of use. A summary of the comments from beta test reviewers is provided in Table 5-1.</td>
</tr>
</tbody>
</table>

Table 3-1. Screening Tool Performance Objectives
4. SITE DESCRIPTION

Although the technology developed and demonstrated during this project was not demonstrated at specific sites, DNAPL TEST development relied on information compiled from a large number of field sites in the general domain and simulations dealing with contaminated sites. Information on the field and numerically simulated sites is presented in Sections 2.2.1 and 2.2.2, respectively, and is summarized below.

4.1 Site Location and History

The field case study sites that are in DNAPL TEST are predominantly located in the United States, with 29 individual states represented. Additionally, there is one site in Asia, one site in Canada, and three sites in Europe.

4.2 Site Geology/Hydrogeology

There is a wide range of geological and hydrogeological settings represented by the field case studies available in DNAPL TEST. Sites include have varying unconsolidated media such as clays, sands and gravels with hydraulic conductivities ranging from $3 \times 10^{-12}$ to 0.2 cm/s, as well as consolidated media such as sedimentary limestone, sandstone, and shale, igneous basalts and granites, and metamorphous rock.

For the modeling sites, three general geologies are represented: porous media, fractured clay, and fractured bedrock. For each of these geological settings, a ‘base case’ site was created, and site characteristic parameters were varied as part of a sensitivity analysis. Geological/hydrogeological site characteristic parameters that were varied included heterogeneity and permeability in unconsolidated simulations, fracture aperture, matrix porosity, and $f_{\text{oc}}$ in fractured clay simulations, and fracture spacing and aperture, rock matrix bulk density, porosity, $f_{\text{oc}}$, and tortuosity in fractured rock simulations.

In the porous media modeling template sites, each site had dimensions 20 m (65.6 ft) by 20 m (65.6 ft) by 5 m (16.4 ft) high. The water table is located at the top of the domain, and constant head boundaries were assigned to opposite ends to create horizontal flow conditions. The side boundaries and bottom boundary were assigned no-flow conditions for the DNAPL. For some of the remediation simulations (e.g., ISCO), the template site domain was reduced. The base case for the porous media analysis was a TCE DNAPL release (7.57 m$^3$; 2000 US gallons [gal]) sufficient to form DNAPL pools as well as residual DNAPL in soil with an average K of 1.0 x $10^{-3}$ cm/s and moderate variability in hydraulic conductivity (variance ln K = 2). Table 2.1 lists the parameters associated with the other template sites. The collection of template sites is intended to span a reasonable range in average hydraulic conductivity, and degree of heterogeneity.

The fractured clay modeling template sites had parallel, equally spaced fractures in a two-dimensional domain. Table 2-3 summarizes the parameters that describe each fractured clay
template site. The presented numerical simulations are based on a 2D fracture-matrix system which is scaled up to represent a 3D template site 15 m long in the direction of groundwater flow, 20 m wide orthogonal to the direction of groundwater flow, and 5 m high. The modeled domain is a 2D vertical slice of the 3D domain. It should be noted that although the presented domain incorporates horizontal fractures, the results are directly applicable to a set of vertical fractures having the same hydraulic characteristics (i.e., aperture, spacing and applied hydraulic gradient) as the modeled horizontal fractures since diffusion is independent of orientation. Constant head boundaries were applied to the upgradient and downgradient ends of the domain, producing unidirectional groundwater flow in the fracture subject to advection and longitudinal dispersion.

The fractured rock modeling template sites each have dimensions 20 m (65.6 ft) long by 5 m (16.4 ft) high and unit depth. The collection of template sites is intended to span a reasonable range in fracture aperture mean, fracture aperture range, fracture spacing, matrix porosity, matrix fraction organic carbon, and matrix permeability. The water table is located at the top of the domain, and constant head boundaries are assigned to opposite ends to create horizontal flow conditions.

### 4.3 Contaminant Distribution

In the field sites the areal extent of DNAPL ranges from 10 to almost 40,000 m² with the maximum depth of DNAPL at sites between 4 and 100 m. The volume of DNAPL at the sites ranges from less than 1 to over 100,000 m³.

For the modeling sites sensitivity analysis was conducted by varying the type of DNAPL from the Base Case (i.e., altering the DNAPL density and solubility) in each of the porous media, fractured clay, and fractured bedrock sites. DNAPL types included PCE, TCE, and 1,1,1-TCA in each of these media. In the porous media template sites only, the volume of DNAPL release was also varied, and the template sites included released of 500 gal, 2000 gal, and 5000 gal of DNAPL. For the fractured rock sites, the DNAPL release was followed by a period of “aging” providing sufficient time for TCE diffusion into the rock.
5. TEST DESIGN

There was no test conducted as part of the scope of this project, thus this section is not relevant. Discussion of the development of DNAPL TEST is provided in Section 2.2.

5.1 Treatability or Laboratory Study Results

Eleven laboratory case studies are included in DNAPL TEST. These are column studies that evaluated a range of technologies, including ISCO, EISB, steam injection, and thermal treatment.

5.2 Field Testing

A beta version of the screening tool (focusing on thermal technologies only for the Site Specific Analysis) was developed and in 2008 was peer-reviewed by several people from outside of the development team (including DoD, USEPA, and ESTCP personnel. Beta testers were asked to spend time analyzing sites using the tool, and provide feedback on the tool with respect to four performance criteria: ease of use, relevancy of reported information, accuracy, and reliability. Suggestions for improvements in each of these areas and overall were requested. All of the beta-tester comments were fully reviewed and implemented or addressed as appropriate. Table 5-1 below summarizes the beta comments and actions taken.
<table>
<thead>
<tr>
<th><strong>Comment</strong></th>
<th><strong>Action</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Problems running on a Mac or Windows ME</td>
<td>Incompatibility between MS Access and MAC</td>
</tr>
<tr>
<td>More transparency on how metrics were defined (e.g. how 'achieving MCLs' was defined)</td>
<td>Addressed in final user's manual and final report for project</td>
</tr>
<tr>
<td>Discussion on costs and limitations was not consistent between the technologies</td>
<td>Due to parity in level of information available at time of beta release - Addressed for final version</td>
</tr>
<tr>
<td>Greater detail on statistical analysis as Appendix (e.g. types of tests run, p-values, coefficients)</td>
<td>Added to the final User's Manual</td>
</tr>
<tr>
<td>Consider running statistical analyses on the field studies alone</td>
<td>This was done</td>
</tr>
<tr>
<td>Add page numbers and bookmarks to the User's Manual</td>
<td>Added to the final User’s Manual</td>
</tr>
<tr>
<td>Manual negative about ISCO use</td>
<td>Manual described results of modeling, which indicated some limitations of ISCO. Not intended to be negative.</td>
</tr>
<tr>
<td>Expand report window</td>
<td>Can manually expand, will look into whether maximizing an option</td>
</tr>
<tr>
<td>Add ability to screen based on heterogeneity to General Analysis section</td>
<td>Has been added to DNAPL Test</td>
</tr>
</tbody>
</table>

**Table 5-1.** Beta-tester comments and resulting actions
6. TECHNOLOGY PERFORMANCE ASSESSMENT

6.1 Verification of DNAPL TEST Software Code

Verification of the DNAPL TEST software code was conducted through completion of a site-specific technology performance analysis for two well-characterized sites at which remediation has been completed. The characteristics of the case studies identified for the screening tool analysis were compared to the filtering criteria and confirmed to be appropriate for inclusion in the analysis. Validation of the General Analysis search function was also verified with site characteristics compared to filter criteria. Finally, cross-checking of output statistics to actual case study data confirmed that the statistics were being calculated correctly. Details on the verification process and results are included in Appendix G.

6.2 DNAPL Technology Performance Evaluation

General observations on trends in technology performance are discussed in further detail below. This information was developed from an analysis of general trends seen from the field case studies and supplemented with additional information gleaned from the results of the numerical modeling simulations.

6.2.1 Reductions in Groundwater Concentrations

The influence of various site characteristics and technology implementation parameters on achievable reductions in groundwater concentrations for each DNAPL remediation technology was evaluated as part of the numerical modeling studies and the statistical correlation evaluations. As discussed in Section 2.2.3.3.1, of the site characteristic and technology implementation parameters that were evaluated statistically, none were found to statistically correlate to reductions in groundwater concentrations. Similar observations were seen from the numerical modeling exercise, with the exception of the duration of treatment (i.e., longer treatment durations generally resulted in greater reductions in groundwater concentrations). Longer treatment durations in the modeling also generally resulted in greater removal of DNAPL mass.

The graph below (Figure 6-1) illustrates the correlation between the reduction of mass in the system at the start of remediation and groundwater concentration reductions. The data included in this plot includes both results observed in field case studies (open symbols) as well as in the numerical modeling studies (closed symbols). Groundwater concentrations correspond to concentrations observed at the termination of treatment, and do not reflect rebound post-treatment (if any). Overall there appears to be an approximate 1:1 correlation between the amount of DNAPL mass that is removed from the subsurface and the corresponding reductions in groundwater concentrations that result (with some deviations as discussed below). This overall relationship between DNAPL mass and groundwater concentration reductions is generally independent of remedial approach, which suggests that the greatest influence on
remedial performance from a groundwater concentration reduction perspective is the degree of DNAPL mass removal. Therefore, as a rule of thumb, if 50% groundwater concentration reductions are the remedial goal, it is likely that removal of approximately 50% of the DNAPL mass will be required. Similarly, if achievement of maximum contaminant levels (MCLs) is desired (typically representing >99% reduction in groundwater concentrations), then >99% removal of the DNAPL mass is likely going to be required.

Slight deviations from the above behavior are evident for a couple of technologies. For example, for EISB, the resulting DNAPL removal – groundwater concentration reduction pairs consistently plot above the 1:1 line, indicating that the groundwater concentration reduction achieved with EISB is consistently greater than the corresponding reduction in DNAPL mass removal, even after treatment is terminated. As a result, slightly less DNAPL mass removal is required for EISB to achieve similar results as would be observed with ISCO, for example. This can be explained by ongoing natural attenuation processes that have been enhanced by implementation of EISB and are sustained after treatment by cycling of biomass as electron donor as it decays (Adamson and Newell, 2009).

Another example of slight deviation from this behavior is the consistent plotting of groundwater concentration reduction – DNAPL removal pairs for pump and treat below the 1:1 line. This behavior suggests that greater reductions in DNAPL removal are required for pump and treat to achieve similar reductions in groundwater concentrations. Thermal case studies tend to cluster at the upper range of the reduction in DNAPL mass and groundwater concentrations (i.e., typically

![Figure 6-1. Relationship between reduction of mass in the system at the start of remediation and groundwater concentrations reductions by remedial technology.](image-url)
90-99% mass removal and corresponding reductions in groundwater concentrations are achieved), due to the fact that thermal technologies are very effective at achieving near complete mass removal, when designed appropriately and the treatment zone encompasses the entire DNAPL zone.

At sites where ISCO has been applied, the groundwater concentration reduction – DNAPL mass removal pairs plot consistently on both sides of the 1:1 line, indicating that a reasonable predictor for groundwater concentration reductions would be the reduction in DNAPL mass for ISCO technologies. Conversely, the variability in the position of groundwater concentration reduction – DNAPL mass removal pairs for sites where SEAR has been applied varies widely on both sides of the 1:1 line. It should be noted that the variability at the low end of the DNAPL removal range occurs in the modeling studies, and may be an artifact of the modeling assumptions.

### 6.2.2 DNAPL Mass Removal

Table 6-1 provides a summary of DNAPL mass removal achieved for the various technologies for field case studies only and for both field and modeling studies for technologies where modeling was completed (shown in brackets). As seen in Table 6-1 near complete removal of the DNAPL mass has been achieved by the majority of the technologies; the one exception being hydraulic displacement, which relies upon mobilization of the DNAPL phase as the primary DNAPL removal mechanism. Capillary forces acting upon the DNAPL phase effectively traps smaller blobs and ganglia of residual DNAPL, and enhancement of pressure gradients to levels high enough to mobilize residual DNAPL is unlikely to be achievable. Therefore, hydraulic displacement can only achieve partial removal of the DNAPL, but may be (i) a cost-effective means of stabilizing a source zone (i.e., eliminating the potential for future pool mobilization to deeper depths), (ii) a cost-effective means of removing large quantities of DNAPL mass, and (iii) a pre-treatment step as it results in an increase in the DNAPL surface area to volume ratio which is beneficial for mass-transfer driven remedial technologies.

As seen by the median % DNAPL mass removal in Table 6-1 thermal technologies typically achieve high levels of DNAPL mass removal (94% to 96%). Median removals for the remaining technologies including anaerobic EISB, ISCO, SEAR and co-solvent flushing ranged from 64% to 81% for the field case studies. When modeling case studies are included, the ranges are larger and the medians tend to be lower; however, this is more likely due to the fact that treatment duration during the modeling was varied to evaluate sensitivity of remedial performance, rather than treatment being terminated as a result of achieving desired performance levels as is more typical for field applications.
<table>
<thead>
<tr>
<th>Technology</th>
<th>No. of Studies</th>
<th>Median % DNAPL Mass Removal</th>
<th>Range in % DNAPL Mass Removal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerobic EISB</td>
<td>1</td>
<td>39%</td>
<td>--</td>
</tr>
<tr>
<td>Anaerobic EISB</td>
<td>3 (15)</td>
<td>64% (63%)</td>
<td>48% to 97% (12% to 98%)</td>
</tr>
<tr>
<td>Hydraulic Displacement</td>
<td>0 (13)</td>
<td>(31%)</td>
<td>(9% to 45%)</td>
</tr>
<tr>
<td>ISCO – Fenton’s Reagent</td>
<td>4</td>
<td>68%</td>
<td>38% to 99%</td>
</tr>
<tr>
<td>ISCO – Permanganate</td>
<td>5 (19)</td>
<td>77% (44%)</td>
<td>70% to 99% (1% to 100%)</td>
</tr>
<tr>
<td>SEAR</td>
<td>2 (27)</td>
<td>81% (72%)</td>
<td>66% to 98% (0% to 99%)</td>
</tr>
<tr>
<td>Co-solvent Flushing</td>
<td>1</td>
<td>64%</td>
<td>--</td>
</tr>
<tr>
<td>Thermal – TCH</td>
<td>2</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Thermal – ERH</td>
<td>15</td>
<td>94%</td>
<td>37% to 98%</td>
</tr>
<tr>
<td>Thermal – Steam</td>
<td>9</td>
<td>96%</td>
<td>79% to 100%</td>
</tr>
</tbody>
</table>

Table 6-1. Summary of DNAPL mass removal achieved with the various technologies for field case studies only and where modeling studies are also included (shown in brackets).

6.2.3 Influence of Matrix Diffusion

The potential influence of matrix diffusion into lower permeability media and the resulting influence of back-diffusion on remedial performance were investigated as part of the sensitivity study for the numerical modeling. The numerical modeling included simulations of ISCO (permanganate) treatment of TCE and PCE diffused into fractured clay, and EISB, ISCO and SEAR treatment of TCE diffused into fractured rock matrices of various porosities (i.e., ranges typical for shale, granite and sandstone) and fraction organic carbon content (which governs the level of influence that sorption/desorption mechanisms dictate contaminant behavior within the matrix).

Through incorporating various fate and transport processes into the numerical model (e.g., sorption/desorption of TCE onto organic matter within the matrix, degradation of amendments both within the fractures and matrix, constituent-specific forward- and back-diffusion into and out of the matrix, etc.), the following was demonstrated:

- The significance of matrix diffusion in a particular fractured rock environment will have a substantial influence on the distribution of DNAPL and VOC mass at the start of remediation, particularly if the DNAPL release is not recent. Fractured rock types that exhibit higher matrix porosity, higher fracture density, lower mean fracture apertures (contributing to lower groundwater velocities) and/or higher matrix fraction organic carbon (e.g., sandstone and shale) may exhibit a much higher fraction of VOC mass present in the matrix. Large amounts of sorbed and aqueous VOCs in the matrix may correspond to a decrease in DNAPL mass present, particularly if the DNAPL release is not recent. In many simulations in this work, more than 97% of the DNAPL released was present as sorbed VOC mass in the matrix at the end of the site aging stage. In contrast, factors contribute to a significant amount of DNAPL remaining in the fractures (DNAPL
release is recent, matrix diffusion is low, DNAPL type has low solubility, etc) then groundwater flow rates through the source zone may be low, impacting delivery of amendment. The impact of any treatment must be considered in the context of the distribution of DNAPL and VOC mass prior to treatment application.

- For sites where degradation/transformation of the contaminant phase within the lower permeability matrix is limited, back-diffusion of contaminant mass from the matrix will sustain groundwater concentrations for long periods of time. This can occur, for example, due to pore size restrictions on the ability of microorganisms to penetrate the matrix, or natural organic matter in the matrix consuming permanganate during forward diffusion, or amendments with high reactivity that react and degrade faster than they can diffuse very far into matrix. As a result, treatment primarily occurs within the fracture network and treatment of contaminant mass contained within the matrix is limited to the rate it can back-diffuse into the matrices and thus very slow. Moreover, it can be difficult to maintain amendment in the advection-dominated fractures for a long enough period to effectively address contaminant mass via back diffusion. Due to the majority of the contaminant mass being unavailable in such cases, in situ treatment is unlikely to have a substantial net benefit in terms of reducing treatment durations over containment approaches like pump and treat. Reduction in overall treatment costs over pump and treat may be achieved if an approach with lower operation and maintenance (O&M) costs is used (e.g., EISB). This scenario (i.e., insubstantial matrix treatment) can occur at sites with a very tight matrix (e.g., granite) or with sites exhibiting high VOC mass loading in the matrix but limited ability for diffused amendment to be effective in the matrix (SEAR, possibly EISB) or with sites dominated by large horizontal apertures (such that mean residence time for amendment in the source zone is low) or with treatment approaches that depend on advective flushing of the contaminant mass for ex situ treatment (e.g., pump and treat) or those that require the use of amendments that do not persist for very long in the subsurface (e.g., oxidants).

- Where degradation/transformation can occur within the lower permeability matrix, and thus treatment effectiveness is less influenced by back-diffusion to the fractures, in situ treatment times are likely to be shorter than flushing technologies such as pump and treat, and post-treatment rebound of groundwater concentrations will be less likely to occur. This scenario (i.e., substantial matrix treatment) is expected to occur for sites where significant VOC mass is stored in the matrix (e.g., sandstone) and the amendment can penetrate and react effectively in the matrix (e.g., ISCO in a low-foc matrix, possible EISB). Note that this latter example assumes that significant rates of biodegradation can be attained and sustained within the matrix; there is little data currently available to quantify such rates.

- Where significant amounts of DNAPL have accumulated and remain in fractures, then treatment approaches that depend on advective flushing may provide significant benefit
in DNAPL mass reduction. This scenario may apply for sites that have a tight matrix (e.g., granite) and for technologies that directly target DNAPL (e.g., SEAR).

- Where DNAPL has accumulated in dead-end fractures, DNAPL removal may again be limited for technologies, such as SEAR, that rely on delivery of the amendment directly to the NAPL phase.

The maximum rebound of concentrations in the fracture can occur years after termination of treatment, which has implications with respect to designing and interpreting the results of performance monitoring programs. The limitations of diffusion also imply that complete mass removal is not going to be achievable in a reasonable time frame in fractured clay or rock environments, and that partial mass removal to target reductions in groundwater concentrations and mass flux may be a more appropriate remedial goal.

6.2.4 DNAPL Properties

The solubility of the DNAPL was observed to influence the resulting net benefit of implementing more aggressive DNAPL treatment technologies over other approaches such as monitored natural attenuation or pump and treat that rely primarily on dissolution of the DNAPL as the DNAPL mass reduction mechanism. For more soluble DNAPLs such as TCE, dissolution of the DNAPL is a significant component of the DNAPL mass removal and incorporating other degradation or mass removal mechanisms (e.g., oxidation, biodegradation, enhanced dissolution) may only result in relatively small incremental increases in DNAPL mass removal. However, introducing other mass removal mechanisms can potentially result in more significant enhancements over dissolution alone for lower solubility DNAPLs such as PCE.

6.2.5 Impact of Precipitate Formation on Technology Performance

The impact of precipitate formation on treatment performance for ISCO applications using permanganate as the oxidant was investigated as part of the numerical modeling sensitivity study. The formation of manganese dioxide rind specific to permanganate injections can result in encapsulation of the DNAPL (particularly pools) and flow bypassing around DNAPL areas (Conrad et al., 2002). Once the rind forms around the DNAPL, the rate at which permanganate can contact the DNAPL becomes diffusion limited, and the rate of DNAPL mass removal slows significantly as a result. Ongoing diffusion of dissolved contaminant phase through the rind occurs as well, and rebound of concentrations post-treatment is common as a result.

Table 6-2 illustrates the results of the numerical modeling sensitivity study (West et al., 2008) where 3 kg of TCE DNAPL were assumed to be evenly distributed throughout a 1 m$^3$ volume of homogeneous sand. The simulation continued until all TCE mass was removed from the domain for several scenarios, including:

- Dissolution of the DNAPL only;
• Dissolution of the DNAPL for 10 years, then either: (i) 1 year permanganate amendment followed by dissolution only; (ii) 2 years permanganate amendment followed by dissolution only; and (iii) continuous treatment with permanganate until all of the TCE mass had been degraded. To illustrate the impact of rind formation on treatment performance, two sets of runs were completed, one with rind formation and the second without rind formation.

As seen in Table 6-2 the formation of the rind significantly increased the time required to remove the TCE DNAPL (14 years) when compared to the scenario with no rind being formed (8 years). Where only partial treatment with permanganate was completed, the encapsulation of the remaining DNAPL phase resulted in a longer persistence of TCE (25 years) than if no treatment had been completed (20 years).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>DNAPL Lifespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolution only</td>
<td>20 yrs</td>
</tr>
<tr>
<td>1 yr treatment with permanganate with rind, followed by dissolution</td>
<td>25 yrs</td>
</tr>
<tr>
<td>2 yr treatment with permanganate with rind, followed by dissolution</td>
<td>25 yrs</td>
</tr>
<tr>
<td>Continuous treatment with permanganate without rind formation</td>
<td>7 yrs</td>
</tr>
<tr>
<td>Continuous treatment with permanganate with rind formation</td>
<td>14 yrs</td>
</tr>
</tbody>
</table>

Table 6-2. Results of the sensitivity study completed to investigate the potential influence of manganese dioxide rind formation during permanganate treatment (West et al., 2008).

The influence of the manganese dioxide rind formation in consolidated media environments will vary, depending on where the rind forms. Rind formation and the associated permeability reductions in fractures is anticipated to have a much larger influence on technology performance than formation of the manganese dioxide rind in the matrix, where contact with the contaminant is already diffusion-limited. Similar behavior as seen in the numerical modeling sensitivity study has been observed at the field scale; a prime example being the Watervliet Arsenal site (Goldstein et al., 2004).

The above examples are specific to permanganate treatment and the corresponding manganese dioxide rind formation; however, it is anticipated that similar results may be observed with other technologies that result in the formation of a precipitate or result in permeability reductions. The influence of the precipitate formation on DNAPL treatment is anticipated to be particularly pronounced where the precipitate forms within close proximity of the DNAPL phase, as occurs when permanganate reacts with the DNAPL.

6.3 Benefits of Partial DNAPL Mass Removal

Figure 6-2 illustrates near- and long-term groundwater concentration reductions, DNAPL mass removal, and reduction in contaminant mass flux from the source area for four different partial DNAPL treatment scenarios based on the base case modeling scenario (i.e., TCE DNAPL source, moderate heterogeneity and permeability, etc. as described in Section 2.2.2), including:
i) Treatment with ISCO (permanganate) or EISB for approximately 2 years only;

ii) Treatment with ISCO or EISB for approximately 2 years followed by monitored natural attenuation (MNA), assuming physical attenuation mechanisms only (e.g., DNAPL dissolution, dispersion, sorption, etc., no biological attenuation);

iii) Continuous treatment with ISCO or EISB for 10 years; and

iv) Continuous treatment with ISCO or EISB for 30 and 20 years respectively.

As seen in Figure 6-2, ongoing treatment results in increasing groundwater concentrations reductions, removal of DNAPL mass and reduction in mass flux from the downgradient source zone boundary for both ISCO and EISB. Interestingly, the results achieved with 2.3 years of ISCO implementation followed by 7.7 of MNA were not much less than those achieved with 10 years of active treatment. The benefit achieved with ongoing treatment appears to be less for ISCO than for EISB particularly, for example, the further removal of DNAPL mass. This trend reflects the impact that the formation of the manganese dioxide rind has on the DNAPL removal efficiency when using permanganate, as discussed in Section 6.2.5. Similarly, continuing ISCO treatment beyond 10 years to 30 years has little to no net benefit in reducing groundwater concentrations at the downgradient source boundary for the site conditions evaluated.
In comparison, EISB appears to have some net benefit for continuing treatment, although again the difference between 2.5 yrs of active treatment followed by 7.5 years of MNA and 10 years of active treatment may not be substantial enough to justify the added costs of an additional 7.5 years of treatment.

Please note that the trends presented in Figure 6-2 may only be relevant to DNAPLs with higher solubilities only (e.g., TCE), where dissolution has a greater influence on the rate of DNAPL removal than would be observed with a lower solubility DNAPL such as PCE. For PCE sites, ongoing treatment is likely to have correspondingly greater benefit than would be observed for partial mass removal followed by MNA.

**Figure 6-2.** Comparison of technology performance with partial mass removal compared to near-complete treatment for ISCO and EISB approaches.
6.4 Post-Treatment Rebound of Groundwater Concentrations

Table 6-3 summarizes post-treatment rebound of groundwater concentrations observed at field sites included in the screening tool database. Rebound was defined as a significant (i.e., >20%) increase in groundwater concentrations after treatment was terminated, in comparison to concentrations observed at the end of active treatment. Technologies not included in Table 6-3 did not have any case studies reporting rebound behavior in the screening tool database.

As seen in Table 6-3 rebound was not observed at any of the thermal sites, and was observed at only a small proportion (23%) of the anaerobic EISB sites. The lack of rebound at thermal sites is due to the high proportion of DNAPL mass removed, while at EISB sites, rebound is suppressed due to ongoing bioactivity for a period of time upon termination of active treatment due to the biomass using decaying biomass as a nutrient source (Adamson and Newell). In comparison, rebound was observed at the majority of ISCO and SEAR sites (>67%), where partial DNAPL mass removal is typically achieved and treatment effectively terminates once amendment injection is terminated. In general, fractured rock sites saw concentration rebound due to back diffusion of contaminants stored in the matrix after the fractures have been flushed/cleaned. The back-diffusion, and thus the concentration rebound, is more significant for scenarios with a higher proportion of the VOC mass stored in the matrix (e.g., longer time since DNAPL release, higher solubility DNAPL, higher matrix porosity, higher fracture density, lower mean apertures, higher matrix foc). This rebound behavior is consistent with observations reported in an independent study completed by McGuire et al. (2006).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Site Observing Rebound Post-Treatment</th>
<th>Percentage of Sites with Rebound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anaerobic EISB</td>
<td>3 of 13 sites</td>
<td>23%</td>
</tr>
<tr>
<td>ISCO – Fenton’s Reagent</td>
<td>5 of 7 sites</td>
<td>71%</td>
</tr>
<tr>
<td>ISCO – Permanganate</td>
<td>8 of 11 sites</td>
<td>73%</td>
</tr>
<tr>
<td>ISCO – Ozone</td>
<td>1 of 1 sites</td>
<td>100%</td>
</tr>
<tr>
<td>SEAR</td>
<td>2 of 3 sites</td>
<td>67%</td>
</tr>
<tr>
<td>Thermal – ERH</td>
<td>0 of 9 sites</td>
<td>0%</td>
</tr>
<tr>
<td>Thermal – SEAR</td>
<td>0 of 3 sites</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 6-3. Summary of post-treatment groundwater concentration rebound behavior observed at field sites.

6.5 Treatment Costs

Limited cost data was available for the case studies collected in DNAPL TEST, as case-study specific costs are rarely discussed in publicly available literature sources. Table 6-4 below presents a summary of the costs available, presented as costs per unit volume of the treatment zone. Costs are normalized by volume in an effort to provide comparable values between both large and small remedial implementations. It should be recognized that, although unit costs
reduce some of the variability in costs related to treatment scale, they can still be skewed in cases where the treatment volume size is small. For example, the ISCO – permanganate application that had a unit cost of $60,000 per m³ in Table 6-4 below was a 1 m³, highly instrumented research demonstration that is not representative of larger scale costs.

As seen in Table 6-4, median unit costs for EISB, ISCO, and thermal technologies are of similar order of magnitude ($100 to $270/m³) with similar ranges in unit costs as well ($9 to $770/m³). Costs for co-solvent flushing and SEAR for the case studies included in the screening tool database are an order of magnitude higher, although a limited number of case studies for these technologies were available with cost data, and the range in costs may not therefore be representative of costs for all sites.

<table>
<thead>
<tr>
<th>Technology</th>
<th>No. of Case Studies Reporting Costs</th>
<th>Median Unit Cost ($/m³)</th>
<th>Range in Unit Costs ($/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerobic EISB</td>
<td>1</td>
<td>$100</td>
<td>--</td>
</tr>
<tr>
<td>Anaerobic EISB</td>
<td>4</td>
<td>$270</td>
<td>$9 - $630</td>
</tr>
<tr>
<td>ISCO – Fenton’s Reagent</td>
<td>4</td>
<td>$260</td>
<td>$51 - $770</td>
</tr>
<tr>
<td>ISCO – Permanganate</td>
<td>5</td>
<td>$240</td>
<td>$35 - $60,000</td>
</tr>
<tr>
<td>SEAR</td>
<td>3</td>
<td>$8,200</td>
<td>$5,500 - $41,000</td>
</tr>
<tr>
<td>Co-solvent Flushing</td>
<td>1</td>
<td>$23,000</td>
<td>--</td>
</tr>
<tr>
<td>Thermal - ECH</td>
<td>2</td>
<td>$270</td>
<td>$150 - $380</td>
</tr>
<tr>
<td>Thermal – ERH</td>
<td>11</td>
<td>$170</td>
<td>$42 - $720</td>
</tr>
<tr>
<td>Thermal - Steam</td>
<td>4</td>
<td>$170</td>
<td>$18 - $390</td>
</tr>
</tbody>
</table>

Table 6-4. Breakdown of unit costs by treatment technology.
7. COST ASSESSMENT

The costs to operate DNAPL Test are very low. The tool is available for free download at http://projects.geosyntec.com/DNAPL/dnapltest.aspx and will also be available from the ESTCP website in the near future. The time required to run an analysis on the tool is approximately 10-20 minutes.
8. IMPLEMENTATION ISSUES

8.1 Limitation of DNAPL TEST

Limitations of DNAPL TEST are discussed above in Section 2.3.

8.2 Effective Use of DNAPL TEST

Given the limitations of the information incorporated into DNAPL TEST, this tool is most effectively used as a preliminary screening for technology selection or as a screening for possible performance limitations for a remedy in place. It cannot replace appropriate site-specific evaluations based on engineering judgment.

Specific applications of the screening tool could include the following:

- Assessment of a realistic level of performance for a particular remedial technology given specific site conditions;
- Comparison of potential remedial performance between various technologies for specific site conditions;
- Comparison of potential remedial performance of a particular technology in different geological strata at a complex site; and
- Performance of sensitivity analyses on key site parameters to optimize remedial performance.

DNAPL TEST cannot “predict” technology performance for a particular site, but will provide the user with an anticipated range of performance and the ability to compare performance observed for multiple technologies. This information can be used as the basis for developing realistic remedial end goals, as well as develop a short list of potential technologies for a site.

For users that are interested in obtaining potential technology performance information for a specific site, a Site Specific Analysis will better focus the screening evaluation to include sites that are anticipated to have similar performance. Multiple Site Specific Analyses may be completed for the same site to focus on different areas with different site characteristics. It should be noted that the Site Specific Analysis does require a minimum level of knowledge of conditions at the user’s site, which may limit its usefulness for some sites. Guidance for estimating of these parameters is provided within the tool.

For more general analyses of overall performance trends between parameters, and for sites at which key site parameters are unquantified, the General Analysis will be a better option. Modifications to search parameters can easily be changed at any time during the screening process, allowing the user to refine their analysis to better meet their needs. Specific examples illustrating a General and a Site Specific Analysis are provided in the User’s Manual, which is accessible at http://projects.geosyntec.com/DNAPL/, to better illustrate how the tool can be effectively used to meet the user’s goals.
8.3 Lessons Learned

Lessons learned with regards to DNAPL remediation technology performance and factors that influence performance are discussed in Section 6.2. Lessons learned from development and testing of the tool include the following:

- Because of limited information typically provided in publically available literature sources, case study details are frequently sparse and a complete dataset of performance metrics and site parameters are rarely reported. As such, evaluating correlations between site characteristics and performance metrics is challenging without having a very large dataset of sites available. Although a large dataset of 87 modeling studies, 118 field studies and 11 laboratory studies is available, correlations between many performance metric and site parameter pairs could not be evaluated due to lack of data.

- Finally, there is a need for continued compilation of case studies to maintain and keep the screening tool up-to-date. Technology developments and improvements are ongoing, and technology performance as such can change over time. Also, increasing the dataset of case studies as more DNAPL remediation programs are completed will improve the accuracy of the statistics included in the tool output and allow for expanded evaluation of the influence of site characteristics on DNAPL remediation performance and thus improved prediction of DNAPL remediation performance.
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Hydraulic Displacement Numerical Model Development and Summary of Simulation Results
Abstract

Hydraulic displacement is a mass removal technology suitable for stabilization of a DNAPL source zone, where stabilization is defined as reducing DNAPL saturations and reducing the risk of future pool mobilization. High resolution three-dimensional multiphase flow simulations incorporating a spatially correlated, heterogeneous porous medium illustrate that hydraulic displacement results in an increase in the amount of residual DNAPL present, which in turn results in increased solute concentrations in groundwater, an increase in the rate of DNAPL dissolution, and an increase in solute mass flux. A higher percentage of DNAPL recovery is associated with higher initial DNAPL release volumes, lower density DNAPLs, more heterogeneous porous media, and increased drawdown of groundwater at extraction wells. The fact that higher rates of recovery are associated with more heterogeneous porous media stems from the fact that larger contrasts in permeability provide for a higher proportion of capillary barriers upon which DNAPL pooling and lateral migration can occur. Across all scenarios evaluated in this study, the ganglia to pool (GTP) ratio generally increased from approximately 0.1 to between approximately 0.3 and 0.7 depending on the type of DNAPL, the degree of heterogeneity, and the imposed hydraulic gradient. The volume of DNAPL recovered as a result of implementing hydraulic displacement ranged from between 9.4% and 46.1% of the initial release volume, with the largest percentage recovery associated with 1,1,1 TCA, the least dense of the three DNAPLs considered.
1.0 - Introduction

Dense, non-aqueous phase liquids (DNAPLs) will distribute themselves in the subsurface as both disconnected blobs and ganglia of organic liquid referred to as residual, and in connected distributions referred to as pools. Pooled DNAPL frequently accumulates above capillary barriers, eventually achieving hydrostatic equilibrium with pool thickness typically varying from centimeters to meters (Kueper et al., 2004). Manipulating the hydraulic gradient has the potential to mobilize pooled DNAPL while residual DNAPL remains immobilized by capillary forces. An increase in hydraulic gradient can be implemented through the use of injection and extraction wells, or extraction wells alone, to create a capillary pressure imbalance across the pools resulting in the mobilization of DNAPL towards the extraction wells. Once having reached the well, DNAPL will enter the well screen as a result of both hydraulic gradient induced mobilization and gravity.

The recovery of pooled DNAPL from the subsurface by means of injection/extraction wells is referred to in a variety of ways including hydraulic displacement, waterflooding (Craig, 1971; Willhite, 1986) and dual phase extraction (Gerhard et al., 2001). It can be employed as a remedial option at sites exhibiting pooled DNAPL in order to (1) remove DNAPL mass, and (2) reduce pool heights and saturations so as to reduce the risk of future DNAPL mobilization (referred to as source zone stabilization). Hydraulic displacement can be employed with or without injection wells; the use of injection wells along with extraction wells, however, typically results in steeper hydraulic gradients and therefore faster rates of DNAPL recovery.

Hydraulic displacement was initially employed by the petroleum industry as a secondary recovery procedure (Craig, 1971). More recently, hydraulic displacement has
been applied to DNAPL source zones, in some cases using horizontal wells to address large DNAPL accumulations below the watertable (e.g., Sale and Applegate, 1997; Gerhard et al., 1998). Selection of injection and extraction well placement is influenced by the DNAPL fluid properties, the characteristics of the pool(s) and subsurface geology, and the specific remedial action objectives. Extraction wells placed at the base of a large accumulation of DNAPL tend to experience the largest recovery by taking advantage of gravity drainage. Recovery rates of DNAPL in extraction wells are typically highest at early time and decrease over time due to depletion in pool height and reduction of DNAPL relative permeabilities. Intermittent pumping of extraction wells is an effective means for reducing the amount of contaminated groundwater extracted while maximizing DNAPL yield by allowing DNAPL saturations and relative permeabilities to recover periodically (Gerhard et al., 2001).

DNAPL will dissolve into groundwater prior to, during and following hydraulic displacement operation. Partitioning of components from the DNAPL phase to groundwater has been examined extensively via both experiments and modeling (e.g., Miller et al., 1990; Powers et al., 1992; Powers et al., 1994; Imhoff et al., 1993; Saba and Illangasekare, 2000; Nambi and Powers, 2003; Grant and Gerhard, 2007a,b). At the field scale, pooled DNAPL will dissolve more slowly than residual DNAPL due to reduced relative permeability to water at high DNAPL saturations. This results in groundwater bypassing around DNAPL pools (similar to flow around low permeability lenses), and the low water flux through and adjacent to DNAPL pools limits mass removal (Brusseau et al., 2002; Parker and Park, 2004). Hydraulic displacement is expected to increase the
ganglia-to-pool (GTP) ratio of a source zone and thereby modify the groundwater flow field and thus affect global mass transfer rates.

The objective of this study is to examine the efficacy of hydraulic displacement on the removal of pooled DNAPL from heterogeneous porous media through the use of vertical injection and withdrawal wells. A two-phase numerical flow model was employed to simulate DNAPL infiltration, redistribution, and recovery through hydraulic displacement for a number of scenarios. Specifically, this study examined the sensitivity of source zone mass removal and DNAPL distribution to (i) DNAPL type, (ii) degree of porous media heterogeneity, (iii) release volume, and (iv) hydraulic gradient. To evaluate the effect of hydraulic displacement on mass transfer, dissolution simulations were carried out both before and after hydraulic displacement. Specific metrics that were evaluated in this context included ganglia-to-pool ratio, groundwater concentration, and mass flux changes.

2.0 - Numerical Model

This work employed the three-dimensional two-phase flow reactive transport model DNAPL3D-RX (West et al., 2008). This model was developed for the simulation of DNAPL infiltration and redistribution, mass transfer between the non-aqueous and aqueous phases, and advective–dispersive aqueous phase reactive transport of contaminants in heterogeneous porous media. This was achieved by coupling the migration model DNAPL3D [Gerhard et al., 1998, Gerhard and Kueper, 2003a,b,c] and the dissolved phase reactive multispecies transport model RT3D (version 2.5) (Clement, 1997, 2003; Clement et al., 1998) through a mass transfer module (Grant and Gerhard, 2007a,b).
The model employs a seven-point node-centered finite difference scheme to discretize the three-dimensional multiphase flow equations, formulated in terms of two unknowns $P_W$ and $S_W$ (Kueper and Frind, 1991):

\[
\frac{\partial}{\partial x_i} \left[ -\frac{k_{i,j} k_{r,W}}{\mu_W} \left( \frac{\partial P_W}{\partial x_j} + \rho_W g \frac{\partial z}{\partial x_j} \right) \right] - \phi \frac{\partial S_W}{\partial t} = 0 \tag{1}
\]

\[
\frac{\partial}{\partial x_i} \left[ -\frac{k_{i,j} k_{r,N}}{\mu_N} \left( \frac{\partial (P_C + P_W)}{\partial x_j} + \rho_N g \frac{\partial z}{\partial x_j} \right) \right] + \phi \frac{\partial S_W}{\partial t} = 0 \tag{2}
\]

where $i, j = x, y, z$ and are spatial coordinates, $k_{ij} [L^2]$ is a second order tensor defining the porous medium permeability, $k_{r,W}$ and $k_{r,N}$ are the relative permeabilities of the wetting and non-wetting phases respectively [-], $\rho_N$ is the non-wetting phase density [M/L$^3$], $\mu_N$ is the non-wetting phase viscosity [M/L T], $P_C$ and $P_W$ are the capillary and wetting phase pressures with $P_c = P_W + P_N$ where $P_N$ is the non-wetting phase pressure [M/L T$^2$], $g$ is the gravitational constant [L/T$^2$], and $S_N [-]$ is the non-wetting phase saturation with $S_W + S_N = 1$.

The advection-dispersion equation utilized by the multi-component transport model, formulated in terms of the single unknown, $C_K$, is (Zheng, 1990):

\[
\frac{\partial}{\partial t} (\phi C_K) + \frac{\partial}{\partial x_i} \left( \phi k_{ij} C_K \right) - \frac{\partial}{\partial x_i} \left( \phi D_{ij} \frac{\partial C_K}{\partial x_j} \right) = \sum R_n + q_s C_{K,S} \tag{3}
\]
where $C_K$ is the aqueous phase concentration of component $K$ [$\text{M/L}^3$], $\Sigma R_n$ is a chemical reaction term which can be used to include effects of general biochemical and geochemical reactions (set to zero for this study), $q_s C_{K,s}$ represent the external supply of species $K$ to the $\alpha$ phase through biotic and abiotic transformations with $q_s$ representing the volumetric flow rate per unit volume of aquifer representing fluid sources and sinks [$\text{L}^3/\text{T}$], and $v_{K,j}$ is the groundwater velocity calculated according to Darcy’s Law (Bear, 1972):

$$v_{K,j} = \frac{q_{K,j}}{\phi}$$  \hspace{1cm} (4)

The groundwater velocity is calculated by DNAPL3D as part of the solution to (1) and (2), where it is influenced by DNAPL saturation via the relative wetting phase permeability function, and then is passed to MT3D for solution of (3).

DNAPL3D and MT3D are coupled by a mass transfer routine that permits the user to select one of a variety of published, local, mass transfer expressions. A standard split-operator (SO) approach is used to link the two sub-models, where a DNAPL migration time step is followed by dissolved phase transport performed over the same time period. A source of error proportional to the numerical time step size is introduced in split-operator approaches (Barry et al., 2002). After a dissolution and aqueous phase transport step is solved, the saturation change at every node is updated, and if any single node exceeds a user-specified tolerance then the migration and dissolution steps are rerun with a smaller timestep.

3.0 - Numerical Simulations
DNAPL releases into a heterogeneous porous media domain were simulated prior to performing hydraulic displacement simulations. The model domain spanned 20.0 m in both lateral dimensions (x and z) and 5.0 m in the vertical dimension (y). A nodal spacing of 0.4 m in the x and z directions and 0.05 m in the y direction discretized the domain into 250,000 nodes. Each node was assigned a permeability value using a spatially correlated random field generator (FGEN) (Robin et al., 1993), thereby creating a heterogeneous, horizontally stratified deposit.

Initially, the entire domain was saturated with wetting fluid (water). The four vertical faces of the rectangular domain were assigned boundary conditions that specified (i) constant wetting phase pressures distributed hydrostatically, and (ii) zero non-wetting phase flux which prohibited DNAPL migration outside of the domain. Water pressures specified on the upgradient vertical face were slightly higher than along the downgradient vertical face, such that an ambient hydraulic gradient of 0.001 was achieved in the positive x-direction. The top (water table) and bottom boundaries were assigned zero fluxes for both the non-wetting and wetting phases, except for the DNAPL source location. To simulate a DNAPL release, a 0.4 m x 0.4 m x 0.05 m high non-wetting phase source boundary was specified at the center of the top boundary via a constant wetting phase pressure of 0.0 Pa and a constant non-wetting phase saturation of 0.50.

3.1 – Base Case Simulation

The base case permeability field was log-normally distributed and characterized by a mean ln-k (m$^2$) of -27.6 and a variance of ln-k of 2.0 (moderate heterogeneity). Correlation lengths of 3.0 m for x and z (7.5 nodes) and 0.2 m for y (4 nodes) were used
to create horizontally stratified deposits with grain sizes ranging from silt to medium sand. All porous medium and fluid properties employed for the base case scenario are listed in Tables 1 and 2. For the base case, the non-wetting fluid properties are characteristic of trichloroethylene (TCE), a common chlorinated solvent DNAPL.

Table 1 – Base case simulation input parameters. See Gerhard and Kueper (2003a,b) for further definition and explanation of model input parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wetting phase density</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>Non-wetting phase density</td>
<td>1460 kg/m$^3$</td>
</tr>
<tr>
<td>Wetting phase viscosity</td>
<td>0.001 Pa-s</td>
</tr>
<tr>
<td>Non-wetting phase viscosity</td>
<td>0.00057 Pa-s</td>
</tr>
<tr>
<td>DNAPL-water interfacial tension</td>
<td>0.020 N/m</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.30</td>
</tr>
<tr>
<td>Residual wetting phase saturation</td>
<td>0.13</td>
</tr>
<tr>
<td>Emergence saturation</td>
<td>0.92</td>
</tr>
<tr>
<td>Terminal/Displacement pressure ratio</td>
<td>0.52</td>
</tr>
<tr>
<td>Maximum non-wetting phase relative permeability</td>
<td>0.85</td>
</tr>
<tr>
<td>Maximum non-wetting phase residual saturation</td>
<td>0.25</td>
</tr>
<tr>
<td>Drainage pore size distribution index</td>
<td>2.50</td>
</tr>
<tr>
<td>Wetting pore size distribution index</td>
<td>1.25</td>
</tr>
</tbody>
</table>

The base case simulation release involved activating the source boundary condition until 7.57 m$^3$ (2000 gallons) of DNAPL had entered the domain. The source boundary condition was then eliminated and the infiltrated DNAPL was allowed to redistribute until migration effectively ceased (i.e., approximately 95% occupation of the total number of nodes ultimately invaded) which, for the base case, occurred after
approximately 14 years. This distribution of DNAPL was then utilized as the initial condition for the hydraulic displacement simulation.

Hydraulic displacement was simulated employing a total of six fully penetrating wells: three for water injection in the upgradient portion of the domain and three for the extraction of both DNAPL and water in the downgradient portion of the domain. For the base case, three evenly spaced injection wells were placed 1.0 m away from the upgradient boundary (6.4 m between each outer well and the center well). Similarly, three evenly spaced extraction wells were placed 1.0 m from the downgradient boundary. The well boundary conditions comprised constant, hydrostatically distributed wetting phase pressures and a constant wetting phase saturation equal to 1.0, which dictates instantaneous removal of DNAPL upon entering the well. Drawdown was specified through the wetting phase pressures and was set to 2.0 m for the base case. All hydraulic displacement runs simulated 200 days of source zone treatment, by which time the majority of runs were observed to reach a maximum for cumulative DNAPL volume recovery. DNAPL migration and hydraulic displacement simulations were conducted with the mass transfer routine inactive, which is a reasonable approach for low to moderate solubility DNAPLs given the time scales of interest.

3.2 – Sensitivity Analysis Simulations

Table 2 lists the base case (Run 1) and 12 sensitivity simulations, each one modifying a single parameter from the base case. Runs 2 and 3 varied the volume of DNAPL released to form the source zone, Runs 4 and 5 varied the DNAPL type (see Table 3 for fluid properties), Runs 6 and 7 varied the mean hydraulic conductivity of the...
generated permeability field (maintaining the same structure), Runs 8 and 9 varied the variance of the permeability field (maintaining the same structure), Runs 10 and 11 varied the hydraulic gradient (by varying the drawdown) employed during treatment, and Runs 12 and 13 varied the injection and extraction well spacing. Runs 2 – 9 involved re-simulating the DNAPL release and redistribution phase, whereas Runs 10 – 13, looking at modifications to the hydraulic displacement design, utilized the DNAPL distribution from the base case. For each simulation, the parameters evaluated with time included (i) the volume of DNAPL recovered by the extraction wells, (ii) the number of nodes invaded by DNAPL and the fractions exhibiting pooled and residual saturations (i.e., the ganglia-to-pool ratio), and (iii) the distribution of DNAPL saturations.

Table 2 – Schedule of simulations (TCE = trichloroethylene, PCE = tetrachloroethylene, TCA = 1,1,1 trichloroethane)

<table>
<thead>
<tr>
<th>Run #</th>
<th>DNAPL</th>
<th>Volume (m³)</th>
<th>Mean K (m/s)</th>
<th>Variance</th>
<th>Well Spacing (m)</th>
<th>Drawdown (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>1.89</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>18.9</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>TCA</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>PCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁴</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁶</td>
<td>2.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>1.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>9</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>4.00</td>
<td>6.4</td>
<td>2.0</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>0.5</td>
</tr>
<tr>
<td>11</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>6.4</td>
<td>1.0</td>
</tr>
<tr>
<td>12</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>8.0</td>
<td>2.0</td>
</tr>
<tr>
<td>13</td>
<td>TCE</td>
<td>7.57</td>
<td>1x10⁻⁵</td>
<td>2.00</td>
<td>3.6</td>
<td>2.0</td>
</tr>
</tbody>
</table>

1 - 7.57 m³ = 2000 US gallons, 1.89 m³ = 500 US gallons, 18.9 m³ = 5000 US gallons
Table 3 – Fluid properties

<table>
<thead>
<tr>
<th>Compound</th>
<th>Density (kg/m³)</th>
<th>Aqueous Solubility (mg/L)</th>
<th>Effective Diffusion Coefficient (m²/s)</th>
<th>Viscosity (cP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,1,1- Trichloroethane</td>
<td>1350</td>
<td>1300</td>
<td>6.4E-10</td>
<td>0.84</td>
</tr>
<tr>
<td>Trichloroethylene</td>
<td>1460</td>
<td>1100</td>
<td>6.6E-10</td>
<td>0.57</td>
</tr>
<tr>
<td>Tetrachloroethylene</td>
<td>1630</td>
<td>200</td>
<td>6.0E-10</td>
<td>0.89</td>
</tr>
</tbody>
</table>

3.3 – DNAPL Dissolution

A select number of dissolution simulations (one each for TCE, PCE and TCA) were performed to assess changes in aqueous phase concentrations attributable to hydraulic displacement. Local scale mass transfer rate coefficients were predicted by the correlation model of Nambi and Powers (2003):

\[
K = \frac{ShD_o}{l_c^2} 
\]

\[
Sh = 37.2S_n^{1.24} Re^{0.61} 
\]

where \(Sh\) is the Sherwood number [-], \(l_c\) [L] is the median grain size and \(D_o[L^2/T]\) is the diffusion coefficient for the contaminant in water, \(S_n\) [-] is the non-wetting phase saturation and \(Re\) \((\overline{\nu}\rho_w d_{50} / \mu_w)\) is the Reynolds number, calculated by the model at each node at each timestep utilizing:
\[ \bar{v} = \frac{q}{\phi S_e} \]  

where \( q \) is the Darcy flux [L/T] solved for at the node, \( \phi \) is the porosity of the medium [-] and \( S_e \) is the effective saturation [-] of the node. Nambi and Powers (2003) was chosen as the most appropriate, published correlation model because it was derived from multi-dimensional experiments characterized with heterogeneous porous media and relatively high initial NAPL saturations.

The effective diffusion coefficient (Table 3) was calculated via \( D_{\text{eff}} = D_o \tau \) where \( \tau \) is the tortuosity, assigned a value of 0.7 (consist with medium to fine grained sands) and the median grain size \( (l_c) \) was represented by \( d_{50} = 0.05 \) cm. Diffusion coefficients are calculated according to Wilke and Change (1955) and Lyman et al. (1982). Dissolution simulations employed the same boundary conditions as the DNAPL infiltration simulations, namely a uniform, ambient hydraulic gradient of 0.001 in positive x and no injection or extraction wells. These runs simulated 10 years of dissolution.

4.0 - Results and Discussion

4.1 - Hydraulic Displacement Simulations

Figures 1 and 2 superimpose on the permeability field the spatial distribution of DNAPL saturations before and after hydraulic displacement, respectively, for the base case simulation. Visual inspection indicates that a substantial number of discrete DNAPL pools with moderate to high saturations are present in the subsurface prior to hydraulic displacement. In contrast, Figure 2 reveals that these pools generally decrease in
saturation following hydraulic displacement (with a few exceptions) and that the remaining DNAPL is spread through a larger portion of the domain.

Figure 1 - Base case DNAPL distribution before hydraulic displacement. Grey scale represents hydraulic conductivity field, with darker shades representing lower permeabilities. Color scale represents DNAPL saturation expressed as fraction of pore space.
Figure 2 - Base case DNAPL distribution before hydraulic displacement. Grey scale represents hydraulic conductivity field, with darker shades representing lower permeabilities. Color scale represents DNAPL saturation expressed as fraction of pore space.

Figure 3 presents the volume of subsurface invaded by DNAPL (expressed as the percentage of model domain nodes invaded by DNAPL) versus time for the base case scenario. The figure further identifies the fraction of nodes experiencing drainage, experiencing wetting, and existing at residual. In this context, drainage refers to DNAPL displacing water, wetting refers to water displacing DNAPL, and residual refers to locations (i.e., nodes) in which DNAPL continuity is lost. The definition of residual in the model is that capillary pressure for a node has decreased to the terminal pressure, which is the capillary pressure associated with complete residual formation and loss of non-wetting phase continuity (Gerhard and Kueper, 2003a,b); this strict definition of
residual implies that a large fraction of the invaded subsurface may have low DNAPL saturations at late time, but not be classified as residual. All nodes containing DNAPL that are not at residual are referred to as exhibiting pooled DNAPL, denoting their continuity of DNAPL with adjacent nodes and potential for mobilization.

Figure 3 demonstrates that approximately 5.6% of the model domain nodes are occupied by DNAPL at the start of hydraulic displacement (i.e., the end of migration and redistribution) for the base case simulation. Figure 3 further demonstrates that greater than 90% of the DNAPL body is experiencing drainage conditions while the DNAPL source is active; however, once the source is terminated, this fraction steadily decreases to approximately 60% at end of the DNAPL redistribution period. This corresponds to increases in the fractions experiencing wetting and residual, achieving 21% and 7%, respectively, of the subsurface invaded by the DNAPL body at the start of hydraulic displacement. Similar trends in nodal distribution are observed for all simulations with the major difference associated with the time required for complete redistribution of the DNAPL released (ranging from 6 to 34 years, figures not shown). Migration timescale has been demonstrated to be correlated to mean intrinsic permeability, DNAPL release volume, and DNAPL fluid properties (Gerhard et al., 2007).
The volume of DNAPL recovered by the extraction wells in the base case simulation is 2.37 m³ (626 gallons) [31% of the initial volume of DNAPL present]. Figure 3 illustrates that hydraulic displacement brings about an increase (from 5.6% to 7%) in the volume of subsurface occupied by DNAPL. Hydraulic displacement brings about an abrupt increase in the amount of residual DNAPL during the 200 day treatment period. This is accompanied by the simultaneous decrease in locations experience wetting, although the magnitude of the decrease does not entirely offset the increase in residual. The total increase in subsurface volume invaded is observed to result from a combination of increased locations on drainage (i.e., DNAPL driven into previously unoccupied pores) and previously occupied pore space driven to residual. This pattern is repeated for all simulations, although the magnitudes of the changes in each case vary (figures not shown).
The DNAPL recovery results for all 13 simulations are presented in Figures 4 - 6, with each curve providing the cumulative DNAPL volume recovered summed over all extraction wells. Characteristic of oil and DNAPL extraction data, all curves exhibit an initial rapid recovery rate that decreases and eventually plateaus over time. This is due to the high relative permeability to DNAPL that exists at the initially high DNAPL saturations, and the rapid decrease in DNAPL permeability as saturations decrease. Figure 4 illustrates that DNAPL recovery rate and final extracted volume is highly sensitive to the original amount released. Moreover, the recovered volume does not increase proportionally to the volume released; only 9.35% of the 1.89 m³ (500 gallon) TCE release is recovered, compared to 31% of the 7.57 m³ (2000 gallon) TCE release, and 45% of the 18.9 m³ (5000 gallon) TCE release (which is an underestimate of the potential total since 200 days of hydraulic displacement was insufficient to reach the recovery plateau in this simulation). It is also observed that the final recovered volume of the lower density DNAPL (TCA) is approximately twice that of the higher density DNAPL (PCE), attributable to the greater ability of lower density DNAPL to form pools above capillary barriers.
Figure 4 – DNAPL volume recovery comparisons for DNAPL type and initial volume of DNAPL released.

Figure 5 reveals that DNAPL recovery is sensitive to the mean and variance of hydraulic conductivity of the aquifer. Both lower mean hydraulic conductivity and higher variance of permeability correspond to increased final amounts of DNAPL recovered. This contrasts with general expectations that overall higher hydraulic conductivity and smaller variations in hydraulic conductivity (less heterogeneity) typically are considered beneficial for remedial flushing technologies. In the case of hydraulic displacement, however, the technology benefits from overall lower hydraulic conductivity and greater variations in hydraulic conductivity because these conditions provide the capillary barriers capable of supporting pooled DNAPL (higher GTP ratio). A larger proportion of capillary barriers provides for more lateral DNAPL spreading, more formation of pools, the accumulation of higher saturations within pools, and less
vertical plunging of the infiltrating DNAPL prior to application of hydraulic displacement.

![Graph showing DNAPL volume recovery comparisons for different mean hydraulic conductivity and degree of heterogeneity (variance).](image)

**Figure 5** - DNAPL volume recovery comparisons for different mean hydraulic conductivity and degree of heterogeneity (variance).

Figure 6 demonstrates that DNAPL recovery for the base case release scenario is less sensitive to injection/extraction well spacing than to the other parameters investigated. While some early time sensitivity to well spacing is demonstrated, the final recovered volumes are not significantly different. This conclusion may be limited to the scale of this study, however, since it is expected that in the general case, fewer wells would ultimately result in less DNAPL recovery. Figure 6 also demonstrates that decreases in extraction well drawdown resulted in reductions in the DNAPL volume recovered because of the weaker hydraulic gradients that were achieved.
Figure 6 - DNAPL volume recovery comparisons for varying drawdown in recovery wells and well spacing.

Figure 7 presents the distribution of DNAPL saturations as grouped in 10% intervals both before and immediately after hydraulic displacement for the base case simulation. The figure reveals that a significant fraction of the DNAPL is present at high saturations within the domain prior to hydraulic displacement, providing the potential for DNAPL recovery. For the DNAPL volume not extracted, hydraulic displacement clearly decreases the highest saturation regions and shifts the distribution towards low and residual DNAPL saturations present in the domain. Similar shifts in saturation distribution were exhibited in all 13 hydraulic displacement simulations; in summary, those parameters associated with increased lateral spreading during release and increased DNAPL recovery during HD (decreased DNAPL density, increased release volume, decreased mean permeability, and increased variance of permeability) all presented initial
saturation distributions skewed towards the higher saturation bins and substantial reductions in those bins following HD (figures not shown).

![Base case simulation distribution of nodal DNAPL saturation (fraction of pore space) before and after hydraulic displacement.](image)

**Figure 7** – Base case simulation distribution of nodal DNAPL saturation (fraction of pore space) before and after hydraulic displacement.

Figure 8 presents the pre- and post-hydraulic displacement GTP (ganglia to pool) ratios for all simulations. In all cases, hydraulic displacement results in a substantial increase in the GTP ratio. The greatest increases (GTP ratio between 0.50 and 0.70) are associated with those simulations exhibiting the highest initial DNAPL saturations and largest DNAPL recovery volumes. As mentioned previously, a strict definition of residual is employed; hence, Figure 8 may be biased towards low GTP ratios for ‘practical’ purposes.
4.2 - Dissolution Simulations

Figure 9 presents the results of the TCE base case dissolution simulation, both in terms of average concentration and average mass flux at the downgradient (exit) face of the domain. In each case a simulation examining 10 years of plume evolution following 200 days of hydraulic displacement were compared to the same scenario in which no hydraulic displacement was conducted. Figure 9 illustrates that hydraulic displacement causes the concentrations leaving the treatment zone to increase relative to what they would have been if no hydraulic displacement was undertaken (similar results were obtained for PCE and TCA, figures not shown). Consequently, the mass flux leaving the domain is greater post-hydraulic displacement than in the absence of hydraulic displacement. The higher concentrations and mass flux exiting the domain post-
hydraulic displacement are due to the reduced DNAPL saturations (including increased amounts of residual) present in the subsurface. Low and residual DNAPL saturations are predicted to dissolve more quickly into the passing groundwater than higher saturations associated with pooled DNAPL due to the increased groundwater velocities through the lower saturation nodes (associated with increased relative permeability to water). It is likely that the mass flux for the post-hydraulic displacement case will eventually decrease below that of the no hydraulic displacement case and achieve zero sooner due to (i) the redistribution of DNAPL to lower saturations, and (ii) reduced DNAPL mass in the subsurface. The total time required to achieve this condition was not a focus of this study.

Figure 9 – Base case exit face TCE mass flux (log scale) and average exit face TCE concentration (linear scale) versus time with and without hydraulic displacement.
5.0 - Conclusions

Hydraulic displacement, also referred to as dual phase extraction and waterflooding, is a non-chemical and non-thermal remediation technology suitable for reducing DNAPL saturations and removing DNAPL pools from the subsurface. Because hydraulic displacement results in the depletion of DNAPL pools, it can be viewed as a mass removal technology suitable for stabilization of a DNAPL source zone, where stabilization is defined as reducing DNAPL saturations and reducing the risk of future pool mobilization. Hydraulic displacement involves increasing the hydraulic gradient within a source zone, thereby altering the capillary pressure distribution within pools, bringing about DNAPL mobilization and subsequent recovery at extraction wells.

High resolution numerical simulations illustrate that hydraulic displacement results in an increase in the amount of residual DNAPL present, which in turn results in increased solute concentrations in groundwater, an increase in the rate of DNAPL dissolution, and an increase in solute mass flux. A higher percentage of DNAPL recovery is associated with higher initial DNAPL release volumes, lower density DNAPLs, more heterogeneous porous media, and increased drawdown of groundwater at extraction wells. The fact that higher rates of recovery are associated with more heterogeneous porous media stems from the fact that larger contrasts in permeability provide for a higher proportion of capillary barriers upon which DNAPL pooling and lateral migration can occur. Across all scenarios evaluated in this study, the ganglia to pool (GTP) ratio generally increased from approximately 0.1 to between approximately 0.3 and 0.7 depending on the type of DNAPL, the degree of heterogeneity, and the imposed hydraulic gradient. The volume of DNAPL recovered as a result of implementing hydraulic displacement ranged from between 9.4% and 46.1% with the
largest percentage recovery associated with 1,1,1 TCA, the least dense of the three DNAPLs considered.
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Appendix C.2

The Influence of Precipitate Formation on the Chemical Oxidation of TCE DNAPL with Potassium Permanganate
Abstract

A three-dimensional two-phase flow model is coupled to a non-linear reactive transport model to study the efficacy of potassium permanganate treatment on dense, non-aqueous phase liquid (DNAPL) source removal in porous media. A linear relationship between the soil permeability ($k$) and concentration of manganese dioxide precipitate ($[\text{MnO}_2(\text{s})]$), $k = k_0 + S_{\text{rind}} [\text{MnO}_2(\text{s})]$, is utilized to simulate nodal permeability reductions due to precipitate formation. Using published experimental column studies, an $S_{\text{rind}} = -5.5 \times 10^{-16}$ m$^2$ L/mg was determined for trichloroethylene (TCE) DNAPL. This $S_{\text{rind}}$ was then applied to treatment simulations on three-dimensional TCE DNAPL source zones comprising either DNAPL at residual saturations, or DNAPL at pooled saturations.

DNAPL dissolution without oxidation treatment, simulated using equilibrium and the Nambi and Powers (2003) mass transfer expression, required 31 and 36 years, respectively, to eliminate the residual source zone. For equilibrium dissolution with continuous treatment and no precipitate influence ($S_{\text{rind}} = 0$ m$^2$ L/mg), the residual source zone was removed after 11 years. However, when considering the precipitate influence (i.e., $S_{\text{rind}} = -5.5 \times 10^{-16}$ m$^2$ L/mg), 21 years of treatment were necessary to remove the DNAPL. When considering pulse treatments of 1 and 2 years duration followed by only dissolution, approximately 36 and 38 years, respectively, were required before the source zone was depleted, suggesting that there is no benefit to pulse treatment. Similar trends were observed when allowing 10 years of dissolution prior to treatment initiation. The treatment behaviour of the pooled TCE source, while slightly more efficient than the residual saturation source, was similar.
Based on simulation findings, the precipitate (rind) formation significantly influences DNAPL treatment with permanganate; the most significant reductions in efficacy were observed for single pulse treatments (of 1 and 2 years), which exhibited times to source depletion similar to the case of dissolution without treatment.
1.0 Introduction

A variety of technologies have been proposed for the remediation of sites impacted by dense, non-aqueous phase liquids (DNAPLs). Their effectiveness and the benefits of partial mass removal have been recently examined by a variety of authors including Sale and McWhorter (2001), Saenton et al. (2002), Rao and Jawitz (2003), Seol et al. (2003), and Jawitz et al. (2005). The efficacy of in situ DNAPL source zone treatment with chemical oxidation is highly dependent on heterogeneity (Ibaraki and Schwartz, 2001) and the presence of organic materials in the aquifer (Yan and Schwartz, 2000). With respect to chlorinated ethene and potassium permanganate (KMnO4) systems, the reaction products have been found to significantly reduce soil permeability and treatment efficiency (e.g., Schnarr et al., 1998). During fractured rock treatment studies, Tunnicliffe and Thomson (2004) suggested that reaction products formed adjacent to the DNAPL (potentially encapsulating portions of the DNAPL) reduced mass transfer rates. As a result, complete source removal potentially cannot be achieved in a reasonable time with the technology. The goal of this work is to explore some of these issues as they pertain to the treatment of trichlorethene (TCE) with permanganate in porous media.

The modeling of DNAPL-permanganate processes in complex sub-surface domains must incorporate the system specific influences of chemistry, heterogeneity, differential diffusion, and reaction kinetics. The main chemical oxidation approaches, associated chemistry, and practical limitations have recently been reviewed by Seol et al. (2003). For the purpose of this study subsequent discussion is limited to chemical
oxidation of DNAPLs by potassium permanganate. The stoichiometry of chemical oxidation of TCE by potassium permanganate can be described as (Seol et al., 2003; Crimi and Siegrist, 2004):

\[ C_2HCl_3 + 2MnO_4^- \rightarrow 3Cl^- + 2CO_2 + H^+ + 2MnO_2(s) \]  

(1)

One- and two-dimensional laboratory studies have consistently demonstrated the formation of manganese dioxide (MnO\(_2(s)\)) precipitate (or ‘rind’) and its ability to encapsulate NAPL (MacKinnon and Thomson, 2002; Schnarr et al., 1998; Schroth et al., 2001; Conrad et al., 2002). In situ field experiments with chemical oxidation have reported DNAPL mass destruction and post-treatment concentration rebound, but have not provided significant detail with respect to rind formation (Schnarr et al., 1998; Seigrist et al., 1999; Jordana et al., 2005). The rind is sparsely soluble in non-acidic groundwater (Li and Schwartz, 2004a). Li and Schwartz (2004 a,b) investigated the composition and characteristics of the rind and methods to solubilize the precipitate using acidic solutions. While ultimately successful, the dissolution efficiency of the rind was poor, requiring 20 to 45 times more acid than predicted from stoichiometry. The authors suggested that heterogeneity and insufficient contact times lead to flow bypassing and poor sweep efficiency.

In heterogeneous porous media, permeability can vary over several orders of magnitude. As a result, there will be some regions of transport dominated by advection and others by diffusion. The published free water diffusion coefficient (\(D'\)) for TCE is
approximately 40% less than that of MnO₄⁻ (CRC, 2004). Therefore, all other conditions being equal, the permanganate ions will migrate further than TCE solute for a given time under diffusive transport. Siegrist et al. (1999) and Struse et al. (2002) observed significant diffusive transport of permanganate in low permeability media with hydraulic conductivity less than 10⁻⁵ cm/s.

Yan and Schwartz (1999) and Huang et al. (2001) experimentally determined second-order rate constants for the oxidation of PCE, TCE, cis-DCE, trans-DCE, and 1,1-DCE in the presence of KMnO₄. In other studies, Hood et al. (2000) and Dai and Reitsma (2004), examined PCE degradation kinetics. These studies assumed and demonstrated that the reactions between KMnO₄ and chlorinated ethenes are second-order when KMnO₄ is always in excess. The assumption of excess KMnO₄ may not be valid in subsurface systems with significant dispersion, low KMnO₄ injection concentrations, low injection duration, and high rates of KMnO₄ consumption. Dai and Reitsma (2004) observed that the reaction rate is highly dependent on permanganate concentrations between 200 mg/L and 5000 mg/L. Hood et al. (2000) found that the reaction rate for PCE decreased for PCE concentrations below 0.5 mg/L and suggested that, in some circumstances, in situ treatment times could be greater than those times predicted using published rate constants. Both Yan and Schwartz (1999) and Dai and Reitsma (2004) demonstrated the successful prediction of the second-order constant for TCE and PCE at non-standard temperatures using the Arrhenius equation. This observation is helpful for estimating rate constants appropriate to groundwater systems.
To date, only a few reactive transport models have been developed to examine DNAPL source zone treatment by chemical oxidation. Zhang & Schwartz (2000) conducted simulations that reasonably matched one-dimensional experiments by Schnarr et al. (1998) and three-dimensional field experiments. A key aspect of that modelling work was examining the influence of organic aquifer materials on treatment efficiency. Ibaraki and Schwartz (2001) conducted two-dimensional simulations of a chemical oxidation injection/withdrawal system, with a particular focus on incorporating density-driven treatment characteristics and studying the influence of soil heterogeneity on sweep efficiency.

This study examines the benefits and challenges of TCE source zone remediation by chemical oxidation with potassium permanganate (KMnO₄). A numerical model capable of simulating two-phase flow, with NAPL dissolution and non-linear reactive contaminant transport is introduced. Novel model features include multiple species diffusion and the formation of chemical oxidation precipitates (i.e., rind) accompanied by a corresponding reduction in soil permeability within a transient flow field. The model is calibrated to published one-dimensional column experiments. Subsequently, the calibrated model is employed to investigate the influence of MnO₂(s) rind formation on mass transfer from both residual and pooled three-dimensional DNAPL source zones using multiple species advection, dispersion and diffusion. Of particular interest is the influence of rind formation on in situ chemical oxidation treatment efficiency. The use of numerical simulation allows the long term performance (i.e., decades) of the technology to be examined in a cost-effective manner.
2.0 Model Formulation

The model developed for this work (DNAPL3D-RX) is a coupling of the three-dimensional two-phase flow model (DNAPL3D) (Gerhard et al., 1998, 2001; Gerhard and Kueper, 2003 a,b,c) and RT3D, a three-dimensional multi-species contaminant transport model with non-linear kinetic reactions (Clement,1997; Clement et al.,1998). This coupling was executed using a split operator approach similar to Grant (2005). Within a time step, DNAPL migration is initially simulated using DNAPL3D. The contaminant solute is then added to the aqueous phase at nodes with DNAPL present via equilibrium or non-equilibrium mass transfer routines. RT3D is then employed within the same time step to simulate advection, dispersion and reactions of the solute. Finally, the phase saturations are updated at the end of the time step in accordance with the amount of mass transferred from the DNAPL to the aqueous phase.

2.1 Multiphase Flow

The governing equations for two phase flow are (Gerhard and Kueper, 2003c):

\[
\frac{\partial}{\partial x_i} \left[ \frac{k_{ij}k_{rw}}{\mu_w} \left( \frac{\partial p_w}{\partial x_j} + \rho_w g \frac{\partial z}{\partial x_j} \right) \right] + S_w (\alpha + \theta \beta) \frac{\partial p_w}{\partial t} - \theta \frac{\partial S_w}{\partial t} = 0, \quad i,j = x,y,z \tag{2}
\]

\[
\frac{\partial}{\partial x_i} \left[ \frac{k_{ij}k_{rsw}}{\mu_{sw}} \left( \frac{\partial(p_w + p_c)}{\partial x_j} + \rho_{sw} g \frac{\partial z}{\partial x_j} \right) \right] + (1 - S_w)(\alpha) \frac{\partial p_w}{\partial t} + \theta \frac{\partial S_w}{\partial t} = 0, \quad i,j = x,y,z \tag{3}
\]
where \( P \) is the pressure \{M L^{-1} T^{-2}\}, \( P_C \) is the capillary pressure \{M L^{-1} T^{-2}\}, \( k_{ij} \) is the intrinsic permeability tensor \{L^2\}, \( k_r \) is the relative permeability, \( \mu \) is the dynamic viscosity \{M L^{-1} T^{-1}\}, \( \rho \) is the fluid density \{M L^{-3}\}, \( \theta \) is the porosity, \( S \) is the phase saturation, \( g \) is gravitational acceleration, \( \alpha \) is the porous medium compressibility \{M^{-1} L T^2\}, \( \beta \) is the wetting phase compressibility \{M^{-1} L T^2\}, \( t \) is time \{T\}, and \( x, y, z \) denote spatial coordinates \{L\}. The subscripts \( W \) and \( NW \) specify the wetting and non-wetting phase, respectively. The multiphase flow component of the coupled model employs detailed submodels of capillary pressure and relative permeability, incorporating hysteresis and trapping mechanisms that have been validated against physical experiments in one (Gerhard and Kueper, 2003a,b) and two (Grant et al., 2007a,b) dimensions. It has also been verified against the analytical solution of McWhorter and Sunada (1990) and validated against a two dimensional heterogeneous laboratory experiment for drainage conditions (Kueper and Frind, 1991).

The multiphase flow component of the model permits the accurate simulation of NAPL migration during release, redistribution, and remediation with various technologies. During treatment, the hydraulic gradients can be enhanced relative to natural conditions, and soil properties can be modified to account for reaction byproducts. The multiphase flow simulator is integral to capturing the physics of the NAPL-porous medium system.

2.2 Interphase Mass Transfer

Interphase mass transfer is an important component of the chemical oxidation process. When utilizing models to simulate the dissolution observed in experimental
work, it is difficult to predict \textit{a priori} whether to use an equilibrium or non-equilibrium approach, and which (if any) of the numerous non-equilibrium approaches is most representative. It is often most elucidating to select several appropriate approaches and test them against an experimental dataset. For model calibration purposes, the work presented here considers both equilibrium and non-equilibrium dissolution correlation expressions to the simulation of TCE DNAPL dissolution in a one-dimensional column experiment.

Non-equilibrium behaviour can be attributed to both chemical (e.g., rate-limited dissolution) and physical (e.g., flow bypassing) processes (Sale and McWhorter, 2001). The bulk of work examining rate limited mass transfer has been conducted using one-dimensional column experiments (e.g., Miller et al., 1990; Powers et al., 1992, 1994, 1998; Imhoff et al., 1993; Geller and Hunt, 1993), a limited number of two-dimensional experiments (e.g., Seagren et al., 1999; Saba and Illangesakare, 2000; Nambi and Powers, 2003), and a few three-dimensional field trials (e.g., Rivett and Feenstra, 2005). Due to the complexity of NAPL dissolution, conceptual models have generally not been derived to describe the mechanisms, and the core of research has progressed by developing empirical expressions that capture the general equilibrium/non-equilibrium dissolution behaviour for a particular system. Most models are derived using the steady-state approximation of the thin stagnant film model:

\[
\frac{\partial C}{\partial t} = k_{in} a^n (C_s - C) = K_r(C_s - C) \tag{4}
\]
where $C_s$ is the thermodynamic equilibrium solubility of the NAPL species in aqueous solution $\{\text{ML}^{-3}\}$, $C$ is the average solute concentration in the aqueous solution $\{\text{ML}^{-3}\}$, $a^n$ is the specific interfacial area between the NAPL phase and the aqueous phase $\{\text{L}^2\text{L}^{-3}\}$, $t$ is time $\{\text{T}\}$, $k_{la}$ is the average mass transfer coefficient for the NAPL-aqueous phase interface $\{\text{LT}^{-1}\}$, and $K_l$ is a lumped kinetic mass transfer coefficient $\{\text{T}^{-1}\}$. The mass transfer coefficient $K_l$ is typically related to a dimensionless Sherwood coefficient ($Sh$), which in turn is related to other dimensionless parameters (e.g., Reynolds number, Schmidt number). While these expressions have elucidated system characteristics that are pertinent to the dissolution process, they are not universally applicable, thus limiting their utility to general systems (Mayer and Miller, 1996; Sale, 1998; Zhu and Sykes, 2000; Grant and Gerhard, 2004). The $Sh$ is typically correlated to $K_l$ by:

$$Sh = \frac{K_l(d_{50})^2}{D^o}$$

(5)

where $d_{50}$ is the mean grain size diameter $\{\text{L}\}$ and $D^o$ is the free-water diffusion coefficient $\{\text{L}^2\text{T}^{-1}\}$. In this work, the correlation expressions by Miller et al. (1990) and Nambi and Powers (2003) are utilized to assess the potential influence of non-equilibrium dissolution on chemical oxidation processes in a one-dimensional column experiment. The flow rates and saturations used in the development of these empirical expressions are representative of the simulations conducted herein; these expressions also provide some contrast with respect to dimensionality given their one- and two-dimensional configurations. The Sherwood correlation expressions by Miller et al. (1990) and Nambi and Powers (2003) are, respectively:
\[ Sh = 12 \ Re^{0.75} \ \theta_{NW}^{0.6} \ Sc^{0.5} \] (6)

\[ Sh = 37.15 \ S_{NW}^{1.24} \ Re^{0.61} \] (7)

where \( Re \) is the Reynolds number \( (Re = \frac{d_{50} \rho_W v}{\mu_W}) \), \( \theta_{NW} \) is the volumetric content of non-wetting phase, \( S_{NW} \) is the non-wetting phase saturation, \( Sc \) is the Schmidt number \( (Sc = \frac{\mu_W}{(\rho_W D^0)}) \), \( d_{50} \) is the mean particle diameter \( \{L\} \), \( v \) is mean pore velocity \( \{LT^{-1}\} \), and \( D^0 \) is the free-water molecular diffusion coefficient \( \{L^2T^{-1}\} \).

Following each DNAPL migration time-step of DNAPL3D-RX, each of the mass transfer parameters is calculated at nodes with \( S_{NW} > 0 \). For equilibrium conditions, nodes with NAPL are assumed to have a concentration equal to solubility \( (C_s) \), while equations (4) through (7) are utilized for the rate-limited cases. The concentration fields are then passed into RT3D to simulate solute transport. The dissolution and non-reactive transport components of the model have been tested and assessed in two-dimensional heterogeneous porous media experiments (Grant and Gerhard, 2007c, 2007d) for both equilibrium and non-equilibrium mass transfer from complex DNAPL source zones.

### 2.3 Solute Transport

The governing equation of contaminant transport of the mobile species is (Clement, 1997; and Clement et al., 1998):
\[ \frac{\partial (\theta C_m^n)}{\partial t} = \frac{\partial}{\partial x_j} \left( \theta D_{ij} \frac{\partial C_m^n}{\partial x_j} \right) - \frac{\partial}{\partial x_i} \left( \theta v_i C_m^n \right) + q_s C_s^n + \sum R_m, \quad i,j = x,y,z \]  

(8)

while the immobile species governing equation is:

\[ \frac{\partial (\theta C_m^n)}{\partial t} = \sum R_{im} \]  

(9)

where \( D_{ij} \) is the hydrodynamic dispersion tensor \( \{L^2 T^{-1}\} \), \( v_i \) is the average linear groundwater velocity \( \{L T^{-1}\} \) obtained from the multiphase flow model, \( q_s \) is volumetric flux representing sources and/or sinks \( \{T^{-1}\} \), \( R \) is the rate of all reactions \( \{M L^{-3} T^{-1}\} \), and \( t \) is time \( \{T\} \). The superscript \( n \) denotes the species number, while the subscripts \( m \) and \( im \) designate mobile and immobile species, respectively. The subscript \( s \) denotes a source or a sink. Note that DNAPL3D-RX additionally simulates multiple species diffusion, allowing the inclusion of unique diffusion coefficients for each mobile species (i.e., TCE and MnO_4^-). This feature is not available in RT3D and was added to DNAPL3D-RX to permit the differential diffusion of TCE solute and MnO_4^-.

Using a split-operator approach specific to the simulated transport processes (Clement, 1997; and Clement et al., 1998), the reaction equations of interest for TCE with permanganate are as follows (Zhang and Schwartz, 2000; Randwana, 2001; Mundle et al., 2007):
\[
\frac{\partial [TCE]}{\partial t} = -\frac{K_{\text{rxns}} [TCE][MnO_4^-]}{R_{\text{TCE}}} \tag{10}
\]

\[
\frac{\partial [MnO_4^-]}{\partial t} = -2K_{\text{rxns}} [TCE][MnO_4^-] \tag{11}
\]

\[
\frac{\partial [Cl^-]}{\partial t} = 3K_{\text{rxns}} [TCE][MnO_4^-] \tag{12}
\]

\[
\frac{\partial [CO_2]}{\partial t} = 2K_{\text{rxns}} [TCE][MnO_4^-] \tag{13}
\]

\[
\frac{\partial [MnO_2]}{\partial t} = 2K_{\text{rxns}} [TCE][MnO_4^-] \tag{14}
\]

where the square brackets [ ] denote molar concentration, \( K_{\text{rxns}} \) is the second-order reaction constant between aqueous TCE and \( MnO_4^- \) \{M\(^{-1}\) L\(^3\) T\(^{-1}\}\}, and \( R_{\text{TCE}} \) is the retardation factor for TCE. For reasons provided later, CO\(_2\) is considered an aqueous species, rather than a gaseous species for this study. The rind is designated as an immobile aqueous species: it undergoes reactions, but does not advect or disperse. It is recognized that this assumption is an approximation in that it may be possible for solid MnO\(_2\) to migrate as a colloidal substance in some porous media systems. Further discussion of the rind behaviour is provided in the following section.

2.4 Representation of Rind Formation
It has been reported that manganese dioxide is transported and deposited as colloids (e.g., Li and Schwartz, 2004a; Randwana, 2001), and that subsequent rind formation has adverse consequences for the successful implementation of chemical oxidation (MacKinnon and Thomson, 2002; Conrad et al., 2002). The modeling of colloidal transport is complex, and particular to the species and porous media properties. The inherit physiochemical characteristics that influence the behavior of the colloids are often captured with macroscopic coefficients and simplified kinetic equations, which are evaluated using laboratory experiments (e.g., Randwana, 2001; Bekhit and Hassan, 2005; Bradford and Bettahar, 2005). In order to apply these approaches to a TCE-permanganate system, the experimental data set must have a detailed record of the influent and effluent TCE, permanganate, and manganese dioxide concentrations. While thorough one-dimensional column experiments have been conducted by some researchers (e.g., Schnarr et al., 1998; Schroth et al., 2001; Huang et al., 2002), the data necessary to calibrate a representative colloidal transport model has not been obtained. However, experimental and modeling work by Randwana (2001) for PCE and permanganate demonstrated that rind formation, and the subsequent degree of permeability reduction, was a function of fluid velocity and greatly exceeded the magnitude predicted using published colloidal transport models: when using 3 cm long sand pack columns with a hydraulic conductivity of 0.008 to 0.013 cm/s, 5 g/L of KMnO₄, 61 mg/L of PCE, and a hydraulic gradient of 1.0 (the maximum was 8.0), complete plugging occurred with a period of 4 to 8 days. Given that PCE and permanganate are considerably less reactive than TCE (approximately one order of magnitude), it is anticipated that plugging effects may be more significant for the latter species. Although the PCE and permanganate
concentrations used by Randwana (2001) were representative of field conditions, the hydraulic gradients of 1 to 8 are considered extreme. For the case of much lower hydraulic gradients (0.001 to 0.01) commonly used in the field, and given the degree of uncertainty regarding the related colloidal transport mechanisms, it is reasonable to assume that colloidal transport will be minimal, and that manganese dioxide can be considered as an immobile species for the purposes of modeling. Conrad et al. (2002) conducted two-dimensional visualization TCE-permanganate experiments in heterogeneous porous media using a hydraulic gradient of 0.007; upon inspection, it was visually observed that the bulk of the rind encapsulated the TCE sources zones. Similar deposition behaviour was also visually observed in the two-dimensional experiments by Li and Schwartz (2004b).

The formation of the rind and its influence on the flow field are incorporated into the model by modifying the intrinsic permeability of the porous medium as a function of aqueous rind concentration. A pseudo linear relationship is adopted for each node:

\[ k = (k_o) + S_{rind} [MnO_2] \]  

where \( k \) is the nodal permeability at the time of interest, \( k_o \) is the original permeability of the node, and \( S_{rind} \) is the slope of the assumed linear relationship between \( k \) and the \( MnO_2 \) concentration. Equation (15) is kinetic; the concentration of \( MnO_2 \) is obtained from (14), whose reaction rate and order has been independently determined via laboratory batch experiments (Yan and Schwartz, 1999; Huang et al., 2001). Due to aforementioned
uncertainty regarding MnO₂ colloidal transport, the macroscopic lumped-reaction term \( S_{\text{rind}} \) is utilized and calibrated to experimental conditions; it is analogous to the implementation of the term \( K_l \) in (4) (i.e., Miller et al. (1990) stated that \( K_l \) is function of ten different dimensionless parameters, yet it is typically simplified to one or two). Although explained in detail later, \( S_{\text{rind}} \) is evaluated against a one-dimensional column experiment using: (i) experimental column effluent concentrations, (ii) stoichiometry in (1), (iii) equations (10) to (14), (iv) kinetically modelled MnO₂ concentration, and (v) experimental column pressure head values. \( S_{\text{rind}} \) is a bulk parameter related to flow characteristics, reaction kinetics, and species concentration, but decoupled from the explicit influence of geochemistry and other influences that have not been ascertained in sufficient detail for discrete model implementation. Hence, (15) implicitly captures the net effect of rind formation by altering the overall permeability.

While the concentrations of aqueous CO₂ are simulated, the permeability reduction due to CO₂ gas formation is not considered in this study; in this sense, the current approach represents a conservative estimate of permeability reduction where the buffering capacity of the system maintains CO₂ as dissolved bicarbonate (HCO₃⁻) above neutral pH (Randwana, 2001; Schroth et al., 2001; Drever, 2002). In contrast, unbuffered experiments have yielded relatively more severe clogging due to CO₂ gas formation (Schroth et al., 2001). Hence, CO₂ does not appear in (15). In addition, the porosity is constant throughout the domain and does not change with reducing permeability; although research regarding porosity change due to MnO₂(s) deposition is limited, this
assumption is consistent with the experimental findings of Struse et al. (2002) for low permeability silty-clay media.

2.5 Metrics for Source zone Study

The DNAPL mass removal and the total boundary mass discharge are the two metrics utilized in this study to assess the performance of TCE DNAPL remediation by permanganate. Reductions of mass discharge and/or increases of mass removal are typically desirable when conducting a remediation program. The instantaneous DNAPL mass is calculated using saturations outputted by the two-phase flow model, the non-wetting phase density, and the nodal volume. The total boundary mass discharge \( (M_f) \) \( \{M \text{T}^{-1}\} \) is calculated as per Bockelmann et al. (2003), where \( M_f \) is the cumulative sum of all instantaneous mass discharges for each boundary node:

\[
M_f = \sum_{i=1}^{n} C_i q_i A_i \tag{16}
\]

where \( i \) denotes an individual node, \( q \) is the Darcy flux \( \{L \text{T}^{-1}\} \), and \( A \) is the cell area \( \{L^2\} \) centered at the node.

2.6 Verification to Analytical Solutions

The DNAPL3D-RX chemical oxidation model was tested against published analytical solutions to verify its accuracy. Analytical solutions used for comparison purposes include: 1) one-dimensional semi-infinite advection and dispersion in homogeneous porous media with sorption and first-order decay (Bear, 1979); 2) one-
dimensional semi-infinite advection and dispersion in homogeneous porous media with steady-state, non-equilibrium mass transfer (Miller et al., 1990); 3) advection, dispersion, linear sorption and first-order decay of a tracer in an infinite one-dimensional column of homogeneous porous media (Bear, 1979); 4) two-dimensional advection and dispersion in homogeneous porous media with linear sorption and first-order decay (Batu, 1989); and, 5) one-dimensional diffusion in porous media (Crank, 1975) to evaluate simultaneous multiple species diffusion with different diffusion coefficients. In all cases, numerical model results were in agreement with the analytical solution.

3.0 Model Calibration

One-dimensional column experiments by Schroth et al. (2001) were used to validate and calibrate the model: to date, this is the most useful dataset available for evaluating the influence of rind formation on permeability. Using residual TCE DNAPL, Schroth et al. (2001) conducted one dissolution experiment and two chemical oxidation experiments with potassium permanganate. Experiment 3 (buffered chemical oxidation) by Schroth et al. (2001) was utilized for the calibration, as the influence of CO2 gas formation on permeability reduction in this experiment was minimal. Note that Experiment 2 (unbuffered treatment) was terminated at approximately 33 hours due to excessive permeability reductions and only a partial data set is available: at 30 hours, the Experiment 2 increase in pressure head due to permeability reduction from CO2 and rind formation was three orders of magnitude greater than Experiment 3 over the same time.
A schematic of these experiments is provided in Figure 1 and the system and simulation parameters are listed in Table 1. Effluent concentrations were monitored for TCE, chloride (Cl\(^-\)), and permanganate (MnO\(_4\)^-), and were subsequently used to assess model behaviour. Constant flow conditions were maintained in the column throughout the duration of the experiment. Seven ports were located along the column to monitor TCE saturations and wetting phase pressures. This feature was particularly useful, as Schroth et al. (2001) were interested in assessing permeability reductions due to MnO\(_2\)(s) rind formation. These data were utilized to calibrate the slope of the assumed linear relationship \((S_{\text{rind}})\) identified in (15).

Despite the utility and thoroughness of work by Schroth et al. (2001), this dataset does have some shortcomings with respect model calibration. In Experiment 3, the system was buffered with a Na\(_2\)HPO\(_4\) solution, which (to some degree) may have yielded stoichiometry somewhat dissimilar to (1). The authors also visually observed a brownish colour to the effluent prior to permanganate breakthrough, which they hypothesized could be due colloidal transport or the reduction of MnO\(_4\)^- to Mn\(_2\)^+; there also were discrepancies with Cl\(^-\) mass balance. That being noted, this is the most complete data set published to date. The authors did not resolve any of the foregoing issues, but did observed a 53% reduction in permeability during chemical oxidation (compared to a 96% reduction in Experiment 2) and a general lack of CO\(_2\) gas formation. Given the uncertainty surrounding geochemistry, but high resolution of the pressure head and effluent data sets, (15) was deemed the most reasonable approach. Again, in light of the
permeability reductions and failure of Experiment 2, the use of Experiment 3 and (15) will yield a highly conservative approximation of the rind formation.

Simulations for only dissolution are presented in Figure 2. These simulations were conducted using equilibrium and the two non-equilibrium expressions (Nambi and Powers, 2003, and Miller et al., 1990) to elucidate the dissolution kinetics of the system. In the absence of treatment (only dissolution – Experiment 1 by Schroth et al., 2001), the expression by Nambi and Powers (2003) was a superior fit to the column effluent data when compared to equilibrium dissolution and the expression by Miller et al. (1990). The latter two expressions over-predicted dissolved phase concentrations, with Miller et al. (1990) and equilibrium yielding nearly identical breakthrough curves.

Measured effluent TCE concentrations (Schroth et al., 2001) were compared to the predicted effluent concentrations of DNAPL3D-RX in Figure 3 for the case of chemical oxidation with a buffered potassium permanganate solution (i.e., Schroth et al., 2001, Experiment 3). In accordance with the experimental methodology of Schroth et al. (2001), the chemical oxidation simulations comprise 87 hours of potassium permanganate injection at a concentration of 790 mg/L. As indicated in Table 1, Schroth et al. (2001) measured an effective TCE solubility of 829 mg/L in the buffered solution.

In an effort to reproduce the data sets, both the reaction constants \( K_{rxns} \) reported by Yan and Schwartz (1999) and Huang et al., (2001) \( 0.65 \text{ M}^{-1}\text{s}^{-1} \) or \( 0.8 \text{ M}^{-1}\text{s}^{-1} \), respectively) were employed. It can be observed in Figure 3 that utilizing either \( K_{rxns} = \)
0.65 M$^{-1}$s$^{-1}$ or 0.8 M$^{-1}$s$^{-1}$, in conjunction with either equilibrium or rate-limited dissolution, produces a range of model outputs. The cases of equilibrium dissolution and rate-limited dissolution with Miller et al. (1990) behave similarly with higher concentrations than Experiment 3 for the bulk of the experiment, but accurately simulating the time to complete TCE removal. The application of Nambi and Powers (2003) accurately reproduces the earlier-time behaviour of Experiment 3, but does not provide a reasonable fit to data at late-time due to excessive tailing. Although the Experiment 3 data demonstrates that the application of chemical oxidation enhances the interphase mass transfer as theoretically proposed by Reitsma and Dai (2001), the associated modelling suggests that correlation expressions developed for dissolution are system specific and potentially not applicable to reactive systems. It is further noted that the one-dimensional expression by Miller et al. (1990), while sufficient for this chemical oxidation experiment, may be inappropriate for two- (and three-) dimensional systems (Saba and Illangasekare, 2000).

Figure 4 plots normalized MnO$_4^-$ effluent concentrations versus time for Experiment 3 (Scroth et al., 2001) and the model. The consumption of MnO$_4^-$ is well-predicted using both $K_{ren} = 0.65$ and 0.8 M$^{-1}$s$^{-1}$ in conjunction with either equilibrium dissolution or rate-limited dissolution utilizing the correlation of Miller et al. (1990) when compared to the experimental data. Whether considering equilibrium dissolution or the correlation expression by Miller et al. (1990), the trend and timing of abrupt breakthrough is captured. The utilization of the expression by Nambi and Powers (2003) produces a more pronounced sigmoidal shape and excessive tailing. Given the
reasonable match between the equilibrium model results and the experimental data, only equilibrium conditions were considered for all subsequent simulations of the column experiments.

The data set from Experiment 3 was used to test, and subsequently calibrate, the parameter $S_{\text{rin}}$ in (15) utilizing $K_{\text{rxn}} = 0.39$ to $0.8 \text{ M}^{-1}\text{s}^{-1}$ for equilibrium dissolution conditions. The former $K_{\text{rxn}}$ value was determined using the Arrhenius equation (Yan and Schwartz, 1999; Dai and Reitsma, 2004). The reaction rate determined by Yan and Schwartz (1999) at $21^\circ\text{C}$ (i.e., $K_{\text{rxn}} = 0.65 \text{ M}^{-1}\text{s}^{-1}$) was calculated to be $K_{\text{rxn}} = 0.39 \text{ M}^{-1}\text{s}^{-1}$ for $10^\circ\text{C}$. The Experiment 3 and simulation final wetting phase pressure heads and the observed and predicted changes in wetting phase pressure for each port are plotted in Figure 5 and 6, respectively. To achieve this fit, the model was executed iteratively until the Pearson correlation coefficient ($r$) between the experimental and model data reached a value of $r = 0.99$ in Figure 5. These results demonstrate that the application of equation (15) is satisfactory. The selection of $S_{\text{rin}}$, and its influence on the steady-state post-treatment wetting phase pressure field, is seemingly independent of $K_{\text{rxn}}$ for the range of values considered (Figure 5): the relative pressure head difference between $K_{\text{rxn}} = 0.39$ to $0.8 \text{ M}^{-1}\text{s}^{-1}$ ranges from -0.1% to 0.6%. However, the simulated pressure heads are sensitive to the value of $S_{\text{rin}}$ as demonstrated by the ± 25% range presented on Figure 5. Note that both Experiment 3 and the model exhibit considerable increases in wetting phase pressure at all seven ports (i.e., approximately 50 to 900 Pa) as shown in Figure 6. Although not presented here, the modeled pressure heads were compared to Experiment #3 at ports T1 (influent end) and T7 (effluent end).
pressure at both ports (Figure 5), but the experimental pressure head increased rapidly with a sigmodial behavior at the inlet port (T1) compared with a much slower, rectilinear model behavior. In other words, the model is kinetically conservative when predicting the rate of permeability reduction.

The model reasonably captures the timing and general behaviour of the Schroth et al. (2001) one-dimensional column TCE experiments for chemical oxidation by potassium permanganate. A range of parameter values for $K_{\text{reac}}$ (i.e., values equal to, or slightly less than, those determined by Yan and Schwartz, 2000, and Huang et al., 2001) and $S_{\text{rind}}$ generate representative results, with $S_{\text{rind}}$ being independent of the $K_{\text{reac}}$ values tested. When the absence of rind is simulated ($S_{\text{rind}} = 0$ m$^2$/L/mg), the model produces an excellent match to the pre-treatment Experiment 3 pressure head data. Utilizing $S_{\text{rind}} = -5.5 \times 10^{-16}$ m$^2$/L/mg for $K_{\text{reac}} = 0.39$ to $0.80$ M$^{-1}$/s$^{-1}$ yields a good match to the experimental pressure head results. It should be noted that when considering (15), the aforementioned $S_{\text{rind}}$ value yields an ‘apparent’ maximum [MnO$_2$(s)] of 1854 mg/L. In fact, the model is set up such that [MnO$_2$(s)] is unrestricted, but only MnO$_2$(s) concentrations up to 1854 mg/L contribute to the reduction in permeability. The approach identified in (15) produces a good ‘average’ match to the data for all seven ports.

It is worthwhile summarizing the salient outcomes of the calibration exercise. Equation (15) uses a single lumped parameter ($S_{\text{rind}}$) that relates MnO$_2$ concentration, wetting phase pressure head, and a chlorinated ethene reaction rate to a corresponding reduction in permeability. Using (15), DNAPL3D-RX was tested against the laboratory Experiment 1
by Schroth et al. (2001). Using a number of different mass transfer routines, the model was able capture the effluent concentrations of the dissolution experiment. More importantly, the model was calibrated to, and successfully captured, the pressure head and concentration behaviour of the buffered TCE-permanganate Experiment 3. Equation (15) is highly conservative in many respects, and can be easily modified for the calibration to, and simulation of, a different data set of sufficient resolution. Although Schroth et al. (2001) encountered several difficulties during Experiment 3, (15) utilizes a single calibration parameter, thus capturing the overall behavior of the system. Notable conservative aspects of the calibration exercise include: (i) Schroth et al. (2001) demonstrated that the unbuffered chemical oxidation of TCE (Experiment 2) yielded pressure head increases approximately 1000-fold greater than the buffered system (Experiment 3); (ii) the rate of pressure increase for the unbuffered Experiment 2 is significantly greater than Experiment 3; (iii) the influence of MnO₂ concentration on modeled permeability is limited to 1854 mg/L; and, (iv) equation (15) employs (1) and (10) through (14), but utilizes the ensemble permeability from Experiment 3.

4.0 Numerical Simulations

The findings from the one-dimensional column simulations were applied to three-dimensional simulations of chemical oxidation of a single TCE source zone. Two cases are considered: (i) a simple block of residual TCE (Figure 7a), and (ii) a finite-volume surface release resulting in a final distribution that includes both pooled and residual TCE DNAPL (Figure 7b). Due to computational demands, the bulk of the simulations are conducted using case (i). The system parameters are listed in Table 1. The case (i)
source zone contained 2.981 kg of TCE DNAPL at a residual non-wetting phase saturation of 20% of pore space, while case (ii) comprises a TCE DNAPL mass of 2.952 kg with non-wetting phase saturations ranging from 1 to 40%. The domain configuration and nodal discretization are identical for both cases; only the shape and degree of saturation of the TCE DNAPL source zone differs.

Case (ii) was generated using a constant saturation point release at the top center of the domain until 2.952 kg of TCE was present. The source was then terminated and the DNAPL was allowed to migrate and redistribute. This resulted in 6.1% of the total nodes invaded by DNAPL (4001 nodes), with 8.2% of invaded nodes (329 nodes) at residual saturations between 1-14%. The remaining 91.8% of invaded nodes (3672 nodes) were at non-residual/pooled saturations. The dissolution and chemical oxidation were initiated only after the DNAPL was hydraulic stable, as depicted in Figure 13.

The simulations were designed with a focus on assessing the influence of rind formation on the efficacy of DNAPL removal and concurrent downstream boundary mass discharges. Although the configurations are idealized, they capture the essential physics of an in situ source zone, while neglecting the effects of sorption, heterogeneous soil structure, organic carbon consumption, and non-symmetrical flow in the x-z plane. Stated otherwise, the simulations have been designed to assess the influence of rind formation in the absence of other, potentially complicating processes. The two-phase flow simulator component of the model resolves local changes in wetting phase relative permeability (i.e., the flow field) due to DNAPL dissolution. The permanganate is introduced by
specifying the entire upstream boundary face as a constant concentration source. To optimize the effectiveness of treatment, a KMnO4 inlet concentration of 5000 mg/L was utilized for all cases. A reaction constant of $K_{r,rxs} = 0.39 \text{ M}^{-1}\text{s}^{-1}$ was selected for all simulations by utilizing the Arrhenius equation to adjust a $K_{r,rxs} = 0.65 \text{ M}^{-1}\text{s}^{-1}$ for an assumed groundwater temperature of 10°C (Yan and Schwartz, 1999 and Dai and Reitsma, 2004), and a $S_{rind} = -5.5 \times 10^{-16} \text{ m}^2\text{L/mg}$ was selected based on the calibration presented in the section 3.0. In all cases, equilibrium dissolution is utilized due to nodal dimensions (Miller et al., 1990; Imhoff et al., 1993; Sale and McWhorter, 2001). As a check, dissolution of the residual block using both equilibrium dissolution and the expression of Nambi and Powers (2003) produced similar results, with the latter yielding a small degree of tailing relative to the former.

Three suites of simulations are considered for this work with the objective of assessing the influence of rind formation on DNAPL removal efficacy. Each of these suites comprises a set of similar simulations that are summarized in Table 2. Suites 1 and 2 examine the block of residual TCE (case (i)), while Suite 3 simulates treatment of the surface released TCE DNAPL (pooled and residual, case (ii)). In Suite 1, chemical oxidation with potassium permanganate in the absence of prior dissolution is considered (Simulations 2 through 5 in Table 2). In Suite 2, ten years of dissolution is permitted prior to initiating the treatment to represent remediation of a historical release (Simulations 7 through 10 in Table 2). Note that Simulation 1 (dissolution only) is utilized as the benchmark for treatment efficiency in Suite 1 and 2. In Suite 3, nine years of dissolution is permitted prior to initiating either continuous or one year of treatment on
the surface released TCE. These results are then compared to dissolution in the absence of treatment for the same release.

Details on the influence of rind formation on media tortuosity are sparse in the literature. Struse et al. (2002) conducted a number of treatment studies with TCE and KMnO₄ in low permeability soil cores for period of 30 to 60 days and reported no significant change in the soil pore size or apparent tortuosity. Therefore, a global tortuosity value of 0.7 (Bear, 1972) was used for all simulations and combined with the $D^0$ values (Wilke and Chang, 1955) presented in Table 1 to arrive at effective diffusion coefficients.

4.1 Suite 1: Treatment Without Prior Dissolution

Figure 8 presents the TCE mass remaining versus time for the Suite 1 simulations (see Table 2). In the absence of rind formation, it is observed that 11 years of continuous treatment is necessary to completely deplete the source zone (Simulation 2). Treatment efficiency is greatly reduced when including rind formation, as depletion time is extended to approximately 21 years (Simulation 3). Treating the source zone for only brief periods of time does not appear to be beneficial. Treatment periods of only 1 or 2 years extends the source zone life span beyond dissolution alone, with complete depletion times of 36 years and 38 years, respectively (Simulations 4 and 5). The corresponding total boundary mass discharges are plotted in Figure 9. Note that in the absence of rind formation (Simulation 2) the time to achieve negligible mass discharge matches closely the time for DNAPL mass depletion for this simulation (11 years). However, these times are
observed to differ significantly when rind formation is incorporated. For continuous treatment with rind formation (Simulation 3), the total mass discharge becomes negligible after 11 years compared with the 21 years required to deplete the DNAPL. For the case of 2 years pulse oxidation (Simulation 5), the discharge is greatly reduced during treatment; however, once treatment has ceased, the mass discharge substantially rebounds and is only eliminated after 39 years compared with 32 years for dissolution without treatment (Simulation 1).

A visual inspection of Figure 10 illustrates the mechanisms controlling treatment efficacy. This figure is a time sequence for a simulation displaying $S_{NW}$ and $k$. Once the permanganate treatment is initiated, rind formation ensues at the zones of high TCE solute concentrations. Typically, these zones surround the pools, blobs and ganglia where dissolution is occurring, but extend downstream as well. The rind significantly reduces the permeability of the porous medium, effectively encapsulating the source and resulting in flow bypassing of the dissolving source zone. Transport of dissolved constituents then becomes diffusion limited. If treatment is completely discontinued, the DNAPL is depleted solely by dissolution and diffusion through the rind encapsulation zone into the surrounding flow field. If treatment is continued, the differential diffusion rates between TCE and MnO$_4^-$ favour source depletion as the diffusion coefficient for MnO$_4^-$ is greater than that for TCE. Essentially, the combination of rind and permanganate can behave as an in situ diffusive chemical reactor.

4.2 Suite 2: Treatment With Prior Dissolution
Figure 11 presents a plot of TCE mass remaining versus time for treatment initiated after 10 years of dissolution (Suite 2 in Table 2). The trends observed in this figure are similar to Suite 1. In the presence of continuous treatment, 24 years are required for source depletion when considering rind formation (Simulation 7), while the absence of a rind yields a depletion time of 18 years (Simulation 6). Surprisingly, despite a 50% reduction in source mass at the time of chemical oxidation initiation (10 years), a pulse treatment time of 2 years (Simulation 9) extends the time of source depletion several years beyond that of only dissolution (35 years and 31 years, respectively). Similar complications are observed in Figure 12, where the pulse treatments (Simulation 8 and 9) yield tailing of the total boundary mass discharge when compared to only dissolution (Simulation 1). Although the degree of tailing in Suite 2 is less pronounced than Suite 1, the pulse treatment still has adverse consequences.

An examination of the mass balance provides some insight into treatment efficiency in three-dimensional heterogeneous domains. At the end of the two year injection period for Simulation 9, approximately 0.55 kg of TCE DNAPL was removed during chemical oxidation. During this same period 11.87 kg of MnO₄⁻ was injected, but only 1 kg of MnO₄⁻ participated in the destruction of TCE. The contrast is more notable for Simulation 7, where after 25 years (15 years of injection), 87.9 kg of MnO₄⁻ was injected, but only 2.7 kg of MnO₄⁻ was used in the destruction of the TCE DNAPL. This reduction in treatment efficiency is primarily due to flow bypassing following rind formation and encapsulation of the DNAPL.
4.3 Suite 3: Treatment of Pooled TCE with Prior Dissolution

The influence of chemical oxidation on mass removal from a TCE pool is presented in Figure 13. Although slightly more efficient, the trends in the pooled TCE scenarios are similar to those for the residual block scenarios; one year of treatment (Simulation 12) reduces the source life to approximately 24 years compared with 25 years for only dissolution (Simulation 10). Once initiated, continuous treatment (Simulation 11) for 6 years (elapsed time of 15 years) is required to completely remove the source zone; this represents a 2 to 3 fold reduction in source life span compared to only dissolution, which requires approximately 15 years after the same reference start time (Simulation 10). When examining Figure 13 it is observed that the initial reduction in TCE mass occurs quickly (i.e., 9 to 10 years); however, as the rind forms, the system becomes progressively more diffusion dominated and the rate the mass removal concurrently decreases.

Figure 14 presents the total mass discharge. As with the residual block suites (1 and 2), the 1 year pulse treatment on the pooled TCE (Simulation 12) initially yields a rapid reduction in discharge due to solute consumption and rind formation. However, once treatment is discontinued, significant rebound occurs with discharge values recovering to near non-treatment conditions (i.e., Simulation 10). Approximately 24 and 25 years are required to achieve negligible mass discharge values for the case of 1 year of treatment and only dissolution, respectively. Conversely, continuous treatment (Simulation 11) reduces TCE concentrations to negligible levels for the entire treatment
period. As with the block residual suites, it should be noted that although the mass discharge can be negligible during treatment, substantial DNAPL may remain.

In terms of model output, the 9 years of dissolution prior to treatment reduced the total number of DNAPL invaded nodes from 4001 to 637 and the number of nodes at residual from 329 to 112, thus increasing the residual TCE from 8.2% to 17.6%. Upon completion of the subsequent 12 months of chemical oxidation, 328 nodes remained invaded with only 73 nodes at residual saturations, representing a 35% increase in residual and 52% reduction in non-residual/pooled nodes. Interestingly, a visual inspection of a DNAPL saturation plot time-sequence for Suite 3 (not presented) demonstrated that while there was a significant increase in residual saturations, the TCE pooled on the low permeability lens remained following treatment. Based on these findings, it can be surmised that in complex DNAPL architectures, chemical oxidation will be most effective at destroying residual DNAPL and pooled DNAPL will be recalcitrant once rind encapsulation occurs.

5.0 Conclusions

Three-dimensional numerical simulations of TCE DNAPL overlying a low permeability lens within a higher permeability porous media domain were carried out. The TCE was subjected to both dissolution and chemical oxidation with potassium permanganate. Separate suites of simulations were carried out with the DNAPL distributed at either residual saturation, or a combination of pooled and residual saturations from a surface release of TCE.
Due to computational demands, the bulk of the simulations were conducted with the residual block of TCE. For the case of dissolution without treatment, approximately 32 years elapsed before the 2.981 kg source was completely depleted. In the presence of continuous chemical oxidation, the formation of the MnO$_2$(s) rind doubled treatment times when compared to the case of no rind. The rind formation resulted in source encapsulation and flow bypassing, and subsequently, the transport of solute from the source zone to the contiguous aqueous phase became diffusion limited. Single pulse treatments of one and two years greatly exacerbated treatment efficiency as the encapsulated DNAPL behaved as a long-term diffusive source. Continuous treatment is beneficial due to the higher diffusion rates for permanganate relative to TCE; the combination of rind and favourable differential diffusion rates permits the encapsulated source zone to behave as a self-contained *in situ* chemical reactor.

The behaviour of pooled TCE was similar to the residual saturation configuration, although the chemical oxidation proved slightly more efficient. In the case of 1 year of treatment initiated after 9 years of dissolution, the 2.952 kg source zone (both pool and residual) was depleted after 24 years, which was similar to the time to depletion for the corresponding dissolution only simulation. Continuous treatment initiated at 9 years completely removed the source zone by approximately 15 years (i.e., 6 years of continuous treatment was required). The mass discharge for continuous treatment exhibited similar trends for both the residual and pooled configurations. Partial treatment initially depleted the TCE solute, but once terminated, substantial concentration / mass
flux rebound occurred. Continuous treatment effectively reduces the TCE solute to negligible concentrations, despite substantial mass remaining in the source zone. It was also observed that non-residual/pooled DNAPL is particularly recalcitrant to chemical oxidation once the rind precipitation encapsulation occurs.

This study suggests the potential importance of the rind formation on treatment efficacy. Chemical oxidation with KMnO$_4$ can potentially exacerbate DNAPL source longevity and the time to achieve maximum allowable concentrations, depending on how it is implemented. In the absence of rind dissolution, results suggest that pulsed (i.e., non-continuous) KMnO$_4$ treatment methodologies are ineffective mass removal strategies for DNAPL source zones. Clearly, a more thorough fundamental understanding of *in situ* chemical oxidation precipitates, and their consequences and benefits is necessary, if both numerical simulators and field treatment programs are to be optimized.

Although the rind formation significantly influences chemical oxidation treatment efficiency and the intended rate of mass destruction, the encapsulation tendency can also be viewed as a potential benefit in certain specific situations. Although not demonstrated directly, this work suggests KMnO$_4$ injection could be utilized to entrap and stabilize pooled (i.e., non-residual) DNAPL that is actively migrating or potentially mobile.
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Table 1 – Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1D column calibration</th>
<th>3D source zone simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_W$</td>
<td>$1000 \text{ kg m}^{-3}$</td>
<td>$1000 \text{ kg m}^{-3}$</td>
</tr>
<tr>
<td>$\rho_{NW}$</td>
<td>$1460 \text{ kg m}^{-3}$</td>
<td>$1460 \text{ kg m}^{-3}$</td>
</tr>
<tr>
<td>$\mu_W$</td>
<td>$0.001 \text{ Pa s}$</td>
<td>$0.001 \text{ Pa s}$</td>
</tr>
<tr>
<td>$\mu_{NW}$</td>
<td>$0.00057 \text{ Pa s}$</td>
<td>$0.00057 \text{ Pa s}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$0 \text{ Pa}^{-1}$</td>
<td>$0 \text{ Pa}^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$0 \text{ Pa}^{-1}$</td>
<td>$0 \text{ Pa}^{-1}$</td>
</tr>
<tr>
<td>$d_{50}$</td>
<td>$0.0005 \text{ m}$</td>
<td>$0.0005 \text{ m}$</td>
</tr>
<tr>
<td>$k_{domain}$</td>
<td>$1.2 \times 10^{-10} \text{ m}^2$</td>
<td>$1.02 \times 10^{-12} \text{ m}^2$</td>
</tr>
<tr>
<td>$k_{lens}$</td>
<td>-</td>
<td>$1.02 \times 10^{-14} \text{ m}^2$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$0.34$</td>
<td>$0.34$</td>
</tr>
<tr>
<td>$\alpha_x$</td>
<td>$0.01$ m</td>
<td>$0.01$ m</td>
</tr>
<tr>
<td>$\alpha_y$</td>
<td>$0.001$ m</td>
<td>$0.001$ m</td>
</tr>
<tr>
<td>$\alpha_z$</td>
<td>$0.0001$ m</td>
<td>$0.0001$ m</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.7$</td>
<td>$0.7$</td>
</tr>
<tr>
<td>$K_{T},_{R}$</td>
<td>Various</td>
<td>$0.39 \text{ M}^{-1}\text{s}^{-1}$ at $10^\circ \text{C}$</td>
</tr>
<tr>
<td>$S_{NW}$</td>
<td>$16%$ (residual)</td>
<td>$20%$ (residual)</td>
</tr>
<tr>
<td>$S_{ind}$ (rind slope)</td>
<td>Various</td>
<td>$-5.5 \times 10^{-16} \text{ m} \text{ L} \text{ mg}^{-1}$</td>
</tr>
<tr>
<td>Solubility (TCE)</td>
<td>$829 \text{ mg/L}$</td>
<td>$1100 \text{ mg/L}$</td>
</tr>
<tr>
<td>$C$ (KMnO$_4$)</td>
<td>$790 \text{ mg/L}$</td>
<td>$5000 \text{ mg/L}$</td>
</tr>
<tr>
<td>$D^o_{TCE}$</td>
<td>$1.0 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
<td>$1.0 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$D^o_{MnO_4}$</td>
<td>$1.6 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
<td>$1.6 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$D^o_{CI}$</td>
<td>$2.0 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
<td>$2.0 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$</td>
</tr>
<tr>
<td>$R_{TCE}$</td>
<td>$1.0$</td>
<td>$1.0$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$21.77 \text{ ml/min}$</td>
<td>-</td>
</tr>
<tr>
<td>$\nabla \cdot h$</td>
<td>$-0.005$</td>
<td></td>
</tr>
<tr>
<td>$X$</td>
<td>$0.95 \text{ m}$</td>
<td>$1.0 \text{ m}$</td>
</tr>
<tr>
<td>$Y$</td>
<td>$0.045 \text{ m}$</td>
<td>$1.0 \text{ m}$</td>
</tr>
<tr>
<td>$Z$</td>
<td>$0.045 \text{ m}$</td>
<td>$1.0 \text{ m}$</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>$0.01$ m</td>
<td>$0.025$ m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>$0.045$ m</td>
<td>$0.025$ m</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>$0.045$ m</td>
<td>$0.025$ m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>95</td>
<td>64,000</td>
</tr>
</tbody>
</table>

1 – From Schroth et al., 2001
2 – From Bear, 1972.
3 – Calculated as per Yan and Schwartz, 2000.
4 – Calculated from Wilke & Chang, 1955. Reference temperature is 25ºC.
5 – From CRC Handbook of Chemistry and Physics, 2004.
Table 2 – Descriptions of three-dimensional simulations.

<table>
<thead>
<tr>
<th>Suite</th>
<th>Simulation No.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (residual)</td>
<td>1</td>
<td>Only equilibrium dissolution</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Equilibrium dissolution with continuous oxidation; no prior dissolution; no rind formation</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Equilibrium dissolution with continuous oxidation; no prior dissolution; rind formation included</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Equilibrium dissolution with 1 year of treatment followed by only equilibrium dissolution; rind formation included</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Equilibrium dissolution with 2 years of treatment followed by only equilibrium dissolution; rind formation included</td>
</tr>
<tr>
<td>2 (residual)</td>
<td>6</td>
<td>10 years of equilibrium dissolution, then continuous treatment; no rind formation</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>10 years of equilibrium dissolution, then continuous treatment; rind formation included</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>10 years of equilibrium dissolution, then 1 year of treatment followed by only equilibrium dissolution; rind formation included</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>10 years of equilibrium dissolution, then 2 years of treatment followed by only equilibrium dissolution; rind formation included</td>
</tr>
<tr>
<td>3 (surface release)</td>
<td>10</td>
<td>Only equilibrium dissolution</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>9 years of equilibrium dissolution, then continuous treatment; rind formation included</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>9 years of equilibrium dissolution, then 1 year of treatment followed by only equilibrium dissolution; rind formation included</td>
</tr>
</tbody>
</table>
Figure 1 – Experimental setup by Schroth et al. (2001) used to calibrate DNAPL3D-RX.

Average flow rate = 21.63 to 21.77 ml/min
Figure 2 – Comparison of dissolution experiment by Schroth et al. (2001) with numerical model utilizing various mass transfer expressions.
Figure 3 – Comparison of experimental TCE effluent concentrations in the presence of chemical oxidation (Schroth et al., 2001) with model results for various mass transfer expressions and TCE-KMnO$_4$ reaction rate constants.
Figure 4 - Comparison of experimental MnO₄⁻ effluent concentrations (Schroth et al., 2001) with model results for two TCE-KMnO₄ reaction rate constants.
Figure 5 - Comparison of experimental wetting pressures (Schroth et. al, 2001) with model results for two TCE-KMnO$_4$ reaction rate constants and two different $S_{rind}$ values.
Figure 6 – Comparison between experimental and model pre- and post treatment wetting pressures due to rind formation. The changes in wetting pressure are presented as the difference between initial (pre-treatment) and final (post treatment) measurements.
Figure 7a – Configuration of three-dimensional domain used in model simulation of residual TCE source zone dissolution and chemical oxidation.
Figure 7b – Cross-section of three-dimensional domain used in model simulation of pooled TCE source zone dissolution and chemical oxidation. TCE saturations range from 1 to 40%. Groundwater flow is from left to right.
Figure 8 – Influence of rind formation on treatment effectiveness for Suite 1. Chemical oxidation initiated at $t = 0$ years. Label descriptors refer to simulations identified in Table 2.
Figure 9 - Comparison of total boundary mass discharge for different chemical oxidation treatment for Suite 1. Label descriptors refer to simulations identified in Table 2.
Figure 10 – Time sequence of $S_{nw}$ and $k$ for Simulation 9 (refer to Table 2) for a cross-section through the source zone. Permeabilities are identified in the legend. Red denotes nodes with $S_{nw} > 0$, not the actual saturation.
Figure 11 – Influence of rind formation on treatment effectiveness after 10 years of
dissolution prior to treatment for Suite 2. Chemical oxidation initiated at t = 10 years.
Label descriptors refer to simulations identified in Table 2.
Figure 12 - Comparison of total boundary mass discharge for different chemical oxidation treatment scenarios initiated after 10 years of dissolution for Suite 2. Chemical oxidation initiated at $t = 10$ years. Label descriptors refer to simulations identified in Table 2.
Figure 13 – Influence of rind formation on treatment effectiveness after 9 years of dissolution prior to treatment for Suite 3. Chemical oxidation initiated at \( t = 9 \) years. Label descriptors refer to simulations identified in Table 2.
Figure 14 - Comparison of total boundary mass discharge for dissolution and 1 year of chemical oxidation treatment initiated after 9 years of dissolution for Suite 3. Label descriptors refer to simulations identified in Table 2.
Appendix C.3

Numerical Simulation of Field Scale DNAPL Source Zone Remediation with

\textit{In Situ} Chemical Oxidation (ISCO): Unconsolidated Porous Media
Abstract

Numerical simulations were conducted to evaluate the efficacy of in situ field scale chemical oxidation (with permanganate) for trichloroethylene (TCE) and tetrachloroethylene (PCE) DNAPL in eight idealized heterogeneous porous media sites. Both dissolution and treatment were unable to completely deplete DNAPL mass or boundary mass flux for any of the sites. Performance was highly variable due to competition with oxidizable organic aquifer materials, manganese dioxide (rind) formation, DNAPL architecture, and geologic characteristics. Enhancement factors for DNAPL mass depletion ($E_m$) at the end of treatment ranged from 0.93 (i.e., adverse impacts) to 3.07 (i.e., benefit), with values between 0.96 and 1.44 at the end of 10 years. Similarly, the enhancement in boundary mass flux reduction ($E_f$) was between 1.03 and 2.22 at the termination of treatment, but at 10 years ranged from 0.84 to 9.78. During post-treatment monitoring, most of the benefits achieved during active treatment were negated due to dissolution tailing.
1.0 Introduction

The benefit of source zone partial mass removal on plume evolution at sites impacted by dense non-aqueous phase liquids (DNAPLs) is a topic of considerable interest in the remediation industry (Sale and McWhorter, 2001; Kavanaugh et al., 2003; McWhorter and Sale, 2003; Rao and Jawitz, 2003; Fountain et al., 2005). A variety of approaches can be considered for in-situ DNAPL mass removal including hydraulic displacement, chemical flushing, thermal treatment, and enhanced biodegradation. Within the broad class of chemical flushing technologies, much attention has been given to oxidation using permanganate.

The oxidation of trichloroethylene (TCE, C₂Cl₃H) and tetrachloroethylene (PCE, C₂Cl₄) by permanganate (MnO₄⁻) are represented as (Yan and Schwartz, 1999):

\[ C₂Cl₃H + 2MnO₄⁻ \rightarrow 3Cl⁻ + 2CO₂ + H⁺ + 2MnO₂(s) \]

(1)

\[ C₂Cl₄ + 2MnO₄⁻ \rightarrow 4Cl⁻ + 2CO₂ + 2MnO₂(s) \]

(2)

The successful enhancement of TCE and PCE DNAPL mass removal by permanganate has been demonstrated experimentally in the laboratory (Schnarr et al., 1998; Schroth et al., 2001; MacKinnon and Thomson, 2002; Petri et al., 2008) and at the field scale (Schnarr et al., 1998). However, the effectiveness of treatment is conditional. In (1) and (2) the solid manganese dioxide is a byproduct of the chemical oxidation process. The MnO₂(s) is a colloidal particle that can precipitate (Huang et al., 2002a; Crimi and Siegrist, 2004), reducing permeability by
clogging soil pores (Randhawa, 2000; Schroth et al., 2001; Siegrist et al., 2002) and portions of fractures (Tunnicliffe and Thomson, 2004), and forming a low permeability deposition zone (rind) at the DNAPL-aqueous phase interface (Urynowicz and Siegrist, 2005) that can encapsulate DNAPL source zones (Schroth et al., 2001; Conrad et al., 2002; MacKinnon and Thomson, 2002; Li and Schwartz, 2004). The factors that influence the formation and precipitation of MnO$_2(s)$ are highly variable and site specific, depending on pH, interstitial pore velocity, contaminant concentration, cation concentration, buffering capacity, and permanganate loading (Nelson et al., 2001; Crimi and Siegrist, 2004, 2005; Kao et al., 2008).

It has been found that (1) and (2) follow a second-order reaction rate when MnO$_4^-$ is in excess (Yan and Schwartz, 1999; Hood et al., 2000; Huang et al., 2001; Siegrist et al., 2001; Dai and Reitsma, 2004; Waldemer and Tratnyek, 2006). Experimentally determined second-order reaction constants for TCE and MnO$_4^-$ ($k_{TCE}$) have been reported to range between 0.24 and 1.19 M$^{-1}$ s$^{-1}$ (for 20ºC to 25ºC) (Yan and Schwartz, 2000; Huang et al., 2001; Waldemer and Tratnyek, 2006). Similarly, values ranging from 0.028 to 0.051 M$^{-1}$ s$^{-1}$ (for 20ºC to 25ºC) have been determined for PCE and MnO$_4^-$ reactions (Hood et al., 2000; Huang et al., 2002b; Dai and Reitsma, 2004; Waldemer and Tratnyek, 2006; Kao et al., 2008). This second-order reaction rate follows the Arrhenius equation with respect to temperature, which is useful for estimating reaction rate constants consistent with groundwater temperatures (Yan and Schwartz, 2000; Dai and Reitsma, 2004).

Since MnO$_4^-$ indiscriminately reacts with a multitude of naturally-occurring organic and reduced inorganic compounds, the presence of organic and inorganic species on soil subject to chemical oxidation can result in substantial competition with the targeted chlorinated solvents, yielding reduced treatment efficiency (Siegrist et al., 2001; Mumford et al., 2005). Considering
only reactive organic aquifer material (OAM), the reaction between OAM and permanganate can be given by (Mumford, 2002):

\[ 3\text{CH}_2\text{O} + 4\text{MnO}_4^- \Rightarrow 3\text{CO}_2 + 4\text{MnO}_2\text{(s)} + \text{H}_2\text{O} + 4\text{OH}^- \]  

(3)

Equation (3) represents a reactive sink often referred to as the natural oxidant demand (NOD). The NOD of soil has been experimentally investigated by Mumford (2002), Mumford et al. (2005), Hønning et al. (2007), and Urynowicz et al. (2008). The authors reported that the NOD reaction between OAM and MnO$_4^-$ consisted of independent fast and slow reactions. Mumford (2002) modelled the experimental data using two independent second-order kinetic reactions with a reasonable match; Hønning et al. (2007) studied NOD for two aquifers finding that 50% of the MnO$_4^-$ is consumed in the fast reaction that occurs within the first 12 hours of treatment and followed a first-order reaction rate; Urynowicz et al. (2008) derived a rate expression comprising two independent first-order reaction rates solely dependent on [MnO$_4^-$] that was a good match to their experimental results, with the transition between fast and slow occurring at approximately 48 hours.

Field-scale modelling of the \textit{in situ} chemical oxidation of DNAPLs is sparse in the literature. Zhang and Schwartz (2000) conducted two simulations: a three-dimensional domain (3 m by 2.5 m by 1 m with 1350 nodes) representing the Borden aquifer test cell experiment conducted by Schnarr et al. (1998), and a large scale two-dimensional domain (120 m by 70 m with 2601 nodes) representing a US Department of Energy site. Ibaraki and Schwartz (2001) investigated the influence of soil heterogeneity and fluid density-effects on sweep efficiency with a 15 m by 12 m two-dimensional domain comprising 11640 nodes.
In this study, the three-dimensional two-phase flow reactive transport model, DNAPL3D-RX, is modified and utilized to investigate the treatment of TCE and PCE DNAPL source zones in field scale heterogeneous porous media by chemical oxidation with potassium permanganate. Treatment effectiveness is primarily evaluated with respect to DNAPL mass removal, concentration reduction and solute mass flux reduction over a period of 10 years in both the presence and absence of treatment. This work focuses on the influence of: (i) soil permeability and heterogeneity, (ii) DNAPL source zone architecture, (iii) DNAPL composition, (iv) DNAPL release volume, (v) the use of hydraulic displacement prior to chemical oxidation, (vi) MnO$_2$(s) rind deposition, and (vii) the competition with NOD.

1.1 Field Scale Model Domain

Template sites were developed that encompass ranges in mean permeability, variance of local scale permeability, DNAPL type, and DNAPL release volume (Table 1). The “base case” permeability and saturation fields are presented in Figure 1. The software application F-GEN (Robin et al., 1993) was utilized to generate spatially correlated random permeability ($k$) fields. Mean permeability ranges over two-orders of magnitude amongst the sites, with the variance in $\ln k$ varying from 0.87 to 3.48. The mean permeability values are representative of sites compromising medium to fine grained sands. The variance values represent sites with low ($\sigma^2_{\ln k} = 0.87$), moderate ($\sigma^2_{\ln k} = 1.74$), and high ($\sigma^2_{\ln k} = 3.48$) heterogeneity, consistent with studies presented by Sudicky (1986), Woodbury and Sudicky (1991), Hess et al. (1992), Rehfeldt et al. (1992), Turcke and Kueper (1996), and Maji (2005). The permeability field is assumed to follow an exponential correlation structure with a correlation length of 3.0 m in the horizontal plane (isotropic) and 0.2 m in the vertical plane.
Richards (2006) generated the initial non-wetting saturation fields in a 20 m (long) by 20 m (wide) by 5 m (thick) domain by specifying a point release at the top-center node. The released DNAPL subsequently underwent migration and redistribution. Upon stabilizing, the domain was then subject to hydraulic displacement (HD) to remove pooled DNAPL. The post-HD simulations are primarily utilized in this work; however, the pre-HD fields for the small volume release (simulation 6b) were utilized to assess the influence of HD on treatment. The DNAPL initial masses/volumes listed in Table 1 are the post HD quantities utilized in this work. The initial DNAPL volumes represent small, medium, and large releases.

Trial simulations with chemical oxidation revealed that the original 20 m by 20 m by 5 m domain (250000 nodes) proved to be excessively computationally demanding for a simulation period of 10 years. The width of the domain was reduced from 20 m to 10 m ensuring a statistically similar (with respect to $S_{NW}$) domain for a total 125000 nodes. The domain was discretized into 0.4 m by 0.4 m (horizontal plane) by 0.05 m blocks to ensure a minimum of four nodes per correlation length. As such, the current suite of simulations utilized the symmetric half-domain (with respect to the original DNAPL release node) of the simulations conducted by Richards (2006).

Table 1. Summary of template sites.

<table>
<thead>
<tr>
<th>Template Site</th>
<th>Simulation Number</th>
<th>DNAPL</th>
<th>Initial Mass (kg)</th>
<th>Initial Volume ($m^3$)</th>
<th>Mean $k$ ($m^2$)</th>
<th>Mean $ln k$ ($ln (m^2)$)</th>
<th>Variance $ln k$ ($ln (m^2)$)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>1</td>
<td>TCE</td>
<td>3520</td>
<td>2.41</td>
<td>$3.03 \times 10^{-12}$</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>High mean k</td>
<td>2</td>
<td>TCE</td>
<td>3496</td>
<td>2.39</td>
<td>$3.02 \times 10^{-11}$</td>
<td>-25.06</td>
<td>1.74</td>
</tr>
<tr>
<td>Low mean k</td>
<td>3</td>
<td>TCE</td>
<td>3535</td>
<td>2.42</td>
<td>$3.04 \times 10^{-13}$</td>
<td>-29.66</td>
<td>1.74</td>
</tr>
<tr>
<td>Low heterogeneity</td>
<td>4</td>
<td>TCE</td>
<td>3355</td>
<td>2.30</td>
<td>$1.87 \times 10^{-12}$</td>
<td>-27.43</td>
<td>0.87</td>
</tr>
<tr>
<td>High heterogeneity</td>
<td>5</td>
<td>TCE</td>
<td>3186</td>
<td>2.18</td>
<td>$7.41 \times 10^{-12}$</td>
<td>-27.26</td>
<td>3.48</td>
</tr>
<tr>
<td>Small DNAPL volume (post HD)</td>
<td>6a</td>
<td>TCE</td>
<td>785</td>
<td>0.54</td>
<td>$3.03 \times 10^{-12}$</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>Small DNAPL volume (pre HD)</td>
<td>6b</td>
<td>TCE</td>
<td>803</td>
<td>0.55</td>
<td>$3.03 \times 10^{-12}$</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>Large DNAPL</td>
<td>7</td>
<td>TCE</td>
<td>7343</td>
<td>5.03</td>
<td>$3.03 \times 10^{-12}$</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
</tbody>
</table>
Sorption processes were accounted for by generating an organic aquifer material (OAM) field cross-correlated to permeability using F-GEN (Robin et al., 1993). The OAM was simulated using a fraction organic carbon ($f_{oc}$) assigned to each node and applying a linear sorption isotherm (input statistics presented in Table 2). Following Brusseau and Srivastava (1997), $f_{oc}$ was perfectly negatively cross-correlated to permeability utilizing $\sigma_{\ln f_{oc}}^2$ equal to 0.24 for all template sites. This approach varies from Brusseau and Srivastava (1997) in that their
work assumed $\sigma_{\ln f_{oc}}^2 = \sigma_{\ln K}^2 = 0.24$. Since $\sigma_{\ln K}^2$ varies between 0.87 and 3.48 in this work, assuming $\sigma_{\ln f_{oc}}^2 = \sigma_{\ln K}^2$ would produce excessively large retardation factors ($R = 1 + \rho_b K_{oc} f_{oc} / \theta$) (Freeze and Cheery, 1979). By assuming $\sigma_{\ln f_{oc}}^2$ equals 0.24 for all template sites, more moderate R values are achieved. For example, $1.4 < R < 13.0$ ($0.0005 < f_{oc} < 0.015$) for the base case with a mean $R$ of 3.4 ($f_{oc} = 0.00306$).

### Table 2. F-GEN (Robin et al., 1993) input statistics.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Templates Site</th>
<th>$k$ (m$^2$)</th>
<th>$f_{oc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, $\mu$</td>
<td>Base case</td>
<td>$1 \times 10^{-12}$</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>High mean $k$</td>
<td>$1 \times 10^{-11}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low mean $k$</td>
<td>$1 \times 10^{-13}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low heterogeneity</td>
<td>$1 \times 10^{-12}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High heterogeneity</td>
<td>$1 \times 10^{-12}$</td>
<td></td>
</tr>
<tr>
<td>ln $k$ (ln (m$^2$))</td>
<td>Base case</td>
<td>2.0</td>
<td>0.24$^1$</td>
</tr>
<tr>
<td></td>
<td>High mean $k$</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low mean $k$</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low heterogeneity</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High heterogeneity</td>
<td>4.0</td>
<td></td>
</tr>
</tbody>
</table>

| Degree of Correlation, $R^2$ | 1 |

| Coherency level, $a$ | Base case | -0.35 |
|                     | High mean $k$ | -0.35 |
|                     | Low mean $k$  | -0.35 |
|                     | Low heterogeneity | -0.49 |
|                     | High heterogeneity | -0.24 |

<table>
<thead>
<tr>
<th>Correlation lengths</th>
<th>$k$ field</th>
<th>$f_{oc}$ field</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_H$ (m)</td>
<td>3.0 m</td>
<td>3.0 m</td>
</tr>
<tr>
<td>$\lambda_f$ (m)</td>
<td>0.2 m</td>
<td>0.2 m</td>
</tr>
</tbody>
</table>

| Nugget Effect | 0.0 | 0.0 |

$^1$Brusseau & Srivastava (1997).

In an effort to reduce the model complexity, all domains are considered perfectly buffered while implicitly incorporating relevant geochemistry: the authors recognize that alternations in redox conditions, pH and cations can influence treatment efficiency, and the
formation and dissolution of the MnO$_2$ rind (e.g., Crimi and Seigrist, 2004; Li and Schwartz, 2004). The hydrogeochemistry of actual sites is highly complex, dynamic, and spatially variable. The current understanding of the influences of hydrogeochemistry on chemical oxidation processes, and the formation, fate and transport of manganese dioxide precipitates, is limited. While some of these issues can be resolved to some degree for actual sites, employing complex hydrogeochemistry in a transient heterogeneous three-dimensional reactive multiphase model with the current state of knowledge is the topic of future studies.

1.2 Model Development

The development, testing and calibration of DNAPL3D-RX for the simulation of chemical oxidation are discussed in West et al. (2008). Details regarding the multiphase flow and solute transport aspects of the model are presented by Kueper and Frind (1991), Gerhard and Kueper (2003), Grant and Gerhard (2007), and West et al. (2008). As discussed Grant and Gerhard (2007), DNAPL3D-RX incorporates a variety of rate limited and local equilibrium mass transfer routines. Dissolution is simulated in this work by applying local equilibrium to source nodes; a similar approach was recently utilized by Basu et al. (2008). The three-dimensional heterogeneous configuration of the domain permits the simulation of advection-dispersion processes at all nodes, thus capturing the reduction in downgradient concentrations due to flow bypassing and dilution processes. The advection and dispersion of individual solute species was solved using the standard explicit finite-difference method (Clement, 1997; Clement et al., 1998); while there are several solver options available to the user in RT3D, testing with the template sites revealed that the former technique was a good balance between memory usage and computational run-time. All solute reactions were solved using the automatic switching Gear-stiff/non-stiff solver option in RT3D.
1.2.1 Reaction Kinetics

The reaction equations of interest for TCE with permanganate follow Randhawa (2000), Zhang and Schwartz (2000), and Mundle et al. (2007), while the reaction between OAM and permanganate is adopted from Yan and Schwartz (1999), Mumford (2002), and Mundle et al. (2007).

For TCE or PCE:

\[
\frac{\partial [\text{TCE}]}{\partial t} = -k_{TCE} [\text{TCE}][\text{MnO}_4^-] \frac{R_{TCE}}{R_{TCE}}
\]

(4)

where \( R_{TCE} \) is the retardation factor as defined earlier.

For permanganate:

\[
\frac{\partial [\text{MnO}_4^-]}{\partial t} = -2k_{TCE}([\text{TCE}]+[\text{TCE}_{\text{sorbed}}])[\text{MnO}_4^-] - 4k_{OAM} [\text{OAM}][\text{MnO}_4^-]
\]

(5)

where the coefficients 2 and 4 are derived from stoichiometry.

For OAM (Mumford, 2002):

\[
\frac{\partial [\text{OAM}]}{\partial t} = -3k_{OAM} [\text{OAM}][\text{MnO}_4^-]
\]

(6)

For sorbed TCE:

\[
\frac{\partial [\text{TCE}_{\text{sorbed}}]}{\partial t} = -k_{TCE} [\text{TCE}_{\text{sorbed}}][\text{MnO}_4^-]
\]

(7)
where the square brackets \([\ ]\) denote molar concentration, \(k_{TCE}\) and \(k_{OAM}\) are the second-order reaction constants between aqueous TCE and \(\text{MnO}_4^-\ \{\text{M}^{-1} \ \text{L}^3 \ \text{T}^{-1}\}\), and OAM and \(\text{MnO}_4^-\ \{\text{M}^{-1} \ \text{L}^3 \ \text{T}^{-1}\}\), respectively. The mass concentration can be determined by computing the product of the molar concentration and the molar mass for a given species. Equations (4) to (7) also apply to the case of PCE, although \(k_{PCE}\) is different (see Table.3). Following the study by West et al. (2008), the influence of CO\(_2\)(g) on permeability is not simulated; it is recognized that this assumption will likely impart a bias that reduces soil clogging and flow bypassing. The modelling approach of Mumford (2002) was selected for this work due to its explicit dependence on both OAM and \(\text{MnO}_4^-\) (see equation (6)), and the need for only one OAM species within the domain, thus improving computational efficiency; although the usage of (6) has some limitations in capturing the full spectrum of OAM-permanganate reaction kinetics (Mumford, 2002; Mumford et al., 2005; Hønning et al., 2007; Urynowicz et al., 2008), it is a reasonable starting point for the simulation of a complex heterogeneous domain. To ensure that \(\text{MnO}_4^-\) consumption by OAM is representative, the average value of four slow reaction rate constants reported by (Mumford, 2002, Table 5-2, page 76) was utilized for modelling.

1.2.2 Representation of Rind Formation

As noted in (1), (2), and (3), the manganese dioxide rind forms as a byproduct of reaction with TCE, PCE, and OAM. Due to potential highly adverse impacts on treatment efficacy, the subject of manganese dioxide formation, transport, deposition, and influences on chemical oxidation are the subject of continued research. For this modelling work, the findings of West et al. (2008) are employed, where the permeability was modified by the following expression:

\[
k = (k_o) + S_{rind} [\text{MnO}_2]
\]

(8)
where $k$ is the nodal permeability at the time of interest, $k_o$ is the original permeability of the node $\{L^2\}$, and $S_{rind}$ is the slope of the assumed linear relationship between $k$ and the MnO$_2$ concentration $\{L^2 L^3 M^{-1}\}$. As discussed in West et al. (2008), the parameter $S_{rind}$ in (8) captures the aggregate response of the system to changes in pressure from the deposition of rind particles whose concentration is determined from stoichiometry (equations (1) to (3)) and reaction kinetics (equations (4) to (7)). Following West et al. (2008), the MnO$_2$ species is considered immobile and insoluble, and since all domains are assumed completely buffered, the formation and influence of CO$_2$ gas is not assessed.

1.3 Metrics of Evaluation

The DNAPL mass ($M_{DNAPL}$) $\{M\}$ removed, boundary mass flux, relative change in local scale DNAPL saturation ($S_{NW}$) with respect to permeability, and DNAPL mass versus boundary mass flux are the four metrics utilized in this study to assess the performance of DNAPL remediation by permanganate. The DNAPL mass removal is assessed by converting the nodal saturations to masses, and then summing all non-wetting phase nodal masses within the domain. The boundary mass flux ($M_f$) $\{M L^{-2} T^{-1}\}$ is the sum of the local scale mass flux at each boundary node:

$$M_f^n = \sum_{i=1}^{N} C_i^n q_i$$

(9)

where $i$ denotes an individual boundary node, $n$ is the mobile aqueous species of interest, $q$ is the nodal wetting phase Darcy flux $\{L T^{-1}\}$, and $C$ is the nodal concentration $\{M L^{-3}\}$. The relative change in $S_{NW}$ with respect to permeability is calculated as follows:
\[(\varepsilon_{rel})_i = \left(\frac{S_{NW}^o}{S_{NW}^i} - \frac{S_{NW}^i}{S_{NW}^o}\right) \times 100\%\]

(10)

where \(\varepsilon_{rel}\) is the relative difference (\%) for each node within the domain, \(S_{NW}^o\) is the initial \((t = 0)\) non-wetting phase saturation, and \(S_{NW}^i\) is the non-wetting phase saturation when treatment is terminated.

The DNAPL mass and boundary mass flux are compared to dissolution only at specific times of interest to compute enhancement factors. For DNAPL mass depletion, the enhancement factor is defined as:

\[E_m = \frac{M_{DNAPL}^0 - M_{DNAPL}^{chem \alpha x}(t)}{M_{DNAPL}^0 - M_{DNAPL}^{diss}(t)}\]

(11)

where \(M_{DNAPL}^0\) is the initial DNAPL mass in the domain \((t = 0)\), and \(M_{DNAPL}^{chem \alpha x}\) and \(M_{DNAPL}^{diss}\) are the DNAPL mass values for treatment and dissolution only, respectively, at some time \((t)\). The enhancement factor for boundary mass flux is defined as:

\[E_f = \frac{M_f^{diss}(t)}{M_f^{chem \alpha x}(t)}\]

(12)

where \(M_f^{chem \alpha x}\) is mass flux for treatment and \(M_f^{diss}\) is mass flux for the corresponding dissolution only output.

DNAPL mass reduction \(M_{\text{norm}}\) versus boundary mass flux reduction \(F_{\text{norm}}\) and mean concentration reduction \(C_{\text{norm}}\) is the final metric utilized to assess dissolution and treatment.
processes, and to evaluate treatment effectiveness. Similar approaches have been employed by other authors (e.g., Sale and McWhorter, 2001; Parker and Park, 2004; Falta et al., 2005; Jawitz et al., 2005; DiFilippo and Brusseau, 2008). The approach by Falta et al. (2005) is utilized as follows:

\[
\frac{C(t)}{C(t_0)} = \left( \frac{M_{DNAPL}(t)}{M_{DNAPL}(t_0)} \right)^\Gamma \quad \text{or} \quad C_{\text{norm}} = \left( M_{\text{norm}} \right)^\Gamma
\]

(13)

and

\[
\frac{M_f(t)}{M_f(t_0)} = \left( \frac{M_{DNAPL}(t)}{M_{DNAPL}(t_0)} \right)^\Gamma \quad \text{or} \quad F_{\text{norm}} = \left( M_{\text{norm}} \right)^\Gamma
\]

(14)

where \( t_0 \) is the reference time \( \{T\} \), and \( \Gamma \) is an empirical fitting parameter intended to represent the influence of heterogeneity and source zone architecture.

\section*{1.4 Scope of Simulations}

All parameters of interest were varied with respect to a base case (see Table 1), for which the input parameters are listed in Table 3.
Table 3. Simulation input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TCE</th>
<th>PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_W$</td>
<td>1000 kg m$^{-3}$</td>
<td>1000 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{NW}$</td>
<td>1460 kg m$^{-3}$ (1)</td>
<td>1630 kg m$^{-3}$ (1)</td>
</tr>
<tr>
<td>$\mu_W$</td>
<td>0.001 Pa·s</td>
<td>0.001 Pa·s</td>
</tr>
<tr>
<td>$\mu_{NW}$</td>
<td>0.00057 Pa·s$^{-1}$ (1)</td>
<td>0.00087 Pa·s$^{-1}$ (1)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$K_{nc}$</td>
<td>126 mL g$^{-1}$ (1)</td>
<td>364 mL g$^{-1}$ (1)</td>
</tr>
<tr>
<td>$d_{sq}$</td>
<td>0.0005 m</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>$\alpha_x$</td>
<td>0.004 m</td>
<td>0.004 m</td>
</tr>
<tr>
<td>$\alpha_x,\alpha_y$</td>
<td>10:1</td>
<td>10:1</td>
</tr>
<tr>
<td>$\alpha_x,\alpha_z$</td>
<td>100:1 m</td>
<td>100:1 m</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.7 (3)</td>
<td>0.7 (3)</td>
</tr>
<tr>
<td>$k_{TCE}$ or $k_{PCE}$</td>
<td>0.39 M$^{-1}$ s$^{-1}$ @ 10ºC (4)</td>
<td>0.0141 M$^{-1}$ s$^{-1}$ @ 10ºC (4)</td>
</tr>
<tr>
<td>$k_{OAM}$</td>
<td>$8.8 \times 10^{-5}$ L mg$^{-1}$ s$^{-1}$ (5)</td>
<td>$8.8 \times 10^{-8}$ L mg$^{-1}$ s$^{-1}$ (5)</td>
</tr>
<tr>
<td>$S_{\text{rind}}$ (rind slope)</td>
<td>-$5.5 \times 10^{-16}$ m$^2$ L mg$^{-1}$ (6)</td>
<td>-$5.5 \times 10^{-16}$ m$^2$ L mg$^{-1}$ (6)</td>
</tr>
<tr>
<td>$C_i$</td>
<td>1100 mg L$^{-1}$ (1)</td>
<td>200 mg L$^{-1}$ (1)</td>
</tr>
<tr>
<td>$C_{KMnO_4}$</td>
<td>2500 mg L$^{-1}$</td>
<td>2500 mg L$^{-1}$</td>
</tr>
<tr>
<td>$D_{TCE}$ or $PCE$</td>
<td>$7.98 \times 10^{-10}$ m$^2$ s$^{-1}$ (7)</td>
<td>$7.17 \times 10^{-10}$ m$^2$ s$^{-1}$ (7)</td>
</tr>
<tr>
<td>$D_{\text{MnO}_4}$</td>
<td>$1.55 \times 10^{-9}$ m$^2$ s$^{-1}$ (8)</td>
<td>$1.55 \times 10^{-9}$ m$^2$ s$^{-1}$ (8)</td>
</tr>
<tr>
<td>$\nabla h$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$X$ (longitudinal)</td>
<td>20.0 m</td>
<td>20.0 m</td>
</tr>
<tr>
<td>$Y$ (vertical)</td>
<td>5.0 m</td>
<td>5.0 m</td>
</tr>
<tr>
<td>$Z$ (width)</td>
<td>10.0 m</td>
<td>10.0 m</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.05 m</td>
<td>0.05 m</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>125000</td>
<td>125000</td>
</tr>
</tbody>
</table>

(1) Pankow and Cherry (1996).
(2) Constant porosity assumed (Schaerlaekens et al., 2006; Liang and Falta, 2008).
(3) From Bear (1972).
(4) From Yan and Schwartz (2000); temperature as per Dai and Reitsma (2004).
(5) From Mumford (2002).
(6) From West et al. (2008).
(7) Calculated from Wilke and Chang (1955). Reference temperature is 10ºC.

A schedule of field scale simulations providing information regarding injection concentrations and durations is provided in Table 4. Simulations were conducted by systemically altering $\mu_k$ (simulations 2 and 3), $\sigma^2_{ln k}$ (simulations 4 and 5), DNAPL volume (simulations 6 and 7),
DNAPL type (PCE, simulation 8) with respect to the base case template site (simulation 1). Additional simulations were conducted to assess the influence of HD (simulation 6a and 6b), MnO$_2$ rind deposition (simulation 9), the absence of NOD (simulation 10), and combined absence of rind deposition and NOD (simulation 11) on remediation. To provide a benchmark for the evaluation of treatment, corresponding dissolution only (no treatment) simulations were conducted for each of the template sites (total of 9 no treatment simulations).

Table 4 Schedule of treatment simulations

<table>
<thead>
<tr>
<th>Simulation No.</th>
<th>Description</th>
<th>KMnO$_4$ injection concentration (mg/L)</th>
<th>Injection duration (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>High mean $k$</td>
<td></td>
<td>83</td>
</tr>
<tr>
<td>3</td>
<td>Low mean $k$</td>
<td></td>
<td>3650$^{(1)}$</td>
</tr>
<tr>
<td>4</td>
<td>Low heterogeneity</td>
<td></td>
<td>1086</td>
</tr>
<tr>
<td>5</td>
<td>High heterogeneity</td>
<td></td>
<td>575</td>
</tr>
<tr>
<td>6a</td>
<td>Small DNAPL volume (post HD)$^{(2)}$</td>
<td>2500</td>
<td>163</td>
</tr>
<tr>
<td>6b</td>
<td>Small DNAPL volume (pre HD)</td>
<td></td>
<td>166</td>
</tr>
<tr>
<td>7</td>
<td>Large DNAPL volume</td>
<td></td>
<td>2251</td>
</tr>
<tr>
<td>8</td>
<td>PCE DNAPL</td>
<td></td>
<td>724</td>
</tr>
<tr>
<td>9</td>
<td>Base case, no Rind</td>
<td></td>
<td>849</td>
</tr>
<tr>
<td>10</td>
<td>Base case, no NOD</td>
<td></td>
<td>849</td>
</tr>
<tr>
<td>11</td>
<td>Base case, no NOD &amp; no Rind</td>
<td></td>
<td>849</td>
</tr>
</tbody>
</table>

$^{(1)}$ Only 42% of mass KMnO4 could be injected over 10 years.  
$^{(2)}$ HD denotes hydraulic displacement.  
$^{(3)}$ Equilibrium dissolution assumed for all simulations.

A cross-sectional depiction of the domain with all boundary conditions is presented in Figure 2. Constant head boundary conditions were specified for the wetting-phase at the upgradient ($x = 0$) and downgradient ($x = 20$ m) longitudinal domain exterior faces, while corresponding no flux boundary conditions were specified for the non-wetting phase. The horizontal and vertical transverse domain faces were assigned no flux boundary conditions for
both the wetting and non-wetting phases. Groundwater flows from \( x = 0 \) to 20 m subject to a hydraulic gradient of 0.05, deemed to be representative of a site with ongoing oxidant injection activities.

A core focus of this study is the effect of heterogeneity on sweep efficiency through the source zone. As such, emphasis was placed on maximizing deliverability of the chemical oxidant to the subsurface domain. This was accomplished by utilizing a constant concentration \( (C^{KMO_4}_{inj} = 2500 \, \text{mg/L}) \) injection boundary along the entire upgradient face of the domain for a fixed period of time (i.e., one injection, not pulsed); practically, this boundary condition represents an injection trench or a series of closely-spaced injection wells. The influence of various design parameters (e.g, Siegrist et al., 2001) on treatment is a worthwhile study and the subject of future work.

Figure 2. Cross-section of model domain with boundary and initial conditions. Section located a \( z = 5 \, \text{m} \) for TCE base case.
The initial condition for each simulation adopted the stabilized post-migration and/or post-HD saturation fields generated following the original DNAPL releases (Richards, 2006). Neither dissolution during migration, nor dissolution during HD, was simulated. As a consequence, a solute plume does not exist prior to initiating the simulations in Table 4. Upon commencing each simulation (i.e., the first time step), equilibrium dissolution yields solute concentrations at solubility for each node with $S_{NW} > 0$ and sorbed mass is generated accordingly.

All simulations were conducted for a total simulated time of 10 years. The duration of injection for each simulation was determined from stoichiometry: $\text{MnO}_4^-$ was continuously injected until enough oxidant was present to theoretically completely degrade the initial DNAPL mass according to (1) and (2) and assuming no other losses (i.e., 2 moles of $\text{MnO}_4^-$ were injected for each mole of TCE DNAPL initially present). Injection was terminated once this stoichiometric initial mass condition was achieved.

1.5 Field Scale Simulations

All simulations were evaluated using the previously discussed metrics. Results are presented for both the chemical oxidation and dissolution only (no treatment) scenarios. The dissolution only simulations were conducted for each template site and serve as a benchmark for comparing treatment efficiency. Conservative tracer simulations were also conducted with a continuous constant concentration boundary for each template site with the following $C/C_0 = 0.5$ breakthrough times: 47 days for the base case (simulation 1), small DNAPL release volume (simulations 6a and 6b), and large DNAPL release volume (simulation 7) sites; 5 days for the high mean $k$ site (simulation 2); 487 days for the low mean $k$ site (simulation 3); 72 days for the low variance site (simulation 4); and, 23 days for the high variance site (simulation 5).
1.5.1 DNAPL Source Zone Mass Removal

The TCE dissolution and chemical oxidation simulation results for the base case (simulation 1, Table 4), and the high and low mean k values (simulations 2 and 3, Table 4) are plotted in Figure 3 and summarized in Table 5, where it can be observed that the domain mean k has a significant influence on mass removal for both the dissolution and treatment scenarios. The low mean k domain was problematic for chemical oxidation as only 42% of the needed KMnO4 was successfully injected over 10 years due to the limited groundwater flux. The responsiveness of the high mean k simulation is due, in part, to the difference in the transport times of the MnO4⁻ species relative to the kinetics of the concurrent competitive reactions with TCE solute and NOD; there is less residence time for a given node, thus minimizing NOD losses and the degree of rind formation from (3). Consequently, sweep efficiency is relatively greater in the high mean k domain and TCE solute consumption is more widely spread, ultimately yielding more nodes with enhanced dissolution and an overall increase in DNAPL mass removal. Following the termination of treatment, residual MnO4⁻ is completely consumed within a few months, and the remainder of the simulation is dominated by dissolution. At 10 years, comparison of simulations 1 and 2 indicates that the order of magnitude increase in mean k yields a 7-fold reduction in DNAPL mass for dissolution only, while chemical oxidation exhibits a 40-fold relative reduction. When considering dissolution only for simulations 1 and 3, the 10-fold reduction in mean k increased the DNAPL mass remaining at 10 years by nearly 3-fold.
Figure 3. Influence of domain mean $k$ on source zone DNAPL mass depletion. Label ‘diss’ denotes the case of dissolution only (no treatment) while simulations with chemical oxidation by potassium permanganate are labeled ‘chem ox’. Label ‘BC’ denotes the base case with TCE. Vertical arrows indicate the time when treatment was terminated and the number beneath the arrow denotes the simulation number from Table 4. Note that treatment was not terminated for the low mean $k$ template site.
Table 5. Summary of DNAPL mass depletion enhancement factors ($E_m$) calculated using (11).

<table>
<thead>
<tr>
<th>Simulation no.</th>
<th>$E_m$</th>
<th>10 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.12</td>
<td>1.01</td>
</tr>
<tr>
<td>2</td>
<td>1.82</td>
<td>1.03</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>1.08</td>
<td>1.01</td>
</tr>
<tr>
<td>5</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>6b</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>1.12</td>
<td>1.04</td>
</tr>
<tr>
<td>8</td>
<td>3.07</td>
<td>1.44</td>
</tr>
<tr>
<td>9</td>
<td>1.24</td>
<td>1.05</td>
</tr>
<tr>
<td>10</td>
<td>1.51</td>
<td>1.04</td>
</tr>
</tbody>
</table>

The influence of heterogeneity on mass removal during dissolution and chemical oxidation is presented in Figure 4. When comparing the three plots for chemical oxidation, simulations 1 (base case), 4 (low variance) and 5 (high variance) have experienced 75%, 70% and 80% mass removal over the 10 year period, respectively. This trend is similar for dissolution only. The highly heterogeneous domain will have a greater degree of preferential flow channeling due to a greater contrast in low and high $k$ zones. Given that the low $k$ features are also the capillary barriers encountered by DNAPL during migration, it follows that the high variance simulation will have a DNAPL source architecture characterized by mass concentrated in higher permeability regions.
Figure 4. Influence of heterogeneity on source zone DNAPL mass depletion. Label ‘var’ refers to the variance in heterogeneity.

Figure 5 plots the impact of DNAPL release volume on mass removal. The reduction in mass over 10 years for simulations 1, 6a (small volume) and 7 (large volume) is 75%, 91% and 47%, respectively, for chemical oxidation; the trends and quantity of mass reduction are similar for dissolution only (76%, 91% and 45% for simulations 1, 6a and 7, respectively). The benefit at the time of treatment completion is more pronounced for simulation 7 (6.2 years) with chemical oxidation producing a 42% reduction in mass versus only 23% for dissolution only; however, at 10 years the relative mass remaining for treatment is 47% and 45% for dissolution only. While the high mean $k$ and high volume simulations exhibited a noticeable response to chemical oxidation when compared to dissolution only, the quantity of DNAPL present in a given domain over the 10 year period is largely unaffected by treatment (Table 5). Unless all DNAPL mass has been removed upon completion of chemical oxidation, the trends observed at 10 years, rather than at the completion of injection, are most relevant. As such, Figure 3 through
Figure 5, and Table 5, suggest that the permeability statistics of the domain (mean and variance) largely dictate how effective treatment will be on mass removal.

![Diagram showing DNAPL mass depletion over time with labels for dissolution and chemical oxidation](image)

**Figure 5.** Influence of DNAPL initial release volume (‘vol’) on DNAPL source zone mass depletion.

The influence of HD on chemical oxidation and dissolution is presented in Figure 6 (simulations 6a and 6b). In general, the pre-HD initial condition can be characterized as having a lower ganglia to pool ratio than the post-HD condition. When examining the interim of 0 to 5 years in Figure 6, the benefit from utilizing pre-HD can be observed for both dissolution and chemical oxidation. However, beyond seven years, the tailing effects of dissolution dominate the domain, and all simulations produce similar end-points. The overall poor treatment efficacy for simulations 6a and 6b can be attributed to poor sweep efficiency, where only 8.8% of nodes had $C^{\text{MnO}_4^-} > 0$ when treatment was terminated; a review of nodal concentrations revealed that the contact between DNAPL nodes and $\text{MnO}_4^-$ was negligible for both simulations.
Figure 6. Influence of hydraulic displacement (HD) on source zone DNAPL mass depletion for the small DNAPL volume template site.

Figure 7 presents the influence of DNAPL composition. PCE, despite having a much lower reaction constant, is relatively more responsive to chemical oxidation than TCE (Table 5). This is due, in part, to the solubility of each compound and the associated effect of enhanced dissolution in the presence of chemical oxidation. The TCE and PCE simulations utilized the same rind functions, which, given the underlying second-order rate kinetics and the reduced reactivity of PCE with MnO$_4^-$, will yield less encapsulation at source nodes.
Figure 7. Source zone DNAPL mass depletion versus time for the TCE base case and PCE simulations.

The influence of rind formation and NOD reactions on mass removal are summarized in Figure 8 (Table 5). This plot presents five scenarios: (i) dissolution only, (ii) treatment for the base case (iii) treatment without Rind, (iv) treatment without NOD, and (v) treatment in the absence of both rind and NOD. Relative to dissolution, the base case has 6.4% and 4.1% less DNAPL mass at 2.33 and 10 years, respectively. For the case of no rind, there is 16.3% and 14.4% less mass relative to dissolution, while relative mass is 34.8% and 10.4% when NOD is absent for 2.33 and 10 years, respectively. Finally, when both rind and NOD are omitted, the mass at 2.33 and 10 years is 51.5% and 28.2% less relative to dissolution only. A review of the nodal saturations, TCE concentrations, and MnO$_2$(s) formation revealed that rind formation and encapsulation occurred within the template sites, similar to the findings in West et al. (2008). The lack of comprehensive permanganate sweep due to NOD competition, and the presence of
large continuous unsequestered pools across the bottom of the domain, skewed the DNAPL mass depletion and mass flux results, and mask the effects of rind formation on isolated sub-zones. Also, the NOD exerts a significant influence on DNAPL mass removal and accounts for the bulk of reduced treatment efficacy. This is evident when inspecting the nodal concentrations at the time of treatment termination: the base case, no rind simulation, and the no NOD simulation had 25%, 28%, and 96% nodes with $C^{MnO_x} > 0$, respectively. The combined case of no rind and no NOD represents the optimal treatment scenario, where major non-target reactive sinks are omitted, and treatment efficiency is only due to domain heterogeneity and reaction kinetics.

While there is a two-fold increase in mass removal relative to dissolution for this scenario, a significant degree of the benefit realized at the termination of treatment (2.33 years) is eliminated at 10 years due to dissolution tailing.

Figure 8. Influence of MnO$_2$ formation (Rind) and competitive natural oxidant demand (NOD) from organic aquifer material on source zone DNAPL mass depletion. Treatment was terminated at 2.32 years for all simulations.
Although not presented here, the base case with no NOD simulation (no. 10) was executed for 30 years with continuous injection of chemical oxidation for the entire duration. At the end of the 30 year period, 205 kg of TCE DNAPL remained.

1.5.2 DNAPL Source Zone Mass Flux

TCE or PCE and MnO$_4^-$ mass flux was calculated for the downgradient boundary face for each simulation, with the mass flux enhancement factors ($E_f$) summarized in Table 6. In general, the TCE (or PCE) mass flux behaviour for simulations 1 to 8 (Figure 9 to Figure 14) is similar to their corresponding mass removal simulations (Figure 3 to Figure 8). Figure 11 (different release volumes) does provide an interesting contrast due to the breakthrough of MnO$_4^-$ at 3.75 years; once treatment is terminated, a rebound in TCE mass flux occurs. The occurrence of rebound is particularly evident for the simulations that omit NOD (10 and 11) that are plotted in Figure 14. The exclusion of NOD permits the MnO$_4^-$ to fully penetrate the length of the domain and consumes a significant quantity of TCE solute; in fact, the MnO$_4^-$ mass flux was approaching steady-state when treatment was terminated. Once the treatment is discontinued, zones where DNAPL remain experience a rebound of solute concentration and become a long term source of aqueous contamination until all DNAPL is depleted. In addition, solute sequestered in low $k$ features will back-diffuse and contribute to the total mass flux. When omitting the influence of rind in Figure 14 there is a minor difference in mass flux when compared to the base case. This is due to incomplete permanganate sweep and competitive consumption by NOD, but also the presence of large continuous unsequestered DNAPL pools at
the bottom of the domain, whose interphase mass transfer strongly influences the overall mass flux signature.

Table 6. Summary of treatment on boundary mass flux enhancement factors ($E_f$).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>$E_f$</th>
<th>End of treatment</th>
<th>10 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.25</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>2</td>
<td>1.49</td>
<td>9.78</td>
<td>9.78</td>
</tr>
<tr>
<td>3</td>
<td>1.03</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>4</td>
<td>1.05</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>5</td>
<td>1.06</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>6b</td>
<td>1.05</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>7</td>
<td>2.20</td>
<td>1.60</td>
<td>1.60</td>
</tr>
<tr>
<td>8</td>
<td>1.21</td>
<td>1.22</td>
<td>1.22</td>
</tr>
<tr>
<td>9</td>
<td>1.31</td>
<td>1.14</td>
<td>1.14</td>
</tr>
<tr>
<td>10</td>
<td>15.33</td>
<td>1.24</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Figure 9. Influence of domain mean $k$ on downgradient solute boundary mass flux. Note that treatment was not terminated for the low mean $k$ template site.
Figure 10. Influence of domain heterogeneity on downgradient solute boundary mass flux. The label ‘var’ refers to the variance in heterogeneity.

Figure 11. Influence of DNAPL initial release volume (‘vol’) on downgradient boundary mass flux. Note that the dash line represents the MnO$_4^-$ mass flux for the large DNAPL volume template site.
Figure 12. Influence of hydraulic displacement (HD) on downgradient boundary mass flux for the small DNAPL volume template site.

Figure 13. Downgradient boundary mass flux for the base case and PCE template sites.
Figure 14. Influence of MnO$_2$(s) formation (Rind) and competitive natural oxidant demand (NOD) from organic aquifer materials on downgradient boundary mass flux. The labels “BC” and “TCE” both refer to TCE solute mass flux. Treatment was terminated at 2.32 years for all simulations.

It was noted previously that an additional simulation was executed, where the base case no NOD site (simulation no. 10) was treated continuously for 30 years, with 205 kg of DNAPL remaining at the end of treatment. The corresponding TCE mass flux at 30 years was $1.08 \times 10^{-6}$ kg/m$^2$/s, while the MnO$_4^-$ mass flux was $4.3 \times 10^{-3}$ kg/m$^2$/s. Although the MnO$_4^-$ mass flux had reached an asymptotic value, indicating that maximal potential sweep had been achieved, both DNAPL and TCE solute persisted. Despite the use of the injection trench along the entire boundary face, heterogeneity permitted the long-term isolation of DNAPL sub-zones and unhindered dissolution.
1.5.3 Mass Flux vs Mass Removal

The DNAPL mass removal plots (Figure 3 to 5.8) and the mass flux plots (Figure 9 to 5.15) were utilized to construct mass flux (and concentration) versus mass removal plots for either dissolution (Figure 15) or treatment (Figure 16). Equations (13) and (14) were utilized to generate plots of $C_{\text{norm}}$ and $F_{\text{norm}}$ versus $M_{\text{norm}}$ for $\Gamma$ of 0.5, 1 and 2. The plots in Figure 15 and Figure 16 have been adjusted to discount the effects of initiating the simulations without prior dissolution by selecting reference times ($t_0$) greater than the time for peak TCE/PCE mass flux for dissolution only.

![Diagram](image)

Figure 15. Normalized TCE or PCE mass flux and normalized solute concentration versus normalized DNAPL source zone mass for dissolution only. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution; hence, the low mean $k$ simulation is omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.
Figure 16. Normalized TCE or PCE mass flux and normalized solute concentration versus normalized DNAPL source zone mass for treatment by chemical oxidation with potassium permanganate. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution hence, the low mean \( k \) simulation is omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.

Mass flux versus mass removal behaviour in DNAPL source zones is a topic of interest and debate in the contaminant hydrogeology community, and addresses a key concern: what is the long-term benefit of partial mass removal on plume evolution? For only dissolution, Figure 15 demonstrates that the flux (\( F_{\text{norm}} \)) versus mass (\( M_{\text{norm}} \)) results have \( 1 \leq \Gamma \leq 2 \), and a \( 0.75 \leq \Gamma \leq 2 \) for mean concentration (\( C_{\text{norm}} \)) versus mass. In general, concentration versus mass can be approximated by \( \Gamma = 1 \), with the exception of simulation 7 (large volume release). Figure 15 also demonstrates that different degrees of benefit can be surmised depending on whether concentration or flux is the utilized metric. Figure 16 presents the flux (and concentration) versus mass plots for the chemical oxidation simulations. The results are similar to the dissolution only simulations, but generally exhibit slightly greater \( \Gamma \) values.
1.6 Conclusions

For DNAPL mass removal from the source zone and solute mass flux at the downgradient boundary, chemical oxidation was most beneficial relative to dissolution (no treatment) when the DNAPL was PCE, the mean permeability was high ($\mu_k = 3.02 \times 10^{-11}$ m$^2$), the heterogeneity was high ($\sigma_{\ln k}^2 = 3.48$), and when the initial DNAPL volume was large (5.03 m$^3$). However, at most template sites, any benefit realized during treatment was greatly diminished after several years of post-treatment dissolution. Of note is the high permeability, moderate heterogeneity template site ($\mu_k = 3.02 \times 10^{-11}$ m$^2$, $\sigma_{\ln k}^2 = 1.74$) that experienced a significant enhancement in DNAPL mass removal over the entire duration of the simulation.

The assessment of pre- and post-hydraulic displacement was conducted on the small DNAPL volume release template site for dissolution only and chemical oxidation. The influence of hydraulic displacement was negligible for these simulations that initially had 785 to 800 kg of TCE DNAPL.

Sensitivity analyses were conducted to assess the influence of rind formation and competitive consumption of MnO$_4^-$ due to the NOD of the OAM. Omitting the rind yielded a 10% improvement in DNAPL mass removal. When the NOD was excluded from the model, the mass removal improved 28% during treatment, but exhibited mass flux rebound once treatment was completed. The assessment of NOD suggests that a large fraction of injected MnO$_4^-$ will be competitively consumed by the NOD for sites with moderate quantities of $f_{oc}$ present or similar NOD. The influence of the rind on the solute mass flux was minimal, while an order of magnitude reduction in solute mass flux was realized for the case of no NOD during treatment. However, the post-treatment portion of the no NOD simulation experienced dissolution tailing and a four-fold increase in mass flux. This suggests that field sites with low NOD need to be
carefully monitored following treatment to capture solute rebound due to dissolution from recalcitrant DNAPL and back diffusion from low $k$ features.

A simulation omitting both rind and NOD was conducted to assess the influence of heterogeneity and flow bypassing on treatment efficacy for the base case template site. When comparing the mass removal results at the termination of injection (2.33 years), 41% of the DNAPL mass was removed due to dissolution and 27% was removed due to chemical oxidation (without rind and NOD). Despite injecting the stoichiometric equivalent mass of MnO$_4^-$, 32% of the initial DNAPL mass remains due to the effects of heterogeneity, treatment kinetics, and sweep inefficiency. Even continuous treatment for 30 years for the case of no NOD competition could not eliminate all DNAPL or boundary mass flux. Long-term treatment performance at real sites may be more favourable in presence of changing redox conditions, pH and cation concentrations, which may lead to the onset of rind dissolution.

The reduction in mean boundary solute concentration ($C_{norm}$) and solute boundary mass flux ($F_{norm}$) were plotted against the DNAPL source zone mass ($M_{norm}$) for dissolution only and for chemical oxidation. In general, the relationship between $C_{norm}$ and $M_{norm}$ is approximately linear for all template sites, with the exception being the large volume release site that experiences a more rapid initial decrease in concentration followed by more significant tailing effects. Utilizing $F_{norm}$ resulted in all template sites exhibiting greater initial reductions in mass flux followed by varying degrees of tailing. Since the actual quantity of DNAPL source zone mass is rarely known at real sites, the selection of either $C_{norm}$ or $F_{norm}$ as a remediation metric will yield different interpretations regarding the effectiveness of mass removal on plume behaviour. Relative to dissolution, treatment by KMnO$_4$ results in a greater reduction in concentration and mass flux, but more late-time tailing effects.
Source zone remediation can be effective during, or shortly following, the period of active treatment. However, over the long-term, and depending on the dissolution kinetics and the characteristics of the domain, the benefit of partial treatment can be greatly reduced due to dissolution tailing. This work suggests that for many sites, partial treatment of the source zone will yield limited long-term benefits in terms of both DNAPL mass removal and mass flux reduction. Due to the high potential for partial mass removal, objective metrics should be measurable during treatment, in the near term following treatment (a few years), and the long-term (years to decades). This work demonstrates that the mean hydraulic conductivity and heterogeneity of the domain largely dictate how successful treatment will be and underscore the need for thorough site characterization and source zone delineation.
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1.8 Notation

\( n \) effective interfacial area \( \{L^2 L^{-3}\} \)

\( C \) concentration \( \{M L^{-3}\} \)

\( C_{\text{norm}} \) normalized mean average concentration or concentration reduction

\( C_s \) effective solubility \( \{M L^{-3}\} \)

\( d_{50} \) mean grain size diameter \( \{L\} \)

\( D \) hydrodynamic dispersion tensor \( \{L^2 T^{-1}\} \)

\( D^o \) free water diffusion coefficient \( \{L^2 T^{-1}\} \)

\( E_m \) DNAPL mass enhancement factor

\( E_f \) boundary mass flux enhancement factor

\( F_{\text{norm}} \) normalized boundary mass flux or flux reduction

\( f_{oc} \) factor of organic carbon

\( g \) gravitational acceleration \( \{L T^{-2}\} \)

\( \nabla h \) hydraulic gradient

\( J \) interphase mass flux \( \{M L^{-3} T^{-1}\} \)

\( k \) permeability \( \{L^2\} \)

\( k_{ij} \) intrinsic permeability tensor \( \{L^2\} \)

\( k_{la} \) average mass transfer coefficient \( \{L T^{-1}\} \)

\( K_l \) lumped mass transfer coefficient \( \{T^{-1}\} \)

\( k_o \) original permeability \( \{L^2\} \)

\( k_{OAM} \) reaction coefficient between OAM and \( \text{MnO}_4^- \) \( \{M^{-1} L^3 T^{-1}\} \)

\( K_{oc} \) organic carbon partition coefficient

\( k_{PCE} \) reaction coefficient between PCE and \( \text{MnO}_4^- \) \( \{M^{-1} L^3 T^{-1}\} \)
\( k_r \) relative permeability \( \{-\} \)
\( k_{TCE} \) reaction coefficient between TCE and MnO\(_4^-\) \( \{M^{-1} L^3 T^{-1}\} \)

\( M_{DNAPL} \) DNAPL mass in domain \( \{M\} \)

\( M_f \) total boundary mass flux \( \{M L^{-2} T^{-1}\} \)

\( M_{norm} \) normalized DNAPL mass or DNAPL mass reduction

\( P \) pressure \( \{M L^{-1} T^{-2}\} \)

\( P_C \) capillary pressure \( \{M L^{-1} T^{-2}\} \)

\( q \) Darcy flux \( \{L T^{-1}\} \)

\( q_s \) volumetric flux representing sources and/or sinks \( \{T^{-1}\} \)

\( R \) retardation factor

\( S \) phase saturation

\( S_E \) effective saturation

\( S_W \) wetting phase saturation

\( S_{rind} \) rind function \( \{L^2 L^3 M^{-1}\} \)

\( t \) time \( \{T\} \)

\( v \) average linear groundwater velocity \( \{L T^{-1}\} \)

\( x \) horizontal longitudinal direction

\( y \) vertical direction

\( z \) horizontal transverse direction

\( \Delta x \) nodal dimension along \( x \) direction \( \{L\} \)

\( \Delta y \) nodal dimension along \( y \) direction \( \{L\} \)

\( \Delta z \) nodal dimension along \( z \) direction \( \{L\} \)

\( X \) dimension of domain along \( x \) \( \{L\} \)
$Y$ dimension of domain along $y$ \{L\}

$Z$ dimension of domain along $z$ \{L\}

$\alpha$ porous medium compressibility $\{M^{-1} L T^2\}$

$\alpha_{x,y,z}$ dispersivity \{L\}

$\beta$ wetting phase compressibility $\{M^{-1} L T^2\}$

$\varepsilon_{rel}$ relative difference in saturation

$\Gamma$ fitting parameter

$\lambda_H$ horizontal isotropic correlation length \{L\}

$\lambda_V$ vertical isotropic correlation length \{L\}

$\mu$ dynamic viscosity $\{M L^{-1} T^{-1}\}$

$\mu_{\ln k}$ mean of $\ln k$ $\{\ln (L^2)\}$

$\rho$ fluid density $\{M L^{-3}\}$

$\sigma_{\ln k}^2$ variance of $\ln k$ $\{[\ln (L^2)]^2\}$

$\tau$ tortuosity

$\theta$ porosity

$\mathcal{R}$ rate of all reactions $\{M L^{-3} T^{-1}\}$

**Common subscripts**

0 initial condition

$i, j$ coordinate indices for $x$, $y$, $z$

$W$ wetting phase

$NW$ non-wetting phase

$m$ mobile species

$im$ immobile species
Common superscript

$n$ species number
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Appendix C.4

Numerical Simulation of DNAPL Source Zone Remediation with Enhanced In Situ Bioremediation (EISB): Unconsolidated Porous Media
Abstract

Numerical modelling was conducted to evaluate the efficacy of in situ enhanced bioremediation on PCE and TCE DNAPL source zones in eight idealized heterogeneous porous media sites. During 2.5 years of active treatment neither the DNAPL mass, nor boundary mass flux, could be completely eliminated. The greatest DNAPL mass depletion enhancement factors $(E_m)$ at the end of active treatment were 1.53 for TCE and 8.86 for PCE, respectively. Similarly, the greatest boundary mass flux reduction enhancement factors $(E_f)$ were 9.56 for TCE and 21.73 for PCE. An additional 7.5 years of post-treatment monitoring revealed that the source zones were dominated by dissolution tailing effects that negated most of DNAPL mass depletion enhancement achieved during active remediation at all but the PCE site. Although the long-term boundary mass flux benefits were more pronounced, rebound was considerable at many sites.
1.0 - Introduction

Over the past two decades a considerable amount of fundamental research has been conducted to elucidate the biophysiochemical mechanisms controlling the dechlorination of tetrachloroethylene (PCE) and trichloroethylene (TCE) in groundwater. Experimental work has focused on column studies with PCE or TCE solute (e.g., Carr and Hughes, 1998; Isalou et al., 1998; Cope and Hughes, 2001), batch studies with DNAPL (e.g., Yang and McCarty, 1998; Haston and McCarty, 1999; Nielsen and Keasling, 1999; Rossetti et al., 2003; Yu et al., 2005), column studies with dense, non-aqueous phase liquid (DNAPL) (e.g., Yang and McCarty, 2000b; Cope and Hughes, 2001; 2002), and two-dimensional sandbox studies with DNAPL (Sleep et al., 2006). From these studies, details on stoichiometry, reaction kinetics, bioclogging tendencies, and substrate utilization have been ascertained. In the specific context of subsurface environments, studies have evaluated the influences of redox and geochemistry (Chapelle et al., 1996; Hunter et al., 1998), temperature variation (Carter and Jewell, 1993; Holliger et al., 1993; Zhuang and Pavlostathis, 1995; Gerritse et al., 1996; Friis et al., 2007; Heimann et al., 2007), and toxicity and inhibition (DiStefano et al., 1991; Isalou et al., 1998; Kengen et al., 1999; Amos et al., 2007) on the biodegradation of PCE and TCE. Compared to abiotic dissolution, biodegradation mediated increases in PCE DNAPL phase dissolution have been reported at 2 to 3 fold (Yang and McCarty, 2002; Sleep et al., 2006), 5 fold (Yang and McCarty, 2000b), and up to 16 fold (Cope and Hughes, 2001).

Building on these experimental findings, complex numerical modelling has been conducted for one- and two-dimensional domains to elucidate pertinent characteristics conducive to the success of bioremediation (Fennell and Gossett, 1998; Garant and Lynd, 1998; Chu et al., 2003, 2004; Clapp et al., 2004; Lee et al., 2004; Yu et al., 2005; Amos et al., 2007; Christ and
Abriola, 2007; Friis et al., 2007). It has been demonstrated that the numerical results are highly sensitive to biomass utilization rates, biomass yield, initial biomass concentrations, biomass decay rates, donor substrate injection concentration and fermentation rates, toxic inhibition, and competition (e.g., Chu et al., 2004; Lee et al., 2004; Christ and Abriola, 2007).

The simulation of *in situ* bioremediation must account for stoichiometry and reaction kinetics. Ideally, dechlorination will proceed step-wise from PCE to ethene, where a series of equations can be stated for each daughter product (i.e., TCE, cis-dichloroethene (cDCE), vinyl chloride (VC), ethene) (de Bruin et al., 1992). In general, the step-wise degradation of PCE to ethene by dehalorespiration can be stoichiometrically described by (Maymo-Gatell et al., 1995; McGuire et al., 2000):

\[
\text{PCE} + \text{H}_2 \Rightarrow \text{TCE} + \text{Cl}^- + \text{H}^+ + \text{biomass}
\]

(1)

\[
\text{TCE} + \text{H}_2 \Rightarrow \text{cDCE} + \text{Cl}^- + \text{H}^+ + \text{biomass}
\]

(2)

\[
\text{cDCE} + \text{H}_2 \Rightarrow \text{VC} + \text{Cl}^- + \text{H}^+ + \text{biomass}
\]

(3)

\[
\text{VC} + \text{H}_2 \Rightarrow \text{Ethene} + \text{Cl}^- + \text{H}^+ + \text{biomass}
\]

(4)

The compound cDCE is the isomer of DCE primarily observed in sequential dechlorination (de Bruin et al., 1992). In the case of field simulations, some simplifications can be made. It has been observed at some field sites undergoing enhanced dechlorination that PCE
and/or TCE degrade to cDCE, with negligible quantities of VC and ethene in the system (e.g., Fountain et al., 2005; Hood et al., 2008). In addition, the stalling of sequential dechlorination at cDCE has been observed experimentally to varying degrees by many researchers (de Bruin et al., 1992; Holliger et al., 1993; Scholz-Muramatsu et al., 1995; Gerritse et al., 1996; Krumholz et al., 1996; Sharma and McCarty, 1996; Kengen et al., 1999; Yang and McCarty, 2000b, 2002; Heimann et al., 2007). This tendency can occur for a variety of reasons not discussed here. The assumption of cDCE accumulation significantly reduces the non-linearity of the system and improves computational run-times. Hence, for a TCE DNAPL source the only equation of concern is (2), while the stoichiometry for a PCE DNAPL source becomes (Scholz-Muramatsu et al., 1995):

\[ \text{PCE} + 2H_2 \Rightarrow \text{cDCE} + 2\text{Cl}^- + 2H^+ + 2\text{biomass} \]

(5)

where (5) implicitly assumes that the rate of TCE degradation is sufficiently fast that it is not observed in meaningful quantities.

The numerical simulation of PCE and TCE DNAPL biodegradation has been conducted for one- and two-dimensional cases by many researchers (e.g., Fennell and Gossett, 1998; Garant and Lynd, 1998; Chu et al., 2003, 2004; Clapp et al., 2004; Lee et al., 2004; Yu et al., 2005; Amos et al., 2007; Christ and Abriola, 2007; Friis et al., 2007). At present, complex three-dimensional multispecies reactions with DNAPL at the field scale have not been reported in the peer reviewed literature. In this study, the two-phase three-dimensional reactive transport numerical model DNAPL3D-RX is employed to investigate the effectiveness of enhanced bioremediation of PCE and TCE DNAPL in saturated heterogeneity porous media. This work examines the influences of domain permeability and heterogeneity, the DNAPL type (TCE or
PCE), the initial DNAPL source zone mass, electron donor injection pulse strategy, and the effects of bioclogging and competition between dechlorinating and methanogenic species.

2.0 - Model Development

The model DNAPL3D-RX comprises the three-dimensional two-phase flow simulator DNAPL3D (Gerhard and Kueper, 2003b) and the multispecies reactive transport model RT3D (Clement, 1997; Clement et al., 1998; Clement, 2002). A summary of the pertinent details related to this study are provided below.

2.1 - Reaction Kinetics

The kinetics of in situ microbial reactions can be simulated using instantaneous, first-order, and multi-Monod kinetics (Luong, 1987; Murphy and Ginn, 2000; Barry et al., 2002). Dual-Monod type kinetics have been successfully employed by several researchers (e.g., Cupples et al., 2004b; Lee et al., 2004; Yu et al., 2005; Christ and Abriola, 2007) to simulate dechlorination in complex column experiments. For this work, the kinetic reactions utilized to simulate PCE and TCE degradation are similar to those employed by Fennell and Gossett (1998), Chu et al. (2003), and Christ and Abriola (2007). In all cases, bacteria are assumed to be immobile species adhered to the soil surface of the unconsolidated aquifer materials (Kölbel-Boelke et al., 1988; Hazen et al., 1991; Godsy et al., 1992; Bekins et al., 1999). For a PCE DNAPL source, the kinetic equations for the rate of solute consumption are given by (Fennell and Gossett, 1998):

$$\frac{\partial [\text{PCE}]}{\partial t} = - \frac{q_{PCE}^{MAX} [Y_{CE}]}{R_{PCE}} \left( \frac{[\text{PCE}]}{K_{PCE} + [\text{PCE}]} \right) \left( \frac{([H_2] - H^+)}{K_{H_2} + ([H_2] - H^+)} \right) J_{\text{toxic}}$$

(6)
\[
\frac{\partial [\text{DCE}]}{\partial t} = \left( \frac{R_{\text{PCE}}}{R_{\text{DCE}}} \right) \frac{\partial [\text{PCE}]}{\partial t}
\]

(7)

where \( q \) is the maximum utilization rate \( \{\text{M M}^{-1} \text{T}^{-1}\} \), \( I_{\text{toxic}} \) is the PCE inhibition coefficient accounting for the influence of PCE toxicity on dechlorination (Amos et al., 2007) and methanogenesis (DiStefano et al., 1991), \( K \) is the Monod half-saturation constant \( \{\text{M L}^{-3}\} \), \( X \) is the biomass concentration \( \{\text{M L}^{-3}\} \), \( H^* \) is the threshold \( \text{H}_2 \) concentration for dechlorinator subsistence, and \( R \) is the retardation factor for the solute species. The square parenthesis ([ ]) designates solute molar concentration. Note that the the mass concentration can be determined by computing the product of the molar concentration and the molar mass for a given species.

The subscripts \( \text{PCE} \), \( \text{TCE} \), and \( \text{DCE} \) denote the mobile solute species, and \( \text{CE} \) denotes the immobile dechlorinator species. For a TCE DNAPL source, the kinetic equations of interest are:

\[
\frac{\partial [\text{TCE}]}{\partial t} = - \frac{q_{\text{TCE}}^\text{MAX} X_{\text{CE}}}{R_{\text{TCE}}} \left( \frac{[\text{TCE}]}{K_{\text{TCE}} + [\text{TCE}]} \right) \left( \frac{([\text{H}_2] - H^*)}{K_{\text{H}_2} + ([\text{H}_2] - H^*)} \right)
\]

(8)

\[
\frac{\partial [\text{DCE}]}{\partial t} = \left( \frac{R_{\text{TCE}}}{R_{\text{DCE}}} \right) \frac{\partial [\text{TCE}]}{\partial t}
\]

(9)

While dechlorinating bacteria can utilize a number of electron donor substrates, the generally accepted principle substrate is \( \text{H}_2 \) (DiStefano et al., 1992; Maymo-Gatell et al., 1995; Ballapragada et al., 1997; Fennell et al., 1997; Carr and Hughes, 1998; Wu et al., 1998; Yang and McCarty, 1998; Yang and McCarty, 2000a). In this work, the \( \text{H}_2 \) is obtained via the \textit{in situ} fermentation of injected lactate given by (Fennell and Gossett, 1998):
\[
\frac{d[\text{lactate}]}{dt} = -d_{\text{lactate}}^{\text{MAX}} \left[ X_{\text{lactate}} \left( \frac{[\text{lactate}]}{K_{\text{lactate}} + [\text{lactate}]} \right) \right]
\]

(10)

where the subscript \text{lactate} denotes a parameter related to the fermentation of lactate to H\textsubscript{2}.

Similarly, the methanogenic species and corresponding parameters are denoted by either the subscript or superscript \text{meth}. Fennell et al. (1997) and Yang and McCarty (1998) found that methanogenic species competition with dehalogenators for the electron donor substrate can be significant. Here the kinetic reaction for the methanogenic utilization of H\textsubscript{2} is given by (e.g., Fennell and Gossett, 1998; Amos et al., 2007):

\[
\frac{d[H_{\text{2}}^{\text{meth}}]}{dt} = -q_{\text{meth}}^{\text{MAX}} \left[ X_{\text{meth}} \left( \frac{[H_{\text{2}}] - H_{\text{meth}}^*}{K_{\text{meth}}^{H_{\text{2}}} + ([H_{\text{2}}] - H_{\text{meth}}^*)} \right) \right] I_{\text{toxic}}
\]

(11)

where H\textsubscript{2} is assumed to be the only electron donor utilized by microbes for biomass synthesis (Ballapragada et al., 1997). Note that when the DNAPL source comprises TCE, \(I_{\text{toxic}} = 1\). The kinetic reactions for the rate of change of the electron donor substrate (H\textsubscript{2}) are computed by summing the sources (i.e., lactate fermentation) and the sinks (biomass utilization) of H\textsubscript{2}. When PCE DNAPL is the source, the rate of change of H\textsubscript{2} is given by (e.g., Christ and Abriola, 2007):

\[
\frac{d[H_{\text{2}}]}{dt} = F_{\text{lactate}} \frac{\partial [\text{lactate}]}{\partial t} - \left( 2F_{\text{PCE}} \frac{\partial [\text{PCE}]}{\partial t} + F_{\text{meth}} \frac{\partial [H_{\text{2}}^{\text{meth}}]}{\partial t} \right)
\]

(12)

where \(F\) is a stoichiometric production or consumption coefficient for each species (Bagley, 1998). When TCE DNAPL is the source, the rate of change in H\textsubscript{2} is given by:
\[
\frac{\partial[H_2]}{\partial t} = F_{\text{lactate}} \frac{\partial[\text{lactate}]}{\partial t} - \left( F_{\text{TCE}} \frac{\partial[\text{TCE}]}{\partial t} + F_{\text{meth}} \frac{\partial[H_2^{\text{meth}}]}{\partial t} \right)
\]

(13)

The biomass kinetics for immobile species \(X_n\) can be described by (Fennell and Gossett, 1998):

\[
\frac{\partial[X_{\text{lactate}}]}{\partial t} = -Y_{\text{lactate}} \frac{\partial[\text{lactate}]}{\partial t} - \lambda_{\text{lactate}} [X_{\text{lactate}}]
\]

(14)

\[
\frac{\partial[X_{\text{meth}}]}{\partial t} = -Y_{\text{meth}} \frac{\partial[H_2^{\text{meth}}]}{\partial t} - \lambda_{\text{meth}} [X_{\text{meth}}]
\]

(15)

where \(Y\) is biomass yield coefficient \((-\)} for each species and \(\lambda\) is first-order decay rate coefficient \(\{T^{-1}\}\). While the use of \(\lambda\) is an idealization of microbial population degradation, it has been successfully employed in several column experiments (e.g., Fennell and Gossett, 1998; Cupples et al., 2004b). When PCE DNAPL is the source, the dechlorinator biomass is given by:

\[
\frac{\partial[X_{\text{CE}}]}{\partial t} = -2Y_{\text{PCE}} \frac{\partial[\text{PCE}]}{\partial t} - 2\lambda_{\text{CE}} [X_{\text{CE}}]
\]

(16)

When TCE DNAPL is the source, the biomass for dechlorination is given by:

\[
\frac{\partial[X_{\text{CE}}]}{\partial t} = -Y_{\text{TCE}} \frac{\partial[\text{TCE}]}{\partial t} - \lambda_{\text{CE}} [X_{\text{CE}}]
\]

(17)

The influence of PCE toxicity on the rate of dechlorination is a function of several factors including the microbial species present and their ability to acclimate. The effects of toxicity are
varied in the literature. For example, Amos et al. (2007) found that dechlorination ceased when PCE concentrations were greater than 540 µM, while Yang and McCarty (2000b) had success with PCE concentrations equal to 1.0 mM (i.e., solubility concentrations). In terms of kinetics, the influence of PCE toxicity on remediation can be described by (Amos et al., 2007):

\[
I_{\text{toxic}} = \begin{cases} 
1 - \frac{[\text{PCE}]}{[\text{PCE}]_{\text{max}}} & \text{if } [\text{PCE}] \leq [\text{PCE}]_{\text{max}} \\
0 & \text{if } [\text{PCE}] > [\text{PCE}]_{\text{max}}
\end{cases}
\]

(18)

where \([\text{PCE}]_{\text{max}}\) is the maximum tolerable solute concentration. When the concentration of PCE reaches this maximum value, dechlorination for that solute species will cease, as will \(H_2\) utilization by competitors. Obviously, this has strong implications for source zones where solubility concentrations can occur in the vicinity of residual and pooled DNAPL.

2.2 - Bioclogging

The reduction in subsurface hydraulic conductivity due to growth of micro-organisms is a topic of great interest in the literature and has been extensively studied by different facets of the soil science and engineering community (Baveye et al., 1998). However, in the context of bioclogging in DNAPL source zones, research is limited at present. In column experiments with PCE, Isalou et al. (1998) reported that biofilm growth was problematic and adversely affected column pressure gradients; however, it was the view of the authors that the degree of bioclogging observed in the experiment would be unlikely to occur in the field. In a two-dimensional sandbox experiment by Sleep et al. (2006), bioclogging adversely impacted the remediation effort. An additional source of reduced hydraulic conductivity is the formation and entrapment of methane gas in soil pores due to methanogenesis. This detrimental phenomenon has been
reported in numerous column studies, both in the presence (Yang and McCarty, 2002) and absence (Sanchez de Lozada et al., 1994) of chloroethenes.

Perhaps owing to the dynamic and complex nature of microbial behaviour and domain heterogeneities, there is little consensus on the best methodology to mathematically represent bioclogging effects on permeability. In general, three modelling approaches for bioclogging have been tested and utilized in the literature: biofilm-type clogging (Vandevivere et al., 1995; Clement et al., 1996; Thullner et al., 2002; Chu et al., 2003), interstitial plug-type (colony) clogging (Vandevivere et al., 1995; Thullner et al., 2002; Chu et al., 2003), and macroscopic clogging (Clement et al., 1996; Thullner et al., 2002). Numerical simulations by Chu et al. (2003), Thuller et al. (2002), and Vandevivere et al. (1995) demonstrated that the biofilm and/or macroscopic bioclogging under-predicted reductions in hydraulic conductivity relative to the plug-clogging models. The latter two studies also found that the plug-type models more accurately captured two-dimensional bioclogging experimental results. However, numerical simulations by Clement et al. (1996) found that a transport model utilizing macroscopic bioclogging had simulation run-times 25 times faster than when employing the biofilm clogging model of Zysset et al. (1994).

To ensure computational efficiency whilst reasonably capturing the effects of bioclogging on treatment efficacy, the influence of biomass growth on the permeability field is simulated using the analytical approach described by Clement et al. (1996):
\[ K = \begin{cases} 
K_o \left( 1 - \frac{\theta_b}{\theta} \right)^{19/6} & \text{if } \theta_b \leq \theta \\
K_{min} & \text{if } \theta_b > \theta \end{cases} \left( 1 - \frac{K_{min}}{K_o} \right)^{19/6} \]

(19)

where \( \theta \) is initial porosity, and \( \theta_b \) is biomass filled porosity, \( K \) is the hydraulic conductivity, \( K_o \) is the initial \( K \), \( K_{min} \) a minimum \( K \) that can be achieved by bioclogging; \( K_{min} \) is assumed to be equal to \( K_o/2000 \) (Chu et al., 2004), which is consistent with the work by Taylor and Jaffe (1990).

Similar magnitudes in hydraulic conductivity reduction have been experimentally observed by Dong-Shik Kim (2000), Dupin and McCarty (2000), and Stewart and Fogler (2002). Also, 20% of maximum biomass concentration is assumed to be recalcitrant (Criddle et al., 1991) providing a permanent reduction in soil permeability. For this work, the relative porosity is converted to a biomass concentration using (Chu et al., 2003):

\[ \theta_b = \theta \left( \frac{\sum_{i=1}^{N} X_i}{X_{MAX}} \right) \]

(20)

where \( X_i \) is the nodal biomass concentration \( \{M \cdot L^{-3}\} \) and \( X_{MAX} \) is the maximum biomass concentration that can occur at a node \( \{M \cdot L^{-3}\} \). Substituting (6-20) into (6-19) and converting \( K \) to \( k \) yields:
Equation (21) greatly simplifies the modelling approach by expressing the nodal permeability reduction in terms of only \( k_o \) and biomass concentration (\( X \)). Reductions in \( K \) have been experimentally correlated to the number of bacteria present in a porous medium (Gupta and Swartzendruber, 1964) and to biomass density (Vandevivere and Baveye, 1992a, b). Based on the work by Vandevivere et al.(1995), Thullner et al. (2002), and Chu et al. (2003), (21) will potentially impart a conservative biased with respect to the bioclogging effects.

3.0 - Metrics of Evaluation

DNAPL mass removal, the total boundary mass flux, relative change in \( S_{NW} \) with respect to permeability, DNAPL mass versus boundary mass flux, and treatment enhancement factor are the five metrics utilized in this study to assess the performance of DNAPL bioremediation. The DNAPL mass removal is assessed by converting the nodal saturations to masses, and then summing all non-wetting phase nodal masses within the domain:

\[
M_{DNAPL} = \sum_{i=1}^{N} Y_i \theta_i (S_{NW},) \rho_{NW}
\]  

(22)
where $M_{DNAPL}$ is the total DNAPL mass \(\{M\}\) and $V_i$ is the volume of a node \(\{L^3\}\). The total boundary mass flux ($M_f$) \(\{M L^{-2} T^{-1}\}\) is the cumulative sum of all instantaneous mass flux for each boundary node:

$$M_f^n = \sum_{i=1}^{N} C_i^n q_i$$

(23)

where $i$ denotes an individual node, $n$ is the mobile aqueous species of interest, $q$ is the Darcy flux \(\{L T^{-1}\}\), and $C$ is the concentration of each node \(\{M L^{-3}\}\). The relative change in $S_{NW}$ with respect to permeability is as follows:

$$\varepsilon_{rel} = \left( \frac{S_{NW}^\omega - S_{NW}^t}{S_{NW}^\omega} \right) \times 100\%$$

(24)

where $\varepsilon_{rel}$ is the relative difference (\%), $S_{NW}^\omega$ is the initial non-wetting phase saturation, and $S_{NW}^t$ is the non-wetting phase saturation at some later time. For this work, the time of interest occurs when lactate treatment is discontinued at 2.5 years. The $\varepsilon_{rel}$ is further quantified using the first moment (centroid of ln $k$):

$$\mu_{\ln k} = \frac{\sum_{i=1}^{N} \varepsilon_{rel}_i (\ln k)_i}{\sum_{i=1}^{N} \varepsilon_{rel}_i}$$

(25)

and the second moment (variance of ln $k$):
Equations (24), (25) and (26) are utilized to compare and contrast both abiotic dissolution and biodegradation simulations for all template sites. The use of equations (25) and (26) permit the evaluation of which subsurface features are most conducive to mass removal by biodegradation. For the case of abiotic dissolution all nodes are evaluated, while only nodes with \( X_{CE} > 0 \) are examined for the case of enhanced bioremediation. When conducting moment analyses, nodes that experienced increases in \( S_{NW} \) were omitted in the calculation; this change in \( S_{NW} \) was due to migration.

DNAPL mass reduction (\( M_{\text{norm}} \)) versus boundary mass flux reduction (\( F_{\text{norm}} \)) (and mean boundary concentration reduction, \( C_{\text{norm}} \)) is utilized to assess abiotic dissolution and treatment effectiveness. Similar approaches have been employed by other authors (e.g., Sale and McWhorter, 2001; Parker and Park, 2004; Falta et al., 2005a; Jawitz et al., 2005; DiFilippo and Brusseau, 2008). The approach by Falta et al. (2005a) is utilized as follows:

\[
\frac{C(t)}{C(t_0)} = \left( \frac{M_{\text{DNAPL}}(t)}{M_{\text{DNAPL}}(t_0)} \right)^{\Gamma} \quad \text{or} \quad C_{\text{norm}} = (M_{\text{norm}})^{\Gamma}
\]  

(27)
and
\[
\frac{M_f(t)}{M_f(t_0)} = \left( \frac{M_{DNAPL}(t)}{M_{DNAPL}(t_0)} \right)^\Gamma \quad \text{or} \quad F_{norm} = (M_{norm})^\Gamma
\]

where \( t_0 \) is the reference time, and \( \Gamma \) is a parameter intended to account for source zone architecture and heterogeneity.

The final metric of evaluation is the treatment enhancement factor \( (E) \), which compares a biotic metric and a corresponding abiotic metric (e.g., Yang and McCarty, 2002; Christ and Abriola, 2007). For DNAPL mass removal, the enhancement factor is defined as:
\[
E_m = \frac{M_{DNAPL}^0 - M_{DNAPL}^{bio}(t)}{M_{DNAPL}^0 - M_{DNAPL}^{diss}(t)}
\]

where \( M_{DNAPL}^0 \) is the initial DNAPL mass in the domain \( (t = 0) \), and \( M_{DNAPL}^{bio} \) and \( M_{DNAPL}^{diss} \) are the DNAPL mass values for treatment and dissolution only, respectively, at some time \( (t) \). The enhancement factor for total boundary mass flux is defined as:
\[
E_f = \frac{M_f^{diss}(t)}{M_f^{bio}(t)}
\]

where the subscripts \( bio \) and \( diss \) denote enhanced bioremediation and abiotic dissolution, respectively.
4.0 - Model Testing

Although DNAPL3D-RX has undergone considerable testing against general analytical solutions for two-phase flow and reactive solute transport, and one-dimensional chemical oxidation of TCE DNAPL in porous media (West et al., 2008), three tests specific to bioremediation were conducted here.

For the first comparison, DNAPL3D-RX was compared to the computer program ART3D (Clement et al., Downloaded June 2007) for the case of one-dimensional five species sequential first-order decay of PCE solute in porous media. The comparison of the numerical and analytical solutions is presented in Figure 1; all input parameters are listed in Appendix F of West (2009). Both DNAPL3D-RX and ART3D were additionally compared to the analytical solution of Bear (1979) for the case of one-dimensional first-order single species decay in porous media. This was essential as ART3D utilizes the three-dimensional analytical expression by Domenico (1987) to approximate reactive solute transport in porous media; however, when only considering one-dimensional longitudinal transport, the Domenico (1987) solution collapses to the exact analytical solution by Bear (1979). From Figure 1 it can be observed that DNAPL3D-RX compares well with ART3D despite concentrations spanning eight orders of magnitude.
Figure 1. Comparison of DNAPL3D-RX to ART3D (Clement et al., 2007) for the case of five species first-order sequential decay. Solid line are ART3D output and the symbols are the corresponding output by DNALP3D-RX.

The second comparison was conducted for the one-dimensional column experiment by Yang and McCarty (2002). In their work, a 30 cm long porous medium column was injected with PCE DNAPL to a 2% non-wetting phase saturation and then bioaugmented with a dechlorinating consortium. Figure 2 presents the comparison of DNAPL3D-RX (solid lines) to the experimental effluent concentrations for the column feed with a pentanol substrate; the match is excellent. Similar to the numerical model test conducted by Christ and Abriola (2007) for the same experiment, DNAPL3D-RX was setup with five species sequential decay (PCE to Ethene) utilizing equations similar to (7) and (17), but including inhibition coefficients. Also, the bioclogging mechanisms from (21) were utilized here. The specifics of the model setup are not presented here for brevity and can be found in Appendix F of West (2009).
Figure 2. Comparison of DNAPL3D-RX to column experiment by Yang and McCarty (2002) for sequential degradation of PCE DNAPL in the presence of fermentors converting pentanol to H₂ (adapted from Yang and McCarty, 2002, Figure 2). The solid lines are output from DNAPL3D-RX, the open diamonds and solid circles are the experimental results for PCE and cDCE, respectively.

The one-dimensional column experiment for biodegradation of PCE DNAPL in porous media by Yang and McCarty (2000b) was utilized as the final test. This experiment utilized a 22 cm column with the lower 70% of the column comprising porous media aquifer material and 2% PCE DNAPL; the remaining upper portion of the column contained a dechlorinating culture. The actual and simulated column experiment effluent concentrations are presented in Figure 3. The model was setup with five species sequential reactive transport with dual-Monod kinetics and first-order decay, similar to (7) and (17). This experimental data set is challenging from a modelling perspective due to its dynamic behaviour; hence, only the first 50 days of the experiment were simulated. It was initially found that the degree of non-linearity for the problem was insurmountable for successful parameter estimation by trial and error, as values for
In turn, DNAPL3D-RX was coupled to the parameter estimation software package PEST (Doherty, July 2004) in an effort to systematically obtain a satisfactory model fit. DNAPL3D-RX (PEST) was constrained to both the effluent concentrations of the individual species (Figure 3A) and total ethenes (Figure 3B). It was found that the solution was plagued by non-uniqueness, where the match to total ethenes was often excellent, yet the simulated individual species concentrations varied considerably from the experimental results. The authors then systematically performed iterative trial and error estimates of the initial parameters, relying on PEST to resolve the best statistical fit, and using visual inspection of the effluent concentration to judge a satisfactory match. The results of the final simulation attempt are presented in Figure 3A and Figure 3B, where the general trends in the experiment data set are captured, and the match to the total ethenes plot (Figure 3B) is good. The match to the concentrations of the individual species is variable, but reasonable given the fluctuating nature of the data set. The final input parameters for the numerical simulation can be found in Appendix F of West (2009). Interestingly, the model required 0.06% organic carbon in the 7 cm column section that contains the bacterial culture for the subject match. In the absence of this retardation factor, the model output did not resemble the experimental data set, and exhibited rapid and abrupt PCE breakthrough.
Figure 3. Comparison of DNAPL3D-RX (“Model”) to the column experiment by Yang and McCarty (2000b) for sequential degradation of PCE DNAPL in the presence of fermentors converting pentanol to H₂ for the first 50 days (adopted from Yang and McCarty, 2000b, Figure 8). Plot A is the effluent concentrations for each of PCE, TCE, cDCE, VC, and Eth. Plot B is for total ethenes.

5.0 - Field Scale Model Domain

The numerical simulation of enhanced bioremediation was completed using templates sites, whose characteristics are considered representative of actual porous media field sites. The
properties of the template sites are summarized in Table 1. There are four main characteristics for this work: mean permeability ($\mu_k$), variance of permeability ($\sigma_{\ln k}^2$), DNAPL release mass (or volume), and DNAPL type. The ranges in mean permeability are representative of subsurface domains comprising medium to fined grained porous media. The variance values in Table 1 are reflective of field scale studies in the literature; although a variety of techniques have been utilized to ascertain and describe the degree of heterogeneity at real porous media sites, many researchers have expressed the heterogeneous soil structure in terms of correlation length. In general, the $\sigma_{\ln K}^2$ (hydraulic conductivity) has ranged between 0.27 to 4.5, the horizontal correlation lengths ($\lambda_H$) have been between 2.8 to 12.8 m, while values of 0.05 to 0.8 m have been estimated for vertical correlation lengths ($\lambda_V$) (Sudicky, 1986; Killey and Moltyaner, 1988; Woodbury and Sudicky, 1991; Hess et al., 1992; Rehfeldt et al., 1992; Turcke and Kueper, 1996; Maji, 2005). For this work, the computer program F-GEN (Robin et al., 1993) was employed to generate the heterogeneous porous media template sites listed in Table 1. The input parameters for F-GEN are provided in Table 2.
Table 1. Summary of template sites.

<table>
<thead>
<tr>
<th>Template Site</th>
<th>DNAPL</th>
<th>Initial Mass (kg)</th>
<th>Initial Volume (m³)</th>
<th>Mean k (m²)</th>
<th>Mean ln k (ln (m²))</th>
<th>Variance ln k (ln (m²))²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>TCE</td>
<td>3520</td>
<td>2.41</td>
<td>3.03×10⁻¹²</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>High mean k</td>
<td>TCE</td>
<td>3496</td>
<td>2.39</td>
<td>3.02×10⁻¹¹</td>
<td>-25.06</td>
<td>1.74</td>
</tr>
<tr>
<td>Low mean k</td>
<td>TCE</td>
<td>3535</td>
<td>2.42</td>
<td>3.04×10⁻¹³</td>
<td>-29.66</td>
<td>1.74</td>
</tr>
<tr>
<td>Low heterogeneity</td>
<td>TCE</td>
<td>3355</td>
<td>2.30</td>
<td>1.87×10⁻¹²</td>
<td>-27.43</td>
<td>0.87</td>
</tr>
<tr>
<td>High heterogeneity</td>
<td>TCE</td>
<td>3186</td>
<td>2.18</td>
<td>7.41×10⁻¹²</td>
<td>-27.26</td>
<td>3.48</td>
</tr>
<tr>
<td>Small DNAPL volume (post HD)</td>
<td>TCE</td>
<td>785</td>
<td>0.54</td>
<td>3.03×10⁻¹²</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>Small DNAPL volume (pre HD)</td>
<td>TCE</td>
<td>803</td>
<td>0.55</td>
<td>3.03×10⁻¹²</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>Large DNAPL volume</td>
<td>TCE</td>
<td>7343</td>
<td>5.03</td>
<td>3.03×10⁻¹²</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>High density DNAPL</td>
<td>TCE</td>
<td>3871</td>
<td>2.37</td>
<td>3.03×10⁻¹²</td>
<td>-27.36</td>
<td>1.74</td>
</tr>
<tr>
<td>PCE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. F-GEN (Robin et al., 1993) input statistics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Templates Site</th>
<th>k (m²)</th>
<th>f_ac</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, μ</td>
<td>Base case</td>
<td>1×10⁻¹²</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>High mean k</td>
<td>1×10⁻¹¹</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low mean k</td>
<td>1×10⁻¹³</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low heterogeneity</td>
<td>1×10⁻¹²</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High heterogeneity</td>
<td>1×10⁻¹²</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ln k (ln (m²))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ln f_ac</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance, σ²</td>
<td>Base case</td>
<td>2.0</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>High mean k</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low mean k</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low heterogeneity</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High heterogeneity</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>Degree of Correlation, R²</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Coherency level, a</td>
<td>Base case</td>
<td>-0.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High mean k</td>
<td>-0.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low mean k</td>
<td>-0.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Low heterogeneity</td>
<td>-0.49</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High heterogeneity</td>
<td>-0.24</td>
<td></td>
</tr>
<tr>
<td>Correlation lengths</td>
<td>k field</td>
<td>3.0 m</td>
<td>3.0 m</td>
</tr>
<tr>
<td></td>
<td>f_ac field</td>
<td>0.2 m</td>
<td>0.2 m</td>
</tr>
<tr>
<td>Nugget Effect</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

(2) Horizontal isotropy assumed.
Following the field and modelling study by Brusseau and Srivastava (1997) on the Borden aquifer, the $f_{oc}$ for the model domains, and hence retardation factor ($R$), was perfectly negatively cross-correlated to the random correlated permeability field. The subject model utilized a $\sigma_{ln\ f_{oc}}^2 = 0.24$ for all template sites (see Table 2). This approach varies from Brusseau and Srivastava (1997) in that their work assumed $\sigma_{ln\ K}^2 = \sigma_{ln\ f_{oc}}^2 = 0.24$, and was necessary to ensure that model $R$ values remain reasonable (i.e., between 1.4 and 13.0 depending on the permeability). Although a broad range of sorption behaviour has been observed for PCE and TCE in aquifer soils (Chiou et al., 1979; Miller and Weber Jr, 1986; Ball and Roberts, 1991; Allen-King et al., 1996; Brusseau and Srivastava, 1997), for this work sorption is simulated using a linear sorption isotherm.

A three-dimensional depiction of the base case model domain is provided in Figure 4 and the general input parameters are listed in Table 3. The model domain for all template sites measured 20 m along $x$, 10 m along $z$ (transverse horizontal), 5 m along $y$ (transverse vertical). The domain is discretized into equally sized blocks measuring 0.4 m ($x$) by 0.4 m ($z$) by 0.05 m ($y$), for a total of 125000 nodes, thus providing a minimum of four nodes per correlation length. The initial condition $S_{NW}$ field for the base case can be observed in Figure 4A, where the DNAPL is thoroughly distributed throughout the domain as both residual and pools. For the base case, the average $S_{NW}$ is 0.01 with $S_{NW}^{MAX} = 0.84$. The subject domain configuration is half of the original domain size utilized by Richards (2006), and is symmetric about the original DNAPL release location noted in Figure 4A. The reduction in domain size was necessary for computational efficiency. In general, run-times varied between 4 and 6 months, with a maximum run-time of 11 months for bioremediation of the high variance template site on a PC equipped with Intel Pentium 4 EE (Extreme Edition) 3.73 GHz CPU. The heterogeneous
permeability field is presented in Figure 4B, comprising low and high permeability features; for the base case, the mean \( k = 3.0 \times 10^{-12} \, \text{m}^2 \), with a \( k_{MIN} = 1.35 \times 10^{-15} \, \text{m}^2 \) and a \( k_{MAX} = 1.72 \times 10^{-10} \, \text{m}^2 \).

Figure 4. Three-dimensional view of porous media domain. Figure A presents the initial non-wetting phase saturation field, domain configuration, and the location of the original DNAPL release. Figure B depicts the corresponding permeability field. The domain is the symmetric half-domain (with respect to the DNAPL release location) from work by Richards (2006).
Table 3. General simulation input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TCE</th>
<th>PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_w$</td>
<td>1000 kg m$^{-3}$</td>
<td>1000 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{NW}$</td>
<td>1460 kg m$^{-3}$ (1)</td>
<td>1630 kg m$^{-3}$ (1)</td>
</tr>
<tr>
<td>$\mu_w$</td>
<td>0.001 Pa·s</td>
<td>0.001 Pa·s</td>
</tr>
<tr>
<td>$\mu_{NW}$</td>
<td>0.00057 Pa·s (1)</td>
<td>0.00087 Pa·s (1)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$K_{oc}$</td>
<td>126 mL g$^{-1}$ (1)</td>
<td>364 mL g$^{-1}$ (1)</td>
</tr>
<tr>
<td>$K_{oc}$</td>
<td>86 mL g$^{-1}$ (1)</td>
<td>86 mL g$^{-1}$ (1)</td>
</tr>
<tr>
<td>$d_{50}$</td>
<td>0.0005 m</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>$\alpha_x, \alpha_y$</td>
<td>10:1</td>
<td>10:1</td>
</tr>
<tr>
<td>$\alpha_x, \alpha_z$</td>
<td>100:1 m</td>
<td>100:1 m</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.7 (2)</td>
<td>0.7 (2)</td>
</tr>
<tr>
<td>$C_s$</td>
<td>1100 mg L$^{-1}$ (1)</td>
<td>200 mg L$^{-1}$ (1)</td>
</tr>
<tr>
<td>$C_{Lactate}$</td>
<td>39130 mg L$^{-1}$</td>
<td>7511 mg L$^{-1}$</td>
</tr>
<tr>
<td>$D^o_{TCE}$ or $D^o_{PCE}$</td>
<td>$7.98 \times 10^{-10}$ m$^2$ s$^{-1}$ (4)</td>
<td>$7.17 \times 10^{-10}$ m$^2$ s$^{-1}$ (3)</td>
</tr>
<tr>
<td>$D^o_{cDCE}$</td>
<td>$9.03 \times 10^{-10}$ m$^2$ s$^{-1}$ (4)</td>
<td>$9.03 \times 10^{-10}$ m$^2$ s$^{-1}$ (4)</td>
</tr>
<tr>
<td>$D^o_{Lactate}$</td>
<td>$7.4 \times 10^{-10}$ m$^2$ s$^{-1}$ (4)</td>
<td>$7.4 \times 10^{-10}$ m$^2$ s$^{-1}$ (4)</td>
</tr>
<tr>
<td>$D^o_{H_2}$</td>
<td>$3.3 \times 10^{-9}$ m$^2$ s$^{-1}$ (5)</td>
<td>$3.3 \times 10^{-9}$ m$^2$ s$^{-1}$ (5)</td>
</tr>
<tr>
<td>$\nabla h$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$X$ (longitudinal)</td>
<td>20.0 m</td>
<td>20.0 m</td>
</tr>
<tr>
<td>$Y$ (vertical)</td>
<td>5.0 m</td>
<td>5.0 m</td>
</tr>
<tr>
<td>$Z$ (width)</td>
<td>10.0 m</td>
<td>10.0 m</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.05 m</td>
<td>0.05 m</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td># nodes</td>
<td>125000</td>
<td>125000</td>
</tr>
</tbody>
</table>

(1) Pankow and Cherry (1996).
(2) From Bear (1972).
(3) Calculated from Wilke and Chang (1955). Reference temperature is 10ºC.
(4) From Christ and Abriola (2007)
(5) From Schwarzenbach et al. (1993)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>TCE</th>
<th>PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{TCE}$ or $K_{PCE}$</td>
<td>$1.4 \times 10^{-6}$ mol L$^{-1}$</td>
<td>$0.2 \times 10^{-6}$ mol L$^{-1}$</td>
</tr>
<tr>
<td>$q_{MAX}^{TCE}$ or $q_{MAX}^{PCE}$</td>
<td>$1.0 \times 10^{-10}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
<td>$1.0 \times 10^{-10}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$q_{MAX}^{lactate}$</td>
<td>$2.39 \times 10^{-10}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
<td>$2.39 \times 10^{-10}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$q_{MAX}^{meth}$</td>
<td>$3.47 \times 10^{-9}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
<td>$3.47 \times 10^{-9}$ mol (mg VSS)$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$\lambda_{biomax}$</td>
<td>$5.79 \times 10^{-7}$ s$^{-1}$</td>
<td>$5.79 \times 10^{-7}$ s$^{-1}$</td>
</tr>
<tr>
<td>$C_{toxicity}$</td>
<td>n/a</td>
<td>200 mg L$^{-1}$</td>
</tr>
<tr>
<td>$X_{MAX}^{r}$</td>
<td>20000 mg L$^{-1}$</td>
<td>20000 mg L$^{-1}$</td>
</tr>
<tr>
<td>$X_{o}^{ferm}$</td>
<td>0.1 mg L$^{-1}$</td>
<td>0.1 mg L$^{-1}$</td>
</tr>
<tr>
<td>$X_{o}^{CE}$</td>
<td>0.015 mg L$^{-1}$</td>
<td>0.015 mg L$^{-1}$</td>
</tr>
<tr>
<td>$H^{*}$</td>
<td>2 nmol L$^{-1}$</td>
<td>2 nmol L$^{-1}$</td>
</tr>
<tr>
<td>$H^{*}$</td>
<td>11 nmol L$^{-1}$</td>
<td>11 nmol L$^{-1}$</td>
</tr>
<tr>
<td>$Y_{TCE}$ or $Y_{PCE}$</td>
<td>$8.2 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
<td>$8.2 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$Y_{lactate}$</td>
<td>$3.51 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
<td>$3.51 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$Y_{meth}$</td>
<td>$1.43 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
<td>$1.43 \times 10^{4}$ (mg cell) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$F_{TCE}$ or $F_{PCE}$</td>
<td>$1.43$ (mol H$_2$) (mol substrate)$^{-1}$</td>
<td>$1.43$ (mol H$_2$) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$F_{lactate}$</td>
<td>$1.90$ (mol H$_2$) (mol substrate)$^{-1}$</td>
<td>$1.90$ (mol H$_2$) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$F_{meth}$</td>
<td>$4.44$ (mol H$_2$) (mol substrate)$^{-1}$</td>
<td>$4.44$ (mol H$_2$) (mol substrate)$^{-1}$</td>
</tr>
<tr>
<td>$K_{H_2}$</td>
<td>$1.0 \times 10^{-7}$ mol L$^{-1}$</td>
<td>$1.0 \times 10^{-7}$ mol L$^{-1}$</td>
</tr>
<tr>
<td>$K_{lactate}$</td>
<td>$2.5 \times 10^{-6}$ mol L$^{-1}$</td>
<td>$2.5 \times 10^{-6}$ mol L$^{-1}$</td>
</tr>
<tr>
<td>$K_{meth}$</td>
<td>$5.0 \times 10^{-7}$ mol L$^{-1}$</td>
<td>$5.0 \times 10^{-7}$ mol L$^{-1}$</td>
</tr>
</tbody>
</table>

(1) From Haston and McCarty (1999).  
(2) From Lee et al. (2004).  
(3) From Fennell and Gossett (1998) and adjusted for lower temperatures.  
(4) Based on the findings of Yang and McCarty (2000b).  
(5) From Christ and Abriola (2007).  
(7) From Cupples et al. (2003).  
(9) From Fennell and Gossett (1998).  
(10) Calculated as per Bagley (1998).

The details of the boundary and initial conditions are illustrated in Figure 5, which presents a cross-sectional view (at z = 5 m) of the initial k and $S_{NW}$ fields. Constant head wetting phase boundary conditions are designated at the up- and down-gradient faces to establish a $\nabla h = 0.05$, analogous to continuous pumping conditions; no flux non-wetting phase conditions are
designated for the same boundary faces. The horizontal and vertical transverse faces are designated as no flow boundaries with respect to both wetting and non-wetting phases. Lactate is injected at the upgradient boundary face using a pulsed constant concentration. This methodology ensures maximum sweep of the substrate and fermentation products (H₂) within the heterogeneous domain.

Figure 5. Cross-section of model domain with boundary and initial conditions. Section located a \( z = 5 \) m for TCE base case.

The input parameters specific to bioremediation are listed in Table 5 for TCE and PCE. These values are primarily derived from peer-reviewed literature, whether from experimental findings or computational techniques. Key differences between PCE and TCE values are the half-saturation constants \( K_{TCE} \) and \( K_{PCE} \) and the inclusion of toxicity for PCE. When utilizing a conversion of 0.5 mg protein/mg cells (Duhamel et al., 2004), experimentally-derived literature values for \( q_{PCE}^{MAX} \) ranged from \( 1.6 \times 10^{-9} \) to \( 3.7 \times 10^{-13} \) mol/(mgX • s) after conversion for reported temperatures of 15°C to 42 °C (de Bruin et al., 1992; Carter and Jewell, 1993; Holliger et al.,...
1993; Maymo-Gatell et al., 1995; Zhuang and Pavlostathis, 1995; Sharma and McCarty, 1996; Isalou et al., 1998; Haston and McCarty, 1999; Nielsen and Keasling, 1999; Yang and McCarty, 2000b; Rossetti et al., 2003). Similarly, values ranging from $1.5 \times 10^{-9}$ to $1.9 \times 10^{-11}$ mol/(mg$_X$ • s) were found for $q_{TCE}^{MAX}$ with reported temperatures of 20°C to 42 °C (Holliger et al., 1993; Maymo-Gatell et al., 1995; Haston and McCarty, 1999; Cupples et al., 2004a). When considering the typical normal-type behaviour for utilization rate versus temperature experimentally demonstrated for dechlorinating bacteria (e.g., Gerritse et al., 1996; Friis et al., 2007), and typical subsurface temperatures of 10 °C to 15 °C, a $q_{TCE}^{MAX} = q_{PCE}^{MAX} = 1.0 \times 10^{-10}$ mol/(mg$_X$ • s) was assumed. Likewise, a $q_{meth}^{MAX} = 3.47 \times 10^{-8}$ mol/(mg$_X$ • s) and a $q_{lactate}^{MAX} = 2.39 \times 10^{-9}$ mol/(mg$_X$ • s) were reported by Fennell and Gossett (1998) at 35 °C. Based on the modelling work by Lee et al. (2004) and experimental findings of Heimann et al. (2007), an order of magnitude reduction is assumed for the aforementioned values at groundwater temperatures.
### Table 5. Schedule of simulations

<table>
<thead>
<tr>
<th>Simulation no.</th>
<th>Description</th>
<th>Lactate injection concentration (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case</td>
<td>39130</td>
</tr>
<tr>
<td>2</td>
<td>High mean $k$</td>
<td>39130</td>
</tr>
<tr>
<td>3</td>
<td>Low mean $k$</td>
<td>39130</td>
</tr>
<tr>
<td>4</td>
<td>Low heterogeneity</td>
<td>39130</td>
</tr>
<tr>
<td>5</td>
<td>High heterogeneity</td>
<td>39130</td>
</tr>
<tr>
<td>6a</td>
<td>Small DNAPL volume (post HD) ((^{2}))</td>
<td>39130</td>
</tr>
<tr>
<td>6b</td>
<td>Small DNAPL volume (pre HD)</td>
<td>39130</td>
</tr>
<tr>
<td>7</td>
<td>High DNAPL volume</td>
<td>39130</td>
</tr>
<tr>
<td>8</td>
<td>PCE DNAPL</td>
<td>39130 or 7511</td>
</tr>
<tr>
<td>BC1</td>
<td>Base case, no bioclogging</td>
<td>39130</td>
</tr>
<tr>
<td>BC2</td>
<td>Base case, no competition</td>
<td>39130</td>
</tr>
<tr>
<td>BC3</td>
<td>Base case, no bioclogging &amp; no competition</td>
<td>39130</td>
</tr>
<tr>
<td>PS1</td>
<td>Base case, 1 hour/day lactate pulse</td>
<td>134160</td>
</tr>
<tr>
<td>PS2</td>
<td>Base case, 1 week/month lactate pulse</td>
<td>24113</td>
</tr>
</tbody>
</table>

\(^{1}\) All injections were completed for a period of 2.5 years.

\(^{2}\) HD denotes hydraulic displacement.

\(^{3}\) Equilibrium dissolution assumed for all simulations.

Experimental values for biomass in porous media vary considerably in the literature. When utilizing a conversion of 0.5 mg protein/mg cells (Duhamel et al., 2004), biomass concentrations have been found to range from 5 to 125 mg cells/liter (Christensen and Characklis, 1990; Mohn and Tiedje, 1990; He and Sanford, 2004). Preliminary model simulations with the base case were conducted to assess sensitivity to $X_{MAX}$, revealing that an $X_{MAX} > 20000$ mg/L had a negligible influence on numerical solution.

The upgradient lactate concentration was computed using the stoichiometry of donors for PCE or TCE sequential degradation to ethene and a safety factor (SF) of 5 to account for assumed system inefficiencies (Yang and McCarty, 2002) and flow heterogeneities. Although the complete degradation to ethene is not modelled, it would be a desired outcome for a field site, and the stalling of degradation at cDCE would potentially not be known a priori. For example, to completely degrade 1 mol TCE to ethene assuming a SF = 5 and a $C_{sTCE} = 1100$ mg/L requires a lactate concentration of 5590 mg/L. If utilizing a one day per week pulse...
schedule, the required lactate concentration increases to \(7 \times 5590\) mg/L for a total injection of 39130 mg/L lactate per pulse. A similar calculation for PCE yields a concentration of 7511 mg/L; however, to ensure the comparability of the simulations, only output for 39130 mg/L are presented.

6.0 - Schedule of Simulations

A schedule of the simulations is provided in Table 5. Simulations with the template sites are designated as numbers 1 through 8, with 6a and 6b distinguishing the cases of post-HD and pre-HD on the small volume release template site. For each of the TCE template site simulations (no.1 to 7) a lactate injection concentration of 39130 mg/L was employed; this value was varied for PCE (no. 8). The influence of bioclogging and competition are evaluated in simulations BC1, BC2 and BC3, and compared to both the base case (no. 1) and the corresponding abiotic dissolution simulation. Similarly, the influence of the injection pulse strategy was assessed in runs PS1 and PS2, and compared to the base case. The lactate was injected in pulses for a period of 2.5 years for all simulations, followed by 7.5 years of dissolution during which bioremediation continued until biomass completely decayed.

6.1 - Field Scale Simulations

The results of the simulations identified in Table 5 are discussed below and evaluated with the performance metrics identified in (22) to (30). Abiotic dissolution simulations were conducted for each template site and serve as a benchmark for comparing treatment efficiency. Conservative tracer simulations were also conducted with a continuous constant concentration boundary for each template site with the following \(C/C_0 = 0.5\) breakthrough times: 47 days for the base case (simulation 1), small DNAPL release volume (simulations 6a and 6b), and large
DNAPL release volume (simulation 7) sites; 5 days for the high mean $k$ site (simulation 2); 487 days for the low mean $k$ site (simulation 3); 72 days for the low variance site (simulation 4); and, 23 days for the high variance site (simulation 5).

6.1.1 - Influence of Lactate Injection Strategy

During preliminary testing for the design of the field scale template site simulations, a sensitivity analysis was conducted on the influence of lactate injection pulse schedule on DNAPL mass removal (Figure 6) and total boundary mass flux (Figure 7). Pulse strategies (see Table 5) comprising either one hour per day, one day per week and one week per month were compared to abiotic dissolution. From Figure 6, it can be observed that all strategies reduced DNAPL mass to some degree beyond two years after treatment is initiated. The $E_m$ (equation (29) for the one hour per day, one day per week and one week per month pulse strategies was 1.21, 1.15, and 1.01, respectively. In all cases, bioremediation initially had a detrimental effect due to bioclogging, in part, due to the assumed initial biomass distribution; this was particularly evident for the one hour per day strategy as seen in Figure 7, where the TCE mass flux is one-order of magnitude less than the other strategy due to encapsulation effects and solute consumption. Based on Figure 6 and Figure 7, a pulse strategy of one day per week was selected as a compromise between mass removal, potential bioclogging effects (including recalcitrant bioclogging), methanogenic competition, and mass flux reduction at 2.5 years.
6.1.2 - DNAPL Source Zone Mass Removal

The influence of domain mean permeability on DNAPL mass removal is presented in Figure 8. This plot compares and contrasts the abiotic dissolution and biotic treatment efficiency.
for the base case, low mean $k$, and high mean $k$ template sites. Using (29), the $E_m$ for the base case is 1.15 at 2.5 years. An order of magnitude increase in $k$ for the high $k$ template site yields overall reduction in the mass of DNAPL at both 2.5 and 10 years, but the $E_m$ at 2.5 years is only 1.12. For both the base case and high mean $k$ template site, the benefits realized at 2.5 years for bioremediation become marginal at 10 years. Conversely, the low mean $k$ template site experienced a considerable reduction in DNAPL mass due to bioremediation at both 2.5 and 10 years with an $E_m$ of 1.53 and 1.94, respectively.

![Figure 8. Influence of domain mean $k$ on source zone DNAPL mass depletion.](image)

Figure 8. Influence of domain mean $k$ on source zone DNAPL mass depletion. The label ‘diss’ denotes the case of abiotic dissolution (no treatment), while simulations with treatment by enhanced bioremediation are labeled ‘bio’. The label ‘BC’ denotes the base case with TCE. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.

Figure 9 plots the influence of domain heterogeneity on DNAPL mass for the base case, small variance and large variance template sites. Despite a considerable range in variance of ln $k$ for these three simulations the response to bioremediation is similar. The $E_m$ at 2.5 years for the
base case, small variance and large variance simulations are 1.15, 1.25 and 1.11, respectively. Furthermore, post-treatment dissolution has negated any benefits from active bioremediation.

![Graph depicting DNAPL mass depletion over time with labels for different simulations: BC diss, BC bio, low var diss, low var bio, high var diss, high var bio. The vertical arrow indicates the end of active treatment at 2.5 years.]

Figure 9. Influence of heterogeneity on source zone DNAPL mass depletion. The label ‘var’ refers to the variance in heterogeneity. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.

The influence of enhanced bioremediation on DNAPL release mass is presented in Figure 10 where the large volume and small volume template sites are compared to the base case. The general trends are similar between each of the three simulations. At 2.5 years, the \( E_m \) for the small volume release is 1.15, while an \( E_m \) of 1.27 is realized for the large volume release. Following 7.5 years of dissolution, the large volume \( E_m \) is reduced to 1.03 and small volume \( E_m \) is 1.0. The small volume template site was further examined with respect to the influence of HD in Figure 11. The \( E_m \) at 2.5 years for the pre-HD simulation is 1.19 and 1.15 for the post-HD, suggesting that the biodegradation of TCE DNAPL is slightly more favourable in the presence of isolated pools.
The most pronounced influence of bioremediation on DNAPL mass is presented in Figure 12 for the PCE template site, where the $E_m$ was 8.86 at the end of treatment and 2.92 after
10 years. The PCE simulation exhibits an earlier and more rapid response to the biodegradation than TCE. The key distinguishing factors between these two simulations is the presence of PCE toxicity on dechlorinating and competitor organisms (Table 4, equation (18)) and solubility concentrations (PCE is 200 mg/L versus 1100 mg/L for TCE). Since $C_{toxicity}$ was 200 mg/L, the effects of high PCE concentrations would only occur in the vicinity of the DNAPL-aqueous phase interface, and downgradient of individual source nodes. In systems where the microbial species are prone to lower concentration PCE toxicity, the $E_m$ would be reduced relative to the results presented in Figure 12. Since toxicity applies to both species, this figure suggests that the favourable response by PCE is due, in part, to its lower solubility. A simulation was also completed using an injection concentration of 7511 mg/L that produced an $E_m$ of 2.82 and 1.39 at 2.5 and 10 years, respectively; clearly, the injection concentration is critical to achieving greater enhancement.

![Figure 12](image-url)  
Figure 12. DNAPL source zone mass depletion for the TCE base case and PCE template sites. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.
Given the apparent influence of bioclogging and methanogenic competition on treatment efficacy, a set of sensitivity simulations were conducted to elucidate the individual contributions of these processes on the base case over a period of 2.5 years. Figure 13 demonstrates that the influence of only bioclogging is minimal, as the $E_m$ increases from 1.15 for the base case to 1.19 for simulation BC1. It should be noted that increases or decreases in discretization will potentially affect the bioclogging response (Chu et al., 2003). When omitting competition by methanogens throughout the domain, the $E_m$ for BC2 is 1.99. When omitting both bioclogging and competition $E_m$ becomes 2.05 for simulation BC3. These results suggest that competitors are the dominant consumer of $H_2$ substrate in TCE template sites, and minimizing competition can greatly improve both the relative and absolute reduction in DNAPL mass.

![Figure 13](image-url)

**Figure 13.** Influence of bioclogging and competition with methanogens on source zone DNAPL mass depletion. Treatment was terminated at 2.5 years.

A review of Figure 8 to Figure 13 reveals that neither abiotic dissolution nor bioremediation successfully removed all the DNAPL mass for any of the template sites. Following active treatment, all the template sites experienced dissolution tailing that resulted in
DNAPL mass existing beyond the 10 year time frame. Often, the DNAPL mass remaining at 10 years was the same for both abiotic dissolution and bioremediation due to dissolution tailing effects. This suggests that partial treatment is ineffective over the long-term and active remediation must be continued until all DNAPL mass is removed.

6.1.3 - DNAPL Source Zone Mass Flux

The solute boundary mass flux plots for the influence of mean permeability on bioremediation are presented in Figure 14 and correspond to DNAPL mass plots in Figure 8. Interestingly, the mass flux response is the converse of the DNAPL mass behaviour. The $E_f$ for the base case, low mean $k$ and high mean $k$ template sites is 1.80, 1.06 and 6.53, respectively. The post-treatment rebound of TCE solute concentrations can be observed for the high mean $k$, and to a lesser degree, the base case simulations. Despite the relative high $E_m$ for the low mean $k$ template site, a negligible degree of benefit was realized with respect to mass flux. Figure 8 and Figure 14 suggest that changes in downgradient mass flux cannot be correlated to changes in DNAPL mass for enhanced bioremediation.
Figure 14. Influence of domain mean $k$ on downgradient TCE solute boundary mass flux. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.

The influence of domain heterogeneity on boundary mass flux is plotted in Figure 15 for the base case, small variance and large variance template sites. The $E_f$ values at 2.5 years range between 1.40 for the small variance and 7.04 for the large variance template sites. These $E_f$ values vary considerably from their $E_m$ counterparts in Figure 9; while heterogeneity did not significantly influence $E_m$, it has a more prominent effect on $E_f$. Also, the degree of TCE concentration rebound varies from negligible for the small variance to a four-fold increase over several months for the large variance template site. The gradual reduction in mass flux (up to 2.5 years) occurs as dechlorinator biomass, and hence total solute consumption, increases following the kinetics in (6) to (17). A consequence of the developing biomass is a corresponding reduction in soil permeability according to (21), resulting in an encapsulation effect at source nodes (Chu et al., 2003) and flow bypassing; the sole influence of bioclogging on mass flux is examined later. Once lactate injection is ceased at 2.5 years, H$_2$ production will gradually diminish, and donor substrate delivery to both dechlorinators and methanogens decreases. The resulting mass flux rebound is a function of both decreasing solute consumption by microbes at source nodes and on-going biomass decay (see equation (17)). As biomass decays the source zone permeability is partially restored.
The influence of DNAPL release mass on boundary mass flux is presented in Figure 16 for the base case, small volume and large volume template sites. Variations in release mass generated similar trends in mass flux behaviour, with a progressive reduction in $M_f$ until 2.5 years, followed by rebound; the degree of rebound ranges from minimal for the large volume release simulation to a six-fold increase in mass flux for the small volume site. Similarly, the $E_f$ at 2.5 years ranges from 1.57 to 6.61 for the large and small volume template sites, respectively. For the large volume simulations, there will be more source nodes that do not experience enhanced bioremediation (and bioclogging) due to sweep inefficiency within the domain; as such, untreated source nodes will continue to transfer mass in the contiguous aqueous phase at solubility concentrations. In general, sites with smaller historical releases will potentially experience the greatest mass flux reductions. An examination of the pre-HD and post-HD
template sites in Figure 17 suggests that bioremediation on the pre-HD site is more favourable at 2.5 years with an $E_f$ of 9.56, but negligible over the long term.

Figure 16. Influence of DNAPL initial release volume (‘vol’) on downgradient boundary mass flux. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.
Figure 17. Influence of hydraulic displacement (HD) on the downgradient boundary mass flux for the small DNAPL volume template site. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.

Figure 18 presents the mass flux behaviour for the PCE and base case template sites. The mass flux response to bioremediation of PCE is remarkable; while the $E_m$ for PCE was 8.86, it exhibits an $E_f$ of 21.73 at 2.5 years. However, the post-treatment dissolution phase yields an $E_f$ of 3.32. Clearly, bioremediation has significantly alternated the $S_{NW}$ distribution. In the presence of lower concentration PCE toxicity (i.e., less than 200 mg/L), the boundary mass flux response would not be as favourable. Figure 18 also demonstrates that for the case of PCE, treatment must be continued until all mass is removed. Otherwise, the low solubility of PCE, combined with diffusion from recalcitrant biomass at severely encapsulated source zones, becomes the dominant long-term mechanism controlling PCE solute mass loading. By adapting an injection concentration of 7511 mg/L, the $E_f$ was reduced to 1.62 at 2.5 years and 1.26 at 10 years.

Figure 18. Downgradient boundary mass flux for the TCE base case and PCE template sites. The vertical arrow denotes the end of active treatment at 2.5 years for all simulations.
The influence of bioclogging and competition by methanogens on solute boundary mass flux of the base case is presented in Figure 19. This sensitivity analysis was conducted for the active bioremediation interim of 2.5 years. It can be observed that bioclogging (BC1) has a minor effect on mass flux when compared to the base case. In contrast, the omission of competition (BC2) yields an $E_f$ of 74.8. When considering the omission of both bioclogging and competition (BC3) the $E_f$ increases to 60.4. As previously discussed, in the presence of high substrate loading (i.e., no competition) bioclogging is advantageous for the reduction of mass flux. While the $E_m$ for the base case, BC1, BC2 and BC3 only varied by a factor of two for Figure 13, it is clear that if competition can be minimized, a substantial reduction in boundary flux can be achieved.

Figure 19. Influence of bioclogging and methanogenic competition (“comp”) on downgradient TCE solute boundary mass flux. Treatment was terminated at 2.5 years.
6.1.4 - Moment Analyses

First and second moments (mean and variance) for $\varepsilon_{rel}$ were calculated with respect to permeability to ascertain which subsurface geologic features were most conducive to mass removal. Equations (24) to (26) were utilized to assess both bioremediation and abiotic dissolution at 2.5 years, with the results presented in Table 6. For bioremediation, only nodes with $[X_{CE}] > 0$ were utilized in the calculation of mean and variance.

When comparing Table 6 to the geologic parameters listed in Table 1 it can generally be observed that both bioremediation and abiotic dissolution preferentially remove DNAPL mass from higher $k$ features. The high mean $k$ template site (simulation 3) is the only exception, where the geologic statistics are similar to the mass removal statistics. A comparison of the moments between abiotic dissolution and bioremediation reveals that the means are similar in most cases; however, the high mean $k$ template site (simulation 3) and no competition simulation (BC2) have a relatively larger first moment and will preferentially remove DNAPL mass from lower permeability media than abiotic dissolution. The variances for bioremediation and abiotic dissolution are also similar for most simulations, with the exceptions being the high mean $k$ and PCE template sites. For the former simulation, bioremediation effectively removes DNAPL mass from a much broader range of soil permeability than abiotic dissolution, while the converse is observed for the PCE simulation.

Table 6. Influence of dissolution and treatment on DNAPL ($\varepsilon_{rel}$) statistics at 2.5 years

<table>
<thead>
<tr>
<th>Simulation No.</th>
<th>Description</th>
<th>$\ln k_{\text{dissolution centroid}}$ (ln(m²))</th>
<th>$\ln k_{\text{dissolution variance}}$ (ln(m²)^2)</th>
<th>$\ln k_{\text{bio centroid}}$ (ln(m²))</th>
<th>$\ln k_{\text{bio variance}}$ (ln(m²)^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case</td>
<td>-25.71</td>
<td>0.82</td>
<td>-25.74</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>High mean $k$</td>
<td>-24.37</td>
<td>1.38</td>
<td>-24.74</td>
<td>1.72</td>
</tr>
<tr>
<td>3</td>
<td>Low mean $k$</td>
<td>-27.54</td>
<td>0.58</td>
<td>-27.46</td>
<td>0.53</td>
</tr>
<tr>
<td>4</td>
<td>Low heterogeneity</td>
<td>-26.38</td>
<td>0.48</td>
<td>-26.43</td>
<td>0.45</td>
</tr>
</tbody>
</table>
6.1.5 - Mass Flux vs Mass Removal

The relationship between mass flux reduction ($F_{norm}$) or mean boundary concentration reduction ($C_{norm}$) and DNAPL mass reduction ($M_{norm}$) is plotted in Figure 20 for each of the templates sites (simulations 1 to 8). Note that the data in Figure 20 and Figure 21 are adjusted for the initial absence of solute in the domain by discounting the effects of initiating the simulations without prior dissolution by selecting a reference time ($t_0$) greater than the time for peak TCE/PCE mass flux for dissolution only. As such, some of the plots in Figure 21 will span both the active treatment and post-treatment phases. With the exception of the large volume release $F_{norm}$ curve, all the data sets plot between $\Gamma \approx 0.5$ and 2. This a useful observation that can be employed in analytical solution modelling (e.g., Falta et al., 2005a) for abiotic dissolution. It should also be noted that the $F_{norm}$ versus $M_{norm}$ curve plots are lower than the corresponding $C_{norm}$ versus $M_{norm}$ curve. This is particularly important for site evaluation, as the use of either $C_{norm}$ or $F_{norm}$ will yield different interpretations of the site response to abiotic dissolution.
Figure 20. TCE or PCE boundary mass flux reduction and boundary solute mean concentration reduction versus DNAPL source zone mass reduction for abiotic dissolution. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution; hence, the low mean $k$ simulation was omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.
Figure 21. TCE or PCE boundary mass flux reduction and boundary solute mean concentration reduction versus DNAPL source zone mass reduction for enhanced bioremediation. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution; hence, the low mean $k$ simulation was omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.

Figure 21 plots the $F_{\text{norm}}$ or $C_{\text{norm}}$ versus $M_{\text{norm}}$ for each template site for active bioremediation followed by dissolution. Figure 21 varies significantly from Figure 20, with bioremediation producing $\Gamma < 0.5$ (low mean $k$ site) and $\Gamma > 10$ (high variance site). The effects of post-treatment rebound are evident with abrupt increases in $C_{\text{norm}}$ and $F_{\text{norm}}$. It is clear from Figure 21 that the mass flux (or mean concentration) versus DNAPL mass response is highly dynamic in the presence of enhanced bioremediation, and a function of soil properties ($\mu_k$ and $\sigma^2_{\ln k}$), DNAPL release volume, and HD. More research is needed before this conceptual tool can be employed meaningfully at real sites with heterogeneous geology and complex source zone architecture.
7.0 - Conclusions

From preliminary testing on the lactate injection pulse strategy it was found that a one day per week schedule produced an $E_m = 1.15$ and $E_f = 1.80$. By adopting this pulse schedule for all simulations, it was found that the enhanced bioremediation of TCE DNAPL was most effective in the mean low $k$ template site with an $E_m = 1.53$ at 2.5 years. In terms of boundary mass flux, the pre-HD small volume release template site experienced the greatest $E_f$ ($9.56$), followed closely by the large volume release ($E_f = 7.04$), the post-HD small volume site ($E_f = 6.61$), and the large variance template site ($E_f = 6.53$). While heterogeneity was unimportant with respect to an enhancement in DNAPL mass removal, it has a significant effect on mass flux enhancement. Overall, the PCE template site experienced the greatest response to bioremediation with an $E_m = 8.86$ and an $E_f = 21.73$; the magnitude of this response is due, in part, to the lower solubility of PCE. When competition was omitted from the TCE base case simulations, the $E_m$ and $E_f$ increased from 1.15 to 1.99 and 1.80 to 74.8, respectively. Bioclogging had a detectable, but comparatively small effect on the $E_m$ and $E_f$ for the base case. It is important to note that, in general, the magnitude of $E_m$ cannot be correlated to magnitude of $E_f$ for the template sites considered here.

The post-treatment rebound of boundary mass flux was observed for most template sites. The magnitude of rebound was most significant in the high mean $k$, large variance, small volume release, and PCE simulations. The latter experienced the greatest rebound (9-fold) and took over a year to stabilize. Monitoring programs at real sites must be designed to capture this potential post-treatment response. In addition, and perhaps most importantly, the simulations have demonstrated that for most of the template sites, partial DNAPL mass removal was ineffective over the long-term; treatment must be continued until all DNAPL is eliminated, otherwise
dissolution tailing effects can dominant and negate any benefits achieved during active bioremediation.

Finally, both $F_{norm}$ and $C_{norm}$ versus $M_{norm}$ were plotted for abiotic dissolution and bioremediation, and interpreted using a $\Gamma$ function (Falta et al., 2005a). For the abiotic dissolution, values of $\Gamma$ typically ranged from 0.5 to 2. However, in the presence of bioremediation varied from $\Gamma < 0.5$ to $\Gamma > 10$, with a broad range of behaviour depending on mean $k$, variance, DNAPL release volume, HD, and DNAPL type. More research is needed before boundary mass flux (or mean boundary concentration) versus DNAPL mass can be meaningfully utilized as a conceptual tool at real sites undergoing enhanced bioremediation.
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Notation

\( a^n \) effective interfacial area \( \{L^2 L^{-3}\} \)
\( C \) concentration \( \{M L^{-3}\} \)
\( C_{norm} \) normalized mean average concentration or concentration reduction
\( C_s \) effective solubility \( \{M L^{-3}\} \)
\( d_{50} \) mean grain size diameter \( \{L\} \)
\( D \) hydrodynamic dispersion tensor \( \{L^2 T^{-1}\} \)
\( D^o \) free water diffusion coefficient \( \{L^2 T^{-1}\} \)
\( E_m \) DNAPL mass enhancement factor
\( E_f \) boundary mass flux enhancement factor
\( f_{oc} \) factor of organic carbon
\( F_n \) stoichiometric production or consumption coefficient
\( F_{norm} \) normalized boundary mass flux or flux reduction
\( g \) gravitational acceleration \( \{L T^{-2}\} \)
\( \nabla h \) hydraulic gradient
\( I_{toxic} \) inhibition coefficient for toxicity
\( k \) permeability \( \{L^2\} \)
\( k_{ij} \) intrinsic permeability tensor \( \{L^2\} \)
\( k_{la} \) average mass transfer coefficient \( \{L T^{-1}\} \)
\( K_l \) lumped mass transfer coefficient \( \{T^{-1}\} \)
\( K_{oc} \) organic carbon partition coefficient
\( K_n \) Monod half-saturation constant \( \{M L^{-3}\} \)
\( k_r \) relative permeability \(-\)
$M_{DNAPL}$ DNAPL mass in domain \{M\}

$M_f$ total boundary mass flux \{M L$^{-2}$ T$^{-1}$\}

$M_{norm}$ normalized DNAPL mass or DNAPL mass reduction

$P$ pressure \{M L$^{-1}$ T$^{-2}$\}

$P_C$ capillary pressure \{M L$^{-1}$ T$^{-2}$\}

$q$ Darcy flux \{L T$^{-1}$\}

$q_n^{MAX}$ maximum utilization rate \{M M$^{-1}$ T$^{-1}$\}

$q_s$ volumetric flux representing sources and/or sinks \{T$^{-1}$\}

$R_n$ retardation factor

$S$ phase saturation

$S_E$ effective saturation

$t$ time \{T\}

$v$ average linear groundwater velocity \{L T$^{-1}$\}

$V$ Volume of a node \{L$^3$\}

$X_n$ biomass concentration \{M L$^{-3}$\}

$X_{MAX}$ maximum biomass concentration \{M L$^{-3}$\}

$x$ horizontal longitudinal direction

$y$ vertical direction

$z$ horizontal transverse direction

$\Delta x$ nodal dimension along $x$ direction \{L\}

$\Delta y$ nodal dimension along $y$ direction \{L\}

$\Delta z$ nodal dimension along $z$ direction \{L\}

$X$ dimension of domain along $x$ \{L\}
$Y$ dimension of domain along $y$ \{L\}

$Z$ dimension of domain along $z$ \{L\}

$\alpha$ porous medium compressibility \{M$^{-1}$ L T$^2$\}

$\alpha_{x,y,z}$ dispersivity \{L\}

$\beta$ wetting phase compressibility \{M$^{-1}$ L T$^2$\}

$\varepsilon_{rel}$ relative difference in saturation

$\Gamma$ fitting parameter

$\lambda_n$ biotic first-order decay rate coefficient \{T$^{-1}$\}

$\lambda_H$ horizontal isotropic correlation length \{L\}

$\lambda_V$ vertical isotropic correlation length \{L\}

$\mu$ dynamic viscosity \{M L$^{-1}$ T$^{-1}$\}

$\mu_{\ln k}$ mean of $\ln k$ \{ln (L$^2$)\}

$\rho$ fluid density \{M L$^{-3}$\}

$\sigma_{\ln k}^2$ variance of $\ln k$ \{[ln (L$^2$)]$^2$\}

$\tau$ tortuosity

$\theta$ porosity

$\Re$ rate of all reactions \{M L$^{-3}$ T$^{-1}$\}

**Common subscripts**

$0$ initial condition

$i, j$ coordinate indices for $x, y, z$

$W$ wetting phase

$NW$ non-wetting phase

$m$ mobile species
im  immobile species

n  immobile or mobile species

CE  dechlorinators species

ferm  fermentor species

meth  methanogenic species

sub  substrate
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Appendix C.5

*In situ* Treatment of DNAPL Source Zones with Surfactant Enhanced Aquifer Remediation (SEAR): Unconsolidated Porous Media
Abstract

Numerical modelling was undertaken to evaluate the in situ treatment efficacy of trichloroethylene (TCE) and tetrachloroethylene (PCE) dense non-aqueous phase liquid (DNAPL) source zones in heterogeneous porous media domains. The degree of dissolution enhanced by surfactants was highly dependent on the ability to completely flush the source zone. Over the 10 year evaluation period, surfactants consistently depleted DNAPL mass and reduced boundary mass flux. Treatment was most beneficial at the site with the largest mean permeability, where DNAPL and mass flux were completely eliminated. For all other sites, the DNAPL mass depletion enhancement factor ($E_m$) ranged from 1.05 to 2.70, while values of 0.79 to 3.97 were observed for the boundary mass flux enhancement factor ($E_f$).

1.0 - Introduction

Surfactants have been widely researched and applied in situ by the petroleum industry for many decades. The application of surfactants to the remediation of sites impacted with DNAPLs is more recent. Studies have primarily focused on either (i) the mobilization of DNAPLs and/or (ii) the enhanced solubilization of DNAPL into the contiguous aqueous phase. In both instances, investigations have been conducted in one-dimensional columns (e.g., Mason and Kueper, 1996; Pennell et al., 1996; Pennell et al., 1997; Dwarakanath et al., 1999; Mayer et al., 1999; Taylor et al., 2001; Zhong et al., 2003) and multi-dimensional flow cells (Kostarelos et al., 1998; Walker et al., 1998a, b; Field et al., 1999; Oostrom et al., 1999; Field et al., 2000; Taylor et al., 2001; Conrad et al., 2002; Ramsburg and Pennell, 2002; Saenton et al., 2002; Ramsburg et al., 2004; Schaerlaekens and Feyen, 2004; Taylor et al., 2004). Also, a number of field experiments and pilot tests have been reported (e.g., Fountain et al., 1996; Knox et al., 1997; Sahoo et al., 1998;
Londergan et al., 2001; Abriola et al., 2005; Schaerlaekens et al., 2006). These experimental findings have facilitated the development and testing of several complex numerical models that simulate surfactant flushing of NAPL source zones in multi-dimensional heterogeneous porous media including UTCHEM (Delshad et al., 1996), STOMP (White and Oostrom, 1998), MISER (Rathfelder et al., 2001), and a coupling of MODFLOW and MT3D by Saenton et al. (2002). While UTCHEM is derived using three distinct phases for the NAPL, aqueous fluid, and surfactant microemulsion, the latter three models employ a simpler approach whereby the surfactant is considered a dissolved aqueous species within a two-phase system. The latter assumption reduces complexity and non-linearity.

While there are numerous complex numerical simulators reported in the literature, their application to field scale DNAPL remediation in three-dimensional heterogeneous domains with surfactants is limited. UTCHEM was adopted by Zhang et al. (2003) in an examination of the influence of soil spatial variability and heterogeneity on DNAPL recovery by surfactant injection. The authors found that as the degree of heterogeneity increased, the time to complete cleanup increased and total volume of DNAPL recovered decreased. In general, the average DNAPL mass recovered ranged from 66% to 100% depending on the statistics of the domain and injection flow rate. In a similar study, Qin et al. (2007) incorporated UTCHEM into a process optimization routine to investigate the surfactant flushing of PCE DNAPL in a heterogeneous domain. The authors reported that a 60 day surfactant injection removed 77% of the PCE on average compared with less than 30% for only pump and treat.

In this study, the two-phase reactive transport numerical model DNAPL3D-RX (West et al., 2008) was modified to simulate the surfactant enhanced aquifer remediation (SEAR) of complex TCE and PCE DNAPL source zones in a saturated three-dimensional heterogeneous
porous media. Similar to the model approaches of Mason and Kueper (1996), Rathfelder et al. (2001) and Saenton et al. (2002), the micellar solubilization of TCE and PCE was simulated as an aqueous-phase. DNAPL3D-RX was tested against published one-column experiments, and then applied to the field scale where the influence of mean permeability, variance of permeability, DNAPL type, DNAPL release volume, hydraulic displacement, and interphase mass transfer on treatment efficacy were investigated.

2.0 - Model Development

DNAPL3D-RX is a coupling of DNAPL3D (Gerhard and Kueper, 2003b), a three-dimensional two-phase flow simulator, with RT3D (Clement, 1997; Clement et al., 1998; Clement, 2002), a multispecies reactive transport model. The development of DNAPL3D-RX is discussed in West et al. (2008). The modelling of surfactant-facilitated enhanced dissolution utilizes conceptual approaches similar to non-equilibrium dissolution and is discussed in detail below.

2.1 - Enhanced Dissolution by Surfactants

Many researchers have investigated the surfactant-facilitated enhanced interphase mass transfer of TCE and PCE. At the molecular scale, three potential theories for the interaction of surfactant monomer/micelles and DNAPL at the mass transfer interface have been proposed (Zhong et al., 2003): the oil diffusion model, the micelle diffusion-adsorption model, and the micelle disassociation-reformation model. While each model has distinct traits, when conducting experiments and modelling at the macroscopic scale only the bulk aggregate behaviour can be captured and simulated. In the context of surfactant facilitated enhanced
solubilization, $K_s$ is a macroscopic variable that captures the aggregate behaviour of each of these potential mechanisms (Zhong et al., 2003).

In general, two approaches have been employed: (i) the use of three distinct phases (aqueous, NAPL, microemulsion) (e.g., Delshad et al., 1996), and (ii) the use of two distinct phase (aqueous and NAPL) where the solubilized NAPL is represented as an aqueous phase (e.g., Rathfelder et al., 2001). For the latter, many researches have derived empirical mass transfer expressions such as Equation (1) (e.g., Abriola et al., 1993; Mason and Kueper, 1996; Ji and Brusseau, 1998; Mayer et al., 1999; Schaerlaekens and Feyen, 2004) where $Sh$ is (Zhong et al., 2003):

$$Sh = \beta_0 \text{Re}^{\beta_1} \theta_{NW}^{\beta_2}$$

where $\beta_0$, $\beta_1$, and $\beta_2$ are fitting parameters, and $\theta_{NW}$ is the NAPL content. Note that $\theta_{NW}$ is considered directly proportional to $\alpha^n$ (Zhong et al., 2003). In this work, when $C_{surf} \geq \text{CMC}$, a rate-limited empirical expression for interphase mass transfer is utilized. In this case, the effective solubility of TCE and PCE is (Rathfelder et al., 2001):

$$C_s^{C_{surf} \geq \text{CMC}} = C_s + \text{WSR}(C_{surf} - \text{CMC})$$

where $C_s^{C_{surf} \geq \text{CMC}}$ is the surfactant enhanced effective solubility. Furthermore, following the work of Rathfelder et al. (2001), partitioning of the TCE (and PCE) from the micellar phase to the contiguous aqueous phase is not explicitly simulated.
2.2 - Calibration of Surfactant Enhanced Dissolution

The compound Tween 80 (Polyoxyethylene (20) sorbitan monooleate) is assumed to be the surfactant utilized for all simulations. Tween 80 has been examined in several NAPL-porous media experiments (Pennell et al., 1993; Pennell et al., 1997; Walker et al., 1998a; Saba et al., 2001; Taylor et al., 2001; Zhong et al., 2003; Abriola et al., 2005; Franzetti et al., 2006; Suchomel et al., 2007; Ahn et al., 2008); it is a nontoxic food-grade non-ionic surfactant that is readily biodegradable. The CMC is 13 mg/L and the concentration of TCE and PCE at the CMC ($C_{0,CMC}$) is assumed to be 1100 mg/L and 200 mg/L, respectively (Pennell et al., 1997). All simulation general input parameters are list in Table 1, while the input parameters specific to SEAR are listed in Table 2.

### Table 1. Simulation general input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TCE</th>
<th>PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_W$</td>
<td>1000 kg m$^{-3}$</td>
<td>1000 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\rho_{NW}$</td>
<td>1460 kg m$^{-3}$ (1)</td>
<td>1630 kg m$^{-3}$ (1)</td>
</tr>
<tr>
<td>$\mu_W$</td>
<td>0.001 Pa·s</td>
<td>0.001 Pa·s</td>
</tr>
<tr>
<td>$\mu_{NW}$</td>
<td>0.00057 Pa·s (2)</td>
<td>0.00087 Pa·s (2)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0 Pa$^{-1}$</td>
<td>0 Pa$^{-1}$</td>
</tr>
<tr>
<td>$K_{0,TEC}$ or $K_{0,PCE}$</td>
<td>126 mL·g$^{-1}$ (1)</td>
<td>364 mL·g$^{-1}$ (1)</td>
</tr>
<tr>
<td>$d_0$</td>
<td>0.0005 m</td>
<td>0.0005 m</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.30 (2)</td>
<td>0.30 (2)</td>
</tr>
<tr>
<td>$\alpha_x$</td>
<td>0.004 m</td>
<td>0.004 m</td>
</tr>
<tr>
<td>$\alpha_y$</td>
<td>10:1</td>
<td>10:1</td>
</tr>
<tr>
<td>$\alpha_z$</td>
<td>100:1</td>
<td>100:1</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.7 (3)</td>
<td>0.7 (3)</td>
</tr>
<tr>
<td>Solubility</td>
<td>1100 mg L$^{-1}$ (1)</td>
<td>200 mg L$^{-1}$ (1)</td>
</tr>
<tr>
<td>$D_{0,TEC}$ or $D_{0,PCE}$</td>
<td>$7.98 \times 10^{10}$ m$^2$ s$^{-1}$ (4)</td>
<td>$7.17 \times 10^{10}$ m$^2$ s$^{-1}$ (4)</td>
</tr>
<tr>
<td>$V_h$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$X$ (longitudinal)</td>
<td>20.0 m</td>
<td>20.0 m</td>
</tr>
<tr>
<td>$Y$ (vertical)</td>
<td>5.0 m</td>
<td>5.0 m</td>
</tr>
<tr>
<td>$Z$ (width)</td>
<td>10.0 m</td>
<td>10.0 m</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.05 m</td>
<td>0.05 m</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>0.40 m</td>
<td>0.40 m</td>
</tr>
<tr>
<td># nodes</td>
<td>125000</td>
<td>125000</td>
</tr>
</tbody>
</table>

(1) Pankow and Cherry (1996).
(2) Constant porosity assumed (e.g., Schaerlaekens et al., 2006; Liang and Falta, 2008)
(3) From Bear (1972).
(4) Calculated from Wilke and Chang (1955). Reference temperature is 10ºC.

Table 2. SEAR specific input parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TCE (mg/L)</th>
<th>PCE (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_s$</td>
<td>1100</td>
<td>200</td>
</tr>
<tr>
<td>$Sh$</td>
<td>90Re$^{1.04}$θ$^{1.18}_W$ (1)</td>
<td>0.741Re$^{0.71}$ (2)</td>
</tr>
<tr>
<td>$C_{Tween80}$</td>
<td>4% (w/w)</td>
<td>4% (w/w)</td>
</tr>
<tr>
<td>$f_{carbon}$</td>
<td>0.586</td>
<td>0.586</td>
</tr>
<tr>
<td>$\log_{10}K_m$</td>
<td>3.8</td>
<td>4.7</td>
</tr>
<tr>
<td>$V_m$</td>
<td>0.018015 mol L$^{-1}$</td>
<td>0.018015 mol L$^{-1}$</td>
</tr>
<tr>
<td>CMC (4)</td>
<td>13 mg L$^{-1}$</td>
<td>13 mg L$^{-1}$</td>
</tr>
<tr>
<td>$S_{MAX}^{Tween80}$ (5)</td>
<td>0.166e$^{1.988 \cdot \text{foc}}$</td>
<td>0.166e$^{1.988 \cdot \text{foc}}$</td>
</tr>
<tr>
<td>$R_{micelle}$ (6)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>WSR (7)</td>
<td>0.96 (3)</td>
<td>0.67 (8)</td>
</tr>
<tr>
<td>$C_{0, CMC}$ (9)</td>
<td>1100 mg/L</td>
<td>200 mg/L</td>
</tr>
</tbody>
</table>

(1) Based on the findings of Mayer et al. (1999) and Zhong et al. (2003).
(2) From Taylor et al. (2001).
(3) Calculated using equations in Pennell et al. (1997).
(4) From Pennell et al. (1997).
(5) Developed from findings by Taylor et al. (2001), Abriola et al. (2005), and Ahn et al. (2008).
(7) Calculated from Zhong et al. (2003) using equations in Pennell et al. (1997)
(8) From Taylor et al. (2001)
(9) From Suchomel et al. (2007)

DNAPL3D-RX was tested against three published column experiments to test model behaviour, and in the case of TCE, calibrate the modified Sherwood coefficients ($\beta_0$, $\beta_1$, and $\beta_2$). For PCE, column experiment #2 with 4% Tween 80 by Taylor et al. (2001) was simulated in absence of flow interruption with the results presented in Figure 1. For this simulation, the column measured 9.6 cm in overall length with an interior diameter of 4.8 cm, $Q = 2.48$ mL/min, $\theta = 0.349$, $R = 1$, and $S_{NW} = 9.6%$ uniformly distributed as residual throughout the column. The experiment was simulated using a one-dimensional domain with 1 mm discretization for a total of 96 nodes. The dimensionless modified Sherwood coefficient ($Sh$) by Taylor et al. (2001) was
coupled to the expression by (Rathfelder et al., 2001) for the reduction in non-wetting interfacial.

The final expression for interphase mass transfer is:

\[
K_I = \frac{Sh \times D_o}{d_{50}^2 \left( \frac{S_E}{S_E^o} \right)^{\frac{2}{3}}} \]

where \(K_I\) is a lumped kinetic mass transfer coefficient \(\{T^{-1}\}\), \(D_o\) is the free-water diffusion coefficient \(\{L^2 T^{-1}\}\), and \(d_{50}\) is the mean grain size diameter \(\{L\}\), \(S_E\) is the effective saturation, and \(S_E^o\) is the initial effective saturation. The expression for \(Sh\) is provided in Table 2. From Figure 1 it can be observed that the match between the experiment and the model is good, with consistent mass depletion.

Figure 1. Comparison of DNAPL3D-RX simulation ("model") with PCE column experiment #2 by Taylor et al. (2001) using Tween 80 at 4%. Note that the experiment was subject to flow interruption, but model did not simulate flow interruption. Figure adapted from Taylor et al. (2001), Fig. 3, page 336.
Two different column experiments were utilized for TCE. In Figure 2, the column experiment with 4% Tween 80 by Zhong et al. (2003) is simulated. Here the model utilizes a 5 cm column with a 1 cm discretization and a diameter of 2.54 cm. The initial $S_E = 0.89$ with an initial TCE DNAPL mass of 1.4 g, $q = 5.012 \times 10^{-5}$ m/s, $R = 1$, and $\theta = 0.355$. In this simulation, $\beta_0, \beta_1, \text{ and } \beta_2$ were fitting parameters. Both Mayer et al. (1999) and Zhong et al. (2003) reported experimentally determined values of the modified Sherwood coefficients for the treatment of TCE with 4% Tween 80, and those values were used as guidance for the calibration process. From Figure 2, $\beta_0 = 90, \beta_1 = 1.04, \text{ and } \beta_2 = 1.18$ which compared well with the values reported by Mayer et al. (1999) and Zhong et al. (2003). These values were employed in the remediation of the TCE template sites. Figure 2 also presents sensitivity analyses to $Sh$, and consequently $K_l$, for the column experiment. While increasing $Sh$ (and thus $K_l$) by an order of magnitude has a pronounced influence on TCE solute concentrations with a greater peak and shorter time to complete mass removal, decreasing the $Sh$ by the same degree has a dramatic effect, exhibiting LEA type dissolution behaviour.

![Graph](image-url)
The final test was conducted using a column experiment by Mayer et al. (1999) who flushed a column containing TCE with 1.6% Aerosol MA (see Figure 3). The model simulates a 5 cm column that was discretized into 1 cm blocks comprising an $S_E = 0.92$. In addition, the $q = 5.012 \times 10^{-5}$ m/s, $R = 1$ and $\theta = 0.358$. From Figure 3, it can be seen that the match is excellent. The modified Sherwood coefficient were $\beta_0 = 890$, $\beta_1 = 0.98$, and $\beta_2 = 1.12$ and compared with the values reported by Mayer et al. (1999).

2.3 - Sorption

The sorption of Tween 80 on porous media has been experimentally observed to follow either Freundlich (Franzetti et al., 2006) or Langmuir (Taylor et al., 2001; Abriola et al., 2005)
isotherms. The latter is adapted for this work, where the retardation factor for the Tween 80 ($R_{\text{surf}}$) is given by:

$$R_{\text{surf}} = 1 + \frac{\rho_b b S_{\text{MAX}}}{\theta \left(1 + bC_{\text{surf}}\right)^2}$$

(4)

where $b$ is the Langmuir constant \{L$^3$ M$^{-1}$\}, $C_{\text{surf}}$ is the concentration of the surfactant \{M L$^{-3}$\}, and $S_{\text{MAX}}$ is the maximum sorption capacity. Due to the varying $f_{\text{oc}}$ within the model template sites, an empirical expression was developed for $S_{\text{MAX}}$ as a function of $f_{\text{oc}}$. The relationship between $S_{\text{MAX}}$ and $f_{\text{oc}}$ has been reported by several authors (Taylor et al., 2001; Abriola et al., 2005; Ahn et al., 2008) for a variety of unconsolidated aquifer materials. This data is plotted on Figure 4 and was utilized to generate the following best-fit expression with EXCEL for an $R^2 = 0.99$:

$$S_{\text{MAX}} = 0.1659e^{(1.9876f_{\text{oc}})}$$

(5)
Figure 4. Statistical best-fit to experimentally determined values of $S_{\text{MAX}}$ (maximum sorption capacity for a Langmuir isotherm) reported by Taylor et al. (2001), Abriola et al. (2005) and Ahn et al. (2008) for a variety of soil types.

The sorption behaviour of TCE and PCE solute in the presence of surfactant is based on the work by Edwards et al. (1991) for nonionic surfactants. In the foregoing study, the authors present modified sorption coefficients ($K_D$) that account for monomer sorption on soil carbon and the partitioning of solute between the micelles, contiguous aqueous phase, and soil sorption sites. In the absence of surfactant (i.e., $C_{\text{surf}} = 0$ mg/L), solute sorption is assumed to follow an equilibrium linear isotherm given by:

$$R_{\text{solute}} = 1 + \frac{\rho_b}{\theta} K_D = 1 + \frac{\rho_b}{\theta} K_{\text{oc}} f_{\text{oc}}$$

(6)
where \( R_{\text{solute}} \) is the retardation factor for either TCE or PCE, \( K_D \) is the distribution coefficient, and \( K_{oc} \) the organic carbon partition coefficient of the solute \( \{L^3 \text{M}^{-1}\} \). In the presence of surfactant the solute sorption is described by:

\[
R_{\text{solute}} = 1 + \frac{\theta}{\phi} K_{D,\text{surf}}
\]

(7)

where \( K_{D,\text{surf}} \) is the distribution coefficient in the presence of surfactant and is dependent on the concentration of surfactant. If the \( C_{\text{surf}} < \text{CMC} \) (but greater than zero) \( K_{D,\text{surf}} \) is given by (Edwards et al., 1991):

\[
K_{D,\text{surf}} < \text{CMC} = K_{oc} f_{oc}^*
\]

(8)

where \( f_{oc}^* \) is the effective fraction of organic carbon after surfactant adsorption, and is described by:

\[
f_{oc}^* = f_{oc} + S_{\text{surf}} f_{\text{carbon}}
\]

(9)

and

\[
S_{\text{surf}} = \frac{b S_{\text{mac}} C_{\text{surf}}}{1 + b C_{\text{surf}}}
\]

(10)

where \( f_{\text{carbon}} \) is the weight fraction of carbon in the surfactant and \( S_{\text{surf}} \) is the sorbed concentration of surfactant \( \{\text{M M}^{-1}\} \). When the aqueous concentration of surfactant is greater than the CMC, the solute distribution coefficient is as follows (Edwards et al., 1991):
where \( K_m \) is the micelle-water partition coefficient and \( V_m \) is the molar volume of water \( \{L^3 \text{ M}^{-1}\} \). Although the micelle-water partitioning is not explicitly modelled for advection and dispersion, it is implicitly utilized here for the evaluation of solute sorption. Finally, following the work by Liu et al. (1992), once the micellar solubilized chloroethene species is formed, it is assumed to be a non-sorbing mobile species.

\[
K_{D,surf}^{\geq CMC} = \frac{K_m f_{ac}^*}{1 + K_m V_m (C_{surf} - CMC)}
\]

(11)

2.4 - Mobilization

Surfactant induced mobilization of DNAPL in the subsurface is a topic of great concern and one of the primary detractors for SEAR. Mobilization has been studied by many researchers (e.g., Mason and Kueper, 1996; Pennell et al., 1996; Conrad et al., 2002; Suchomel et al., 2007) in one- and two-dimensional laboratory experiments. In terms of modelling, both the incorporation (Delshad et al., 1996) and omission (Rathfelder et al., 2001) of surfactant-induced migration have been published. While many experiments have demonstrated significant migration of DNAPL following surfactant flushing, a recent study with Tween 80 and TCE by Suchomel et al. (2007) witnessed only a relatively moderate reduction in TCE interfacial tension due to the surfactant: the IFT decreased from 35.2 dyn/cm to 10.4 dyn/cm. In addition, the authors visually observed only minor TCE mobilization, followed by re-entrapment, during the two-dimensional surfactant experiment. Similarly, in two-dimensional flushing experiments with PCE and Tween 80, Taylor et al. (2001) did not observe any surfactant-induced mobilization of the DNAPL. Although mobilization is dependent on the total trapping number (Pennell et al., 1996), the above observations lend credence to the approach assumed by
Rathfelder et al. (2001). For this study, surfactant-induced migration of DNAPL is also omitted. Although this assumption is not applicable to all real aquifers, it permits the evaluation of enhanced solubilization in a computationally efficient manner. Under the current setup, computational run-times for the surfactant simulations in Table 3 ranged from 3 to 6 weeks on PCs equipped with an Intel Core 2 Duo E6750 CPU operating at 2.66 GHz with 2 Gb of 800 MHz Corsair Dominator RAM.

<table>
<thead>
<tr>
<th>Simulation No.</th>
<th>Template site</th>
<th>SEAR injection time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case (TCE)</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>High mean $k$</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Low mean $k$</td>
<td>223</td>
</tr>
<tr>
<td>4</td>
<td>Low heterogeneity</td>
<td>29</td>
</tr>
<tr>
<td>5</td>
<td>High heterogeneity</td>
<td>11</td>
</tr>
<tr>
<td>6a</td>
<td>Small DNAPL volume (post-HD)</td>
<td>5</td>
</tr>
<tr>
<td>6b</td>
<td>Small DNAPL volume (pre-HD)</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Large DNAPL volume</td>
<td>48</td>
</tr>
<tr>
<td>8</td>
<td>PCE DNAPL</td>
<td>35</td>
</tr>
</tbody>
</table>

### 3.0 - Metrics of Evaluation

All simulations (see Table 3) were examined using the performance metrics of source zone DNAPL mass reduction, downgradient total boundary mass flux reduction, DNAPL mass depletion enhancement factor, and boundary mass flux enhancement factor ($E_f$). The expressions for normalized boundary mass flux ($F_{\text{norm}}$), normalized concentration ($C_{\text{norm}}$), and normalized DNAPL mass ($M_{\text{norm}}$) are utilized to evaluate the influence of surfactants on $I$ (Falta et al., 2005a).
4.0 - Results

Each of the template sites were subjected to both dissolution (i.e., no treatment) and treatment with surfactants (SEAR) following the schedule in Table 3. All model results are compared to the base case template site to assess the influence of soil structure and DNAPL characteristics on treatment efficacy. The DNAPL mass depletion and boundary mass flux enhancement factors at 10 years are summarized in Table 4. As an example, only the DNAPL mass and total boundary mass flux plots for simulations 1, 2, and 3 are presented in Figure 5 and Figure 6. The corresponding plots for all the template sites are provided in Figure 7 to Figure 14, but are not discussed. Finally, a plot of the DNAPL mass versus the mass flux for all the template sites is provided in Figure 16. This too is not discussed, but is included for completeness as similar plots were generated for chemical oxidation and enhanced bioremediation. As with the other remedial technologies, the DNAPL mass versus mass flux plot (Figure 16) was not generated for the entire simulation period, but rather, was corrected for the absence of solute at the initiation of the simulations. Thus, the subject plot is comparable to those same plots for dissolution, chemical oxidation and bioremediation, but does not capture the early-time pulse and heightened micellar solubilization effects observed in Figure 5 to Figure 14.

<table>
<thead>
<tr>
<th>Simulation No.</th>
<th>Template site</th>
<th>$E_m$</th>
<th>$E_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case (TCE)</td>
<td>1.20</td>
<td>2.19</td>
</tr>
<tr>
<td>2</td>
<td>High mean $k$</td>
<td>clean</td>
<td>clean</td>
</tr>
<tr>
<td>3</td>
<td>Low mean $k$</td>
<td>1.05</td>
<td>0.79</td>
</tr>
<tr>
<td>4</td>
<td>Low heterogeneity</td>
<td>1.21</td>
<td>2.96</td>
</tr>
<tr>
<td>5</td>
<td>High heterogeneity</td>
<td>1.13</td>
<td>3.97</td>
</tr>
<tr>
<td>6a</td>
<td>Small DNAPL volume (pre-HD)</td>
<td>1.08</td>
<td>3.00</td>
</tr>
<tr>
<td>6b</td>
<td>Small DNAPL volume (post-HD)</td>
<td>1.09</td>
<td>3.42</td>
</tr>
<tr>
<td>7</td>
<td>Large DNAPL volume</td>
<td>1.32</td>
<td>2.22</td>
</tr>
<tr>
<td>8</td>
<td>PCE DNAPL</td>
<td>2.70</td>
<td>2.64</td>
</tr>
</tbody>
</table>

(1) All DNAPL mass and boundary mass flux was eliminated.
4.1 - DNAPL Source Zone Mass Removal

Figure 5 compares the DNAPL mass for the base case (moderate mean $k$), low mean $k$, and high mean $k$ template sites. From Table 4 and Figure 5 it can be observed that SEAR is highly effective in the base case and high mean $k$ domains at removing DNAPL mass. In fact, the DNAPL mass in the high mean $k$ was completely depleted by 8 years. An additional point of interest is the pseudo-stagnation phase in the base case and low mean $k$ simulations that occurs shortly after injection commences. For the figures, pseudo-stagnation is depicted by the DNAPL mass for the treatment simulation having a greater magnitude than the corresponding dissolution simulation; in some plots, a period of plateau ensues. Given the large quantity of DNAPL present in the domain, and reliance of dissolution on differential concentration, the initial injection of surfactant yields near-equilibrium concentrations of TCE solute (i.e., near 39000 mg/L) throughout large volumes of domain. Once near-equilibrium conditions develop at a DNAPL node, interphase mass transfer becomes minimal until the super-concentrated solute is flushed out of the node. The duration of required flushing is dependent on advection and dispersion, thus highly permeable domains or highly conductive features (e.g., lenses) will be more responsive than their low permeable counterparts. In the case of the low mean $k$ template site, approximately 9.5 years was required before pseudo-stagnation phase diminished and the benefits of surfactant flushing were realized.
Figure 5. TCE DNAPL mass for the base case (BC), low mean \( k \) and high mean \( k \) template sites. The label “diss” denotes dissolution only (no treatment) and “surf” denotes SEAR. Note that the “BC surf” output was insensitive to a one order of magnitude increase and decrease in the \( K_l \). Surfactant injection times for the base case, high mean \( k \), and low mean \( k \) simulations were 22, 2 and 223 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.

Similar to Figure 2, sensitivity analyses were conducted to \( Sh \) (and \( K_l \)) for the base case template site. Although \( 10 \times K_l \) and \( 0.1 \times K_l \) for the calibrated “model fit” had a significant impact on enhanced dissolution behaviour in the aforementioned column simulation, when employing the same order of magnitude adjustments to \( K_l \) for the base case template site produced a negligible change to the field-scale output.

### 4.2 - DNAPL Source Zone Mass Flux

The TCE boundary mass flux for the base case, mean high \( k \) and mean low \( k \) template sites is presented in Figure 6 where the trends are similar to those of DNAPL mass. The base case and high mean \( k \) template sites experienced a peak treated TCE mass flux of approximately fifteen and three fold greater than that for dissolution, respectively. The low mean \( k \) template
site has a treated mass flux greater than dissolution for the 10 year duration, with the former having a peak signature approximately 30 fold greater than the latter. As advection decreases within the domain, the differential peak mass flux increases, as does the time for the treated mass flux to decrease below the corresponding dissolution simulation.

Figure 6. Total TCE boundary mass flux for the base case, low mean $k$ and high mean $k$ template sites. Surfactant injection times for the base case, high mean $k$, and low mean $k$ simulations were 22, 2 and 223 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.
Figure 7. TCE DNAPL mass for the base case, small variance and large variance template sites. Surfactant injection times for the base case, small variance, and large variance simulations were 22, 29 and 11 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.

Figure 8. TCE DNAPL mass for the base case, small volume (post-HD) and large volume release template sites. Surfactant injection times for the base case, small volume, and large volume simulations were 22, 5 and 48 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.
Figure 9. Influence of pre- and post-hydraulic displacement (HD) small DNAPL volume template sites. Surfactant injection times for the pre- and post-HD simulations were 5 days (see Table 3). Vertical arrows denote injection times greater than 20 days.

Figure 10. DNAPL mass for the TCE base case and PCE template sites. Surfactant injection times for the base case and PCE simulations were 22 and 35 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.
Figure 11. Total TCE boundary mass flux versus time for the base case, small variance and large variance template sites. Surfactant injection times for the base case, small variance, and large variance simulations were 22, 29 and 11 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.

Figure 12. Total TCE boundary mass flux versus time for the base case, small DNAPL volume and large DNAPL volume template sites. Surfactant injection times for the base case, small volume, and large volume simulations were 22, 5 and 48 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.
Figure 13. Influence of pre- and post-hydraulic displacement (HD) on the small DNAPL volume template sites total TCE boundary mass flux. Surfactant injection times for the pre- and post-HD simulations were 5 days (see Table 3). Vertical arrows denote injection times greater than 20 days.

Figure 14. Total TCE and PCE boundary mass flux versus time for the base case and PCE template sites. Surfactant injection times for the base case and PCE simulations were 22 and 35 days, respectively (see Table 3). Vertical arrows denote injection times greater than 20 days.
Figure 15. Normalized TCE or PCE boundary mass flux and normalized boundary solute mean concentration versus normalized DNAPL source zone mass for dissolution. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution; hence, the low mean $k$ site is omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.
Figure 16. Normalized TCE or PCE boundary mass flux and normalized boundary solute mean concentration versus normalized DNAPL source zone mass for SEAR. Due to the initial absence of solute in the domain the results have been adjusted to discount the effects of initiating the simulations without prior dissolution; hence, the low mean \( k \) site is omitted. Note that in the legend “pre” and “post” refer to HD, “F” denotes flux and “C” denotes concentration.

5.0 - Conclusions

The successful treatment of DNAPL source zones by SEAR is highly dependent on the extent of surfactant sweep and duration of time required to completely flush the surfactant from the domain. Shortly following the initial injection, the DNAPL mass depletion experiences a period of pseudo-stagnation due to near-saturation of the contiguous aqueous phase. Once this high concentration fluid is flushed from the domain, DNAPL mass depletion accelerates, and enhancement is achieved (i.e., \( E_m > 1.0 \)). Depending on the site, a 90 to 99.88% reduction in peak surfactant boundary mass flux occurred before this enhancement ensued. As expected, the injection of the surfactant leads to a increase in boundary mass flux, followed by enhancement relative to dissolution (i.e., \( E_f > 1.0 \)).

At 10 years, \( E_m \) varied from 1.05 to 2.70. Similarly, ranges of 0.79 to 3.97 were calculated for \( E_f \). The exception to these values was the high mean \( k \) site, which experienced complete DNAPL mass depletion and mass flux elimination. The low mean \( k \) site was the only simulation to experience an \( E_f < 2 \) and, in fact, had an \( E_f \) of 0.79 owing to the inability to flush the pseudo-stagnation phase within the 10 year time frame. Apart from the clean-up of the high mean \( k \) site, the PCE site experienced the greatest \( E_m \), while the high heterogeneity (TCE) site had the largest \( E_f \). In terms of DNAPL release volumes, the largest DNAPL release had the greatest \( E_m \), while the post-HD small DNAPL release had the greatest \( E_f \). The differences between the pre- and post-HD simulations were negligible.
The results suggest that while SEAR is consistently effective at enhancing DNAPL mass depletion and mass flux reduction relative to dissolution, a beneficial response in low permeability domains may be prolonged. In addition, the site characteristics conducive to the largest $E_m$ do not necessarily manifest the same degree of $E_f$. When considering normalized DNAPL mass versus normalized boundary mass (and concentration), $\Gamma$ was remarkably different between SEAR and dissolution. For the latter, $\Gamma$ was typically between 0.5 and 2, but for SEAR $\Gamma$ was greater than 1 and even exceeded 10. Also, in the case of SEAR, some dissolution tailing was observed for some sites.

Results indicate that DNAPL source zones treated with SEAR will be most responsive to multiple injection pulses that are timed to avoid overlapping pseudo-stagnation phases, yet scheduled to avoid long-term dissolution tailing effects. This approach will potentially lead to more rapid site reclamation.
Notation

\( a^n \)  effective interfacial area \( \{L^2 L^{-3}\} \)

\( b \)  Langmuir sorption constant \( \{L^3 M^{-1}\} \)

\( C \)  concentration \( \{M L^{-3}\} \)

\( C_{norm} \)  normalized mean average concentration or concentration reduction

\( C_s \)  effective solubility \( \{M L^{-3}\} \)

CMC  critical micelle concentration \( \{M L^{-3}\} \)

\( d_{50} \)  mean grain size diameter \( \{L\} \)

\( D \)  hydrodynamic dispersion tensor \( \{L^2 T^{-1}\} \)

\( D^o \)  free water diffusion coefficient \( \{L^2 T^{-1}\} \)

\( E_m \)  DNAPL mass enhancement factor

\( E_f \)  boundary mass flux enhancement factor

\( f_{carbon} \)  weight fraction of carbon in the surfactant

\( F_{norm} \)  normalized boundary mass flux or flux reduction

\( f_{oc} \)  factor of organic carbon

\( f_{oc}^* \)  effective fraction of organic carbon after surfactant adsorption

\( g \)  gravitational acceleration \( \{L T^{-2}\} \)

\( \nabla h \)  hydraulic gradient

\( k \)  permeability \( \{L^2\} \)

\( K_{D,surf} \)  distribution coefficient in the presence of surfactant

\( k_{ij} \)  intrinsic permeability tensor \( \{L^2\} \)

\( k_{la} \)  average mass transfer coefficient \( \{L T^{-1}\} \)

\( K_l \)  lumped mass transfer coefficient \( \{T^{-1}\} \)
\( K_m \) micelle-water partition coefficient

\( k_o \) original permeability \( \{L^2\} \)

\( K_{oc} \) organic carbon partition coefficient

\( k_r \) relative permeability \( \{-\} \)

\( M_{DNAPL} \) DNAPL mass in domain \( \{M\} \)

\( M_f \) total boundary mass flux \( \{M L^{-2} T^{-1}\} \)

\( M_{norm} \) normalized DNAPL mass or DNAPL mass reduction

\( P \) pressure \( \{M L^{-1} T^{-2}\} \)

\( P_C \) capillary pressure \( \{M L^{-1} T^{-2}\} \)

\( q \) Darcy flux \( \{L T^{-1}\} \)

\( Q \) volumetric flow \( \{L^3 T^{-1}\} \)

\( q_s \) volumetric flux representing sources and/or sinks \( \{T^{-1}\} \)

\( R \) retardation factor

\( \text{Re} \) Reynolds number

\( S \) phase saturation

\( S_E \) effective saturation

\( S_{MAX} \) maximum sorption capacity

\( S_{surf} \) sorbed concentration of surfactant \( \{M M^{-1}\} \)

\( Sh \) modified Sherwood number

\( t \) time \( \{T\} \)

\( v \) average linear groundwater velocity \( \{L T^{-1}\} \)

\( V \) volume of a node \( \{L^3\} \)

\( V_m \) molar volume of water \( \{L^3 M^{-1}\} \)
$x$ horizontal longitudinal direction
$y$ vertical direction
$z$ horizontal transverse direction
$\Delta x$ nodal dimension along $x$ direction \{L\}
$\Delta y$ nodal dimension along $y$ direction \{L\}
$\Delta z$ nodal dimension along $z$ direction \{L\}
$X$ dimension of domain along $x$ \{L\}
$Y$ dimension of domain along $y$ \{L\}
$Z$ dimension of domain along $z$ \{L\}
$\alpha$ porous medium compressibility \{M$^{-1}$ L T$^2$\}
$\alpha_{x,y,z}$ dispersivity \{L\}
$\beta$ wetting phase compressibility \{M$^{-1}$ L T$^2$\}
$\beta_{0,1,2}$ fitting parameters
$\varepsilon_{rel}$ relative difference in saturation
$\Gamma$ fitting parameter
$\lambda_H$ horizontal isotropic correlation length \{L\}
$\lambda_V$ vertical isotropic correlation length \{L\}
$\mu$ dynamic viscosity \{M L$^{-1}$ T$^{-1}$\}
$\mu_{ln\,k}$ mean of ln $k$ \{ln (L$^2$)\}
$\rho$ fluid density \{M L$^{-3}$\}
$\sigma_{ln\,k}^2$ variance of ln $k$ \{[ln (L$^2$)]$^2$\}
$\tau$ tortuosity
$\theta$ porosity
\( \theta_{NW} \)  Non-wetting phase content

\( \mathbb{R} \)  rate of all reactions \( \{M L^{-3} T^{-1}\} \)

Common subscripts

\( i, j \)  coordinate indices for \( x, y, z \)

\( W \)  wetting phase

\( NW \)  non-wetting phase

\( m \)  mobile species

\( im \)  immobile species

Common superscript

\( 0 \)  initial condition

\( n \)  species number
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APPENDIX D

CONSOLIDATED MEDIA MODELING
Section D.1

Fractured Clay Chemical Oxidation Numerical Model Development and Summary of Simulation Results
Abstract

A two-dimensional, transient flow and transport numerical model was developed to simulate in-situ chemical oxidation (ISCO) of trichloroethylene (TCE) and tetrachloroethylene (PCE) by potassium permanganate in fractured clay. This computer model incorporates DNAPL dissolution, reactive aquifer material, multi-species matrix diffusion, and kinetic formulations for the oxidation reactions. A sensitivity analysis for two types of parameters, hydrogeological and engineering, including matrix porosity, matrix organic carbon, fracture aperture, potassium permanganate dosage, and hydraulic gradient was conducted. Remediation metrics investigated were the relative rebound concentrations arising from back diffusion, and percent mass destroyed. No well-defined correlation was found between the magnitude of rebound concentrations during post-remedy monitoring and the amount of contaminant mass destroyed during the application. Results indicate that all investigated parameters affect ISCO remediation in some form. Results indicate that when advective transport through the fracture is dominant relative to diffusive transport into the clay matrix (large System Peclet Number), permanganate is more likely to be flushed out of the system and treatment is not optimal. If the System Peclet Number is too small, indicating that diffusion into the matrix is dominant relative to advection through the fracture, permanganate does not traverse the entire fracture, leading to post-remediation concentration rebound. Optimal application of ISCO requires balancing advective transport through the fracture with diffusive transport into the clay matrix.
Introduction

Upon release to the subsurface, dense, non-aqueous phase liquids (DNAPLs) such as chlorinated solvents, PCB oils, creosote and coal tar will distribute themselves in the form of both disconnected blobs and ganglia of organic liquid referred to as residual, and in higher saturation distributions referred to as pools. Pooled DNAPL is distinguished from residual DNAPL in that pools represent a continuous fluid distribution throughout the pore space over a spatial scale significantly greater than that associated with residual DNAPL. If the DNAPL reaches a fractured clay aquitard, pooling of the DNAPL will take place until the capillary pressure exceeds the fracture entry pressures, at which point entry into the fractures takes place (Kueper and McWhorter 1991; Pankow and Cherry 1996). As in porous media, both residual and pooled DNAPL can form in fractures (Longino and Kueper, 1999). The longevity of residual and pooled DNAPL in fractures will be governed by a variety of factors including the ground water velocity, the aqueous solubility of the DNAPL components, and the rate of diffusion into the clay matrix (Parker et al. 1994).

Remediation of fractured clay impacted by DNAPLs can be challenging given the significant amount of mass that may have diffused into the clay matrix. Past studies have demonstrated that in-situ chemical oxidation (ISCO) using potassium permanganate (KMnO$_4$) can be successful in destroying chlorinated ethenes such as tetrachloroethene (PCE) and trichloroethene (TCE) in porous media (Vella and Veronda, 1992; Gates et al., 1995; Siegrist et al., 1995; Schnarr et al., 1998; Yan and Schwartz, 1999; Zhang and Schwartz, 2000a,b; Li et al., 2000; Hood and Thomson, 2000; MacKinnon and Thomson, 2002; Schroth et al., 2001; Conrad et al., 2002; Marvin et al., 2002; Urynowicz and Siegrist, 2005) and in fractured media (Struse et al.,2002; Tunnicliffe and Thomson, 2004). These studies have examined various aspects of the KMnO$_4$ ISCO process.
including MnO$_2$ precipitate formation, reaction kinetics, interphase mass transfer, diffusive transport of the oxidant, and the influence of natural oxidant demand (NOD).

Post-remediation monitoring has indicated that some field sites experience a rebound in concentration of the target contaminant following the application of KMnO$_4$ (e.g., Goldstein et al., 2004; Marvin et al., 2004; Allen et al., 2004; Crother et al., 2004). A pilot-scale study of ISCO in fractured shale by Goldstein et al. (2004), for example, found that dissolved contaminant concentrations rebounded from nearly non-detectable levels to pre-injection levels within six months of ceasing KMnO$_4$ injections. It was suggested that if significant amounts of contaminant mass in the rock matrix are not treated, post-remediation concentration rebound will occur in the fractures as a result of back diffusion from the matrix. Marvin et al. (2004) suggested that rebound concentrations could be influenced by an increased rate of diffusion stemming from pore space alterations caused by consumption of organic carbon by permanganate.

The objective of this model is to investigate the role of both hydrogeological properties and engineering parameters on concentration rebound following the application of ISCO in fractured clay. Understanding the causes of concentration rebound is important in designing field applications of ISCO, in selecting an appropriate length of time for post remedy monitoring, and in setting stakeholder expectations. This study focuses on chlorinated ethenes and makes use of numerical simulation. The use of numerical simulation allows time scales on the order of years to decades to be studied in a timely and cost effective manner. Previously published numerical models for ISCO of chlorinated ethenes by permanganate were developed by Zhang and Schwartz (2000a,b), and Hood and Thomson (2000). These models focused on porous media and accounted
for chemical reactions, solute transport, NAPL dissolution, and aquifer oxidant demand. The model
developed by Zhang and Schwartz (2000b) also tracked changes in porosity and permeability due
to mineral precipitation, and the results were compared to published data from laboratory and field
experiments. The modeling presented here differs from previously published work in that it is
focused on fractured clay and an understanding of the interaction between advective/dispersive
transport in fractures and diffusive transport in the clay matrix.

Model Development

Model Domain

The presented numerical simulations are based on a two-dimensional (2D) fracture-matrix system
in which the results can be scaled up using symmetry to represent a larger, three-dimensional (3D)
parallel fractured system subject to unidirectional groundwater flow. In order to minimize
computational run times, lines of symmetry were located along the center of the fractures and the
matrix blocks so that the modeled domain consisted of a half fracture and a half matrix block.
Figure 1 illustrates how the modeled domain is scaled up to represent a 3D domain 15 m long in the
direction of ground water flow, 20 m wide orthogonal to the direction of ground water flow, and 5
m high. The modeled domain is a 2D vertical slice of the 3D domain. It should be noted that
although the presented domain incorporates horizontal fractures, the results are directly applicable
to a set of vertical fractures having the same hydraulic characteristics (i.e., aperture, spacing and
applied hydraulic gradient) as the modeled horizontal fractures since diffusion is independent of
orientation. The source zone emplaced within the fracture is 5 m long, 20 m wide, and is initially
assigned a specified non-wetting phase (DNAPL) saturation. Constant head boundaries were
applied to the upgradient and downgradient ends of the domain, producing unidirectional ground
water flow in the fracture subject to advection and longitudinal dispersion. Longitudinal and vertical transverse (2D) diffusion are permitted in the matrix.

![Figure 1 – Model domain and scaled up system](image)

**Model Formulation**

The chemical oxidation process was modeled using RT3D (Reactive Multispecies Transport in Three-Dimensional Groundwater Systems), a finite difference based reactive transport software program (Clement, 1997; Clement et al., 1998). Reaction packages were developed for ISCO of TCE and PCE by permanganate, multi-species diffusion, mass transfer, and steady state flow governed by the constant head boundary conditions and the presence of DNAPL in the source zone. The code was also altered to allow for a decreasing retardation factor for the contaminant as the organic aquifer material becomes consumed by permanganate during the ISCO remediation process.

In RT3D, the governing equation of contaminant transport of the mobile species is (Clement, 1997; and Clement et al., 1998):
\[
\frac{\partial (\theta C^m_i)}{\partial t} = \frac{\partial}{\partial x_i} \left( \theta D_{ij} \frac{\partial C^m_i}{\partial x_j} \right) - \frac{\partial}{\partial x_i} \left( \theta v_i C^m_i \right) + q_s C^m_i + \sum R_{im}, \ i, j = x, y, z
\]  (1)

while the immobile species governing equation is:

\[
\frac{\partial (\theta C^m_{im})}{\partial t} = \sum R_{im}
\]  (2)

where \(D_{ij}\) is the hydrodynamic dispersion tensor \([L^2T^{-1}]\), \(v_i\) is the average linear groundwater velocity \([LT^{-1}]\), \(q_s\) is a volumetric flux representing sources and/or sinks \([T^{-1}]\), \(R\) is the rate of all reactions \([ML^{-3}T^{-1}]\), \(\theta\) is the porosity, and \(t\) is time \([T]\). The superscript \(n\) denotes the species number, while the subscripts \(m\) and \(im\) designate mobile and immobile species, respectively. The subscript \(s\) denotes a source or a sink. Sorption of the contaminant is represented through a retardation factor \((R_s)\) defined as:

\[
R_s = 1 + \frac{\rho_b}{\theta} K_{oc} f_{oc}
\]  (3)

where \(\rho_b\) is the soil dry bulk density, \(K_{oc}\) is the organic carbon partition coefficient, and \(f_{oc}\) is the fraction organic carbon.

The nodal hydraulic conductivity of the fracture \((K)\) is calculated as:

\[
K = \frac{e^2 k_{rw} \rho_w g}{12 \mu_w}
\]  (4)

where \(e\) is the fracture aperture \([L]\), \(k_{rw}\) is the relative permeability of the wetting phase \([-]\), \(\rho_w\) is the density of the wetting phase \([ML^{-3}]\), \(g\) is the gravitational constant \([MT^{-2}]\), and \(\mu_w\) is the viscosity of the wetting phase \([ML^{-1}T^{-1}]\). The harmonic mean of the nodal hydraulic conductivities was calculated and multiplied by the hydraulic gradient across the fracture to obtain the wetting phase flux in the fracture. The average linear groundwater velocity \((v)\) for each individual node was
calculated by dividing the flux by the local wetting phase saturation. The relative permeability \( (k_r) \) term in (4) was calculated using the Brooks – Corey constitutive model (Brooks and Corey, 1966) with a pore size distribution index of 2.5 and a residual wetting phase saturation of 0.1. Application of the Brooks – Corey constitutive model to represent capillary behavior in fractures was selected on the basis of Reitsma and Kueper (1994).

DNAPL to water mass transfer is treated here as an equilibrium process. Although non-equilibrium mass transfer has been observed in fractured systems (e.g., Glass and Nicholl 1995; Dickson and Thomson 2003), the relatively small aperture fractures considered in this study result in complete DNAPL dissolution in relatively short periods of time, regardless of what mass transfer model is adopted.

The oxidation of TCE by permanganate is represented as (Yan and Schwartz, 1999):

\[
C_2Cl_3H + 2MnO_4^- \rightarrow 3Cl^- + 2CO_2 + H^+ + 2MnO_2(s) \tag{5}
\]

The oxidation of PCE by permanganate is represented as (Yan and Schwartz, 1999):

\[
C_2Cl_4 + 2MnO_4^- \rightarrow 4Cl^- + 2CO_2 + 2MnO_2(s) \tag{6}
\]

Laboratory batch experiments reported in the literature have found that the oxidation of both TCE and PCE can be described with 2nd-order kinetic reaction rate constants. The rate constants for TCE were found to range from 0.65 (± 0.1) \( M^{-1}s^{-1} \) to 0.8 (± 0.12) \( M^{-1}s^{-1} \) (Yan and Schwartz, 1999; Hood et al., 2002), while for PCE they ranged from 0.028 (± 0.001) \( M^{-1}s^{-1} \) to 0.045 (± 0.03) \( M^{-1}s^{-1} \) (Yan and Schwartz, 1999; Huang et al., 2001; Hood et al., 2002; Dai and Reitsma, 2004). The model developed here adopts rate constants of 0.65 \( M^{-1}s^{-1} \) and 0.045 \( M^{-1}s^{-1} \) for TCE and PCE,
respectively, which are consistent with the above studies at relatively neutral pH values. Changes in system pH and the subsequent influence on kinetic rate constant are not modeled in this study.

With respect to the formation MnO₂, a trial simulation that incorporated precipitate formation resulted in significant permeability reduction of the fracture. Because the simulated domain adopts unidirectional flow, there is no opportunity for flow bypassing. Inclusion of precipitate formation resulted in plugging of the fracture and a significant reduction in groundwater flow. The simulations presented here do not incorporate MnO₂ precipitate formation in the fractures or the matrix.

During ISCO, permanganate is consumed by the organic aquifer material (OAM) located in the matrix. It is anticipated that the natural oxidant demand (NOD) of the OAM will have a significant effect on the efficacy of ISCO remediation. The reaction between OAM and permanganate has been suggested by Mumford (2002) to be:

\[
3\text{CH}_2\text{O} + 4\text{MnO}_4^- \rightarrow 3\text{CO}_2 + 4\text{MnO}_2(s) + \text{H}_2\text{O} + 4\text{OH}^- \quad (7)
\]

In the model developed by Zhang and Schwartz, (2000a), a kinetic rate constant of 450 M⁻¹s⁻¹ for the OAM was assumed as it was thought that the kinetic reaction rate for OAM (kNOD) would be much greater than the reaction rate constants for the chlorinated compounds. This large kinetic rate constant is based on a conceptual model suggested by Barcelona and Holm (1991) and effectively assumes instantaneous reaction with OAM, producing a permanganate transport front which is dependent on OAM. In comparison, Mumford et al. (2005) suggest that the consumption of MnO₄⁻ by OAM may have two very different reaction rates; the first being controlled by a fast, or instantaneous, reaction and the second by a slower reaction. Mumford (2002) performed column
experiments and fitted the resulting data to a numerical model, which indicated that reaction rate constants of $3 \times 10^{-2}$ M$^{-1}$s$^{-1}$ to $3 \times 10^{-5}$ M$^{-1}$s$^{-1}$ (using equation 7) substantiated the kinetic conceptual model for NOD. A model developed by Hood and Thomson (2002) to investigate the impact of diffusion and NOD on permanganate in porous media used reaction rate constants varying from $3 \times 10^{-3}$ M$^{-1}$s$^{-1}$ to $3 \times 10^{-5}$ M$^{-1}$s$^{-1}$. In this study the OAM is assumed to be composed solely of organic carbon ($f_{oc}$) and a second order reaction rate constant ($k_{NOD}$) of $3 \times 10^{-5}$ M$^{-1}$s$^{-1}$ is adopted.

Based on the above, the kinetic reaction equations incorporated into the model for TCE are (similar for PCE) [Zhang and Schwartz, 2000a]:

$$\frac{\partial [TCE]}{\partial t} = -\frac{k_{TCE}[TCE][MnO_4^-]}{R_{TCE}} \tag{8}$$

where $R_{TCE}$ is the retardation factor defined in (3). For permanganate:

$$\frac{\partial [MnO_4^-]}{\partial t} = -2k_{TCE}([TCE]+[TCE_{sorbed}])[MnO_4^-] - 4k_{NOD}[OAM][MnO_4^-] \tag{9}$$

where the coefficients 2 and 4 are derived from stoichiometry. For OAM (Mumford, 2002):

$$\frac{\partial [OAM]}{\partial t} = -3k_{NOD}[OAM][MnO_4^-] \tag{10}$$

For sorbed TCE:

$$\frac{\partial [TCE_{sorbed}]}{\partial t} = -k_{TCE}[TCE_{sorbed}][MnO_4^-] \tag{11}$$

Simulation of advection and dispersion in the fracture, and diffusion into the clay matrix were verified through comparison to analytical solutions by Bear (1972), Tang et al. (1981), and Sudicky and Frind (1982). The reaction package for TCE was tested by comparing model results to 1D
porous media column experiments conducted by Schroth et al. (2001). The verification work can be found in Mundle (2006).

The developed model was discretized using a nodal spacing in the longitudinal direction of 0.1 m, resulting in a total of 150 nodes in the direction of ground water flow. The discretization in the matrix varied from a node spacing of 0.0025 m next to the fracture, transitioning to 0.0135 m at the matrix centerline. Verification simulations comparing the developed model to an analytical solution for solute transport in a system of parallel fractures subject to matrix diffusion (Sudicky and Frind, 1982) indicated that this nodal spacing is adequate in representing the diffusion process. Depending on the fracture spacing, the model incorporated approximately 65 rows of nodes in the clay matrix and a total of approximately 9,000 nodes in the entire model domain.

**Outline of Simulations**

Table 1 presents the base case simulation (Run A) input parameters. The base case consists of a 75 μm fracture containing a 5 m long DNAPL source zone with a specified non-wetting phase saturation of 0.34. The constant head boundaries result in a hydraulic gradient of 0.05 across the ends of the fracture. The DNAPL is permitted to dissolve and form a plume for a period of two years, at which point in time KMnO₄ is applied for five years at a concentration of 5 g/L. The KMnO₄ is applied immediately upgradient of the source zone (a distance of 5 m from the upgradient domain boundary). The clay matrix is assigned an effective porosity of 0.3, an $f_{oc}$ of 0.003, and a kNOD of $3 \times 10^{-5} \text{ M}^{-1}\text{s}^{-1}$. The base case adopts a fracture spacing of 1 m.
In addition to the base case, two sets of simulations were carried out to investigate the influence of hydrogeological parameters and engineering parameters on concentration rebound. Table 2 outlines the simulations investigating hydrogeological parameters. The simulations involve a sensitivity to contaminant type (PCE), fracture aperture, initial non-wetting phase saturation, matrix porosity, matrix $f_{oc}$, kNOD, and fracture spacing. Table 2 also lists the base case (Run A) along with a
simulation in which ISCO is not applied (Run B). Table 3 presents the simulations investigating engineering parameters. The simulations involve a sensitivity to hydraulic gradient, length of time until ISCO is applied (initial time), the length of time that ISCO is applied (remediation time), the KMnO₄ dosage, and the location of the injection. Table 3 also lists the base case (Run A) and no ISCO simulation (Run B) for comparison purposes.

**Table 2 – Outline of simulations investigating hydrogeological parameters**

<table>
<thead>
<tr>
<th>Run</th>
<th>Changed Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Base case (See Table 1)</td>
</tr>
<tr>
<td>B</td>
<td>No ISCO</td>
</tr>
<tr>
<td>C</td>
<td>PCE ($K_{oc} = 364$ L/kg; $k_{PCE} = 0.045$ M$^{-1}$s$^{-1}$)</td>
</tr>
<tr>
<td>D</td>
<td>$e = 37.5$ $\mu$m</td>
</tr>
<tr>
<td>E</td>
<td>$e = 150$ $\mu$m</td>
</tr>
<tr>
<td>F</td>
<td>$S_{nw} = 0.15$</td>
</tr>
<tr>
<td>G</td>
<td>$S_{nw} = 0.60$</td>
</tr>
<tr>
<td>H</td>
<td>$\theta_{m} = 0.15$</td>
</tr>
<tr>
<td>I</td>
<td>$\theta_{m} = 0.45$</td>
</tr>
<tr>
<td>J</td>
<td>$f_{oc} = 0.0015$</td>
</tr>
<tr>
<td>K</td>
<td>$f_{oc} = 0.006$</td>
</tr>
<tr>
<td>L</td>
<td>kNOD = $3 \times 10^{-3}$ M$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>M</td>
<td>$S = 0.5$ m</td>
</tr>
</tbody>
</table>
Table 3 – Outline of simulations investigating engineering parameters

<table>
<thead>
<tr>
<th>Run</th>
<th>Changed Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Base Case (See Table 1)</td>
</tr>
<tr>
<td>B</td>
<td>No ISCO</td>
</tr>
<tr>
<td>N</td>
<td>( \nabla h = 0.025 )</td>
</tr>
<tr>
<td>O</td>
<td>( \nabla h = 0.01 )</td>
</tr>
<tr>
<td>P</td>
<td>Initial Time = 1 week</td>
</tr>
<tr>
<td>Q</td>
<td>Initial Time = 20 years</td>
</tr>
<tr>
<td>R</td>
<td>Remediation Time = 1 year</td>
</tr>
<tr>
<td>S</td>
<td>Remediation Time = 10 years</td>
</tr>
<tr>
<td>T</td>
<td>Remediation Time = 6 month on/off pulses for 5 years</td>
</tr>
<tr>
<td>U</td>
<td>KMnO(_4) Dosage = 2.5 g/L</td>
</tr>
<tr>
<td>V</td>
<td>KMnO(_4) Dosage = 7.5 g/L</td>
</tr>
<tr>
<td>W</td>
<td>Injection Location = 3.6 m</td>
</tr>
</tbody>
</table>

Results and Discussion

Base Case and No ISCO Simulations

A comparison between the base case (Run A) and no ISCO (Run B) simulations demonstrated that (i) ISCO will destroy TCE mass located in both the fractures and the matrix (Figure 2), (ii) dissolved concentrations of TCE will decrease throughout the fracture while permanganate injection takes place, and (iii) concentration rebound occurs once ISCO is terminated (Figure 3). The discussion that follows makes use of Figures 2 and 3, as well as cross-section plots that depict the distribution of TCE and MnO\(_4^-\) in the clay matrix at various times (Figures 4 through 7).
Figure 2 – Base case location of mass. After 21 days the percentage of mass in the fracture is less than 0.5%. Stage A represents period of DNAPL presence; Stage B represents pre-remediation plume development period; Stage C represents application of ISCO; Stage D represents post-remediation period.
Figure 3 – Concentration of TCE versus time at outlet of system for both the base case and no ISCO simulations
Figure 4 – Base case distribution of TCE in clay matrix at 44 days following start of simulation (DNAPL dissolution period, Stage A). KMnO₄ has not yet been applied.

Figure 5 – Base case distribution of TCE in clay matrix at 700 days following start of simulation (plume development, Stage B). KMnO₄ has not yet been applied.
Figure 6 – Base case distribution of TCE and MnO$_4^-$ in clay matrix at 1050 days following start of simulation (permanganate injection, Stage C).

Figure 7 – Base case distribution of TCE in clay matrix at 3106 days following start of simulation (post permanganate injection, Stage D).
Figure 2 illustrates the location of TCE mass within the domain with respect to time for the base case (note that the percentage mass in the fracture is less than 0.5% and cannot be discerned on Figure 2). Four distinct stages of the mass distribution exist and are labeled as A through D. Stage A corresponds to the period of DNAPL dissolution and initial plume development subject to forward diffusion into the clay matrix. This stage is relatively short, which reflects the short time period required for contaminant mass to fully dissolve from the NAPL phase into the aqueous phase. Figure 4 presents a cross section view of TCE concentration throughout both the fracture and matrix at a time of 44 days following the start of the simulation; at this time dissolution of the NAPL phase is nearly complete. Both the mass distribution results (Figure 2) and Figure 4 indicate that during Stage A, a significant amount of TCE mass diffuses directly into the matrix adjacent to the source zone. At the end of the dissolution stage over 98% of the TCE mass is located in the matrix.

Once the DNAPL mass has completely dissolved, the post DNAPL dissolution plume development stage (B) begins. Figure 5 shows a cross section view of TCE concentration at a time of 700 days. During Stage B TCE within the matrix diffuses both deeper into the matrix and back into the fracture (diffusion in opposite directions from a concentration high within the matrix). As TCE diffuses back into the fracture it will advect and disperse downstream in the fracture and either re-enter the matrix at locations further downstream of the source zone, or be flushed out of the domain. Back diffusion plays an important role during the plume development stage as evidenced by the fact that the percent mass in the matrix falls from 98% to 34% during stage B, and the percent flushed increases from 1% to 67% over the same time period (Figure 2).
Stage C is the period during which permanganate injection takes place. Immediately following the onset of injection, TCE mass begins to be destroyed. Figure 6 shows the cross section view of both TCE and permanganate concentrations at a time of 1050 days. As the penetration of the fracture by permanganate continues, the percent mass of TCE flushed from the domain begins to level off whereas the mass back diffusing from the matrix does not. It can be seen in Figure 6 that this results from permanganate having fully penetrated the length of the fracture, allowing newly back diffused mass to be destroyed before it reaches the end of the domain.

Once permanganate injection ceases, the post treatment stage (D) begins. At this point the percent mass destroyed quickly levels off (Figure 2) and the amount of TCE flushed out of the domain begins to increase again. Figure 7 shows that permanganate has been fully consumed by 3106 days and that the concentration gradient of dissolved TCE in the matrix is resulting in TCE back diffusion into the fracture. The increase in the percent mass flushed from the domain occurring during this stage results in the rebound in dissolved concentration seen in Figure 3.

The amount of rebound occurring post treatment is quantified here in relative terms to allow comparison amongst the various simulations. The relative rebound is defined as the maximum value of dissolved concentration of the contaminant at the outlet of the domain following permanganate application (i.e., maximum concentration during Stage D) divided by the dissolved concentration of the contaminant immediately prior to permanganate injection (i.e., concentration at the beginning of Stage C). It is acknowledged here that rebound can also be quantified in other ways. The methodology adopted here recognizes the fact that baseline concentrations are typically
obtained immediate prior to remedy application (corresponding to the concentration at the beginning of Stage C), and that concentration is typically tracked on a quarterly or semi-annual basis for compliance purposes for several years following remedy application (hence the use of the maximum concentration during Stage D). For the base case simulation the relative rebound is calculated to be 0.059.

The amount of mass destroyed as a result of permanganate injection is also quantified here in relative terms to allow comparison amongst the various simulations. The percent mass destroyed is defined as the amount of contaminant mass destroyed divided by the total amount of contaminant mass present at the start of oxidant injection. For the base case simulation, the percent mass TCE destroyed by chemical oxidation is 15.3%.

**Hydrogeological Parameters**

**Relative Rebound**

The relative rebound concentrations for the hydrogeological parameter simulations are presented in Figure 8. Run D (37.5 μm fracture aperture) is not presented because TCE concentrations at the exit of the domain were not affected by permanganate injection. The lack of a concentration reduction in Run D is attributable to two things. Firstly, due to the decreased hydraulic conductivity of the fracture, significantly less mass of permanganate is required to maintain an injection concentration of 5 g/L. Secondly, when the aperture is decreased, diffusion will become a more influential transport process in comparison to advection. Both result in a decrease in the ability for permanganate to fully penetrate the fracture length, which is supported by the fact that no permanganate breakthrough curve occurs at the outlet of the fracture in this simulation.
Investigation of Run E indicates that an increase in aperture results in a decrease in the relative TCE concentration rebound. This is attributable to the fact that significantly more permanganate is injected into the system to maintain a constant permanganate concentration of 5 g/L at the injection node. In addition, the fractures are supplied with a higher flux of clean water at the inlet which causes dilution of TCE back-diffusing from the clay matrix post treatment.

Figure 8 – Relative rebound concentrations for hydrogeological parameters (Table 2). Where two simulations involve changes to the same parameter, the results are presented next to each other. The first result corresponds to a decrease in the input parameter while the second corresponds to an increase relative to the base case. Except for bar 2, all results apply to TCE.
The relative rebound concentration for PCE (Run C) is less than that of the base case (TCE). At the end of the simulation ($t = 12$ years), twice as much PCE mass remained sequestered in the matrix in comparison to that of the TCE base case. The decrease in relative rebound for PCE is most likely a combination of the increased value of $K_{oc}$ and a decreased value of $k_{PCE}$. The increase in $K_{oc}$ results in a greater ability for the contaminant to adsorb to the OAM present within the matrix, increasing retardation and therefore decreasing the rate of PCE back diffusion post treatment. The decrease in $k_{PCE}$ in comparison to $k_{TCE}$ will result in less contaminant destruction during the remediation process.

Decreasing the fracture spacing (Run M) resulted in a greater concentration rebound as a result of the shorter diffusion length scales (reduced distance between the fracture and the matrix line of symmetry). An increase in the matrix $f_{oc}$ (Run K) also increased the relative rebound, likely attributable primarily to greater consumption of permanganate by OAM. An increase in relative rebound also occurred in response to an increase in the kinetic reaction rate constant for OAM (Run L). Increasing $k_{NOD}$ increases the sharpness of the permanganate front advancing into the matrix and therefore decreases the ability of permanganate to penetrate the matrix. This results in a steep TCE concentration gradient driving diffusion back into the fracture post remediation, relatively unimpeded by adsorption.

Varying the initial non-wetting phase saturations (Runs F and G) resulted in little difference to relative rebound. This stems from the fact that a significant amount of time has passed before injection begins, therefore resulting in little difference in the amount of contaminant mass remaining in permanganate accessible areas of the matrix. Also showing little sensitivity with
regards to rebound concentration was the matrix porosity (Runs H and I). This may be the result of the model formulation, however, as the matrix tortuosity (and therefore the effective diffusion coefficient) were not varied in response to changes in porosity.

**Percent Mass Destroyed**

The percent mass destruction for the hydrogeological parameter simulations is presented in Figure 9. The percent PCE mass destroyed (7.95%) is less than that for TCE (15.3%) because of the fact that more PCE mass was initially placed into the fracture. The higher density of PCE results in more mass compared to TCE for a specified initial DNAPL saturation.

![Figure 9 – Percent contaminant mass destroyed for hydrogeological parameters (Table 2). Where two simulations involve changes to the same parameter, the results are presented next to each other. The first result corresponds to a decrease in the input parameter while the second corresponds to an increase relative to the base case. Except for bar 2, all results apply to TCE.](image-url)
A positive correlation exists between percent mass destruction and fracture aperture, initial DNAPL saturation, matrix porosity, and the reaction rate of the OAM (higher values of these parameters resulted in a higher percent mass destruction). The percent mass destruction was most sensitive to changes in fracture aperture stemming from the fact that the flowrate of water through the fracture is proportional to the aperture cubed. Given a constant concentration boundary condition at the oxidant injection point, it follows that the mass loading of permanganate into the system is proportional to the aperture cubed.

The percent mass TCE destroyed decreased as \( f_{oc} \) increased. Doubling the \( f_{oc} \) from 0.003 to 0.006 resulted in the percent mass destroyed to drop from 15.3% to 7.1% and is attributable to an increase in permanganate consumption by the OAM. Decreasing the fracture spacing from 1 m (base case) to 0.5 m (Run M) resulted in the percent mass TCE destroyed increasing from 15.3% to 18.2%. The distance TCE must diffuse to reach the line of symmetry in the clay matrix decreases with a decrease in fracture spacing. The TCE forward diffusion process is therefore halted earlier and the back diffusion length scale is shortened, allowing permanganate to more readily come into contact with TCE.

**Engineering Parameters**

**Relative Rebound**

The relative rebound concentrations for the engineering parameter simulations are presented in Figure 10. Of the various parameters varied in Runs N through W (Table 3), the initial time allowed for plume formation (length of Stages A and B) exhibited the greatest influence on rebound concentrations (Runs P and Q). The more time allowed for TCE to diffuse into the matrix,
the less accessible TCE will be to permanganate. This indicates that if ISCO is applied when a significant amount of contaminant mass is still present in or near the fracture, the more effective the technology will be in reducing rebound concentrations. The one week emplacement time simulation (Run P) was included as a bounding case, recognizing however that ISCO would typically not be applied this soon following a DNAPL release to fractured clay.

Figure 10 – Relative rebound concentrations for engineering parameters (Table 3). Where two simulations involve changes to the same parameter, the results are presented next to each other. The first result corresponds to a decrease in the input parameter while the second corresponds to an increase relative to the base case. For the remediation time sensitivity, three changes to the base case were evaluated (Runs R, S and T).

Changes in the length of time that permanganate is injected also exhibited a strong influence of rebound concentrations (Runs R, S and T). Given that the rate of TCE destruction in the clay matrix is limited by the rate that permanganate can diffuse, it is clear that longer applications of
ISCO will result in lower rebound concentrations. Applying the oxidant in 6 month pulses (Run T) results in less than half the amount of permanganate injected compared to the base case. This leads to less TCE mass destroyed and higher rebound concentrations stemming from back diffusion. With respect to the influence of hydraulic gradient, it was found that a reduction in the hydraulic gradient resulted in no permanganate breakthrough at the outlet of the fracture. The lack of permanganate breakthrough at the exit of the system indicates that the oxidant did not fully penetrate the fracture length, and therefore was not able to treat all back-diffusing TCE. The practical implication of this is that a lack of oxidant breakthrough at the end of the system may be an indication that significant rebound concentrations may ultimately occur.

**Percent Mass Destroyed**

The percent mass destruction of TCE for the engineering parameter simulations is presented in Figure 11. An inverse correlation exists between the percent of TCE mass destroyed and initial time and permanganate injection location. As the length of pre-injection time increases, the amount of time allowed for the contaminant to be flushed out of the domain also increases. What TCE mass does remain is sequestered deep within the matrix, unavailable to react with the permanganate. With respect to moving the injection location from 0.1 m (base case) to 3.6 m (Run W) upstream of the source zone, the percent TCE mass destroyed during remediation is halved, dropping from 15.3% to 7.58%. This indicates that in order to maximize TCE destruction during ISCO, the remediation system should be designed to incorporate a permanganate injection location as close as possible to the source zone. Similar to the variable aperture results, the percent mass of TCE destroyed was found to decrease when the hydraulic gradient was both increased and decreased.
As is discussed further on in this paper, maximum mass destruction requires an optimal balance between advective flux in the fracture and diffusive flux in the matrix.

Figure 11 – Percent contaminant mass destroyed for engineering application parameters (Table 3). Where two simulations involve changes to the same parameter, the results are presented next to each other. The first result corresponds to a decrease in the input parameter while the second corresponds to an increase relative to the base case. For the remediation time sensitivity, three changes to the base case were evaluated (Runs R, S and T).

Relationship Between Rebound Concentration and Mass Destroyed

Figure 12 presents a plot of percent mass destroyed versus rebound concentration for all simulations carried out in this study (absent the No ISCO simulation). Figure 12 indicates that when rebound concentrations are high, the percent of contaminant mass destroyed for the simulation is low. More interesting, however, is that the comparison also indicates that no
relationship exists between the two metrics when rebound concentrations are low. These results suggest that conclusions regarding the amount of mass destroyed at a site cannot be based on the magnitude of rebound concentrations.

![Graph showing relationship between relative rebound concentrations and percent mass destroyed.](image)

**Figure 12 – Relationship between relative rebound concentrations and percent mass destroyed**

**System Peclet Number**

As discussed previously, no clear correlation was found to exist between the percent mass destroyed and either fracture aperture or hydraulic gradient. The mass of permanganate injected varies with the aperture and the hydraulic gradient because a constant injection concentration is maintained at the injection location. Larger fracture apertures and larger hydraulic gradients therefore result in a higher rate of oxidant mass loading to the system. A higher rate of oxidant
mass loading may not be cost effective, however, if significant amounts of oxidant are found to
flush through the system too quickly. A ‘System Peclet Number’ is defined here to quantify the
rate of advection in the fracture relative to the rate of diffusion in the matrix:

\[
P e = \frac{\nu L}{D_0}
\]

(12)

where \(D_0\) is the free solution diffusion coefficient \([L^2 T^{-1}]\), \(L\) is a characteristic length (in this case
the fracture aperture \([L]\)), and \(\nu\) is the ground water velocity in the fracture \([LT^{-1}]\). When the
ground water velocity is low, diffusion is the dominant process, resulting in a small System Peclet
Number and a greater amount of the permanganate diffusion into the matrix. This limits the ability
of permanganate to fully penetrate the fracture and results in incomplete treatment of the source
zone. When the ground water velocity is high, advection and dispersion processes are dominant. A
large System Peclet Number results and significant amounts of both the contaminant and oxidant
may be flushed out of the domain at early time rather than diffusing into the matrix.

Figures 13 and 14 present the relative rebound concentrations and normalized percent TCE mass
destroyed, respectively, versus the System Peclet Number for the simulations that influence ground
water velocity. Figure 13 shows that as the velocity and therefore the System Peclet Number
decreases, the relative rebound of TCE at the outlet increases. Note also that Run D (reduced
aperture, therefore low System Peclet Number) resulted in no influence on outlet TCE
concentrations. The difference in relative rebound between Runs O and E are small, suggesting
that increasing the System Peclet Number past a certain point may not significantly aid in
decreasing rebound concentrations. Inspection of Figure 14 reveals that the simulations with a
higher System Peclet Number were relatively ineffective in destroying TCE mass.
The results found here suggest that the System Peclet Number can be used to assist in the design of an ISCO application once it has been determined whether minimizing rebound concentrations or maximizing TCE destruction is the goal. If minimizing rebound concentration is of most importance, achieving a threshold System Peclet Number may be beneficial. In comparison, if maximum TCE destruction is desired, a low System Peclet Number may be most effective in achieving the goal.

Figure 13 – Relative rebound concentration versus System Peclet Number for simulations that influence ground water velocity in the fracture.
Figure 14 – Percent mass TCE destroyed versus System Peclet Number for simulations that influence ground water velocity in the fracture.

Conclusions

Modeling results indicate that all parameters investigated in this study exerted some influence on the percent mass of TCE destroyed and rebound concentrations following permanganate injection. With regards to the hydrogeological parameters, the most influential parameters governing rebound concentrations resulting from back diffusion were the clay matrix $f_{oc}$ and the fracture spacing. Higher $f_{oc}$ values and lower fracture spacing both resulted in higher rebound concentrations at the exit of the system. With respect to the amount of contaminant mass destroyed, lower fracture aperture values resulted in increased amounts of mass destruction, but only to a certain limit after which effective delivery of the permanganate was precluded. Lower matrix $f_{oc}$ values and higher matrix porosity also resulted in greater amounts of contaminant mass destruction. The results of
this study suggest that time and effort to characterize the clay matrix and its diffusive characteristics may be warranted prior to field application of ISCO.

Analysis of the engineering parameters found that it is important to characterize the source zone with respect to source and plume location. Injecting oxidant immediately upgradient of the source zone will minimize permanganate consumption by uncontaminated OAM. Remediation of sites where the DNAPL phase has long been depleted as a result of dissolution into the aqueous phase may be challenging because the contaminant mass may have become sequestered deep within the matrix and therefore inaccessible to permanganate. Remediation strategies using short permanganate injection time lengths of 1 year or less, and pulsed remediation schemes, were not as effective as the base case injection scheme.

Two parameters that are very important to consider in designing a remediation system are the fracture aperture and the hydraulic gradient, both of which affect the velocity within the fracture. It is important to achieve a balance between the advective transport of permanganate and TCE through fractures and diffusion of permanganate and TCE in the clay matrix. This balance can be quantified using the System Peclet Number. In the scenario considered here, a threshold System Peclet Number was required to minimize relative rebound concentration and a low System Peclet Number was required to achieve large amounts of TCE mass destruction. This study indicates that the amount of contaminant mass destroyed may be relatively independent of the rebound concentration observed during post remediation monitoring. As a result, it is suggested that the design of a system may vary significantly depending on whether degree of mass destruction, or contaminant concentration reduction, is the adopted remediation metric.
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APPENDIX D.2

DNAPL SOURCE ZONE REMEDIATION IN FRACTURED ROCK: MODEL DEVELOPMENT AND TESTING
DNAPL IN FRACTURED ROCK: MODEL DEVELOPMENT

The model developed for this work (DNAPL3DRX-FRAC) involves the coupling of the three-dimensional two-phase flow model (DNAPL3D) (Gerhard et al., 1998, 2001; Gerhard and Kueper, 2003a,b,c; Gerhard et al., 2007) and RT3D, a three-dimensional multi-species contaminant transport model with non-linear kinetic reactions (Clement, 1997; Clement et al., 1998). This coupling was executed with DNAPL3D-RX (West et al., 2008) using a split-operator approach following Grant and Gerhard (2004). Within a time step, DNAPL migration is initially simulated using DNAPL3D. The contaminant solute is then added to the aqueous phase at nodes with DNAPL present via equilibrium or non-equilibrium mass transfer routines (Grant and Gerhard, 2004; Grant and Gerhard, 2007b). RT3D is then employed within the same time step to simulate advection, dispersion and reactions of the solute. Finally, the phase saturations are updated at the end of the time step in accordance with the amount of mass transferred from the DNAPL to the aqueous phase. Although DNAPL3D-RX is three-dimensional, all fractured rock simulations presented in this work are two-dimensional. The model’s relevant characteristics and governing equations are presented here, along with verification against available analytical solutions and tests of model performance. Also provided are charts illustrating the logic of model construction as applied to the three technologies.
1 GOVERNING EQUATIONS

DNAPL3D

The fluid fluxes can be mathematically described by extending Darcy’s law to multiphase flow:

\[
\frac{\partial}{\partial t} \left( \frac{k_{ij}}{\mu_w} \left( \frac{\partial P_{ij}}{\partial X_j} + \rho_w g \frac{\partial Z}{\partial X_j} \right) \right) = q_W, \quad i, j = x, y, z \quad (1)
\]

\[
\frac{\partial}{\partial t} \left( \frac{k_{ij}}{\mu_{NW}} \left( \frac{\partial P_{ij}}{\partial X_j} + \rho_{NW} g \frac{\partial Z}{\partial X_j} \right) \right) = q_{NW}, \quad i, j = x, y, z \quad (2)
\]

where \(q_W\) and \(q_{NW}\) are the wetting phase and non-wetting phase fluxes respectively \([\text{L/T}]\), \(k_{ij}\) are the medium permeability \([\text{L}^2]\), \(k_{r,W}\) and \(k_{r,NW}\) are the relative permeabilities to the wetting and non-wetting phases respectively \([-\]), \(\mu_w\) and \(\mu_{NW}\) are the wetting and non-wetting phase viscosities respectively \([\text{M/LT}]\), \(P_w\) and \(P_{NW}\) are the wetting and non-wetting phase pressures, respectively \([\text{M/LT}^2]\), \(\rho_w\) and \(\rho_{NW}\) are the wetting and non-wetting fluid densities respectively \([\text{M/L}^3]\); \(g\) is the gravitational constant \([\text{L/T}^2]\).

Equations 1 and 2 are then substituted into the continuity equations for mass balance of the wetting and non-wetting fluid phases giving the following simultaneous equations:

\[
\frac{\partial}{\partial X_i} \left( \frac{k_{ij}}{\mu_w} \left( \frac{\partial P_{ij}}{\partial X_j} + \rho_w g \frac{\partial Z}{\partial X_j} \right) \right) = \theta \frac{\partial S_w}{\partial t}, \quad i, j = x, y, z \quad (3)
\]
\[
\frac{\partial}{\partial X_i}\left[ k_{ij}k_{r, NW} \left( \frac{\partial P_{NW}}{\partial X_j} + \rho_{NW} g \frac{\partial Z}{\partial X_j} \right) \right] = \theta \frac{\partial S_{NW}}{\partial t} \quad i, j = x, y, z
\]  
(4)

where \( S_w \) and \( S_{NW} \) are the wetting and non-wetting saturations respectively [-], \( \theta \) is the porosity of the porous medium [-].

Although equations 3 and 4 contain four unknowns: \( P_w, P_N, S_w \) and \( S_N \), the two pressures unknowns are related to the capillary pressure, where:

\[
P_C = P_{NW} - P_w
\]  
(5)

while the saturations are related by:

\[
S_w + S_{NW} = 1
\]  
(6)

By substituting equations 5 and 6 to replace \( P_{NW} \) and \( S_{NW} \) in equations 3 and 4, the final two partial differential equations (Kueper and Frind, 1991) in terms of two unknowns \( P_w \) and \( S_w \) are:

\[
\frac{\partial}{\partial X_i}\left[ \frac{k_{ij}k_{r, NW}}{\mu_w} \left( \frac{\partial P_w}{\partial X_j} + \rho_w g \frac{\partial Z}{\partial X_j} \right) \right] = \theta \frac{\partial S_w}{\partial t} \quad i, j = x, y, z
\]  
(7)

\[
\frac{\partial}{\partial X_i}\left[ \frac{k_{ij}k_{r, NW}}{\mu_{NW}} \left( \frac{\partial (P_C + P_w)}{\partial X_j} + \rho_{NW} g \frac{\partial Z}{\partial X_j} \right) \right] = -\theta \frac{\partial S_w}{\partial t} \quad i, j = x, y, z
\]  
(8)

Equations 7 and 8 are solved simultaneously to predict the movement of wetting and
non-wetting phases with respect to both space and time. Their solution further requires definition of constitutive relationships for capillary pressure $P_C(S_w)$ and relative permeability $kr(S_w)$, which introduces nonlinearity via $S_w$. The equations are solved in a node-centered finite difference domain via discretized equations that are second order accurate in space and first order accurate in time and are solved fully implicitly via Newton Raphson iteration as discussed in Gerhard and Kueper, 2003.

**RT3D**

In RT3D, the governing equations of contaminant transport of the mobile and immobile species are (Clement, 1997; and Clement et al., 1998):

$$\frac{\partial (\theta C^n_m)}{\partial t} = \frac{\partial}{\partial x_i} \left( \theta D_{ij} \frac{\partial C^n_m}{\partial x_j} \right) - \frac{\partial}{\partial x_i} \left( \theta v_i C^n_m \right) + q_s C^n_s + \sum R_m \quad i, j = x, y, z \quad (9)$$

$$\frac{\partial (\theta C^n_{im})}{\partial t} = \sum R_{im} \quad (10)$$

where $D_{ij}$ is the hydrodynamic dispersion tensor $[L^2/T]$, $v_i$ is the average linear groundwater velocity $[L/T]$, $q_s$ is a volumetric flux representing sources and/or sinks $[T^{-1}]$, $R$ is the rate of all reactions $[M/L^3T]$, and $t$ is time $[T]$.

The superscript $n$ denotes the species number, while the subscripts $m$ and $im$ denote the mobile and immobile species respectively; the subscript $s$ denotes a source or a sink. Sorption of the contaminant (assuming a linear sorption isotherm) is represented through a retardation factor ($R_s$) defined as:
\[ R_s = 1 + \frac{\rho_b}{\theta} K_{oc} f_{oc} \]  

(11)

where \( \rho_b \) is the soil dry bulk density \([\text{M/}	ext{L}^3]\), \( K_{oc} \) is the organic carbon partition coefficient \([\text{L}^3/\text{M}]\), and \( f_{oc} \) is the fraction organic carbon [-].

The advection and dispersion of individual solute species was solved using the standard explicit finite-difference method (Clement, 1997; Clement et al., 1998); while there are several solver options available to the user in RT3D, testing with the template sites revealed that the former technique was a good balance between memory usage and computational run-time. All solute reactions were solved using the automatic switching Gear-stiff/non-stiff solver option in RT3D.

**Fractured Rock**

DNAPL3D, RT3D, and DNAPL3D-RX were developed and previously only employed for simulating scenarios involving unconsolidated porous media. Modifications to handle fractured porous media were developed for this thesis and are presented below.

The fracture hydraulic conductivity used in the model was calculated according to (Kueper and McWhorter, 1991; Witherspoon et al., 1980):

\[ K = \frac{e^2 k_{rw} \rho_w g}{12 \mu_o} \]  

(12)

where \( e \) is the hydraulic aperture of the fracture \([\text{L}]\) and, \( k_{rw} \) is the relative permeability [-]. The relative permeability \( (k_{rw}) \) term was calculated using the Brooks – Corey constitutive model (Brooks and Corey, 1966). The Brooks – Corey constitutive model
was demonstrated to be a valid for representing capillary pressure functions in fractures by Reitsma and Kueper (1994). The harmonic mean of the nodal hydraulic conductivities was calculated and multiplied by the hydraulic gradient across the fracture to obtain the wetting phase flux in the fracture. The average linear ground water velocity (v) for each individual node was calculated by dividing the flux by the local wetting phase saturation.

DNAPL to water mass transfer is treated as an equilibrium process in the simulations presented in this work. Although researchers have reported both equilibrium (e.g., Miller et al. 1998; Frind et al. 1999) and non-equilibrium (e.g., Glass and Nicholl, 1995; Dickson and Thomson, 2003) mass transfer in experimental fractured systems, the focus in the majority of this work is on behaviour of remediation systems after substantial aging periods for the DNAPL source zone (e.g., 20 years). Additionally, sensitivity tests revealed that in most cases all DNAPL dissolves in the first few years of aging irregardless of the mass transfer routine chosen. In an attempt to acquire a more in-depth understanding of the effects of mass transfer models on fractured rocks, a rate-limited model adopted from Dickson and Thomson (2003) was incorporated into the model. This rate-limited model was then employed in a single comparison simulation for the surfactant flushing study.

The entry pressure of each fracture was calculated according to (Kueper and McWhorter, 1991):
\[ Pe = \frac{(2 \times IFT)}{e} \]  \hspace{1cm} (13)

where, \( Pe \) is the fracture entry pressure \([\text{M/LT}^2]\), \( IFT \) is the interfacial tension between DNAPL and water \([\text{M/L}]\), and \( e \) is the hydraulic aperture of the fracture \([\text{L}]\) (assumed to be representative of the hydraulic aperture giving rise to the first connected non-wetting phase pathway through the computational cell of interest along main drainage). In this equation, DNAPL is assumed to be perfectly nonwetting, hence the contact angle in this equation (as compared to equation 2.11) is assumed to be 0°. In all the simulations presented in this work, the entry pressure of the matrix is assumed to be sufficient to prevent the penetration of DNAPL; this assumption provides the technologies considered the best opportunity for success by restricting the DNAPL mass to the connected fracture network which is accessible by injected treatment fluids.

2.0 GRIDDING ROUTINE

Purpose of Gridding Routine

As demonstrated by Slough et al., (1999), if fracture elements in a domain are not sufficiently discretized, an over-prediction of the volume of DNAPL that continues to migrate vertically at the intersection of a vertical and horizontal fracture can occur. In addition, correctly capturing the diffusion of aqueous compounds into and out of the matrix requires sufficiently fine grid resolution (Slough et al., 1999). By finely discretizing the fracture and adjacent matrix nodes in a rock domain (e.g., at the scale of one centimetre or less), this problem can be accurately resolved. However, such fine
resolution implies that traditional (i.e., equal grid spacing) methods of discretization will lead to a large computational expense.

A gridding routine was therefore developed specifically for this work to refine the nodal spacing of a two-dimensional finite difference domain such that appropriate node size reduction occurs only in those nodes that represent fractures and in the adjacent matrix nodes. This permits DNAPL migration and aqueous species diffusion to be captured accurately while minimizing the overall number of nodes. The routine takes a coarsely-discretized finite difference domain and refines it so that the width of fracture nodes are equal exactly to the user-specified aperture and grid spacing in the matrix progressively increases with perpendicular distance outwards from the fracture; beyond a specified distance from all fractures, the coarse grid is retained. It applies to 2D finite difference domains consisting of any number of vertical and horizontal fractures of varying length and intersections. It assumes no variability of aperture along the length of a particular fracture, but permits a distribution of apertures across the domain. The degree of grid refinement and the distribution of spacing between the new (refined) nodes are left flexible, controlled by user-defined variables.

**Method**

The procedure used to refine nodal spacing is presented here, using an example of a single (original, coarse) node with width $DX$ containing a vertical fracture with an aperture of ‘e’, as presented in a cross-sectional view of Figure 1(a). The user specifies how many refined nodes ($N$) will be contained in a fracture-containing coarse node after
regridding. The coarse node is then divided into ‘$N$’ regridded nodes; Figure 1(b) illustrates the example of $N=9$. Since the distributions to the left and the right side of the fracture are symmetrical, and identical calculations are employed for the right of the fracture, the following discussion refers only to the left half of the fracture node.

A new node ($i=0$) is defined in the centre of the coarse node, such that:

$$\Delta x_0 = e$$

The number of matrix nodes to be generated in one half of the coarse node, NNSC, is:

$$NNSC = \frac{(N-1)}{2}$$

FRACD equals the distance from the fracture wall to the edge of the coarse node, representing half of the total distance to be refined into matrix nodes:

$$FRACD = \frac{(DX - e)}{2}$$

Finally, the width of each sub-node is determined through:

$$\Delta x_i = FRACD \left[ \frac{(e_i)^{CF_1}}{\sum_{i=1}^{NNSC} (e_i)^{CF_2}} \right] i = 1, NNSC$$

where, $CF_1$ and $CF_2$ are user defined spacing control factors. As shown in Table 1, by choosing different combinations of the control factors, the regridded matrix nodes can be subdivided equally, or with linearly or exponentially increasing nodal widths with distance from the fracture. These are illustrated for a one-dimensional case in Figure 1(b), (c) and (d).
Table 1. Regridding Options for Near-Fracture Matrix Nodes and Associated Spacing Control Factors for Equation 17

<table>
<thead>
<tr>
<th></th>
<th>Exponentially Increasing Spacing</th>
<th>Linearly Increasing Spacing</th>
<th>Equal Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>CF2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 1: Example of grid refinement on a single coarse node occupied by a vertical fracture employing N=9 and (a) no refinement, (b) linear increasing refinement, (c) exponentially increasing refinement, and (d) equally spaced refinement.

Equations 14 – 17 are applied iteratively across the entire original domain in both
horizontal and vertical directions to achieve refinement in and around all fractures and fracture intersections. Figure 2 presents the cross sectional view of a two-dimensional single fracture intersection, while Figures 3 (a) – (c) provide examples of GR being applied to a two-dimensional single fracture intersection. In these examples, the original coarse grid contains 81 nodes while the refined domain after GR contains 144 nodes.
Figure 2: A fracture intersection 0.9m by 0.9m
Figure 3: A fracture intersection defined for a coarse finite difference domain with \( DX=\text{DY}=0.1 \); the domain after grid refinement using (a) equal spacing; (b) exponential spacing and (c) increasing spacing; with \( N = 9 \). The dots identify node centers.
3.0 VERIFICATION AND MODEL TESTING

Advection-Dispersive Transport

After DNAPL3DRX-FRAC was developed, various steps were carried out to build confidence in the new model. These steps included comparing advective-dispersive transport in the matrix against the Ogata and Banks (1961) one-dimensional analytical solution. The aim of this verification process is to ensure the advection-dispersion package of the model is running properly.

In this simulation, the physical setting of a one-dimensional horizontal column was used. The nodes in this column were coarsely discretized with a 0.05m discretization. Steady-state flow of groundwater is assumed with the lefthand boundary node assigned a constant concentration of 1000mg/L of TCE solute. A constant hydraulic gradient of 0.004 flowing from left to right was employed. The matrix medium in the column was assigned a porosity of 0.077 (i.e., similar to a sandstone domain) (Lipson et al., 2005) and a longitudinal dispersivity of 0.01 in the x-direction. Figure 4 presents both the analytical and numerical solution over the entire column.

Two Phase Flow

The second check carried out for the model was done by comparing the model with McWhorter and Sunada (1990). This check was done to ensure the two-phase flow equations are solved correctly. The analytical solution consisted of a one-dimensional horizontal column initially saturated with wetting phase throughout. The material in the column was assigned a permeability of 5 x 10^{-11} m², a porosity of 0.35, a residual wetting phase saturation of 0.05, a pore size distribution index of 2.0, and a displacement pressure
of 2000Pa. Figure 5 presents both the analytical and numerical solution along the column for four separate time of 0.6, 2.9, 5.8 and 9.3 days respectively.

Figure 4: Verification of DNAPL3DRX-FRAC against Ogata and Banks (1961)

Figure 5: Verification of DNAPL3DRX-FRAC against McWhorter and Sunada (1990)
Matrix Diffusion

In order to gain a proper insight of the required degree of discretization to adequately capture diffusion gradients in the matrix, DNAPL3DRX-FRAC was verified with the analytical solution developed by Sudicky and Frind (1982). This analytical solution solves for transient contaminant transport in a set of discrete, parallel fractures situated in a diffusion-dominated porous matrix. For verification, a two-dimensional domain 10.0 m x 1.05 m with a single vertical fracture running through the entire domain was used.

The domain exhibited a coarse gridding of 0.05 m and the nodes containing the fracture were discretized using the ‘exponentially increasing spacing’ gridding method as described in the previous section with increasingly refinement ($N = 3, 5, 15$). The matrix medium in the domain was assigned a porosity of 0.3 and a permeability of $1 \times 10^{-17} \text{ m}^2$. A constant concentration of 1400 mg/L of solute was injected from the top of the fracture and allowed to flow through the entire fracture. A diffusion coefficient of $1 \times 10^{-9} \text{ m}^2/\text{s}$ was assumed for the solute in this simulation. Since the analytical model of Sudicky and Frind (1982) (CRAFLUSH) only provides the solution for half the domain, in order to compare the results from both models, Figure 6 presents the numerical and analytical solution starting from the centre of the fracture to 0.4 m of the right side of the matrix. From this figure, it is observed that as, as expected, increased matrix discretization results in more accurate simulation of the analytical solution. However, as discretization increases, more memory is required and the speed of the simulation decreases. For example, as the near-fracture discretization of 0.05 m increased from 3 to 5 to 15 nodes, the total root-mean-squared error between the numerical and analytical
solutions decreased from 22.9 mg/L to 12.5 mg/L to 7.76 mg/L but the speed of the simulation decreased approximately 5 folds with each increase. It was determined that, for field scale simulations in this work, a reasonable compromise between speed and accuracy was reached at N=5 for the GR routine throughout the domain.

Figure 6: Verification of DNAPL3DRX-FRAC for a solute diffusion in single half-fracture and adjacent matrix against Sudicky and Frind (1982).
**Sorption**

RT3D typically calculates the change in concentration of a mobile species due to various sorption isotherms, but does not track the mass of sorbed contaminant. For this project, tracking the amount of chlorinated solvent sorbed to soil particles was important as permanganate will destroy the sorbed mass as well as the aqueous phase mass. Code was written to explicitly treat sorbed contaminant as an immobile species and the local (nodal) amount was calculated following the approach of Mundle et al. (2007) in which the concentration of sorbed TCE ($C_s$) was back calculated based upon the solved concentration of dissolved TCE ($C_w$):

$$C_s = C_w K d \frac{\rho}{\theta}$$

where $Kd = K_{oc} \times f_{oc}$ (Karickhoff et al., 1979), $K_{oc}$ is the organic carbon partition coefficient (L$^3$M$^{-1}$), and $f_{oc}$ is the local (i.e., nodal) fraction of organic carbon (-), $\rho$ is the dry bulk density (ML$^{-3}$), and $\theta$ is the porosity (-). To verify that this approach was being correctly implemented, the concentration of chlorinated solvent was graphed against the concentration of soluble chlorinated solvent in one node. As shown in Figure 7, the employed linear isotherm is confirmed.
Abriola et al. (2005) found that sorption of Tween-80 to sand conformed to a Langmuir isotherm. The Langmuir sorption isotherm is described as (Fetter, 1993):

\[
\frac{C_w}{C_s} = \frac{1}{\alpha \beta} + \frac{C_w}{\beta}
\]  

(19)

where \( \alpha \) is an adsorption constant related to the binding energy (L^3M^{-1}) and \( \beta \) is the maximum amount of solute that can be adsorbed by the solids (MM^{-1}).

To verify that this approach was being correctly implemented, data from Abriola et al. (2005) was employed and the concentration of solvent was graphed against the concentration of sorbed solvent in one node. By employing a maximum sorption capacity of 0.17 mg/g and an adsorption constant of 0.12 L/mg, the Langmuir sorption isotherm is demonstrated in Figure 8.

Figure 7: Verification of linear sorption within the model for a single node.
Testing on Multi-Fracture Scenarios

The first study examined multi-phase flow (only) in fractures using a 13m by 13m domain with two orthogonal fractures cross-cutting the centre of the domain (Figure 9). The domain was first discretized using a coarse nodal spacing of 0.1m while the nodes that contain the two fractures were refined using $N=7$, and by employing ‘exponentially increasing spacing’; this resulted in a total of 18495 nodes in the domain. The DNAPL distribution at $t=100,000$ s is plotted in Figure 10. An identical simulation, in which the fracture nodes were not refined, was conducted ($N=1$; total of 16900 nodes in domain).
Figure 9 A pair of identical 1m long fractures, one oriented vertically and the other oriented horizontally.
Figure 10: A 13m by 13m domain with the nodes that contain the two fractures variably discretized into seven exponentially spaced sub-nodes. The rest of the matrix is discretized using a 0.1m nodal spacing.
Figure 11: A 13m by 13m domain discretized uniformly using a 0.1m nodal spacing.

The DNAPL distributions at t=100,000 s for the two simulations are presented in Figures
10 and 11 respectively. The results indicate that the uniformly discretized domain results in a higher degree of vertical migration predicted and a lower degree of lateral migration predicted; in fact, it predicts penetration of the vertical fracture beyond the fracture intersection that the more accurate (refined) simulation suggests should not occur. This underscores the importance of sufficient nodal refinement in the vicinity of fracture intersections for properly simulating DNAPL migration. This finding agrees generally with the observations of Slough et al. (1999); where if fracture elements in a domain are not sufficiently discretized, an over-prediction of the volume of DNAPL that continues to migrate vertically at the intersection of a vertical and horizontal fracture can occur. As demonstrated by Slough et al., (1999), by finely discretizing the fracture and adjacent matrix nodes in a rock domain (e.g., at the scale of one centimetre or less), this problem can be accurately resolved.

The second study was a more comprehensive test, employing a larger scale domain with multiple vertical and horizontal fractures, multiphase flow, mass transfer and advective-dispersive-diffusive transport. Two simulations were conducted in which only the fraction of organic carbon ($f_{oc}$) was varied (0.005 vs 0.0005).

For both simulations, a domain of 20m by 5m with 3 horizontal and 4 vertical fractures was adopted for this study. The porosity of the matrix and fractures were assigned 0.077 and unity respectively. The coarse, uniformly discretized domains employed $DX = 0.25$ m and $DY=0.25$ m, for an original domain of 1600 nodes. Grid refinement was conducted using $N = 5$, and exponential increasing node spacing was employed resulting in a final domain with 3072 nodes.
At \( t = 0 \), TCE DNAPL was released into the domain across the entire top boundary by specifying a non-wetting phase saturation of 0.3 and wetting phase pressure of zero. Constant head specified at the side boundaries during DNAPL migration established a zero hydraulic gradient across the domain. The water table was set to be coincident with the top boundary. The bottom boundary was set so as to permit the free exit of both water and DNAPL, while the side boundaries permitted only the flow of water. DNAPL was permitted to flow into the domain for 0.5 years, at which time saturations had achieved steady state values. The DNAPL source was then terminated, and DNAPL redistribution was simulated for 6 months, at which time DNAPL movement had ceased. DNAPL dissolution was not simulated during the DNAPL migration period.

At \( t = 1 \) year, the side boundary conditions were changed to provide a hydraulic gradient of 0.005 from left to right across the domain that was maintained throughout the remainder of the simulation. DNAPL dissolution, aqueous phase transport, diffusion, and sorption of TCE was enabled for 1 year (\( t=1 \) yr – 2 yr). During this period, a constant concentration of 550 mg/L TCE was specified at the left boundary, representing upgradient contamination entering the domain. The solubility of TCE was specified to be 1100 mg/L with a TCE free solution diffusion coefficient of \( 1.01 \times 10^{-9} \) m\(^2\)/s (Pankow and Cherry, 1996).
As demonstrated by Figures 12 and 13, the amount of DNAPL that remained in the domain increases, after one year of dissolution, with a lower $f_{oc}$. In addition, as demonstrated via Figures 14 and 15, with a lower $f_{oc}$, the amount of solute sorbed decreases dramatically, while the amount of solute that remained in the domain as aqueous phase increases. This inverse relationship between the persistence of DNAPL and $f_{oc}$ is consistent with expectations (e.g., Pankow and Cherry, 1996).

Note: Fractures are exaggerated in the above figures for visual purpose.
Figure 14: Cumulative aqueous and sorbed TCE from all sinks and sources after 1 year of dissolution (foc = 0.005).

Figure 15: Cumulative aqueous and sorbed TCE from all sinks and sources for lower foc simulation after 1 year of dissolution (foc = 0.0005).
Figure 14 and 15 presents the cumulative mass of all TCE species inside the field scale sandstone domain for the period 1 yr ≤ t ≤ 2 yrs (i.e., for the first year of dissolution) for the $f_{oc} = 0.005$ and the $f_{oc} = 0.0005$ cases, respectively. Figure 14 illustrates that the majority of aqueous TCE arising from DNAPL dissolution diffuses into the matrix and then sorbs at early time. The amount of sorbed TCE peaks after approximately 0.5 yrs of dissolution, after which the majority of dissolving TCE flows out of the domain through the fractures, as evidenced by the difference between the aqueous TCE influx and outflux plots (and the steady mass of aqueous TCE in the domain).

Figure 15 illustrates that a 10-fold reduction in the $f_{oc}$ results in approximately a two-thirds reduction in the amount of aqueous TCE arising from dissolution after 1 year. It further demonstrates that sorption accounts for a smaller, although still significant, percentage of the aqueous TCE arising from dissolution and the cumulative mass sorbed has not yet peaked after 1 year. In addition, the figure shows that despite the reduced total mass of TCE dissolved, a higher cumulative TCE mass is present in the aqueous phase in the low $f_{oc}$ case. Finally, it is noted that the cumulative TCE influx (from the left hand side boundary condition) is reduced in the low $f_{oc}$ case as a result of reduced aqueous phase velocity through the source zone: the high DNAPL saturations that persist result in reduced wetting phase relative permeability in the fractures. These results provide confidence that diffusion and sorption are being properly simulated by the model.

Figure 16 provides a sequence of aqueous TCE concentration profiles across a horizontal fracture and the adjacent matrix on either side (the specific cross-section chosen is
indicated in Figure 12) after the simulation was continued for a further of 19 years. Figure 16 presents the data during the site aging period (i.e., \( t \leq 21 \) yrs). As demonstrated in this figure, the concentration is equal to solubility within the fracture at \( t=4 \) yrs since DNAPL is still present (see Figure 12). Once DNAPL in the fracture dissolves away (approx. \( t=3 \) yrs) the concentration in the fracture drops significantly, and from \( t=6 \) yrs until \( t=21 \) yrs it steadily increases due to the upgradient aqueous TCE source. Note that, despite its proximity to the upgradient boundary, the fracture never reaches the 550 mg/L influent concentration due to diffusion and sorption in the 3 m interval.

Overall, these series of figures provide confidence that the key processes of multiphase flow, mass transfer, advective-dispersive transport, matrix diffusion (forward and backwards) are all simulated in agreement with expectations. The reactions specific to the various treatment technologies examined are tested in the respective studies to follow.

![Figure 16: Various concentration profiles into the matrix over time.](image-url)
A layout of the model for chemical-oxidation and enhanced bioremediation is displayed in Figure 17. Figure 18 demonstrates the model layout for surfactant flushing.

Figure 17: Model structure for chemical oxidation and enhanced bioremediation.
Figure 18: Model structure for surfactant flushing.
APPENDIX D.3

NUMERICAL SIMULATION OF DNAPL SOURCE ZONE REMEDIATION WITH IN SITU CHEMICAL OXIDATION (ISCO): FRACTURED ROCK
ABSTRACT

Fractured rock formations represent a valuable source of groundwater aquifers and can be highly susceptible to contamination by dense, non-aqueous phase liquids (DNAPLs). Numerical simulations were conducted to investigate the benefits and challenges of in situ chemical oxidation (with permanganate) for chlorinated solvent DNAPL in fractured rock aquifers at the field scale. An established finite difference multiphase flow-transport-reaction simulator was employed after modification with a gridding routine (GR); the GR was designed to permit sufficient grid refinement within and near fractures to adequately capture DNAPL migration and aqueous species diffusion while maximizing computationally efficiency. Simulations were conducted in two-dimensional cross-section with fracture apertures constant within fractures but varying across the source zone. In each of the 9 simulations conducted, a DNAPL release stage was followed by a 20-year site ageing stage prior to simulating a chemical oxidation treatment stage followed by a 5-year post-treatment stage. The suite of simulations examined (i) permanganate injection concentration, (ii) pulsed-injection strategy, (iii) bedrock type (sandstone, shale, and granite), and (iv) DNAPL type (TCE and tetrachloroethylene, PCE). Results confirm that matrix diffusion and sorption to matrix organic carbon dominates the fate of chlorinated solvent in the source zone during site ageing, although the depth of matrix contamination is reduced in those scenarios characterized by increased peclet number (e.g., granite). In all of the cases considered, the efficiency of oxidant utilization was observed to be poor, with greater than 90% of the injected permanganate consumed by the natural oxidant demand. In sandstone (7 simulations), the contaminant mass destroyed was never greater than 11% of the total mass present in
the system despite injecting more than 3 times the theoretical oxidant demand for the chlorinated solvent. Oxidant destruction exceeded supply in all sandstone cases, causing virtually no treatment to occur when injection was not active. In all cases, the narrow spatial and temporal extent of the ISCO treatment relative to the extent of diffusive matrix contamination limited any effective influence on the long term mass discharge from the source zone.
1.0 INTRODUCTION

Dense nonaqueous phase liquid (DNAPL) contamination of fractured geologic media is a long-standing and challenging environmental issue. In fractured bedrock aquifers where DNAPL is excluded from the matrix, fluid movement will be limited to the interconnected fracture porosity (Ross and Lu, 1999; Wealthall, 2002). Such exclusion is possible since matrix permeabilities in rock are typically low while matrix entry pressures are correspondingly high (Kueper and McWhorter, 1991). Thus, DNAPL flow in a fracture network is often restricted to the open fractures, which therefore serve as the primary pathways for DNAPL movement in the subsurface (Pankow and Cherry, 1996). For many bedrock aquifers, the fractures represent only 0.001-0.1% of the bulk volume of the rock mass (Mackay and Cherry, 1989), allowing even a small amount of DNAPL to migrate a significant distance (Reitsma and Kueper, 1994).

In fractured porous media, dissolution can occur within the fracture plane as well as into the porous matrix surrounding the fracture (matrix diffusion). The fate of DNAPL residing in a fractured rock mass may be governed by matrix diffusion for the case of high DNAPL solubility and high matrix porosity (Parker and Gillham, 1994). The amount of DNAPL mass available to dissolve and diffuse into the matrix is dictated primarily by the amount of residual formed during the initial migration event (Longino and Kueper, 1999). The driving force for diffusion into the matrix is provided by the concentration gradient between the aqueous phase present at the fracture surface and the essentially immobile pore water in the matrix. As dissolution and diffusion proceeds, the amount of DNAPL in the fracture is diminished and, eventually, a substantial fraction
of the contaminant mass may be transferred to the matrix. The diffusing aqueous phase contaminant in the matrix can both further penetrate the matrix and can sorb to the matrix solid (Parker et al., 1994).

The restoration of fractured porous media contaminated by DNAPL is often more difficult than for unconsolidated porous media. This is due to the difficulty in identifying the source zone, and also the fact that many traditional remedial technologies (e.g., pump and treat) are relatively ineffective in highly heterogeneous environments such as fractured rock (Powers et al. 1992; National Research Council 1994). The reason is that little or no water flushes through dead-end fracture segments or through the porous but relatively impervious matrix, both of which are likely to retain the bulk of the contaminated mass (Mackay and Cherry, 1989). Clean water flushed through the fractures can reverse the concentration gradients thereby permitting mass to be removed from the matrix. However, the relatively slow rate of release of contaminants from the clay/rock matrix by backwards diffusion, coupled with the potentially appreciable contaminant mass contained in dissolved and sorbed form in the matrix, can cause a long-term bleed of contaminants into the aquifer during remediation (USEPA, 2003b). Furthermore, if pumping is ceased before all of the contaminant is removed, the contaminant concentrations in the groundwater will typically rebound (USEPA, 2003b).

Previous studies of groundwater and DNAPL flow in fracture rock have illustrated that the degree of interconnection between the overburden, uppermost weathered bedrock layer, and bedrock units, as well as the lateral continuity, hydraulic properties and the
heterogeneity of the fracture system are all issues that impact the hydraulic behaviour of the system (Lerner et al., 2002; Wealthall et al., 2001; Kueper and McWhorter, 1991).

Chemical oxidation, commonly referred to as in-situ chemical oxidation (ISCO) involves the injection of an oxidizing agent to chemically degrade chlorinated solvents into non-toxic by-products in the subsurface. An extensive review of the different chemical oxidization agents and their associated chemistry with respect to tetrachloroethene (PCE), trichloroethene (TCE), dichloroethene (DCE), and organic aquifer materials (OAM) was presented by Seol et al. (2003). Many laboratory and field studies have investigated ISCO of DNAPL in aquifers characterized by relatively uniform conditions and with limited heterogeneity (e.g., Vella and Veronda 1992; Yan and Schwartz 1999; Schnarr et al. 1998; Yan and Schwartz, 1999; Zhang and Schwartz 2000; Hood and Thomson 2000; MacKinnon et al., 2002; Schloth et al. 2001; Conrad et al. 2002). However, only a limited number of studies are available for more complex sites and, in particular, those with fractured bedrock (Siegrist, 2001).

Williams and Spiers (2002) carried out two phases of laboratory studies to evaluate the effectiveness of ISCO for remediation of impacted groundwater in a fractured bedrock aquifer using sodium permanganate. These studies demonstrated that fractured rock environments, despite their inherent complexity and heterogeneity, can be quite suitable for successful sodium permanganate applications. In particular, that work argued that fractured rock provides an environment often low in natural organic matter resulting in naturally low demand for oxidant material.
MacKinnon et al. (2002) conducted a series of laboratory treatability studies under simulated site conditions, using materials from two fractured bedrock sites, to examine the influence of performance factors on the oxidative reduction of TCE and PCE by potassium permanganate (KMnO$_4$) in fractured rock. They found minimal penetration of the oxidant into the rock matrix, likely due to the low porosity of the shale and siltstone employed. The study concluded that the oxidant demand resulting from diffusive loss of KMnO$_4$ into the bedrock matrix is unlikely to have a significant impact on oxidant delivery in the field during an extended treatment using permanganate. Specifically, it was concluded that permanganate exhibited the ability to degrade high concentrations of TCE and PCE within very short time frames (days to weeks). However, the study acknowledged that the positive results may have been biased due to pulverization of the bedrock samples prior to testing, a process which significantly increased the surface area available for reaction relative to that expected during field application.

While microcosm studies with crushed bedrock material are valuable, they may overestimate the benefits of chemical oxidation by oversimplifying the system. For example, it is widely accepted that the majority of groundwater and DNAPL flow that occurs through a fracture is highly influenced by the aperture distribution (Tsang and Tsang, 1987; Anderson and Thomson, 1999). Thus, the influence of the fracture network distribution at real sites is expected to dominate the spatial and temporal distribution of DNAPL and of oxidant, as well as on their contact time. In addition, changes in the (effective) aperture distribution due to the formation of reaction by-products during ISCO could potentially influence aqueous transport pathways and
DNAPL mass transfer rates. Laboratory research has demonstrated that the precipitation of manganese dioxide (MnO$_2$(s)) decreases the hydraulic conductivity between 50 and 90% (Schroth et al., 2001) in sand-packed columns, and resulted in pore plugging and the formation of a distinct manganese oxide layer in the vicinity of the NAPL that reduced the post-treatment mass transfer (Mackinnon et al., 2002; Conrad et al., 2002; Urynowicz and Siegrist, 2005).

Tunnicliffe and Thomson (2004) demonstrated the incapability of a KMnO$_4$ flush to increase the bulk mass removal rate for two single vertical fractures in a laboratory environment. Permanganate solution was flushed through each of the well characterized fractures to remove emplaced DNAPL. The rapid reduction of flow observed in this study for the initial stage of the oxidant flush suggests that flow obstructions developed within the fractures altering the aperture distribution. Tunnicliffe and Thomson (2004) suggested that the resulting development of MnO$_2$(s) in and around existing diffusion controlled regions plugs the pore structure of the fractures. This had the effect of limiting permanganate diffusion into both existing and newly formed stagnant zones and, simultaneously, the diffusion of the organic compound towards remaining flow pathways.

Various numerical models have been developed to look into both single (e.g., Tsang and Tsang, 1987; Reitsma, 1992) and multiphase flow in fractures (e.g., Parker and Park 2004; Mundle et al., 2007; Pruess and Tsang, 1990; Eikemo et al., 2009). A conceptual model developed by Kueper and McWhorter (1991) found that in both clay and rock, DNAPL will preferentially enter the larger apertures due to their lower displacement pressures. A
Numerical model developed by Harrison et al. (1992) found that fractures as small as 10 μm in a clayey aquitard can greatly increase the transport of dissolved contaminants into underlying aquifers.

Numerical models for the ISCO of chlorinated solvents with permanganate have been previously developed for unconsolidated porous media (Hood and Thomson, 2000; Zhang and Schwartz, 2000; West et al, 2008). West et al. (2008) conducted a series of numerical simulations to evaluate the efficacy of in situ chemical oxidation with permanganate for TCE and PCE in heterogeneous unconsolidated porous media at the field scale. It was found that source zone remediation can be effective during, or shortly following, the period of active treatment. However, over the long-term, depending on the dissolution kinetics and the characteristics of the aquifer, the benefit of partial treatment can be greatly reduced due to dissolution tailing. This work suggested that a large fraction of injected permanganate may be competitively consumed by the natural oxidant demand (NOD) at field sites. In addition, the performance of permanganate was also found to be highly variable due to MnO₂ (i.e., rind) formation, DNAPL architecture, and geologic characteristics. That work emphasized the difference between the simplicity of batch studies and the complexity of field scenarios and how, for the latter, heterogeneity and fluid access issues may dominate overall performance.

Only one study has been published modelling the effectiveness of ISCO in fractured porous media. Mundle et al. (2007) developed a pseudo-two-dimensional, transient flow and transport numerical model to simulate ISCO of TCE and PCE by potassium
permanganate in clay containing a single fracture. This work suggested that the NOD of the organic material may significantly reduce the efficiency of ISCO remediation in fractured rock. To the author’s knowledge, no systematic studies exist of ISCO in fractured bedrock at the field scale.

The objective of this work is to examine the benefits and challenges of DNAPL source zone remediation by ISCO in fractured aquifers at the field scale. This paper employs numerical simulation to investigate the sensitivity of DNAPL source zone treatment with KMnO$_4$ to a variety of site and engineering design parameters. In so doing, the research aims to cast light on the fractured rock scenarios under which ISCO may be expected to provide cost-effective benefit.

### 2.0 MODEL DEVELOPMENT

**Model Description**

The model developed for fractured rock simulations (DNAPL3DRX-FRAC) involves the coupling of the three-dimensional two-phase flow model (DNAPL3D) (Gerhard et al., 1998, 2001; Gerhard and Kueper, 2003 a,b,c; Gerhard et al., 2007) and RT3D, a three-dimensional multi-species contaminant transport model with non-linear kinetic reactions (Clement, 1997; Clement et al., 1998). This coupling was first developed for simulations involving unconsolidated porous media as DNAPL3D-RX (West et al., 2008) using a split-operator approach following Grant and Gerhard (2004). Within a time step, DNAPL migration is initially simulated using DNAPL3D. The equations solved are identical to those of the porous media model (Gerhard and Kueper, 2003c):
\[
\frac{\partial}{\partial x_i} \left[ \frac{k_{ij} k_{rw}}{\mu_w} \left( \frac{\partial P_W}{\partial x_j} + \rho_w g \frac{\partial z}{\partial x_j} \right) \right] + S_w (\alpha + \theta \beta) \frac{\partial P_W}{\partial t} - \theta \frac{\partial S_w}{\partial t} = 0, \quad i, j = x, y, z \tag{1}
\]

\[
\frac{\partial}{\partial x_i} \left[ \frac{k_{ij} k_{nw}}{\mu_{nw}} \left( \frac{\partial (P_W + P_C)}{\partial x_j} + \rho_{nw} g \frac{\partial z}{\partial x_j} \right) \right] + (1 - S_w)(\alpha) \frac{\partial P_W}{\partial t} + \theta \frac{\partial S_w}{\partial t} = 0, \quad i, j = x, y, z \tag{2}
\]

where \( P \) is pressure \{M L^{-1} T^{-2} \}, \( P_C \) is capillary pressure \{M L^{-1} T^{-2} \}, \( k_{ij} \) is the intrinsic permeability tensor \{L^2 \}, \( k_r \) is relative permeability \{-\}, \( \mu \) is dynamic viscosity \{M L^{-1} T^{-1} \}, \( \rho \) is fluid density \{M L^{-3} \}, \( \theta \) is porosity \{-\}, \( S \) is phase saturation \{-\}, \( g \) is gravitational acceleration \{L T^{-2} \}, \( \alpha \) is porous medium compressibility \{M^{-1} L T^2 \}, \( \beta \) is wetting phase compressibility \{M^{-1} L T^2 \}, \( t \) is time \{T\}, and \( x, y, z \) denote spatial coordinates. The subscripts \( W \) and \( NW \) specify the wetting and non-wetting phase, respectively. DNAPL3DRX-FRAC employs a finite difference formulation in which the primary variables, \( P_W \) and \( S_W \), are solved fully implicitly using Newton Raphson iteration.

The contaminant solute is then added to the aqueous phase at nodes with DNAPL present via equilibrium or non-equilibrium mass transfer routines (Grant and Gerhard, 2004). RT3D is then employed within the same time step to simulate advection, dispersion, diffusion, and reactions for the solute (Clement, 1997; and Clement et al., 1998):

\[
\frac{\partial (\theta C_{m}^n)}{\partial t} = \frac{\partial}{\partial x_i} \left( \theta D_{ij}^n \frac{\partial C_{m}^n}{\partial x_j} \right) - \frac{\partial}{\partial x_i} \left( \theta v_i C_{m}^n \right) + q_s C_s^n + \sum R_m, \quad i, j = x, y, z \tag{3}
\]

\[
\frac{\partial (\theta C_{m}^n)}{\partial t} = \sum R_{sm} \tag{4}
\]

where \( D_{ij} \) is the hydrodynamic dispersion tensor \{L^2 T^{-1} \}, \( v_i \) is average linear
groundwater velocity \( \{L \, T^{-1}\} \) obtained from the multiphase flow model, \( q_s \) is volumetric flux representing sources and/or sinks \( \{T^{-1}\} \), \( R \) is the rate of a single reaction \( \{M \, L^{-3} \, T^{-1}\} \), and \( t \) is time \( \{T\} \). The superscript \( n \) denotes the species number, the subscripts \( m \) and \( im \) designate mobile and immobile species, respectively, and the subscript \( s \) denotes a source or a sink. Finally, the phase saturations are updated at the end of the time step in accordance with the amount of mass transferred from the DNAPL to the aqueous phase.

For this work, the model was further modified for simulating DNAPL migration, mass transfer, and advective-dispersive-diffusive-reactive transport in fractured porous media environments. The model is capable of simulating the sustained release of DNAPL across one or multiple fractures as well as the redistribution of DNAPL to residual and stable pools after the termination of the source. Further details are provided in Appendix B2: Fractured Rock Model Development.

The detailed submodels of \( P_c(S_w) \) and \( k_r(S_w) \) of Gerhard and Kueper (2003a,b) employed, which incorporate key hysteresis and other characteristics of DNAPL invasion and trapping, have been validated against physical experiments in homogeneous and heterogeneous unconsolidated porous media (Gerhard and Kueper, 2003a,b; Grant et al., 2007). The underlying form of the constitutive relationships has been demonstrated, however, to also well represent multiphase flow in natural, rough walled fractures (Reitsma and Kueper, 1994). In this work, it is therefore assumed that the constitutive model of Gerhard and Kueper (2003a,b) is a reasonable basis for simulating DNAPL migration and redistribution in fractured porous media. It is noted that the DNAPL
migration simulations in this work are only employed to provide reasonable initial conditions for ISCO treatment scenarios and thus the conclusions on remediation performance are not expected to be sensitive to the constitutive model employed.

Accuracy in simulating matrix diffusion by multiple aqueous phase constituents was achieved by developing and implementing a grid refinement (GR) technique described in Section 3.2

**Chemical Oxidation Reactions**

For the purpose of this study, the subsequent discussion is limited to chemical oxidation of PCE and TCE DNAPL by KMnO₄. The stoichiometry of chemical oxidation of PCE and TCE, respectively, by KMnO₄ can be described as (Seol et al., 2003; Yan and Schwartz, 1999):

\[ C_2Cl_4 + 2MnO_4^- \rightarrow 4Cl^- + 2CO_2 + 2MnO_2(s) \]  \hspace{1cm} (5)

\[ C_2Cl_3H + 2MnO_4^- \rightarrow 3Cl^- + 2CO_2 + 2MnO_2(s) + H^+ \]  \hspace{1cm} (6)

The relevant reaction kinetics are (West et al., 2008):

\[
\frac{\partial [TCE]}{\partial t} = -\frac{K_{r_{\text{rxn}}}[TCE][MnO_4^-]}{R_{TCE}} \hspace{1cm} (7)
\]

\[
\frac{\partial [TCE_2]}{\partial t} = -K_{r_{\text{rxn}}}[TCE][MnO_4^-] \hspace{1cm} (8)
\]

\[
\frac{\partial [MnO_4^-]}{\partial t} = -2K_{r_{\text{rxn}}}[TCE][MnO_4^-] \hspace{1cm} (9)
\]
\[
\frac{\partial [MnO_2]}{\partial t} = 2K_{rxns}[TCE][MnO_4^-] \tag{10}
\]

where the square brackets [ ] denote molar concentration, \( K_{rxns} \) is the second-order reaction constant between aqueous TCE and MnO_4^- \( \{M^{-1} \text{ L}^3 \text{ T}^{-1}\} \) and \([TCE_s]\) is the concentration of sorbed TCE.

During ISCO, permanganate reacts with organic aquifer material (OAM). For the purposes of this study, it was presumed that OAM was homogeneous throughout the rock matrix and not present in the fractures. The reaction between OAM and permanganate was represented (Mumford et al., 2005):

\[
3\text{CH}_2\text{O} + 4\text{MnO}_4^- \rightarrow 3\text{CO}_2 + 4\text{MnO}_2(s) + \text{H}_2\text{O} + 4\text{OH}^- \tag{11}
\]

The reaction rate was modelled (Mundle et al., 2007):

\[
\frac{\partial [OAM]}{\partial t} = -M_{\text{MnO}_4/\text{OAM}}K_{OAM}[OAM][MnO_4^-] \tag{12}
\]

where \( K_{OAM} \) is the second-order kinetic reaction rate constant. The OAM is assumed to comprise solely of organic carbon (\( f_{oc} \)) with an associated \( K_{OAM} \) of \( 1\times10^{-6} \text{ m}^3/\text{kg s} \) (Hood and Thomson, 2002).

The model simulates OAM, sorbed contaminant mass and MnO_2 as immobile species, while the contaminant solute and MnO_4 are simulated as mobile aqueous species. To simulate the reaction of KMnO_4 with both sorbed and aqueous chlorinated solvents, it
was necessary to modify RT3D so that sorbed compounds were treated as an explicit species. A linear sorption isotherm (Mundle et al., 2007) was employed, in which the concentration of sorbed TCE \( (C_s) \) was back calculated based upon the solved concentration of dissolved TCE \( (C_w) \):

\[
C_s = C_w K_d \frac{\rho}{\theta}
\]  

(13)

where \( K_d = K_{oc} \times f_{oc} \) (Karickhoff et al., 1979), \( K_{oc} \) is the organic carbon partition coefficient \( (L^3 M^{-1}) \), and \( f_{oc} \) is the local (i.e., nodal) fraction of organic carbon (-), \( \rho \) is the dry bulk density \( (ML^{-3}) \), and \( \theta \) is the porosity (-).

The proper functioning of this sorption isotherm for TCE was subsequently verified at both the scales of a single node and field scale simulation (see Appendix B2). The model also accounts for species-dependent diffusion coefficients (West et al., 2008).

The retardation factor is computed locally from the nodal \( f_{oc} \) concentration (e.g., Fetter, 1993):

\[
R_i = 1 + K_{oc} \times f_{oc} \frac{\rho}{\theta}
\]  

(14)

where \( \rho \) is the dry bulk density \( (ML^{-3}) \), \( \theta \) is the porosity of the matrix (-), and \( K_{oc} \) is the organic carbon partition coefficient \( (L^3 M^{-1}) \). While \( R \) is commonly defined as the ratio of the velocity of groundwater to that of the sorbing contaminant, when incorporated into the governing advection-dispersion equation (Equation 3) it has the effect of reducing not only advective velocity but also hydrodynamic dispersion (in the case of rock matrix, this
is pure diffusion) by this factor (e.g., Fetter, 1993). Sorption is known to reduce the rates of both advection and diffusion (Lyman et al., 1992), but it is acknowledged that a linear reduction in diffusion with respect to $R$ is a widely held and almost universally applied assumption (Pankow and Cherry, 1996). The role of $R$ in sorption with respect to matrix diffusion is acknowledged in Lyman et al (1992) in presentation of an equation for ‘rock capacity factor’ $\alpha$, which measures a rock’s capacity to store organic contaminants, that is identical to (15) where $\alpha = R/\theta$ (Equation 10.2, pg 265). In this work, as OAM is consumed by permanganate, the decreasing foc is reflected in decreasing R and decreasing $\alpha$ which corresponds to a reduction in the sorptive capacity of the matrix.

While the model simulates the production of MnO$_2$(s) via (5, 6 and 11), permeability reduction associated with MnO$_2$ accumulation is not considered in this work. Since all the simulations presented are in two dimensions, it is expected that including pore-clogging would significantly restrict the flow field in a manner that may not be representative of three-dimensional behaviour (e.g., bypassing in the third dimension). For this reason, the presented results should be considered as a ‘most promising’ envelope of results for the elimination of DNAPL by KMnO$_4$ in fractured rock, since rind formation is known to inhibit achievement of this objective (e.g., Tunnicliffe and Thomson, 2004; West et al., 2008).

**Model Verification**

Advective-dispersive transport was verified against the Ogata and Banks (1961)
one-dimensional analytical solution (see Section 3.3.1 for details). DNAPL migration in a horizontal fracture was verified against the one-dimensional analytical solution of McWhorter and Sunada (1990) (see Section 3.3.2 for details). Simulations of transient contaminant transport in a set of discrete, parallel fractures situated in a diffusion-dominated rock matrix were verified against the analytical solution of Sudicky and Frind (1982) (see Appendix B2). Additional simulations were conducted to provide confidence in the developed model for scenarios/processes for which analytical solutions do not exist, including (i) one-dimensional simulations of DNAPL dissolution and lateral diffusion from a DNAPL occupied vertical fracture, and (ii) DNAPL migration, dissolution, and aqueous phase diffusion in a domain characterized by a single, orthogonal fracture intersection (see Appendix B2). This body of work established that the governing equations were being solved correctly and provided confidence in the modelling approach and developed GR. Furthermore, these simulations provided insight into the minimum degree of discretization required in order to adequately capture diffusion gradients in the matrix (see Appendix B2).

The chemical oxidation reaction kinetics (Equations 7 – 10) were verified in DNAPL3D-RX-FRAC by successfully reproducing the published simulations of a one-dimensional DNAPL dissolution and KMnO₄ treatment scenario in an unconsolidated porous medium (West et al., 2008). West et al. (2008), in turn, demonstrated successful reproduction of column ISCO experiments by Schroth et al. (2001) that employed residual TCE DNAPL treated by potassium permanganate. Results with three different DNAPL dissolution routines, and their simulated impact on
TCE degradation by KMnO$_4$, are shown in Figure 1. The plot demonstrates that DNAPL3DRX-FRAC has accurately implemented both the mass transfer and chemical oxidation reaction kinetics.

![Figure 1: Verification of DNAPL3D-RX FRAC with model results from West et al. (2008) for various mass transfer expressions. Note: Results from West et al. (2008) are indicated with solid lines while results from DNAPL3DRX-FRAC are indicated by symbols.](image)

### 3.0 NUMERICAL SIMULATIONS

#### Modelled Scenario

This section describes characteristics common to all of the simulations conducted in this thesis, while the next details the characteristics of the individual runs. All simulations consider a portion of a fractured rock formation within a field scale DNAPL source zone via a two-dimensional, vertical cross-section domain $20 \text{ m wide } \times 5 \text{ m high}$ with unit depth. This domain exhibits an underlying, coarse, uniformly discretized grid with
nodes that are $\Delta x = 0.25\text{m}$ and $\Delta y = 0.25\text{m}$ (total of 1600 coarse nodes). A network of horizontal and vertical fractures, with an aperture distribution and fracture density appropriate for the rock type considered (refer to Table 2 for the three different rock type properties), was then defined as an overlay. Grid refinement was then conducted using the GR parameters determined as optimal from preliminary analyses (5 refined nodes per coarse node, exponentially increasing spacing with distance from fracture; see Appendix B2 for details). This resulted in an approximate doubling of the number of nodes; for example, for the base case with 7 fractures, the final domain exhibited 3072 nodes with the fracture nodes dimensioned in width equal to the fracture aperture and with matrix nodes as small as $\Delta x = 2.5 \times 10^{-4}\text{m}$ and $\Delta y = 7.6 \times 10^{-4}\text{m}$ in the matrix immediately adjacent to fracture intersections.

The matrix was assigned a uniform distribution of initial OAM at a representative concentration for each rock type (Table 2). The assigned porosity of fractures was unity and fractures were not assigned any OAM (and thus do not exhibit sorption). Lipson et al. (2005) studied a system of equally spaced fractures from the field and determined that when matrix diffusion effects are dominant, fracture retardation can be assumed equal to unity.

Each simulation evolved according to five distinct stages: (i) DNAPL Release, (ii) DNAPL Redistribution, (iii) Site Ageing, (iv) Treatment Application, and (v) Post-Treatment Ageing. For all stages, the water table was set to be coincident with the top boundary. During the DNAPL Release and DNAPL Redistribution stages, constant
head specified at the side boundaries during DNAPL migration established a zero hydraulic gradient across the domain. The bottom boundary permitted the free exit of both water and DNAPL. At t = 0, the ‘DNAPL Release’ stage began by specifying a constant nonwetting phase saturation of 30% across the entire top boundary. Note that in this work, DNAPL is considered the nonwetting fluid. DNAPL was permitted to flow into the domain for 6 months, by which time it was established that saturations had achieved steady state values (i.e., DNAPL inflow at the top equalled DNAPL outflow at the bottom). The DNAPL source was then terminated, and DNAPL redistribution was simulated for 6 months, at which time it was established that DNAPL movement had effectively ceased. Thus, at the end of the ‘DNAPL Redistribution’ stage, at $t_{TOTAL} = 1$ yr, the fracture network exhibited a complex distribution of DNAPL pools and residual characteristic of the fracture network of the rock type under investigation. DNAPL dissolution was not simulated during the DNAPL emplacement stages in order to better distinguish the fate of TCE during the Site Ageing stage; while a simplification, it is not expected that this assumption significantly impacts the conclusions of this work.

For the ‘Site Ageing’ stage, the side boundaries were modified such that a groundwater hydraulic gradient of 0.005 from left to right across the domain was established. DNAPL dissolution, aqueous phase transport, diffusion, and sorption of aqueous phase chlorinated solvent were simulated for 20 years during this stage (i.e., $1 \text{ yr} \leq t_{TOTAL} \leq 21 \text{ yrs}$). During this stage, a constant aqueous phase concentration of 550 mg/L TCE was specified along the entire left boundary, representing the impact of additional upgradient DNAPL upon the domain. This recognized that only a subsection of a typical source
zone was simulated and resulted in (i) increased longevity of the DNAPL by reducing the concentration gradient driving dissolution and (ii) additional mass loading to the matrix within the domain.

In the ‘Treatment Application’ stage, chemical oxidation was initiated by injecting a constant aqueous phase concentration of 2.5g/L MnO₄ for 2 years (i.e., 21 yrs ≤ \( t_{\text{TOTAL}} \) ≤ 23 yrs) at the horizontal fractures along the left boundary (i.e., analogous to a fully screened well). During permanganate application, the hydraulic gradient across the domain was increased to 0.025 to represent active amendment conditions. As well, the upgradient TCE boundary condition was terminated (assuming complete and instantaneous treatment of the upgradient source zone); while this is highly idealized, it provides the best opportunity for success within the domain and thus supports viewing these results as approximating a best case for the technology. In all cases, stoichiometric calculations confirm that the total mass of MnO₄ injected is greater than the theoretical MnO₄ mass required to destroy all the TCE in the domain at the start of the Treatment stage; for example, in the base case 45.5 kg (382 moles) of MnO₄ was injected which, compared to the 7.3kg (55.6 moles) of TCE mass in the domain, represents an excess of 300% (considering that 1 mole of TCE is destroyed by 2 moles of MnO₄, Equation 6).

Following the Treatment stage, an additional five years were simulated (i.e., 23 yrs ≤ \( t_{\text{TOTAL}} \) ≤ 28 yrs). During this Post-Treatment stage, the ambient hydraulic gradient of 0.005 was again employed, but no upgradient concentration of any species (i.e.,
permanganate or TCE) was applied.

Several assumptions were employed in this work to facilitate reasonable simulation times:

1. All fractured rock simulations presented are two-dimensional; this assumption likely benefits the technology since the reduced dimensionality is expected to reduce bypassing of the treatment fluid around DNAPL-occupied fractures;

2. The matrix is presumed to have a sufficient displacement pressure so as to exclude DNAPL entry; this assumption likely benefits the technology because the highest fraction of DNAPL is retained in the fractures which are most accessible to the treatment fluid;

3. Advection of groundwater through the matrix is assumed to be negligible; this is reasonable given that the high permeability contrast between the fractures and matrix. For example, for the sandstone Base Case, the matrix permeability is approximately 6 orders of magnitude less than the average fracture permeability. The Peclet number for the matrix (\( \text{Pe} = \frac{\text{v} \times \text{D}}{} \) where v is horizontal velocity in matrix) if advection were not neglected is 0.166; since \( \text{Pe}<1 \) it is reasonable to assume that the matrix is diffusion dominated and advection is negligible (Trivedi et al., 2008).

4. Equilibrium mass transfer from DNAPL to aqueous phase was assumed; this assumption also favours improved performance of the technology by maximizing aqueous phase solvent concentrations.
**Base Case and Sensitivity Simulations**

Table 1 presents the suite of 10 simulations conducted in this study. The base case considered a fractured sandstone template site. Table 2 presents the parameters employed to characterize the sandstone as well as the other two rock types (shale and granite). The sandstone domain, employed in all simulations except Run 7 and Run 8, is presented in Figure 2a. The sandstone parameters were chosen to be broadly representative of North American sandstone aquifers (e.g., Lipson et al., 2005). Table A1 (Supplementary Information) provides, for each rock type, the observed ranges for each parameter synthesized from the literature. Table 3 reveals that this sandstone exhibits - relative to the other template rock types - low fracture density, low mean aperture (125µm), high matrix porosity (7.7%), and intermediate foc (0.005).

The sandstone base case employed TCE as the DNAPL released and as the aqueous phase and sorbed chlorinated compound subsequently targeted by ISCO. Fluid properties and reaction parameters are listed in Table 4. The base case also employed a continuous injection of KMnO$_4$ at 2.5 g/L for 2 years during the Treatment stage (Table 1).
### Table 1 Field Scale ISCO Fractured Rock Simulations

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Material</th>
<th>KMnO4 Concentration (mg/L)</th>
<th>Pulsing</th>
<th>Pulsing Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Base Case)</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 2 Years</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>5000</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 1 Year</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>1250</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 4 Years</td>
</tr>
<tr>
<td>4</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>Yes</td>
<td>3 Months On 3 Months Off for 4 Years</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>Yes</td>
<td>6 Months On 3 Months Off for 4 Years</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>Yes</td>
<td>12 Months On 12 Months Off for 4 Years</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Shale</td>
<td>2500</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 2 Years</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Granite</td>
<td>2500</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 2 Years</td>
</tr>
<tr>
<td>9</td>
<td>PCE</td>
<td>Sandstone</td>
<td>2500</td>
<td>No</td>
<td>Continuous KMnO4 Injection for 2 Years</td>
</tr>
</tbody>
</table>

### Table 2 Properties of Field Scale Fractured Rock Template Sites

<table>
<thead>
<tr>
<th>Rock Type</th>
<th>Fracture Spacing (m)</th>
<th>Matrix Permeability (m²)</th>
<th>Matrix Porosity</th>
<th>Foc</th>
<th>Bulk Density (g/cm³)</th>
<th>Matrix Tortuosity</th>
<th>Fracture Aperture Range (µm)</th>
<th>Mean Aperture (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandstone</td>
<td>6.0 (Ver) *</td>
<td>1.05 x 10⁻¹⁵</td>
<td>7.7% a</td>
<td>0.005 a</td>
<td>2.49 a</td>
<td>0.2 a</td>
<td>25 - 230 a</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>1.0 (Hor) a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.05 x 10⁻¹⁵</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shale</td>
<td>4.0 (Ver) *</td>
<td>1.05 x 10⁻¹⁵</td>
<td>3.0% b</td>
<td>0.009 *</td>
<td>2.619 **</td>
<td>0.1 *</td>
<td>50 - 250 c</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>1.0 (Hor) *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.05 x 10⁻¹⁵</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Granite</td>
<td>2.0 (Ver) d</td>
<td>1.05 x 10⁻¹⁵</td>
<td>0.1% *</td>
<td>0.0005 *</td>
<td>2.697 **</td>
<td>0.05 *</td>
<td>100 - 500 c</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>2.0 (Hor) d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Data supplied by B.H Kueper (personal communication) based upon consulting experience on sites of all three rock types.

**Calculated using Bulk Density = Grain Density x (1-porosity), assuming a grain density of 2.7 for Shale and Granite.

Ver – Vertical Fractures

Hor – Horizontal Fractures

*Lipson et al., 2005
b Morris and Johnson, 1967
Jardine et al., 1999
Sousa 2007
Sausse 2002
### Table 3 Fracture Density of Field Scale Fractured Rock Template Sites

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density</td>
<td>$\rho_{NWtce}$</td>
<td>1460 kg/m$^3$</td>
</tr>
<tr>
<td>TCE Viscosity</td>
<td>$\mu_{NWtce}$</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>TCE Solubility</td>
<td>$\text{Solub}_{TCE}$</td>
<td>1100 mg/L</td>
</tr>
<tr>
<td>TCE Koc</td>
<td>$KOC_{TCE}$</td>
<td>126 L/kg</td>
</tr>
<tr>
<td>PCE Density</td>
<td>$\rho_{NWpce}$</td>
<td>1630 kg/m$^3$</td>
</tr>
<tr>
<td>PCE Viscosity</td>
<td>$\mu_{NWpce}$</td>
<td>0.0009 Pa s</td>
</tr>
<tr>
<td>PCE Solubility</td>
<td>$\text{Solub}_{PCE}$</td>
<td>200 mg/L</td>
</tr>
<tr>
<td>PCE Koc</td>
<td>$KOC_{PCE}$</td>
<td>364 L/kg</td>
</tr>
<tr>
<td>TCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{TCE}$</td>
<td>$1.01 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>PCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{PCE}$</td>
<td>$9.40 \times 10^{-10}$ m$^2$/s</td>
</tr>
<tr>
<td>MnO$_4^-$ Free Solute Diffusion Coefficient</td>
<td>$D^O_{MnO_4}$</td>
<td>$1.63 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for TCE</td>
<td>$K_{TCE}$</td>
<td>$4.11 \times 10^{-3}$ m$^3$/kg s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for PCE</td>
<td>$K_{TCE}$</td>
<td>$2.85 \times 10^{-4}$ m$^3$/kg s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for OAM</td>
<td>$K_{OAM}$</td>
<td>$1.0 \times 10^{-6}$ m$^3$/kg s</td>
</tr>
</tbody>
</table>

*a – Pankow and Cherry (1996)

*b – Wilke and Chang (1955) at 25°C

*c – Lide (2004)

*d – Yan and Schwartz (2000)

*e – Hood and Thomson (2002)

### Table 4 Fluid Properties and Reaction Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density</td>
<td>$\rho_{NWtce}$</td>
<td>1460 kg/m$^3$</td>
</tr>
<tr>
<td>TCE Viscosity</td>
<td>$\mu_{NWtce}$</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>TCE Solubility</td>
<td>$\text{Solub}_{TCE}$</td>
<td>1100 mg/L</td>
</tr>
<tr>
<td>TCE Koc</td>
<td>$KOC_{TCE}$</td>
<td>126 L/kg</td>
</tr>
<tr>
<td>PCE Density</td>
<td>$\rho_{NWpce}$</td>
<td>1630 kg/m$^3$</td>
</tr>
<tr>
<td>PCE Viscosity</td>
<td>$\mu_{NWpce}$</td>
<td>0.0009 Pa s</td>
</tr>
<tr>
<td>PCE Solubility</td>
<td>$\text{Solub}_{PCE}$</td>
<td>200 mg/L</td>
</tr>
<tr>
<td>PCE Koc</td>
<td>$KOC_{PCE}$</td>
<td>364 L/kg</td>
</tr>
<tr>
<td>TCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{TCE}$</td>
<td>$1.01 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>PCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{PCE}$</td>
<td>$9.40 \times 10^{-10}$ m$^2$/s</td>
</tr>
<tr>
<td>MnO$_4^-$ Free Solute Diffusion Coefficient</td>
<td>$D^O_{MnO_4}$</td>
<td>$1.63 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for TCE</td>
<td>$K_{TCE}$</td>
<td>$4.11 \times 10^{-3}$ m$^3$/kg s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for PCE</td>
<td>$K_{TCE}$</td>
<td>$2.85 \times 10^{-4}$ m$^3$/kg s</td>
</tr>
<tr>
<td>Kinetic Reaction Rate for OAM</td>
<td>$K_{OAM}$</td>
<td>$1.0 \times 10^{-6}$ m$^3$/kg s</td>
</tr>
</tbody>
</table>
As illustrated in Table 1, Runs 1 - 6 examine variations in treatment strategy, while Runs 7-8 and 9 explore the influence of site conditions and different DNAPLs respectively. All parameters, boundary conditions, and source conditions were established identically to the base case for all simulations, except for changing the parameter(s) whose influence was being examined in each study. It is noted that for all simulations except Runs 7 and 8, the results during the DNAPL Release, DNAPL Redistribution, and Site Ageing stages are identical with the differences occurring from the start of the Treatment stage.

It is noted that a ‘No ISCO’ case (Run 10) was simulated for comparison purposes. This simulation was identical to the base case in all respects but one: the 2-year Treatment stage employed identical boundary conditions as the base case except no upgradient concentration of permanganate was applied.

**Injected Potassium Permanganate Concentration**

In Runs 1-3, the concentration of KMnO₄ injected was increased by 100% and reduced by 50% relative to the base case (Table 1). All of these values are within the range of those employed in field studies (Geosyntec, 2007). In order to ensure the total volume of KMnO₄ injected was kept constant, the injection period was changed accordingly (Table 1). This sensitivity study comprised three simulations.

**Pulsed Injection of Permanganate**

The effects of pulsing are examined in Runs 1 and 4-6 by subdividing the base case injection period (2 years) into equal length KMnO₄ injection on and off intervals.
Pulsed injection intervals of 3 months, 6 months and 12 months were examined. Pulsed treatment has been demonstrated to be valuable in other remediation options (e.g., Gerhard et al., 2001) and has been considered for permanganate in unconsolidated porous media as a means to reduce rind formation and increase destructive capacity for a given mass of treatment fluid injected (e.g., Thomson et al., 2008). This sensitivity study comprised four simulations.

**Rock Type**

Runs 1, 7, and 8 compare ISCO performance in three different types of fractured rock at the field scale, each exhibiting a characteristic set or range of hydrogeological parameters (Table 2). Figure 2 presents the distribution of intrinsic permeability for the three domains, illustrating the distribution of fractures. In each case, the mean aperture is at the midpoint of the range specified in the table. It is noted that, characteristic of these rock types in natural environments, the shale template site exhibits (relative to the other two) intermediate fracture density, low mean aperture (150μm), intermediate matrix porosity (3%), and high foc (0.009) while the granite exhibits high fracture density, high mean aperture (300μm), low matrix porosity (0.1%), and low foc (0.0009).

**DNAPL Type**

Runs 1 and 9 compare performance for TCE and PCE in the sandstone domain. The full set of PCE fluid parameters employed for Run 9 are presented in Table 4. Note that, while the boundary conditions in each run were identical, the distribution of DNAPL resulting from infiltration and redistribution were not identical due to contrasting fluid
properties. As well, different solubilities and sorptive capacities resulted in different distributions of aqueous phase and sorbed phase concentrations after the Site Ageing stage. This sensitivity study comprised of two simulations.
Figure 2: Distribution of permeability for the field scale fractured rock domains: (a) sandstone, (b) shale, and (c) granite. Colour corresponds to fracture permeability according to the scale bar provided; matrix permeability is uniform (black). Note that distance is in metres, domain is vertically exaggerated, and fracture apertures are exaggerated for visual purposes.
4.0 RESULTS AND DISCUSSION

Table 5 summaries a selection of key numerical results for all 10 simulations conducted in this study. These data will be discussed as each set of simulations is presented.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL St 2 (kg)</th>
<th>DNAPL St 3 (kg)</th>
<th>Aq + Sorb St 3 (kg)</th>
<th>MnO₄ Inject (kg)</th>
<th>DNAPL St 5 (kg)</th>
<th>Aq + Sorb St 5 (kg)</th>
<th>Mass Discharge St 5 (10⁻³ mg/s)</th>
<th>MnO₄ React (kg)</th>
<th>CS React (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>45.5</td>
<td>0.00</td>
<td>5.10</td>
<td>3.97</td>
<td>44.9</td>
<td>0.78</td>
</tr>
<tr>
<td>2</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>44.8</td>
<td>0.00</td>
<td>5.25</td>
<td>4.21</td>
<td>44.3</td>
<td>0.82</td>
</tr>
<tr>
<td>3</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>45.0</td>
<td>0.00</td>
<td>4.85</td>
<td>3.56</td>
<td>44.4</td>
<td>0.80</td>
</tr>
<tr>
<td>4</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>44.7</td>
<td>0.00</td>
<td>4.86</td>
<td>3.56</td>
<td>44.2</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>45.1</td>
<td>0.00</td>
<td>4.86</td>
<td>3.56</td>
<td>44.6</td>
<td>0.80</td>
</tr>
<tr>
<td>6</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>45.4</td>
<td>0.00</td>
<td>4.86</td>
<td>3.56</td>
<td>44.9</td>
<td>0.78</td>
</tr>
<tr>
<td>7</td>
<td>6.86</td>
<td>0.01</td>
<td>6.8</td>
<td>59.6</td>
<td>0.00</td>
<td>3.05</td>
<td>0.36</td>
<td>41.9</td>
<td>2.33</td>
</tr>
<tr>
<td>8</td>
<td>11.53</td>
<td>4.23</td>
<td>0.68</td>
<td>538.8</td>
<td>4.17</td>
<td>0.37</td>
<td>0.02</td>
<td>23.2</td>
<td>0.30</td>
</tr>
<tr>
<td>9</td>
<td>6.03</td>
<td>0.11</td>
<td>3.3</td>
<td>46.7</td>
<td>0.08</td>
<td>2.59</td>
<td>0.67</td>
<td>46.1</td>
<td>0.22</td>
</tr>
<tr>
<td>10</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>0.0</td>
<td>0.00</td>
<td>5.18</td>
<td>4.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

St 2 = mass present at the end of Stage 2 (DNAPL redistribution)
St 3 = mass present at the end of Stage 3 (Site Ageing)
St 5 = mass present at end of Stage 5 (Post-Treatment)
DNAPL = mass of DNAPL present
Aq + Sorb = combined mass of aqueous and sorbed chlorinated solvent present
MnO₄ Inject = mass of MnO₄ injected during the treatment period
Mass Discharge = mass per time of chlorinated solvent leaving the domain at the end of Post-Treatment stage
MnO₄ React = total mass of MnO₄ that reacted (with OAM + chlorinated solvent in all phases)
CS React = total mass of chlorinated solvent (in all phases) destroyed by MnO₄
**Base Case Results**

Figures 3(a) and 3(b) illustrate the distribution of the TCE DNAPL at the end of the infiltration and redistribution phases, respectively (relevant to all simulations except Runs 7 - 9). Figures 3(a) and 3(b) reveal a heterogeneous distribution of DNAPL pools (i.e., connected phase) and residual (i.e., trapped blobs and ganglia) due to the influence of capillary forces (and, specifically, fracture entry pressures), the order of encounter of fractures, and the permeability contrasts between fractures. At the end of the DNAPL infiltration stage, the average local DNAPL saturation (i.e. average saturation of all nodes containing DNAPL) was 0.75, the mass of DNAPL in the domain equaled 11.68 kg, the DNAPL volume was 0.008 m$^3$ (compared to a total fracture volume of 0.012 m$^3$) with 100% of the nodes on drainage (i.e., DNAPL displacing water). At the end of DNAPL redistribution stage, the average DNAPL saturation was 0.3, the DNAPL volume was 0.0036 m$^3$ (equal to a mass of 5.26 kg) and the pool to residual ratio was 71:29%. Note in Figure 3(b) that, as expected, the lone remaining pool exhibiting a high DNAPL saturation resides in a vertical dead-end fracture, and other pools of various lengths occur in horizontal fractures, separated by areas of residual DNAPL.
Figure 4 illustrates the distribution of aqueous phase TCE at the end of the 20 year Site Ageing stage \( t_{\text{TOTAL}} = 21 \) years. Evident are the expected diffusion halos in the sandstone matrix blocks adjacent to fractures containing DNAPL as well as those horizontal fractures without DNAPL but subject to significant aqueous mass flux (Figure 3b). However, it is noted that due to the lack of DNAPL in the rightmost vertical fracture (i.e., \( x=19.0 \) m) and continuous injection of aqueous TCE in the horizontal...
upgradient, no aqueous phase TCE surrounding the immediate vicinity of this fracture is noted. At this time, no DNAPL remained in the domain. This occurred despite the constant influent concentration equal to 50% of TCE solubility. The reason is the substantial TCE sink provided by matrix diffusion and sorption. At this time, the total mass of TCE in the domain was 7.3 kg, of which 99% resided in the matrix; of the mass in the matrix, 98% was sorbed and only 2% remained in the aqueous phase. The significant porosity and foc of the sandstone matrix combine so that it acts as a substantial sink for TCE, rapidly promoting DNAPL dissolution. The complete disappearance of DNAPL from fractures in sandstones and similar scenarios is not unexpected (Parker et al., 1994).

![Figure 4: Distribution of aqueous and sorbed TCE after 20 years (t_{TOTAL} = 21 years) of DNAPL dissolution (i.e., Site Ageing stage).](image)

Figure 5 provides the concentration of aqueous and precipitated species throughout the domain after the Treatment stage (i.e., 2 years of MnO_4 injection, t_{TOTAL} = 23 years). It reveals the limited penetration of MnO_4 at this time, due to its reaction with TCE in the
fractures and its diffusion and subsequent destruction by OAM, aqueous TCE, and sorbed TCE in the matrix. As expected, that absence of TCE is most prominent in the fractures near the injection boundary, although it should be noted that TCE concentrations also decrease due to an ongoing mass flux of TCE flux out of the downgradient boundary. Horizontal penetration is noted to be least in the middle fracture, which exhibits the smallest aperture (see Figure 2a). It is further noted that the horizontal extent of MnO$_2$(s) penetration closely corresponds to the extent of TCE disappearance.

Figure 6 provides the concentration of aqueous TCE throughout the domain after the Post-Treatment stage (i.e., 5 years after the completion of MnO$_4$ injection, $t_{\text{TOTAL}} = 28$ years). Back diffusion of TCE solute into the fractures is observed while all of the MnO$_4$ has been consumed.

Figure 7 plots the evolution of the aqueous TCE concentration profile along a cross-section perpendicular to the fracture (in this case for the top horizontal fracture with the cross-section located 3.0 m from the left side boundary). In this figure, back diffusion of TCE into the fracture after the MnO$_4$ injection is demonstrated. At $t_{\text{TOTAL}} = 21$ years, the maximum aqueous TCE concentration was observed. Over the 2 year injection period, the concentration of aqueous TCE in the fracture decreased from approximately 325mg/L to 20mg/L as a result of the treatment and the eliminated upgradient boundary condition. However, the concentration profile within the fracture is observed to rebound as back diffusion begins during the Post-Treatment stage. Figure 7 further illustrates that the concentration profile in the matrix is little affected by the
Figure 5: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for Base Case after 2 years of chemical oxidation (i.e., Treatment stage): (a) TCE, (b) $\text{MnO}_4^-$, (c) $\text{MnO}_2$. 
chemical oxidation treatment, indicating that (as observed in Figure 5) the permanganate had minimal interaction with the TCE in the matrix.

Figure 6: Distribution of aqueous TCE concentrations at $t_{\text{TOTAL}} = 28$ years for Base Case, 5 years after chemical oxidation (i.e., Post-Treatment stage).

Figure 7: Concentration profile of aqueous TCE across a single fracture for the Base Case. Shown is a 1.0 m cross-section across a horizontal fracture (dotted line denotes location of the facture).
Figure 8 presents cumulative mass plots of all sinks and sources of TCE during the base case simulation. Summed totals of the sinks and sources in this plot, where:

\[
\text{Mass Dissolved} + \text{Mass Influx} = \\
\text{Mass Destroyed} + \text{Mass Outflux} + \text{Mass Sorbed} + \text{Mass In Domain} 
\] (16)

reveal that the model has excellent mass balance for TCE (plots not shown to improve clarity of the figure); this was further confirmed by excellent computed mass balance on all modelled species. The figure reveals that the majority of DNAPL dissolution occurred rapidly at the beginning of the simulation due to partitioning to groundwater in the fractures, diffusion into the matrix, and simultaneously a rapid increase in sorbed TCE in the matrix. Until \(t_{\text{TOTAL}} = 3\) years, TCE flux out of the domain was greater than flux into the domain due to a proportion of the dissolved TCE exiting via fracture flow. However, beyond this time, with dissolution virtually complete, TCE influx exceeded outflux as the incoming background TCE contributed to a steady rise in mass retained via sorption. It is also noted the cumulative mass of aqueous TCE in the domain (sum of that in the fractures and matrix) is a small fraction of the amount sorbed.

Figure 8 further illustrates that when MnO\(_4\) was injected, at \(t_{\text{TOTAL}} = 21\) years, the amount of TCE solute destroyed began to rise. However, the magnitude of this rise was less than the magnitude of the reduction in sorbed TCE. The additional desorption occurred for two reasons: (i) as a result of back-diffusion induced by the flushing of aqueous TCE out of the domain via fracture flow, and (ii) the reduction in sorptive capacity caused by
the destruction of OAM. During the Post-Treatment stage, as illustrated by Figure 8, the amount of aqueous TCE destroyed increases at a rate that is minor (i.e. 0.0024 kg over 5 years of post-treatment dissolution) relative to that achieved during the Treatment stage (i.e., 0.78 kg over 2 years of MnO₄ injection).

Figure 9 presents the cumulative mass in the domain of the species involved in the oxidation reactions; note that the time axis originates at the beginning of the Treatment stage. This figure reveals that the rate of MnO₄ consumption was essentially constant during the injection period. Of the total mass of 382 moles of MnO₄ injected (i.e., 45.5 kg MnO₄), at the end of the Treatment stage 95.7% had been consumed by OAM while 4.3% had been consumed by TCE. Of the 7.3 kg of aqueous TCE solute present in the domain at the end of the 20 year Site Ageing stage, only 0.78 kg (i.e., 10.7% of the initial mass) was destroyed by the injected MnO₄ at the end of the 5-year Post-Treatment stage.

Figure 8: Cumulative aqueous and sorbed TCE from all sinks and sources for Base Case.
Figure 10 presents the TCE mass discharge at the downgradient boundary of the domain for the base case and No ISCO simulations. The figure illustrates that mass discharge initially increased during the Ageing stage as the DNAPL dissolved, peaked when all DNAPL has disappeared, then decreased to a constant level. The very slowly increasing mass discharge at the exit reflects the mass influx at the inlet modified by a significant amount of forward diffusion from the matrix that decreases slowly with time. The mass flux then spiked at the start of the Treatment stage due to the increase in hydraulic gradient (from 0.005 to 0.025) that flushed out the fractures. The mass discharged after treatment is substantially lower than before treatment, but this is largely a function of removing the constant influx of TCE solute. Comparison with the No ISCO simulation in Figure 10 reveals the small but not insignificant effect of treatment to further reduce the mass flux during the Treatment stage. However, it also reveals that the
Post-Treatment mass discharge is essentially identical for the two cases (see also Table 5). This illustrates that, for the base case scenario modelled, ISCO effectively targeted TCE in the hydraulically active fractures during treatment but had a relatively insignificant influence on the TCE in the matrix that was responsible for long term mass flux. Total TCE mass in the domain at the end of the simulations were 5.103 kg and 5.179 kg (1.5% difference) for the base and No ISCO cases, respectively.

Figure 11 presents the average TCE solute concentration in each of the three horizontal fractures at the downgradient boundary. The figure first demonstrates that concentrations in none of the three fractures were in equilibrium with the matrix after 20 years of Site Ageing, as evidenced by exit concentrations less than the 550 mg/L specified at the upgradient boundary. This agrees with Figure 4 in that large concentration gradients span only 0.5 m into the matrix even after 20 years. Figures 4 and 11 also reveal that higher exit concentrations correlate to higher degrees of mass loading to the matrix, which in turn result from higher initial DNAPL saturation present in these fractures. The gradual increase in exit concentrations observed for all three fractures during the Site Ageing period reflects the gradual loading of the matrix such that forward diffusion gradients are reduced.

During the Treatment stage, Figure 11 reveals that the two larger fractures (i.e., 178μm and 230μm) experienced concentrations that decreased significantly; this was primarily due to dilution by injected water rather than chemical oxidation (as evidenced by the similarity to the No ISCO case). Flow rates in these fractures were so large that reverse
diffusion from the matrix could not occur fast enough to significantly elevate concentrations. However, soon after the commencement of the Treatment stage, a small concentration rebound is observed in the No ISCO case while the base case observed no such rebound (Figure 11b); this difference accounts for the mass flux difference observed (Figure 10) and illustrates the relative benefit of MnO₄ penetration and treatment in the larger fractures (Figure 5b). Later in the Post-Treatment stage, steady concentrations attained only 20-25% of the pre-treatment amounts and no difference was observed between the ISCO and No ISCO cases; this reflects the long term bleed from matrix-bound TCE and the inability of the 2-year treatment to significantly affect this stored mass (see also Table 5).

In contrast, Figure 11 reveals that TCE concentrations in the smallest horizontal fracture (i.e., 76 μm, the central fracture in Figure 5) increased during the Treatment stage. This occurred because the rate of groundwater flow, although elevated, was still low relative to the rate of reverse diffusion (occurring downgradient from the limited zone of MnO₄ penetration, Figure 5b) so that mass entering the fracture impacted the exit concentrations. The fact that no significant difference is observed in solute concentrations before and after treatment in this fracture reveals further that both the upgradient TCE boundary condition and the small MnO₄ treated zone have no impact on the exit boundary after 5 years. And the lack of significant difference from the No ISCO case reveals the negligible influence of treatment on such low-flow fractures (given a constant head boundary condition, which results in the majority of injected water flowing through the larger aperture fractures).
Figure 10: Comparison of total boundary mass discharge for base case with (a) a simulation where no ISCO was carried out and (b) since the start of the Treatment Stage only (timescale expanded for clarity).
Figure 11: Concentration of TCE at all three horizontal fractures in the Sandstone base case at the downgradient boundary over (a) the latter 18 years, and (b) since the start of the Treatment stage only (timescale expanded for clarity).
Sensitivity to Potassium Permanganate Concentration

Figure 12 plots the cumulative mass of TCE destroyed for Runs 1, 2, and 3, in which the injected concentration of MnO$_4$ was varied but the total mass injected was kept constant (by varying the length of the Treatment stage). Note that the plot shows data from the start of the Treatment stage only. It reveals that, for the scenario considered, the rate of TCE mass destruction is a function of the injected MnO$_4$ concentration, but the total TCE mass destroyed is only a function of the total mass of oxidant injected.

Furthermore, once the injection process ceased, additional TCE destruction was negligible in all three cases. This occurs because of the limited pathways available for permanganate transport, and the fact that oxidant demand (from OAM + TCE) significantly exceeds oxidant supply in all three simulations. In addition, the Post-Treatment period is dominated by reverse diffusion of TCE mass and all three simulations have similar, negligible effect on the matrix-stored mass. No significant difference between the 3 cases is observed during the Post-Treatment stage with respect to mass flux (Figure 13) or exit concentrations of MnO$_4$ (figure not shown). Moreover, the distribution of TCE, MnO$_4$, and MnO$_2$ are observed to be essentially identical after the Treatment stage (compare Figure 5 and Figures A1 and A2 in Supplementary Information).
Figure 12: Cumulative mass of TCE destroyed for various MnO₄ concentrations.
Sensitivity to Pulsed Injection

Figure 14 plots the cumulative mass of TCE destroyed for Runs 1, 4, 5 and 6, in which the MnO₄ was added via pulsed injection periods of varying length, including no pulsing, ensuring that the total mass injected was constant (by varying the length of the Treatment stage). As demonstrated in Figure 14, the total mass of TCE destroyed at the end of the Treatment stage (and thereafter) is nearly identical in all cases due to the fact that the cumulative injected MnO₄ mass is constant. No significant difference between the 4 runs is observed.
cases is observed during the Post-Treatment stage with respect to mass flux (Figure 15) or exit concentrations of MnO₄ (figure not shown). Moreover, the distribution of TCE, MnO₄, and MnO₂ are observed to be essentially identical after the Treatment stage (compare Figure 6 and Figures A3, A4 and A5 in Supplementary Information). Figure 15(b) reveals that for each interlude between a MnO₄ pulse, TCE mass flux begins to rise immediately due to reverse diffusion delivering mass to the hydraulically active fractures and then decreases at the start of the next pulse as MnO₄ reacts with TCE in the fractures. This reconfirms that the injected permanganate was quickly consumed by the high oxidant demand in the matrix of the fractured rock and that no residual permanganate remained to provide ongoing treatment of TCE mass bleeding into the fractures during the pump-off periods.

Figure 14: Cumulative mass of TCE destroyed for various pulsing periods.
Figure 15: Comparison of total boundary mass discharge for base case with (a) various pulsing method and (b) since the start of the Treatment stage only (timescale expanded for clarity).
**Sensitivity to Rock Type**

At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.75, the volume of DNAPL in the domain was 0.008 m$^3$, 0.01 m$^3$ and 0.018 m$^3$ for sandstone, shale and granite with 100% of the invaded nodes on drainage for all 3 rock types. At the end of the DNAPL redistribution stage, the average DNAPL saturation was 0.3 for all 3 rock types, the volume of DNAPL was 0.0036 m$^3$, 0.0047 m$^3$ and 0.0079 m$^3$ while the pool to residual ratio was 71:29%, 72:28% and 90:10% for sandstone, shale and granite respectively. The distributions of TCE DNAPL at the end of the redistribution stage for each rock type are illustrated in Figure 3 and Figure A6, Supplementary Information.

At the end of the 20 years Site Ageing stage ($t_{\text{TOTAL}} = 21$ years) the total mass of aqueous and sorbed TCE in the domain was 7.3 kg (55.6 moles), 6.8kg (50.8 moles) and 0.68 kg (5.08 moles) for sandstone, shale and granite respectively. In each case, 97-99% of the total mass resided in the matrix, of which 97-98% was sorbed and only 1-2% remained in the aqueous phase. Although no DNAPL was left in the sandstone and shale domain at this time, 4.23 kg of DNAPL was found present in the granite domain. This observation is consistent with the findings in Parker et al. (1994) where it was suggested that due to the low porosity in granite, DNAPL could remain present in the fractures for decades. Figure 16 illustrates the distribution of aqueous phase TCE in the sandstone, shale and granite simulations at the end of the 20 year Site Ageing stage. In each case, the matrix immediately surrounding the fractures exhibits diffusion halos of TCE. However, the depth and extent of TCE penetration of the matrix is observed to be highly dependent on properties of both the fractures and the matrix for each rock type. The combination of
Figure 16: Distribution of aqueous TCE after 20 years ($t_{\text{TOTAL}} = 21$ years) of DNAPL dissolution (i.e., Site Ageing stage) in (a) Sandstone, (b) Shale and (c) Granite.
these impacts residence time of TCE in the source zone and it is the relative rates of TCE transport through fractures versus diffusion to the matrix that affects the final distribution of mass.

The effective diffusion rate is proportional to matrix tortuosity multiplied by the free solute diffusion coefficient (Bear, 1972; Pankow and Cherry, 1996); referring to Table 2 for the three rock types, the product of these two values is $2.02 \times 10^{-10}$ m$^2$/s for the sandstone, $1.01 \times 10^{-10}$ m$^2$/s for the shale, and $5.05 \times 10^{-11}$ m$^2$/s for the granite. Countering this is the sorptive capacity of the matrix, which is proportional to foc and inversely proportional to porosity (Equation 13). The (pre-treatment) matrix retardation coefficient $R$ (Equation 14) is 21, 100 and 170 for sandstone, shale and granite, respectively. This corresponds to rock capacity factors, $\alpha$, values of 270, 3300, and 170,000 for sandstone, shale, and granite, respectively. Overall the depth of penetration of TCE into the matrix in a direction perpendicular to the fractures is expected to be proportional to the effective diffusion rate divided by the rock capacity factor; this is calculated for sandstone, shale, and granite as $7.4 \times 10^{-13}$, $3.0 \times 10^{-14}$, and $3.0 \times 10^{-16}$, respectively. Figure 16 confirms that the ability of TCE to penetrate to depth in the matrix follows the order of this calculation, namely sandstone > shale > granite.

With respect to the impact of rock fractures on mass storage and mass flux, the dominant properties are fracture density, mean aperture, and distribution of apertures. In particular, the residence time of TCE in the horizontal fractures is key. The mean aperture of the horizontal fractures only for sandstone, shale, and granite are 161 μm, 192
μm, and 400 μm, respectively. The mean horizontal groundwater velocities across the domain (in the absence of DNAPL) for sandstone, shale, and granite were found to be 1.06 x 10^{-4} m/s, 1.50 x 10^{-4} m/s, and 6.54 x 10^{-4} m/s, respectively. These correspond to mean residence times across the 20 m domain for sandstone, shale, and granite of 2.21 days, 1.56 days, and 0.36 days, respectively.

Figure 17 demonstrates that the mass discharge of TCE out of the right boundary of the domain during the Site Ageing stage follows the order granite > shale > sandstone. The vertical axis of Figure 18 demonstrates that the percentage of initial TCE mass retained in the domain at the end of Site Ageing follows the order sandstone > shale > granite (see also Table 5 for the mass retained in domain). These two results, mass lost to advection versus mass retained via sorption, reflect the overall balance of residence time versus matrix diffusion. Peclet number (Pe) for fractured rock is defined as the ratio of advection to diffusion rates, Pe = ve/(D₀τ), where v is the advective velocity in the fracture, e is the mean aperture, D₀ is the free solute diffusion coefficient and τ is the matrix tortuosity (e.g., Fetter, 1993). Here v is taken as the mean horizontal advective velocity across each domain and e is the mean aperture of all horizontal fractures for each rock type. Figure 18 reveals that the percentage of TCE retained (in aqueous and sorbed forms) exhibits a linear dependence on the log(Pe) for the three rock types (R² = 0.9923) at the end of the Site Ageing stage (i.e., t_{TOTAL} = 21 years). This confirms expectations that lower Pe (i.e., lower advective velocity, smaller apertures, higher effective diffusion) corresponds to increased matrix diffusion (e.g., sandstone) while higher Pe corresponds to increased mass loss via advection (e.g., granite). Note that this relationship is specific
to the 3 domains tested; it is expected that more scatter would be observed if more
simulations were conducted with a wider range of properties of each rock type.

Figure 17: Comparison of total boundary mass discharge for different rock types; (a)
from the beginning of the simulation to end of Site Ageing stage and (b) Treatment
stage only (timescale expanded for clarity).
During the Treatment stage, 45.5 kg (382 moles), 59.6 kg (501 moles) and 538.8 kg (4531 moles) of MnO$_4$ were injected into the domain for sandstone, shale and granite respectively. The amount of MnO$_4$ injected is equivalent to 3.4 times, 4.5 times and 40.8 times greater than the theoretical MnO$_4$ mass required to destroy all the TCE in the domain at the start of the Treatment stage. The differences in MnO$_4$ mass injected are due the differences in bulk effective horizontal hydraulic conductivity while treatment period, injection concentration and hydraulic gradient were all held constant.

As demonstrated in Figure 19, the total moles of aqueous TCE destroyed is 5.94 moles, 17.7 moles and 2.26 moles for sandstone, shale and granite respectively. This mass destroyed is equivalent to 10.7%, 34.8% and 44.5%, respectively, of the initial mass.
present in the respective domains prior to the Treatment stage. It is not surprising that the percentage of TCE mass destroyed increases as the depth of penetration of TCE into the matrix decreases, since the TCE is more available for reaction in the fractures than the matrix. In terms of efficiency, measured as the moles of TCE destroyed per moles of MnO₄ injected, the values for the sandstone, shale, and granite are 0.016, 0.035, and 0.0005, respectively. In all 3 rock types, the majority (specifically 69% – 91%) of the total mass destroyed was accomplished in the first 4 months of the two-year Treatment period. The change in slope (i.e., rate of mass destruction) indicates that the injected MnO₄ destroys the contaminant mass easily accessed, in the fracture and stored in the matrix immediately adjacent to the fractures, at early time but is less able to access the TCE mass deeper in the matrix in all rock types. It is noted that MnO₄ has a diffusion coefficient of the same order of magnitude as TCE and, since it is not subject to sorption (i.e., R=1), its diffusive flux into the matrix is approximately one (sandstone) to two (shale and granite) orders of magnitude greater than TCE.

Recall that diffusive flux is highest for the sandstone, decreased one order of magnitude for shale, and decreased two orders of magnitude for granite. This, in part, explains the poor loading of TCE into the matrix for granite (discussed above, Figures 16 and Figure A9, Supplementary Information) and the limited extent of TCE destruction (Figure 19). This also helps account for the observed differences between sandstone and shale in the Figure 19 despite the similar initial mass of TCE present in the domain (7.3 kg for sandstone and 6.8kg for shale) at the beginning of the Treatment period. It is noted that, in the case of shale, the end of TCE destruction after 1 year in Figure 19 suggests that this
is the length of time required for the MnO$_4$ to reach the limit of the TCE diffusion halo in the matrix, at least within the small portion of the domain that MnO$_4$ actually penetrated (this is confirmed by Figure A10 in Supplementary Information). Figure A11 (a) and (b) in Supplementary Information further demonstrates that after 1 year of MnO$_4$ injection, aqueous TCE concentration both within the matrix and fracture of the shale domain remained relatively constant over time. On the other hand, Figure A11 (c) (Supplementary Information) revealed MnO$_2$ continued to increase over time until the end of the Treatment stage (i.e., $t_{\text{TOTAL}} = 23$ years); this indicates that a majority of injected MnO$_4$ after the first year of Treatment was consumed by the organic carbon within the matrix. However, the same figures for sandstone (Figures 5 and 19) indicate that additional TCE would have been destroyed if the treatment period had been extended since the rate of mass destruction was still increasing and matrix contamination persisted.

Figure 19: Cumulative mass of TCE destroyed for various rock types.


**Sensitivity to DNAPL Type**

In this study, results were compared between PCE and TCE; in contrast to the previous simulations, the distribution of DNAPL at the start of the Site Ageing stage was not identical. At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.75 while the volume of DNAPL in the domain was 0.008 m$^3$ (compared to a total fracture volume of 0.012 m$^3$) with 100% of the nodes in drainage in both simulations. At the end of the DNAPL redistribution stage, the average DNAPL saturation was 0.3 for both TCE and PCE, the volume of DNAPL present was 0.0036 m$^3$ (5.26 kg) and 0.0037 m$^3$ (6.03 kg), and the pool to residual ratio was 71:29% and 51:49% for TCE and PCE, respectively (Figures 3 and A14 respectively). The higher density of PCE, leading to higher mobility and more DNAPL migration out of the bottom of the domain, is most likely the cause of the reduced pool-to-residual ratio in that case.

At the end of the Site Ageing stage ($t_{\text{TOTAL}} = 21$ years) the total mass of TCE and PCE in the domain was 7.3 kg (55.6 moles) and 3.3 kg (20.2 moles) respectively (Table 5). As demonstrated by Figure 20, the PCE DNAPL was almost completely dissolved after 16 years of Site Ageing ($t_{\text{TOTAL}} = 17$ years), as compared to only 2.5 years for TCE (base case, Figure 8). One reason for this is the lower solubility of PCE (Table 4). Another reason is that the PCE DNAPL in the fractures caused reduced relative permeability to water; in conjunction with a fixed gradient, this caused reduced water flux through the source zone. Figure 21 confirms that identical boundary conditions resulted in considerably different time series of water discharge (m$^3$/s) at the exit boundary. Both simulations experience increasing water discharge as DNAPL dissolves until the
maximum is achieved when no DNAPL remains, but the rate of increase varies due to the
difference in DNAPL dissolution rates. The reduced aqueous phase relative permeability
in the fractures in the presence of PCE DNAPL resulted in reduced water velocities and,
in turn, even further reduced aqueous PCE mass flux. Grant and Gerhard (2007b)
comment upon this dynamic link between DNAPL saturation and water velocity and its
impact on the evolution of source zones in unconsolidated porous media. Of the 3.3 kg
(20.2 moles) PCE mass in the domain at the end of Site Ageing, more than 99.9% resided
in the sandstone matrix, of which 98.7% was sorbed and only 1.3% remained in the
aqueous phase.

Figure 20: Cumulative aqueous and sorbed PCE from all sinks and sources for
PCE Simulation.
The distribution of aqueous and sorbed PCE at the end of Site Ageing is shown in Figure A15, Supplementary Information, as compared to that for TCE at the same time (Figure 4). There are a number of reasons why the depth of matrix penetration for PCE is considerably less than TCE. First, the constant concentration of aqueous solvent provided at the upgradient boundary throughout the Site Ageing stage (50% solubility) was much lower for PCE (100mg/L) than TCE (550mg/L). In addition, the R and alpha value for PCE is 60 and 780, while for TCE is 21 and 270, this is because the Koc for PCE is approximately 3 times greater than TCE (Table 4). The effective diffusion rate for PCE is $1.88 \times 10^{-10}$ m$^2$/s while for TCE it is $2.02 \times 10^{-10}$ m$^2$/s. Therefore, the diffusion rate divided by the rock capacity factor for PCE is $2.4 \times 10^{-13}$, while for TCE it is $7.4 \times 10^{-13}$. For these reasons, although the initial volume of DNAPL was similar in both simulations, the mass present in the PCE domain at the end of the Site Ageing stage (3.3 kg) is much lower than the TCE domain (7.3 kg).

As demonstrated in Figure 22, although the total permanganate injected into the domain is similar in both simulations, the total mass destroyed by the injected permanganate is much lower for PCE (1.32 moles) than TCE (5.94 moles). As a fraction of the mass present, this represents 6.5% and 10.7% of the total mass destroyed for PCE and TCE, respectively. The changing rate of chlorinated solvent destruction (i.e., the decreasing slopes in Figure 22) is likely due to differences in the distribution of the contaminants in the matrix and the one order of magnitude lower reaction rate between MnO$_4^-$ and PCE versus MnO$_4^-$ and TCE (Table 4).
While it appears for the TCE case that it would have benefited from continued oxidant injection, the PCE case is clearly approaching an asymptotic limit within the two-year treatment period.

Figure 23 indicates the mass outflux at the boundary rebounds after the Treatment stage as a result of reverse diffusion. This rebound was observed to be much higher in the TCE than the PCE simulation (Table 5). This reflects that the same factors that promote increased forward diffusion in the TCE case (lower R, higher concentration gradients due to higher solubility) also result in increased reverse diffusion.

Figure 21: Downgradient water volume discharge for (i) TCE and (ii) PCE Simulations.
Figure 22: Cumulative mass of (i) contaminants mass destroyed (right axis) and (ii) MnO₄ injected.
5.0 CONCLUSIONS

In all of the cases considered here, after 20 years of Site Ageing, the majority (>97%) of the mass in the domain was sorbed to the matrix. The efficiency of oxidant provision was observed to be poor across the suite of scenarios, with greater than 90% of the injected MnO$_4^-$ consumed by natural oxidant demand.

For scenarios in which diffusive flux is significant (e.g., sandstone/TCE simulations) substantial mass becomes stored in the matrix via forward diffusion. High diffusive flux is promoted by high matrix porosity, high diffusion coefficient, high aqueous solvent concentrations (i.e., high solubility), and low sorptive capacity (i.e., low Koc and/or low foc). The extent to which source zone mass is retained in the matrix was observed to be
inversely proportional to the logarithm of the mean peclet number of the horizontal fractures. Vertical fractures, contaminated by the downward vertical movement of DNAPL and its subsequent dissolution and diffusion, appear to be relatively unaffected by horizontally driven chemical oxidation.

In the high diffusive flux scenarios, permanganate injection appears to be relatively inefficient. Across all the sandstone simulations, the contaminant mass destroyed was never greater than 11% of the total mass present in the domain after injecting never less than 3 times the theoretical demand from TCE. Mass destruction, while highest at early time for the most accessible TCE, did continue at a significant rate throughout the injection period. The same factors that resulted in significant forward diffusion of TCE prior to treatment were observed to result in significant destruction (i.e., forward penetration of MnO₄ and TCE reverse diffusion during treatment, resulting in ongoing treatment of the matrix). Oxidant demand and rate of destruction exceeded supply in all sandstone cases, causing virtually no treatment to occur when injection was not active.

Additionally, in these high diffusive flux scenarios, and for the same reasons, reverse diffusion was significant after treatment ceased. It is not possible in this work to quantify the reduction in mass discharge or concentration rebound associated directly with treatment in the domain due to the upgradient mass flux of contaminant coincidently terminated at the end of the Site Ageing stage. Chemical oxidation clearly suppressed mass discharge and exit concentrations during active treatment in sandstone. However, following treatment the mass discharge and downgradient
concentrations quickly rebounded to reveal no significant difference relative to a No
ISCO case.

Higher mass destruction ratios were observed in the shale and granite scenarios, with
TCE mass reduced during treatment 35% and 45%, respectively. However, these
scenarios did not exhibit more efficient use of the injected oxidant. Rather, high large
scale peclet numbers associated with these rock types were found to correspond to
significantly reduced TCE forward diffusion, thereby concentrating the TCE near the
fractures and increasing access of the oxidant.

The total mass of PCE destroyed via the injected permanganate was found to be 6.5% of
the total mass present in the domain at the start of the Treatment stage. This difference
in mass destroyed from the base case (i.e., 10.7%), is mainly due to differences in the
distribution of the contaminants in the matrix and the one order of magnitude lower
reaction rate between MnO₄ and PCE versus MnO₄ and TCE. The rebound of mass
discharge at the boundary after the Treatment stage was observed to be higher in the TCE
than in the PCE simulation. The same factors that limit forward diffusion for PCE
relative to TCE (increased sorption, reduced concentration gradients) also result in
reduced reverse diffusion, resulting in much lower PCE concentration rebound and long
term mass discharge at the boundary.

For the sandstone base case investigated, all of the metrics examined proved insensitive
to the injection strategy (varied concentration or pulsed injection). Because oxidant
demand and destruction rate always exceeded supply, the only relevant parameter was the total mass of MnO$_4$ injected. Extrapolating forward, it is estimated that approximately 678 total kg of MnO$_4$ (15 times the current mass injected) would have been required to destroy the 7.3 kg of TCE present in the domain. In the PCE, shale, and granite cases, no such ‘complete treatment’ calculation is possible since all observed sharp declines in the rate of destruction after the first 4 months of treatment, indicating that the diffusive flux limitations in these cases were a significant barrier to further clean-up. In all cases, the short duration of the treatment relative to the long duration of site ageing was an impediment to effectively changing the mass discharge in the long term.

It is acknowledged that numerous assumptions and simplifications were employed in this work. In the majority of circumstances, the assumptions were chosen to present a ‘best case’ scenario that favours effective treatment (e.g., no rind formation, constant injection concentration with elevated gradient, two-dimensional flow with little opportunity for bypassing, etc.). This approach underscores the challenges associated with effectively treating aged source zones in fractured rock with ISCO. The limited number of simulations conducted using specific site templates on a small field scale implies that these results cannot be directly extended to a wide variety of complex real sites. Nevertheless, it is expected that the diffusive flux limitations and OAM demand inefficiencies impeding effective treatment observed here are likely widely applicable to chlorinated solvent-impacted fractured rock scenarios.
# 6.0 SUPPLEMENTARY INFORMATION

## Table A1: Summary of Different Rock Properties for Sandstone, Shale and Granite

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Sandstone</th>
<th>Shale</th>
<th>Granite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity (%)</td>
<td>2.2 – 49.0 (^a)</td>
<td>1.0 – 47.0 (^k)</td>
<td>0.5 – 7.2 (^a)</td>
</tr>
<tr>
<td>Matrix Permeability (m(^2))</td>
<td>(2 \times 10^{-13} – 9 \times 10^{-15} (^b)</td>
<td>(1 \times 10^{-17} – 1 \times 10^{-21} (^i)</td>
<td>(9 \times 10^{-16} – 2 \times 10^{-21} (^p)</td>
</tr>
<tr>
<td>Foc (-)</td>
<td>0.0002 – 0.01 (^c)</td>
<td>0.005 – 0.006 (^j)</td>
<td>-</td>
</tr>
<tr>
<td>Bulk Density (g/cm(^3))</td>
<td>2.06 – 2.64 (^d)</td>
<td>1.34 – 2.33 (^k)</td>
<td>2.63 – 2.69 (^g)</td>
</tr>
<tr>
<td>Fracture Apertures (µm)</td>
<td>10 – 100000 (^e)</td>
<td>30 – 102 (^f)</td>
<td>448 – 748 (^f)</td>
</tr>
<tr>
<td>Fracture Spacing (m)</td>
<td>0.01 – 10.0 (^f)</td>
<td>2.0 – 200.0 (^m)</td>
<td>0.98 – 2.80 (^k)</td>
</tr>
<tr>
<td>Matrix Tortuosity (-)</td>
<td>0.2 – 1.6 (^g)</td>
<td>0.37 – 0.45 (^a)</td>
<td>1.29 – 1.43 (^f)</td>
</tr>
</tbody>
</table>

\(^a\) Lipson et al., 2005; Morris and Johnson, 1967; Baraka-Lokmane, 2002; Hitchmough et al., 2007; Lima and Nivas 2000; Mohrke and Yaramanci, 2008; Dutton and Loucks, 2010; Gooddy et al., 2002; Bloomfield et al., 2001; Pape et al., 2006.

\(^b\) Dana and Skoczylas, 2002; Wulff et al., 2000.

\(^c\) Lipson et al., 2005; Gooddy, unpublished data.

\(^d\) Lipson et al., 2005; Dana and Skoczylas, 2002.

\(^e\) Hitchmough et al., 2007; Lipson et al., 2005; Allen et al., 1998.

\(^f\) Hitchmough et al., 2007; Lipson et al., 2005; Allen et al., 1998.

\(^g\) Hitchmough et al., 2007; Lipson et al., 2005.

\(^h\) Gutierrez et al. 2000; Morris and Johnson, 1967; Busch et al., 2008; Cumbie and McKay, 1999; Gwo et al., 2007; Jardine et al., 1999; Silva et al., 2008.

\(^i\) Gutierrez et al. 2000; Garavito et al. 2006.

\(^j\) Busch et al., 2008; Jardine et al., 1989.

\(^k\) Busch et al., 2008; Cumbie and McKay, 1999; Gwo et al., 2007.

\(^l\) Jardine et al., 2002; Jardine et al., 1999; Cumbie and McKay, 1999.

\(^m\) Jardine et al., 1999; Jardine et al., 2002.

\(^n\) Busch et al., 2008; Gwo et al., 2007; Jardine et al., 2002.

\(^o\) Chaki et al., 2008; Hu and Mori, 2008; Vasconcelos et al., 2008; Schild et al., 2001.

\(^p\) Chaki et al., 2008; Sausse et al., 2006; Vilks et al., 2003.

\(^q\) Sausse et al., 2006; Chaki et al., 2008.

\(^r\) Sausse 2002.

\(^s\) Sousa 2007.

\(^t\) Vilks et al., 2003.
Figure A1: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for 5000 mg/L of MnO₄ Simulation, after 2 years of chemical oxidation (i.e., Treatment stage): (a) TCE, (b) MnO₄, (c) MnO₂
Figure A2: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for 1250 mg/L of MnO4 Simulation, after 2 years of chemical oxidation (i.e., Treatment stage): (a) TCE, (b) MnO4, (c) MnO2
Figure A3: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for 3 Months Pulsing Simulation, after 2 years of chemical oxidation, aging period: (a) TCE, (b) MnO$_4^-$, (c) MnO$_2^-$
Figure A4: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for 6 Months Pulsing Simulation, after 2 years of chemical oxidation, aging period: (a) TCE, (b) MnO$_4^-$, (c) MnO$_2$
Figure A5: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for 1 Year Pulsing Simulation, after 2 years of chemical oxidation, aging period: (a) TCE, (b) MnO$_4$, (c) MnO$_2$
Figure A6: DNAPL distribution for (a) Shale and (b) Granite at $t_{\text{TOTAL}} = 1$ year when all DNAPL migration has ceased.
Figure A7: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for Shale, after 2 years of chemical oxidation, aging period: (a) TCE, (b) MnO$_4^-$, (c) MnO$_2$
Figure A8: Distribution of aqueous TCE concentrations at $t_{\text{TOTAL}} = 28$ years for Shale, 5 years after chemical oxidation.
Figure A9: Cumulative aqueous and sorbed TCE from all sinks and sources for (a) Shale Simulation and (b) Granite Simulation.

Figure A10: Distribution of MnO₄ concentrations at $t_{\text{TOTAL}} = 22$ years for Shale, 1 years after chemical oxidation.
(a) Aqueous TCE Concentration (mg/L) vs. Distance Into Matrix (m)

- \( t_{\text{TOTAL}} = 21 \) years
- \( t_{\text{TOTAL}} = 22-28 \) years
- \( t_{\text{TOTAL}} = 21.5 \) years

(b) MnO₄ Concentration (mg/L) vs. Distance Into Matrix (m)

- \( t_{\text{TOTAL}} = 22-23 \) years
- \( t_{\text{TOTAL}} = 21.5 \) years
- \( t_{\text{TOTAL}} = 21.25 \) years
- \( t_{\text{TOTAL}} = 24-28 \) years
Figure A11: Concentration profile of (a) aqueous TCE; (b) MnO$_4$ and (c) MnO$_2$ across a single fracture for the Base Case. Shown is a 1.0 m cross-section across a horizontal fracture (dotted line denotes location of the fracture).
Figure A12: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for Granite, after 2 years of chemical oxidation, aging period: (a) TCE, (b) MnO$_4^-$, (c) MnO$_2^-$
Figure A13: Distribution of aqueous TCE concentrations at $t_{\text{TOTAL}} = 28$ years for Granite, 5 years after chemical oxidation.

Figure A14: DNAPL distribution for PCE Simulation at $t_{\text{TOTAL}} = 1$ year when all DNAPL migration has ceased.
Figure A15: Distribution of aqueous PCE after 20 years of site aging (i.e., \( t_{\text{TOTAL}} = 21 \) years) for PCE simulation.
APPENDIX D.4

NUMERICAL SIMULATION OF DNAPL SOURCE ZONE REMEDIATION WITH ENHANCED IN SITU BIOREMEDIATION (EISB): FRACTURED ROCK
ABSTRACT

Numerical simulations were conducted to investigate the benefits and challenges of enhanced in situ bioremediation (EISB) (with lactate) for trichloroethylene (TCE) and tetrachloroethylene (PCE) DNAPL in fractured rock aquifers at the field scale. An established finite difference multiphase flow-transport-reaction simulator was employed with a gridding routine. Simulations were conducted in two-dimensional cross-section with fracture apertures constant within fractures but varying across the source zone. In each of the 13 simulations conducted, a DNAPL release stage was followed by a 20-year site ageing stage prior to simulating an EISB treatment stage followed by a 5-year post-treatment stage. The suite of simulations examined (i) lactate injection concentration, (ii) pulsed-injection strategy, (iii) bedrock type (sandstone, shale, and granite), and (iv) DNAPL type (TCE and PCE).

The effectiveness of EISB was observed to vary widely across the suite of scenarios. A critical factor was the assumed spatial distribution of the microbial consortium; the TCE mass fraction reduced to ethene decreasing from 74% (microbes assumed to be in the fractures and matrix) to 0.006% (microbes assumed in the fractures only). EISB effectiveness during and after the treatment process was found to be sensitive to total mass of lactate injected but not the rate of lactate injection, pulsed injection, or lactate concentration. In addition, the results are highly sensitive to the first-order decay rates assigned to the microbes in the matrix, indicating that EISB effectiveness is expected to decrease dramatically with factors such as increased inhibition and competition for hydrogen. Furthermore, it was revealed that DNAPL type and rock type significantly
affect EISB performance in the case of matrix bioremediation, with increased performance associated with increased diffusive flux of lactate to the matrix-bound contaminant mass (i.e., source zones characterized by lower peclet numbers). Overall, the results indicate that relatively ideal conditions (i.e., low inhibition, high microbial concentrations throughout the matrix, and low peclet number) are required for EISB to be effective. In contrast with in situ chemical oxidation, the simulations suggest that ongoing EISB treatment of the matrix after lactate injection ceases is possible under these ideal conditions. However, if bioremediation activity is restricted to the fractures, ongoing treatment of back-diffusing contaminant mass is relatively insignificant and no difference in post-treatment downgradient mass discharge is observed from the identical scenario with no EISB applied.

1. INTRODUCTION

Enhanced In Situ Bioremediation (EISB) is increasingly being used as a remediation approach for contaminated aquifers. EISB has been demonstrated to effectively remediate/contain the spread of contaminants (including many chlorinated solvents) while converting a significant fraction of their mass to harmless byproducts (National Research Council, 1994). Laboratory and field research conducted over the last decade has shown that micro-organisms that are naturally present in subsurface environments possess the capability to degrade chlorinated ethenes (e.g., tetrachloroethylene (PCE), trichloroethene (TCE), dichloroethylene (DCE) and vinyl chloride (VC)) to non-toxic end-products such as ethene, carbon dioxide, and chloride (Suthersan and Payne, 2005).
Under anaerobic conditions, chlorinated aliphatic hydrocarbons (CAHs) such as PCE may be metabolized by indigenous microorganisms. The reductive dechlorination process results in the sequential transformation of PCE into TCE, DCE, VC, ethene, and finally carbon dioxide and chloride. With each step, a chlorine atom is removed from the compound resulting in a less oxidized molecule. For this natural process to occur, hydrogen (the electron donor) takes the place of chlorine in the CAH (the electron acceptor) during reduction. When the process is documented to proceed without interference this is referred to as natural attenuation. Based on site-specific conditions, including the specific microorganisms present and the availability of hydrogen and nutrients (e.g., phosphorus) required by the microorganisms, the rates and degree of completeness of biodegradation varies between sites (Kozar et al., 2002). Typically, the process can be accelerated via addition of a carbon substrate and/or nutrients (biostimulation) and even further by injecting a microbial consortium of known degraders (bioaugmentation) (Major et al., 2002).

While hydrogen can be injected directly (e.g., Adamson et al., 2003), more typical is to provide a carbon substrate (e.g., lactate, ethanol, pentanol, glucose) that is converted to hydrogen via fermentative microorganisms (Ellis et al., 2000; Major et al., 2002; Fennell et al., 1997; Carr and Hughes, 1998; Wu et al., 1998; Yang and McCarty, 1998; Yang and McCarty, 2000a)). Engineering design of these technologies is rapidly evolving, although to date there is considerable uncertainty in determining the quantities of carbon substrate required and the impacts of dosing requirements on field performance (Hood et al., 2007). Lactate is one of the most common carbon substrates used in the industry
and research studies (Sung et al., 2003; Christ and Abriola, 2007; Hood et al., 2007; Sorenson, 2002). Due to its high solubility, maintaining sufficient concentrations of hydrogen to support EISB typically requires continuous dosing with lactate throughout the treatment period (Major et al., 2002). Emulsified Vegetable Oil (EVOs) on the other hand has been recognized as a promising remediation technique that does not require continue dosing (Long and Borden, 2006). Dechlorination may be slowed or inefficient in the presence of competing electron accepting processes that consume the available hydrogen, including sulphate reduction, iron reduction, and methanogenesis (Chapelle, 1996).

While the majority of laboratory and field work has focused on EISB for relatively dilute CAH plumes, it has been demonstrated that the approach has potential for treating dense non-aqueous phase liquid (DNAPL) source zones (e.g., Seagren et al., 1994; Yang and McCarty, 2000; Yang and McCarty, 2002). Not only are the fermentors and dehalogenataors able to metabolize CAHs at concentrations previously assumed toxic, the suppression of methanogenesis in these environments favours efficient dechlorination (Yang and McCarty, 2000). Furthermore, EISB within the source zone has additional benefits of reducing DNAPL longevity by increasing the driving force for mass transfer to the aqueous phase (Seagren et al., 1994; Yang and McCarty, 2000; Yang and McCarty, 2002; Christ et al., 2005; Amos et al., 2007).

The majority of laboratory work, field trials, and field applications of EISB have been conducted in unconsolidated porous media aquifers (e.g., sands and gravels). However,
the nature and extent of these processes in fractured rock are not well-understood. There is some field evidence that biodegradation of chlorinated solvents can occur in the vadose zone of fractured rock settings (e.g., Conrad et al., 1997b), but major questions remain as to how to characterize the extent of naturally occurring biological activity and how to stimulate and monitor it for the remediation of contaminated aquifers. Newell et al. (2006) reported downgradient source concentration decay rates to range from as low as 0.34/year for TCA to 0.11/year for TCE.

Kalish et al. (1964) observed permeability reductions due to bacterial clogging via injection experiments with sandstone cores. It was found that in high permeability, bacterial clogging is limited to 5 to 6 inches, while in low permeability cores clogging zones were noted to be less than 2 inches. It was also found that depending on the bacteria size, the depth of penetration into the cores can similarly varies. Charbonneau et al. (2006) found that biofilm formed within dolostone cores reduces the effective porosity via radial diffusion experiments with a conservative tracer. In other works, Yu and Pinder (1994) and de Beer et al. (1997) observed significant reductions in effective diffusivity for various solutes due to biofilm formation.

Previously, deep fractured rock vadose zones in arid regions have been thought of as biologically inactive, due to dry conditions and minimal organic matter (Palumbo et al., 1994). Although the numbers of indigenous bacteria are ubiquitous and have been found in such environments, albeit in low numbers, experiments have indicated that their activity may be stimulated with the addition of water, nutrients and organic carbon
(Palumbo et al., 1994; Colwell et al., 1992). Additionally, studies of microbial activity in deep fractured granite rock have shown a diverse microbial population to be attached to the fracture walls (Pedersen 1990), and evidence has been presented for natural biodegradation (intrinsic bioremediation) of chlorinated ethenes in a fractured dolomite aquifer (Yager et al. 1997). In general, there is a significant knowledge gap regarding the effectiveness of EISB in fractured rock at the field scale.

Numerous numerical models have been developed for simulating chlorinated ethene transport and degradation. Dechlorination kinetics have been approximated by first-order (Carr et al., 2000; Sleep and Sykes, 1993), Michaelis-Menten (Haston and McCarty, 1999) and Monod-type expressions (Chu et al., 2004; Cupples et al., 2004a,b; Christ and Abriola, 2007). The latter two forms often include limitations on the rate of dechlorination due to the availability of hydrogen (e.g., Fennell and Gossett, 1998; Amos et al., 2007) and competition between CAHs (Cupples et al., 2004a,b; Yu and Semprini, 2004). Depending on the quantities of alternate electron acceptors present, competition for hydrogen can be neglected (Cupples et al., 2004a; Amos et al., 2007) or included (Fennel and Gossett, 1998; Lee et al., 2004; Christ and Abriola, 2007). A few models consider excessive acid formation limiting the rate of dechlorination (Zhuang and Pavlostathis, 1995; Cope and Hughes, 2001; Lee et al., 2002; Adamson et al., 2004). In general, models that employ first-order decay expressions incorporate all of the sources of limitation implicitly in the rate constant. A few models explicitly include DNAPL dissolution (Carr et al., 2000; Chu et al., 2003; Widdowson, 2004; Amos et al., 2007; Christ and Abriola, 2007). To the author’s knowledge, no models have been developed
or employed to investigate EISB in fractured rock.

The objective of this work is to examine the benefits and challenges of DNAPL source zone remediation by EISB in fractured rock aquifers. This paper employs numerical simulation to investigate the sensitivity of DNAPL source zone treatment with lactate to a variety of site history and engineering design parameters. In so doing, the research casts light on the fractured rock scenarios under which EISB may be expected to provide cost-effective benefit.

2. Model Development

A more detail description on the model development of DNAPL3DRX-FRAC is provided in Appendix B2. The processes described here are aimed to provide the reader with an understanding of the approach being adopted to develop the bioremediation package of the model.

Bioremediation Equations

For the purpose of this study the subsequent discussion is limited to anaerobic bioremediation of chlorinated solvent DNAPLs employing lactate as the organic substrate.

\( \text{H}_2 \), the direct electron donor, is obtained via the in situ fermentation of injected lactate and employed by reductive dehalogenating microorganisms to dechlorinate contaminants such as PCE, TCE, DCE, and VC (Cornuet et al., 2000). The fermentation of lactate
and of its byproduct acetate may be represented as follows (Macbeth et al., 2004):

\[
C_3H_5O_3 + 2H_2O \rightarrow C_2H_3O_2 + CO_2 + H_2O + 2H_2 \quad (1)
\]

\[
C_2H_3O_2 + 4H_2O \rightarrow 2CO_2 + 2H_2O + 4H_2 \quad (2)
\]

Equations 1 and 2 indicate that each mole of lactate is theoretically capable of producing 6 moles of hydrogen. In reality, a number of factors will reduce the amount of H\textsubscript{2} available to dechlorinating bacteria, such as incomplete fermentation and the presence of competing terminal electron accepting processes (e.g., Yang and McCarty, 1998). Fermentation processes are not explicitly simulated in this work; instead a hydrogen yield coefficient, Y\textsubscript{H2}, is employed to describe the fraction of the theoretical maximum H\textsubscript{2} available to dechlorinating microorganisms:

\[
\text{Lactate} \rightarrow Y_{H2} \ 6[H_2] \quad (3)
\]

The microbial mediated sequential reductive dechlorination of PCE and its daughter products are modelled as follows (Clement, 1997):

\[
C_2Cl_4 + H_2 \rightarrow C_2HCl_3+HCl \quad (4)
\]

\[
C_2HCl_3 + H_2 \rightarrow C_2H_2Cl_2+HCl \quad (5)
\]

\[
C_2H_2Cl_2 + H_2 \rightarrow C_2H_3Cl+HCl \quad (6)
\]

\[
C_2H_3Cl + H_2 \rightarrow C_2H_4+HCl \quad (7)
\]
In 9–12, H₂ is not explicitly modelled as an independent chemical species. Rather, 8 is inserted into 9–12, such that [H₂] is replaced by (1/6)\(Y_{\text{H}_2}\) [lactate]. In this way, fermentation is assumed to occur in respond to local (i.e., nodal) demand for H₂ and dechlorination can only proceed in nodes where lactate and chlorinated ethenes are co-located. Moreover, tracking of lactate mass in space and time ensures that the extent of dechlorination at a given node cannot exceed the potential supply of H₂ in a given timestep. In this way, the physical distribution of lactate in the fractures and matrix, relative to the distribution of chlorinated ethenes, is a dominant factor in determining bioremediation success in these simulations.

Hydrogen yield coefficients in the range 0.20 – 1.0 are reasonable depending on the efficiency of the fermentors, fate of acetate, and availability of competing electron accepting processes (Robinson et al., 2009). It is reasonable not to permit H₂ to build-up and transport in the subsurface since H₂ is typically scavenged by an electron accepting process as soon as it becomes available (Fennell et al., 1997; Yang and McCarty, 1998) and therefore H₂ concentrations in these systems tend to remain very low. Moreover, it is reasonable to simulate that H₂ is generated in response to the presence of H₂ sinks (i.e., electron accepting processes) (Robinson et al., 2009). However, the adopted methodology does imply that all electron accepting processes (dechlorination + others) occur only in tandem when in fact they occur independently.

By using a split-operator approach for transport processes (Clement, 1997; Clement et al., 1998), the relevant kinetic equations treated as first-order processes are as follows
(Clement 1997):

\[
\frac{d[PCE]}{dt} = -\frac{K_P[PCE]}{R_P} \tag{8}
\]

\[
\frac{dTCE}{dt} = \frac{Y_{T/P}K_P[PCE] - K_{T1}[TCE]}{R_T} \tag{9}
\]

\[
\frac{d[DCE]}{dt} = \frac{Y_{D/T}K_T[TCE] - K_{D1}[DCE]}{R_D} \tag{10}
\]

\[
\frac{d[VC]}{dt} = \frac{Y_{V/C}K_V[DCE] - K_{V1}[VC]}{R_V} \tag{11}
\]

\[
\frac{d[ETH]}{dt} = \frac{Y_{E/V}K_E[VC] - K_{E1}[ETH]}{R_E} \tag{12}
\]

\[
\frac{dy[Cl]}{dt} = \frac{Y_{1C/P}K_{P1}[PCE] + Y_{1C/T}K_{T1}[TCE] + Y_{1C/D}K_{D1}[DCE] + Y_{1C/V}K_{V1}[VC]}{R_C} \tag{13}
\]

where the square brackets [ ] denote molar concentration, \(KP, KTI, KD1, KVI\), and KE1 are first-order anaerobic degradation rates \(\text{M}^{-1} \text{L}^3 \text{T}^{-1}\) for PCE, TCE, DCE, VC, and ETH, respectively; RP, RT, RD, RV, RE, and RC are retardation factors for the chlorinated ethenes, respective; YT/P, YD/T, YV/D, and YE/V are chlorinated compound yield coefficients for the respective chlorinated ethenes (their values, computed from 9 – 12, are: 0.79, 0.74, 0.64 and 0.45, respectively); Y1C/P, Y1C/T, Y1C/D, and Y1C/V are yield values for chloride (their values, computed from 8 – 11, are: 0.21, 0.27, 0.37, and 0.57, respectively).

The retardation factor is computed locally from the nodal \(foc\) concentration (e.g., Fetter, 1993):

\[
R_i = 1 + Koc \times foc_i \frac{\rho}{\theta} \tag{14}
\]
where $\rho$ is the dry bulk density (ML$^{-3}$), $\theta$ is the porosity of the matrix (-), and $K_{oc}$ is the organic carbon partition coefficient (L$^{3}$M$^{-1}$) (see Section 4.3.2 for details). Reductive dechlorination is assumed to occur only in the aqueous phase of the chlorinated products (Domenico 1987).

First-order kinetics for dechlorination represents the assumption that there are no rate-limiting factors (e.g., nutrients are in excess, microbial populations not inhibited by, for example, non-neutral pH or high concentrations of chlorinated ethenes). In this study, the microbial populations are not simulated explicitly, but rather are implicitly assumed to be mature populations of constant concentration that are relatively immobile. The model permits the microbial consortium (i.e., fermentors and dechlorinators) to be present on the fracture surface only or in both the fracture and the matrix (as defined by the user). This flexibility is permitted since the depth of penetration of the microorganisms into the matrix; which was found to be dependent on the size of the microbial involved (Cumbie and MacKay, 1999; Becker et al., 2003; Driese and MacKay, 2004), and the extent of dechlorination occurring in rock matrices remains an open research question.

Equations 8 – 13 are implemented in the model by employing the inbuilt RT3D sequential dechlorination reaction module. The reaction module was, however, modified to allow for transport and in situ fermentation of lactate to (implicitly) generate $\text{H}_2$. The model explicitly simulates all chlorinated ethenes (PCE, TCE, DCE, VC) as well as their end-products (Cl, ETH) and lactate as mobile aqueous species. RT3D was
modified to account for species-dependent diffusion coefficients (West et al., 2008) and to permit the retardation factor of each species to be computed locally from the fraction of organic carbon \((f_{oc})\) at each node. The adsorption of lactate, however, is assumed to be negligible (Wu et al., 2007).

Using equations 4 – 13, the simplification 3, and robust first-order rate constants for dechlorination results in predictions of bioremediation proceeding to the maximum extent possible at a node for a given timestep limited only by the local availability of lactate at that time. While this is a gross oversimplification of reality, it is appropriate for the simulations in this work that focus on the field scale feasibility of bioremediation in fractured rock from an engineering perspective. This approach ensures that fermentation is not the limiting factor for success in these simulations. Moreover, employing the first-order kinetic approach and rate constants representing healthy dechlorinating populations, there are no geochemical or microbiological limits on the rate of dechlorination. These generous assumptions create a ‘best case’ scenario for bioremediation in which the success of the EISB application depends most significantly on the physical flow and transport processes in fractured rock (i.e., the spatial and temporal distribution of lactate and chlorinated ethenes in both fractures and matrix).

**Model Verification**

A more detail description on the model verification process of DNAPL3DRX-FRAC is provided in Appendix B2. For the purpose of this study the subsequent discussion is limited to the verification of the bioremediation package of the model.
The bioremediation reaction kinetics equations 8 – 13 were verified by reproducing and comparing the results of a single horizontal fracture simulation using DNAPL3DRX-FRAC and the original inbuilt RT3D sequential dechlorination reaction module in RT3D. Fluid properties and reaction parameters are listed in Table 1. Note that in order to effectively compare the results with the original inbuilt RT3D sequential reaction module, the effects of lactate fermentation was neglected in this verification test.

The verification simulation considers a representative sandstone formation at the scale of a localized DNAPL source zone via a two-dimensional domain 20 m wide × 2.25 m high with unit depth. The coarse, uniformly discretized domain employed DX = 0.25m and DY = 0.25m. A single horizontal fracture was defined with an aperture of 128μm. Grid refinement was then conducted using N = 5 together with the ‘exponentially increasing’ spacing option.

A 5.0m pool of TCE, 1.0m from the left hand boundary, characterized by an effective wetting phase saturation of 0.3 was placed within the fracture at the start of the simulation (Figure 1). The watertable was set to be coincident with the top boundary while the bottom boundary permitted the free exit of both water and DNAPL. Side boundaries were modified such that a hydraulic gradient of 0.005 from left to right across the domain was established throughout the entire simulation. DNAPL was then allowed to redistribute for 1 year with no DNAPL dissolution or reactions permitted. Following the cessation of NAPL movement, DNAPL dissolution, aqueous phase transport and EISB were simulated for 1 year. The microbial consortium was assumed to be present
in the matrix and fractures equally and the first-order rate constants were applied in the presence of chlorinated compounds since fermentation was ignored. As demonstrated by Figure 2 the results generated by DNAPL3DRX-FRAC were an exact match to the results produced by the original inbuilt RT3D sequential dechlorination reaction module.

In order to provide confidence in the in-situ organic substrate fermentation process added to the model, an expanded version of this verification exercise was conducted. All conditions were identical, except that following the end of the first year, the hydraulic gradient was increased to 0.025 for 2 years during which lactate was injected at a constant concentration of 2.0 g/L from the left-hand boundary. At the end of 2 years of lactate injection (i.e., $t_{\text{TOTAL}} = 3$ years), lactate injection was terminated and the hydraulic gradient was reduced back to 0.005. Following the EISB stage, an additional five years were simulated. In this case, dechlorination is only permitted to occur in the presence of sufficient lactate (i.e., $H_2$) in both the fracture and the matrix.

As demonstrated by Figure 3, and in contrast to Figure 2, the various TCE daughter products only begin to form when lactate was injected into the domain at $t_{\text{TOTAL}} = 2$ years. Mass balance of chloride, lactate and chlorinated compounds was found to be excellent for both the global domain and for single nodes (figure not shown). These simulations provide confidence in the model to calculate both the bioremediation reaction stoichiometry (equations 3 – 7), reaction kinetics (equations 8 – 13), and the dependence of dechlorination on lactate fermentation as intended.
### Table 1 Fluid Properties and Reaction Parameters for Verification Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density(^a)</td>
<td>(\rho_{NW_{TCE}})</td>
<td>1460 kg/m(^3)</td>
</tr>
<tr>
<td>TCE Viscosity(^a)</td>
<td>(\mu_{NW_{TCE}})</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>TCE Solubility(^a)</td>
<td>(\text{Solub}_{TCE})</td>
<td>1100 mg/L</td>
</tr>
<tr>
<td>TCE Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{TCE}^O)</td>
<td>(1.01 \times 10^{-9} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>PCE Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{PCE}^O)</td>
<td>(9.40 \times 10^{-10} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>DCE Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{DCE}^O)</td>
<td>(9.03 \times 10^{-10} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>VC Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{VC}^O)</td>
<td>(1.06 \times 10^{-10} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>Ethene Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{Eth}^O)</td>
<td>(1.34 \times 10^{-9} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>Chloride Free Solute Diffusion Coefficient(^b)</td>
<td>(D_{Cl}^O)</td>
<td>(2.03 \times 10^{-9} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>First-Order PCE Degradation Rate(^c)</td>
<td>(K_{PCE})</td>
<td>0.0413 / Day</td>
</tr>
<tr>
<td>First-Order TCE Degradation Rate(^c)</td>
<td>(K_{TCE})</td>
<td>0.0481 / Day</td>
</tr>
<tr>
<td>First-Order DCE Degradation Rate(^c)</td>
<td>(K_{DCE})</td>
<td>0.0326 / Day</td>
</tr>
<tr>
<td>First-Order VC Degradation Rate(^c)</td>
<td>(K_{VC})</td>
<td>0.0300 / Day</td>
</tr>
<tr>
<td>Hydrogen Yield Coefficient</td>
<td>(Y_{H2})</td>
<td>0.50</td>
</tr>
</tbody>
</table>

\(^a\) – Pankow and Cherry (1996)  
\(^b\) – Wilke and Chang (1955) at 25°C  
\(^c\) – Suarez and Rifai (1999)
Figure 1: Sketch of domain layout for verification simulation.

Figure 2: Cumulative aqueous mass of TCE and various chlorinated by-products in the domain over time.
3. NUMERICAL SIMULATIONS

Modelled Scenario

This section describes characteristics common to all of the simulations conducted for the bioremediation study (See Section 4.4.1 for the layout of the domain, boundary conditions and the five distinct stages applicable to each simulation), while the next details the characteristics of the individual runs. Note that stages one to three (i.e., (i) DNAPL Release, (ii) DNAPL Redistribution, (iii) Site Ageing) are similar for both ISCO and EISB simulations.

During the ‘Treatment Application’ stage, EISB was initiated by injecting a constant aqueous phase concentration of 2.0g/L lactate (Geosyntec, 2007) for 2 years (i.e., 21 yrs \( \leq t_{\text{TOTAL}} \leq 23 \) yrs) along a fully screened well at the left boundary (with penetration of the...
formation assumed only at the horizontal fractures intersecting the well). During lactate application, the hydraulic gradient across the domain was increased to 0.025 to represent active amendment conditions. As well, the upgradient chlorinated solvent injection was terminated (assuming complete and instantaneous treatment of upgradient source zone); while this is unrealistic, it provides the best opportunity for success within the domain and thus supports viewing these results as approximating a best case for the technology. In all cases, stoichiometric calculations confirm that the total mass of lactate injected is greater than the theoretical lactate mass (accounting for the hydrogen yield coefficient assumed, 0.50) to theoretically dechlorinate all TCE and its daughter-products in the domain at the start of the Treatment stage. For example, for the Base Case, 48.5 kg or 545 moles of lactate was injected, compared to the 7.3 kg or 55.6 moles of TCE mass in the domain, representing an excess of 980% (given that 1 mole of TCE is reduced to ethene by 1 mole of lactate (via 3 moles of hydrogen, when \( Y_{\text{H}_2} = 0.50 \) in Equation 3).

Following the Treatment stage, an additional five years were simulated (i.e., 23 yrs \( \leq t_{\text{TOTAL}} \leq 28 \) yrs). During this Post-Treatment stage, the ambient hydraulic gradient of 0.005 was again employed, but no upgradient concentration of any species (i.e., lactate or chlorinated solvent) was applied.

Several assumptions were employed in this work to facilitate reasonable simulation times:

1. All fractured rock simulations presented are two-dimensional; this assumption likely benefits the technology since the reduced dimensionality is expected to
reduce bypassing of the treatment fluid around DNAPL-occupied fractures;

2. The matrix is presumed to have a sufficient displacement pressure so as to exclude DNAPL entry; this assumption likely benefits the technology because the highest fraction of DNAPL is retained in the fractures which are most accessible to the treatment fluid;

3. Advection of groundwater through the matrix is assumed to be negligible; this is reasonable given that the high permeability contrast between the fractures and matrix. For example, for the sandstone Base Case, the matrix permeability is approximately 6 orders of magnitude less than the average fracture permeability. The Peclet number for the matrix (Pe = vx/D where v is horizontal velocity in matrix) if advection were not neglected is 0.166; since Pe<1 it is reasonable to assume that the matrix is diffusion dominated and advection is negligible (Trivedi et al., 2008).

4. Equilibrium mass transfer from DNAPL to aqueous phase was assumed; this assumption also favours improved performance of the technology by maximizing aqueous phase solvent concentrations.

5. Lactate is assumed not to sorb (Wu et al., 2007) and reductive dechlorination is assumed to occur only in the aqueous phase of the chlorinated products (Domenico, 1987).

**Base Case and Sensitivity Simulations**

Table 2 presents the suite of 13 simulations conducted in this study. The Base Case considered a fractured sandstone template site. Table 3 presents the parameters
employed to characterize the sandstone as well as the other two rock types (shale and granite). The sandstone domain, employed in all simulations except Run 10 and Run 11, is presented in Figure 4a. The sandstone parameters were chosen to be broadly representative of North American sandstone aquifers (e.g., Lipson et al., 2005). Table A1 (Appendix A) provides, for each rock type, the observed ranges for each parameter synthesized from the literature. Table 4.3 reveals that this sandstone exhibits - relative to the other template rock types - low fracture density, low mean aperture (125µm), high matrix porosity (7.7%), and intermediate foc (0.005).

The Base Case employed TCE as the DNAPL released and as the aqueous phase and sorbed chlorinated compound subsequently targeted by EISB. Fluid properties and reaction parameters are listed in Table 4. The Base Case also employed a continuous injection of lactate at 2.0 g/L for 2 years during the Treatment stage (Table 2).

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Material</th>
<th>Lactate Concentration (mg/L)</th>
<th>Rate</th>
<th>Pulsing Strategy</th>
<th>Bioremediation Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Base Case)</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>High</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>4</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Low</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>3 Months on 3 Months Off for 4 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>6 Months on 6 Months Off for 4 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>1 Year on 1 Year Off for 4 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Sandstone</td>
<td>1000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 4 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>9</td>
<td>TCE</td>
<td>Sandstone</td>
<td>4000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 1 Year</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>Shale</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>11</td>
<td>TCE</td>
<td>Granite</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>12</td>
<td>PCE</td>
<td>Sandstone</td>
<td>2000</td>
<td>Mean</td>
<td>Continuous Lactate Injection for 2 Years</td>
<td>Fracture + Matrix</td>
</tr>
<tr>
<td>13</td>
<td>TCE</td>
<td>Sandstone</td>
<td>0</td>
<td>Mean</td>
<td>No Treatment</td>
<td>Fracture + Matrix</td>
</tr>
</tbody>
</table>
Table 3. Properties of Field Scale Fractured Rock Template Sites

<table>
<thead>
<tr>
<th>Rock Type</th>
<th>Fracture Spacing (m)</th>
<th>Matrix Permeability (m²)</th>
<th>Matrix Porosity</th>
<th>Foc</th>
<th>Bulk Density (g/cm³)</th>
<th>Matrix Tortuosity</th>
<th>Fracture Aperture Range (µm)</th>
<th>Mean Aperture (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandstone</td>
<td>6.0 (Ver) 1.0 (Hor)</td>
<td>1.05 x 10⁻¹⁵</td>
<td>7.7% a</td>
<td>0.005 a</td>
<td>2.49 a</td>
<td>0.2 a</td>
<td>25 - 230 a</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shale</td>
<td>4.0 (Ver) 1.0 (Hor)</td>
<td>1.05 x 10⁻¹⁵</td>
<td>3.0% b</td>
<td>0.009 *</td>
<td>2.619 **</td>
<td>0.1 *</td>
<td>50 - 250 c</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Granite</td>
<td>2.0 (Ver) 2.0 (Hor)</td>
<td>1.05 x 10⁻¹⁵</td>
<td>0.1% *</td>
<td>0.0005 *</td>
<td>2.697 **</td>
<td>0.05 *</td>
<td>100 - 500 c</td>
<td>300</td>
</tr>
</tbody>
</table>

a Lipson et al., 2005
b Morris and Johnson, 1967
c Jardine et al., 1999
d Sousa 2007
e Sausse 2002

*Data supplied by B.H Kueper (personal communication) based upon consulting experience on sites of all three rock types.

** Calculated using Bulk Density = Grain Density x (1-porosity), assuming a grain density of 2.7 for Shale and Granite.

Ver – Vertical Fractures
Hor – Horizontal Fractures
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density</td>
<td>$\rho_{NW_{TCE}}$</td>
<td>1460 kg/m$^3$</td>
</tr>
<tr>
<td>TCE Viscosity</td>
<td>$\mu_{NW_{TCE}}$</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>TCE Solubility</td>
<td>$\text{Solub}_{TCE}$</td>
<td>1100 mg/L</td>
</tr>
<tr>
<td>PCE Density</td>
<td>$\rho_{NW_{PCE}}$</td>
<td>1630 kg/m$^3$</td>
</tr>
<tr>
<td>PCE Viscosity</td>
<td>$\mu_{NW_{PCE}}$</td>
<td>0.0009 Pa s</td>
</tr>
<tr>
<td>PCE Solubility</td>
<td>$\text{Solub}_{PCE}$</td>
<td>200 mg/L</td>
</tr>
<tr>
<td>TCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{TCE}$</td>
<td>$1.01 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>PCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{PCE}$</td>
<td>$9.40 \times 10^{-10}$ m$^2$/s</td>
</tr>
<tr>
<td>DCE Free Solute Diffusion Coefficient</td>
<td>$D^O_{DCE}$</td>
<td>$9.03 \times 10^{-10}$ m$^2$/s</td>
</tr>
<tr>
<td>VC Free Solute Diffusion Coefficient</td>
<td>$D^O_{VC}$</td>
<td>$1.06 \times 10^{-10}$ m$^2$/s</td>
</tr>
<tr>
<td>Ethene Free Solute Diffusion Coefficient</td>
<td>$D^O_{Eth}$</td>
<td>$1.34 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>Chloride Free Solute Diffusion Coefficient</td>
<td>$D^O_{Cl}$</td>
<td>$2.03 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>Lactate Free Solute Diffusion Coefficient</td>
<td>$D^O_{Lac}$</td>
<td>$2.57 \times 10^{-9}$ m$^2$/s</td>
</tr>
<tr>
<td>First-Order PCE Degradation Rate</td>
<td>$K_{PCE}$</td>
<td>0.0413 / Day</td>
</tr>
<tr>
<td>First-Order TCE Degradation Rate</td>
<td>$K_{TCE}$</td>
<td>0.0481 / Day</td>
</tr>
<tr>
<td>First-Order DCE Degradation Rate</td>
<td>$K_{DCE}$</td>
<td>0.0326 / Day</td>
</tr>
<tr>
<td>First-Order VC Degradation Rate</td>
<td>$K_{VC}$</td>
<td>0.0300 / Day</td>
</tr>
<tr>
<td>Hydrogen Yield Coefficient</td>
<td>$Y_{H2}$</td>
<td>0.50</td>
</tr>
</tbody>
</table>

*a – Pankow and Cherry (1996)*  
*b – Wilke and Chang (1955) at 25°C*  
*c – Lide (2004)*  
*d – Suarez and Rifai (1999)
As illustrated in Table 2, Runs 5 - 9 examine variations in treatment strategy, while Runs 2 - 4 and 10 - 12 explore the influence of site conditions. All parameters, boundary conditions, and source conditions were established identically to the Base Case for all simulations, except for changing the parameter(s) whose influence was being examined in each study. It is noted that for all simulations except Runs 10, 11 and 12, the results during the DNAPL Release, DNAPL Redistribution, and Site Ageing stages are identical with the differences occurring from the start of the Treatment stage.

It is noted that a ‘No EISB’ case was simulated for comparison purposes. This simulation was identical to the Base Case in all respects but one: no lactate was injected during the Treatment stage. As a result, no fermentation or reductive dechlorination processes were simulated in this simulation.

**Microorganisms in Fractures/Matrix**

Although bacteria has been known to reside within both fractures and matrix (Crow, 1968; National Research Council, 1984), in order to examine the influence of the spatial distribution of microorganisms in fractured rock aquifers, the Base Case (Run 1) assumed significant biological activity in both the fractures and in the matrix (homogeneously distributed) while Run 2 assumed the microbiological consortium being present only in the fractures. This sensitivity study comprised two simulations, representing the endpoints of a spectrum of possible configurations.
**Dechlorination Rate Parameters**

The overall influence of the rate at which the chlorinated ethenes are being dechlorinated was examined. It is known that the dechlorination rate parameters can vary significantly depending on many factors including the scale and format of the study (e.g., microcosm, column, or field) (Suarez and Rifai, 1999), the type of microbial community present (Yu and Semprini, 2004), microbial concentration (Fennell et al., 1997), and a wide variety of inhibiting factors such as pH (Lowe et al., 1993), H$_2$S concentrations (Kalyuzhnyi et al., 1997), PCE/TCE toxicity (Bailey 1986), etc. In this study, a first-order approach is employed that lumps all of these effects together, allowing an investigation of the impact of modified dechlorination rates without reference to the specific cause of the modification. The first-order rate parameters used in this study were obtained from Suarez and Rifai (1999). The first-order rate parameters for all chlorinated ethenes in Run 3 are increased by one order of magnitude while the rate parameters used in Run 4 are decreased by one order of magnitude relative to the Base Case. These values are representative of rates recorded from previous laboratory experiments and previous sites respectively. This sensitivity study comprised three simulations.

**Pulsed Injection of Organic Substrate**

The effects of pulsing were examined by subdividing the Base Case injection period (2 years) into periodic, equal length lactate injection on and off intervals. Pulsed injection intervals of 3 months (Run 5), 6 months (Run 6) and 12 months (Run 7) were examined. Pulsed treatment has been demonstrated to be valuable in other DNAPL remediation options, such as waterflooding (Gerhard et al., 2001) and is often considered for other
treatment options involving injected fluids to reduce operation and maintenance costs while maintaining performance (e.g., reducing biofouling of wells during enhanced bioremediation). In all cases, the application period was adjusted so that the total mass of lactate injected was identical. This sensitivity study comprised four simulations.

**Organic Substrate Concentration**

To examine the influence of lactate concentration, the concentration at the injection well was halved (1 g/L, Run 8) and doubled (4 g/L, Run 9) relatively to the Base Case. In order to ensure that the total mass of lactate injected was kept constant, the injection period was changed accordingly (4 years and 1 year, respectively). This sensitivity study comprised three simulations.

It is noted that these simulations also represent a sensitivity study to $Y_{\text{H}_2}$ (i.e., hydrogen yield for dechlorination per mole of lactate). Run 8 represents a $Y_{\text{H}_2}$ of 0.25 (i.e., decreased efficiency, for example due to high sulphate concentrations in the groundwater) and Run 9 represents a $Y_{\text{H}_2}$ of 1.0 (i.e., perfect efficiency, complete fermentation of lactate and acetate to H$_2$ and no competition or losses) for a 2g/L lactate injection concentration. The study can be viewed from either perspective, since the model is formulated (equation 3) such that the extent of dechlorination is dependent upon the product of the molar concentration of lactate and the yield coefficient.

**Rock Type**

Runs 1, 10, and 11 compare EISB performance in three different types of fractured rock
at the field scale, each exhibiting a characteristic set or range of hydrogeological parameters (Table 3). Figure 4 presents the distribution of intrinsic permeability for the three domains, illustrating the distribution of fractures. In each case, the mean aperture is at the midpoint of the range specified in the table. It is noted that, characteristic of these rock types in natural environments, the shale template site exhibits (relatively) intermediate fracture density, low mean aperture (150μm), intermediate matrix porosity (3%), and high foc (0.009) while the granite exhibits high fracture density, high mean aperture (300μm), low matrix porosity (0.1%), and low foc (0.0009).

**DNAPL Type**

Runs 1 and 12 compare performance for both TCE and PCE in the sandstone domain. The full set of PCE fluid parameters employed for Run 12 is presented in Table 4. Note that while the boundary conditions in each run were identical, the distribution of DNAPL resulting from infiltration and redistribution were different due to the contrasting fluid properties. As well, different solubilities and sorptive capacities resulted in different distributions of aqueous phase and sorbed phase concentrations after the Site Ageing stage. This sensitivity study comprised two simulations.

**4. RESULTS AND DISCUSSION**

Table 5 summaries a selection of key numerical results for all 13 simulations conducted in this study. These data will be discussed as each set of simulations is presented.
### Table 5: Summary of Results for All ISCO Simulations

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL St 2 (kg)</th>
<th>DNAPL St 3 (kg)</th>
<th>Aq + Sorb St 3 (kg)</th>
<th>Lactate Inject (kg)</th>
<th>DNAPL St 5 (kg)</th>
<th>Aq + Sorb St 5 (kg)</th>
<th>Mass Discharge St 5 (10^3 mg/s)</th>
<th>Lact React (kg)</th>
<th>CS React (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.018</td>
<td>0.017</td>
<td>3.180</td>
<td>7.77</td>
</tr>
<tr>
<td>2</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>5.140</td>
<td>3.885</td>
<td>0.017</td>
<td>0.07</td>
</tr>
<tr>
<td>3</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.000</td>
<td>0.000</td>
<td>2.200</td>
<td>8.97</td>
</tr>
<tr>
<td>4</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>2.940</td>
<td>2.340</td>
<td>0.724</td>
<td>2.45</td>
</tr>
<tr>
<td>5</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.003</td>
<td>0.003</td>
<td>3.530</td>
<td>7.83</td>
</tr>
<tr>
<td>6</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.000</td>
<td>0.000</td>
<td>3.450</td>
<td>7.83</td>
</tr>
<tr>
<td>7</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.003</td>
<td>0.003</td>
<td>3.181</td>
<td>7.83</td>
</tr>
<tr>
<td>8</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.003</td>
<td>0.003</td>
<td>3.521</td>
<td>7.83</td>
</tr>
<tr>
<td>9</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>48.5</td>
<td>0.00</td>
<td>0.041</td>
<td>0.040</td>
<td>2.895</td>
<td>7.70</td>
</tr>
<tr>
<td>10</td>
<td>6.86</td>
<td>0.01</td>
<td>6.8</td>
<td>35.1</td>
<td>4.10</td>
<td>0.378</td>
<td>0.017</td>
<td>0.001</td>
<td>0.01</td>
</tr>
<tr>
<td>11</td>
<td>11.53</td>
<td>4.23</td>
<td>0.68</td>
<td>436.3</td>
<td>4.10</td>
<td>0.116</td>
<td>1.181</td>
<td>2.61</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>6.03</td>
<td>0.11</td>
<td>3.3</td>
<td>48.5</td>
<td>0.04</td>
<td>0.474</td>
<td>0.116</td>
<td>1.181</td>
<td>2.61</td>
</tr>
<tr>
<td>13</td>
<td>5.26</td>
<td>0.00</td>
<td>7.3</td>
<td>0.0</td>
<td>0.00</td>
<td>5.180</td>
<td>3.956</td>
<td>0.000</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*St 2 = mass present at the end of Stage 2 (DNAPL redistribution)*  
*St 3 = mass present at the end of Stage 3 (Site Ageing)*  
*St 5 = mass present at end of Stage 5 (Post-Treatment)*  
*DNAPL = mass of DNAPL present*  
*Aq + Sorb = combined mass of aqueous and sorbed chlorinated solvent present*  
*Lactate Inject = mass of lactate injected during the treatment period*  
*Mass Discharge = mass per time of chlorinated solvent leaving the domain at the end of Post-Treatment stage*  
*Lact React = total mass of lactate that reacted with chlorinated solvent in all phases*  
*CS React = total mass of chlorinated solvent (in all phases) dechlorinated*

### Base Case Results

Figures 5a and 5b illustrate the distribution of the TCE DNAPL at the end of the infiltration and redistribution phases, respectively (relevant to all simulations except Runs 10, 11, and 12). Figures 5a and 5b reveal a heterogeneous distribution of DNAPL pools (i.e., connected phase) and residual (i.e., trapped blobs and ganglia) due to the influence of capillary forces (and, specifically, fracture entry pressures), the order of encounter of fractures, and the permeability contrasts between fractures. At the end of the DNAPL infiltration stage, the average DNAPL saturation was 0.75, the mass of
Figure 4: Distribution of permeability for the field scale fractured rock domains: (a) sandstone, (b) shale, and (c) granite. Colour corresponds to fracture permeability according to the scale bar provided; matrix permeability is uniform (black). Note that fracture apertures are exaggerated for visual purposes.
DNAPL in the domain equaled 11.68 kg, the DNAPL volume was 0.008 m³ (compared to a total fracture volume of 0.012 m³) with 100% of the nodes on drainage (i.e., DNAPL displacing water). At the end of DNAPL redistribution stage, the average DNAPL saturation was 0.3, the DNAPL volume was 0.0036 m³ (equal to a mass of 5.26 kg) and the pool to residual ratio was 71:29%. Note in Figure 5b that, as expected, the lone remaining pool exhibiting a high DNAPL saturation resides in a vertical dead-end

Figure 5: DNAPL distribution for Base Case at (a) $t_{\text{TOTAL}} = 0.5$ years when DNAPL inflow and outflow are equal, and (b) $t_{\text{TOTAL}} = 1$ year when all DNAPL migration has ceased.
fracture, and other pools of various lengths occur in horizontal fractures, separated by areas of residual DNAPL.

Figure 6 illustrates the distribution of aqueous phase TCE at the end of the 20 year Site Ageing stage \( (t_{\text{TOTAL}} = 21 \text{ years}) \). Evident are the expected diffusion halos in the sandstone matrix blocks adjacent to fractures containing DNAPL as well as those horizontal fractures without DNAPL but subject to significant aqueous mass flux (Figure 5b). At this time, no DNAPL remained in the domain. This occurred despite the constant influent concentration equal to 50% of TCE solubility. The reason is the substantial TCE sink provided by matrix diffusion and sorption. At this time, the total mass of TCE in the domain was 7.3 kg, of which 99% resided in the matrix; of the mass in the matrix, 98% was sorbed and only 2% remained in the aqueous phase. It appears that the matrix acts as a substantial sink for TCE, rapidly promoting DNAPL dissolution and solvent diffusion.

![Figure 6: Distribution of aqueous and sorbed TCE after 20 years \((t_{\text{TOTAL}} = 21 \text{ years})\) of DNAPL dissolution (i.e., Site Ageing stage).](image-url)
Figure 7 provides the concentration of aqueous TCE and its various daughter-products throughout the domain after the Treatment stage (i.e., 2 years of lactate injection, $t_{\text{TOTAL}} = 23$ years). It reveals that the majority of the initial aqueous TCE mass present in the domain has been converted to daughter-products. It is noted that, by this time, the injected lactate has successfully penetrated the full extent of all the three horizontal fractures present in the domain as well as a significant distance into the matrix. Figure 7e further demonstrates that chloride, a commonly used measure of the extent of reductive dechlorination, was present to some degree in most of the domain.

Figure 8 presents the concentration of aqueous TCE and its daughter-products throughout the domain at the end of the Post-Treatment stage (i.e. 5 years after lactate injection, $t_{\text{TOTAL}} = 28$ years). During this stage, further dechlorination of all chlorinated ethenes was observed; the lactate remaining (Figure 7f) clearly provided a continuing source of electron donor. This is confirmed by further decreases in the spatial distribution of TCE, DCE and VC (Figures 8a, b, and c, respectively) and the simultaneous increase in ethene and chloride concentration (Figures 8d and e). Figure 8f reveals that lactate has widely penetrated the domain and is nearing depletion within and near both horizontal and vertical fractures. Moreover, there is a strong correlation between the areas of lactate depletion and high concentrations of the non-toxic products ethene and chloride. Thus, while reverse diffusion and fracture flushing no doubt is occurring in the Post-Treatment phase, the figures suggest that significant dechlorination continues to occur within fractures and within the adjacent matrix.
Figure 7: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 23$ years for Base Case after 2 years of lactate injection (i.e., Treatment stage): (a) TCE; (b) 1,1,1-trichloroethene (TCE); (c) vinyl chloride (VC); (d) ethene; (e) chloride; (f) lactate.
Figure 9 presents cumulative mass plots of all sinks and sources of TCE during the Base Case simulation. Summed totals of these plots, in which:

\[
\text{Mass Dissolved from DNAPL} + \text{Mass Inflow} - \text{Mass Destroyed} - \text{Mass Discharged} = \text{Mass Sorbed} + \text{Mass Aqueous in Domain}
\]

revealed that the model has excellent mass balance (plots not shown to improve clarity of the figure) and this was confirmed by excellent computed mass balance on all species. The figure reveals that the majority of DNAPL dissolution occurred rapidly at the beginning of the simulation due to DNAPL dissolution and diffusion, corresponding to a rapid increase in sorbed TCE in the matrix. Until \( t_{\text{TOTAL}} = 3 \) years, TCE flux out of the domain was greater than flux into the domain due to a proportion of the dissolved TCE exiting via fracture flow. However, beyond this time, with dissolution virtually completed, TCE flux into the domain exceeded the flux out as the incoming background TCE contributed to a steady rise in mass retained via sorption. It also reveals that the cumulative mass of aqueous TCE in the domain (sum of that in the fractures and matrix) was a small fraction of the amount sorbed.

Figure 9 further illustrates that when lactate was injected, at \( t_{\text{TOTAL}} = 21 \) years, the amount of ‘TCE Reduced During EISB’ began to rise. Over the 2-year treatment period the total amount of ‘TCE Reduced During EISB’ was approximately 13% less than the magnitude of the reduction in sorbed TCE. The additional desorption occurred mainly as a result of back-diffusion induced by the low concentrations of TCE in the flowing
horizontal fractures.
Figure 8: Distribution of aqueous species concentrations at $t_{\text{TOTAL}} = 28$ years for Base Case (i.e., 5 years Post-Treatment stage): (a) TCE; (b) 1,1, DCE; (c) VC; (d) Ethene; (e) Chloride; (f) Lactate.
Figure 9 further reveals that the rate of TCE destruction rapidly declines with time: from rapid destruction due to early-time remediation of the fractures to successively lower rates associated with the comingling of organic substrate with chlorinated solvents at successive depths into the matrix. Interestingly, Figure 9 reveals that the rate of TCE destruction appears to be unaffected by termination of the treatment application at the injection well; this underscores that sufficient lactate was present in the matrix during the Post-Treatment stage to continue dechlorination.

Figure 9: Cumulative aqueous and sorbed TCE from all sinks and sources for base case.

Figure 10 presents the cumulative mass in the domain of the species involved in EISB; note that the time axis originates at the beginning of the Treatment stage. This figure reveals that the rate of chloride being produced during lactate injection period was constant, indicating a steady rate of chlorinated products being reduced. It confirms that this rate was relatively unaffected by the termination of the lactate injection. Analysis
of Figure 10 reveals that of the 7.3 kg of TCE (aqueous plus sorbed) present in the
domain at the end of the 20 years Site Ageing stage ($t_{\text{TOTAL}} = 21$ years), approximately
67.6% was successfully converted to daughter products (DCE + VC + ETH) by the end
of the treatment period, and 6.03 kg (i.e., 82.6%) was converted by the end of
Post-treatment period ($t_{\text{TOTAL}} = 28$ years). Of the TCE mass dechlorinated, 89.0% was
converted to ethene.

Figure 10 reveals that reductive dechlorination continues at ever diminishing rates
throughout the Post-Treatment period. At $t_{\text{TOTAL}} = 25.5$ years, the chloride and ethene
curves reveal that the amount of chloride production was less than the amount being
flushed out of the domain. This occurred despite 5.2 moles of lactate and a total of 7.5
moles of chlorinated ethenes still present in the domain at this time. As demonstrated
by Figure 8a through c and Figure 8f, the remaining 5.2 moles of lactate in the domain
were embedded deep within the matrix while the remaining chlorinated ethenes were
present nearer to the fractures. This suggests that while an excess of lactate was injected,
matrix diffusion (both forward and reverse) caused a deficiency in electron donor in the
matrix near the fractures at late time. It is noted that the lactate, with no sorption or
retardation, exhibits a diffusive rate approximately 20 times greater than the chlorinated
compounds in sandstone. Thus, it is likely that relatively rapid reverse diffusion of the
lactate will result in eventual comingling with the chlorinated ethenes and therefore more
complete clean-up in time is theoretically possible.

Figure 11 reveals that of the 545 moles of lactate injected, 91.3% was flushed out of the
domain via advection in the fractures, while only 6.5% was consumed by the TCE, DCE and VC in the domain; the difference (2.2%) remains unreacted, embedded within in the matrix 5-years post-treatment.

Figure 12 presents the total mass discharged at the right-hand boundary of the domain for the Base Case and ‘No EISB’ simulations. The figure illustrates that the TCE mass discharge decreased dramatically in the ‘No EISB’ case because (i) the upgradient TCE source was removed, and (ii) the gradient was increased from 0.005 to 0.025. Nevertheless, during the Treatment stage (i.e., $t_{\text{TOTAL}} = 21$ to 23 years), the Base Case exhibited a lower mass discharged than the ‘No EISB’ at all times by 59% to 71%. Moreover, during the Post-Treatment stage, the ‘No EISB’ simulation exhibited a low but relatively constant mass discharge associated with reverse diffusion. Meanwhile, the mass discharged in the Base Case during this period was not detectable (i.e., <0.0001 mg/s).

![Figure 10: Cumulative mass of species involved in bioremediation for Base Case.](image)
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Figure 11: Cumulative mass of lactate involved in bioremediation for Base Case. Note: The plot ‘lactate in domain’ uses the right axis.

Figure 12: Comparison of total boundary mass discharge (TCE) for base case with a simulation where no lactate was injected.
Figure 13 plots the TCE solute concentration for each of the three horizontal fractures at the downgradient boundary. This figure demonstrates, during the Treatment Stage, that the rapid concentration decrease observed in the larger aperture fractures (e.g., 178μm and 230μm) in the Base Case is indistinguishable from that of the ‘No EISB’ case. However, for the smallest facture aperture (i.e., 76 μm), considerably lower concentrations are observed in the Base Case since the significant concentrations of TCE emerging from back-diffusion and flushing (in particular, associated with the TCE-loaded dead-end fracture, see Figure 7a) observed in the ‘No EISB’ case are treated by reductive dechlorination. The difference in downgradient concentrations in the Post-Treatment period is dramatic, with ongoing treatment of back-diffusing TCE (via primarily destruction in the matrix) in the EISB Base Case.

Figure 13: Concentration of TCE in various horizontal fractures at downgradient boundary.
**Sensitivity Simulations**

In order to compare the impact various parameters have on the effectiveness of bioremediation in fractured rock at the field scale, two metrics were chosen: (i) the total mass of chloride generated, and (ii) total mass of VC dechlorinated to ETH (since accumulation of toxic VC is a significant concern for bioremediation applications).

**Sensitivity to Microorganisms in Fractures/Matrix**

Figure 14 demonstrates that, despite a similar amount of lactate delivered, the mass of total TCE dechlorinated for microorganisms active in the fractures only (Run 2) is 98.8% less than the Base Case (compare to Figure 10; notice the altered vertical axis for all species except TCE and lactate). As expected, the majority of the dechlorination for Run 2 occurred in the first 6 months of treatment due to direct interaction of TCE and lactate within the fractures. However, such a small fraction of the total TCE is present in the fractures (1%) that even very effective treatment in this region has negligible impact on total mass treated. A small amount of sustained dechlorination is observed in the Post-Treatment period due to back-diffusion of sorbed TCE and coincident back-diffusion of lactate into the fractures. Nevertheless, the total extent of dechlorination, as revealed through chloride production (Figure 15) demonstrates the significantly reduced effectiveness of EISB when microorganisms are not active in the rock matrix. These results are consistent with the concentration distributions of the various species (see Figure B1, Supplementary Information for Run 2, Figure 8 for Base Case), where only 1% of the initial total TCE mass present in the domain was demonstrated to be reduced (Table 5).
Figure 16 demonstrates that, in fact, the TCE mass discharge at the downgradient boundary was very similar for Run 1 and Run 2 during the initial lactate injection period. In both cases, a more rapid decrease than the ‘No EISB’ case in the first 6 months was observed associated with mass destruction in the fractures. However, in the Post-Treatment period the TCE mass discharged (as revealed in Table 5) in the ‘fracture bioremediation only’ simulation is only slightly lower than the ‘No EISB’ case, revealing the inability to effectively treat back-diffusing TCE mass. This is because during the Post-Treatment period, the rate of bioremediation is limited by the back-diffusion rate of lactate from the matrix. A similar conclusion is obtained by examining the downgradient concentration at each horizontal fracture (Figure 17).

![Graph showing cumulative mass of various species](image-url)

**Figure 14:** Cumulative mass of species involved in bioremediation for the case when indigenous bacteria is only present in fractures.
Figure 15: Cumulative mass of chloride produced for microorganisms active in the matrix and fractures (base case) versus in fractures only (Run 2).
Figure 16: Comparison of total boundary mass discharge (TCE) for base case with (a) bioremediation within fractures only and (b) since the start of the Treatment Stage only (timescale expanded for clarity).

Figure 17: Concentration of TCE in various horizontal fractures at downgradient boundary for bioremediation within fractures only.
Sensitivity to Dechlorination Rate Parameters

As demonstrated in Figure 18, the total extent of dechlorination (as measured by the mass of chloride being produced) is highly sensitive to the first-order decay rate parameters. For example, when the decay rate parameters were increased by one order of magnitude (Run 3), all anaerobic dechlorination ceased approximately one year after lactate injection began. Figure 19a, plotting the cumulative mass of the key species in the domain for this simulation, illustrates that all the chlorinated products in the domain have been reduced to non-detect after one year. In contrast, when the decay rates were lowered by one order of magnitude, chloride production and ethene slowed dramatically (Figure 18 and Figure 19b). The total mass of chloride produced during the Treatment and Post-Treatment period was 150, 129 and 25 moles and the total mass of TCE reduced was 52.3, 45.9 and 18.7 moles for the high, median (Base Case) and low decay rates, respectively. This indicates that the overall bioremediation efficiency was more sensitive to decreases in decay rates than increases for this scenario; this is likely due to the fact that the Base Case already exhibited such a high degree of remediation. Concentration distribution images for the key species support these findings (Figure B2, Supplementary Information).

Figure 19b further reveals that the cumulative mass of the daughter-products of TCE is on the increase by the end of the simulation; indicating that dechlorination is still taking place within the domain at late times.
Figure 20 reveals the TCE mass discharged for the high reaction rates simulation was reduced to non-detect by 6 months of treatment. In contrast, the mass discharged in the low reaction rates simulation is very similar to the ‘No EISB’ simulation after the first year of treatment. It is noted that there is sufficient amount and distribution of lactate through the subsurface (see Figure B2, Supplementary Information) but that the contact time – even in the diffusion limited matrix – is too low relative to the reduced dechlorination rates for effective treatment.
Figure 19: Cumulative mass of various species within the domain involved in (a) high decay rate and (b) low decay rate parameters over time.
Figure 20: Comparison of total boundary mass discharge (TCE) for base case with (a) various decay rates (b) since the start of the Treatment Stage only (timescale expanded for clarity).
Sensitivity to Pulsed Injection of Organic Substrate

As demonstrated in Figure 21 and 22 the total masses of chloride and ethene produced at the end of the Post-Treatment period for these simulations and their spatial distribution (Figure 8 and Figures B5, B6 and B7 in Supplementary Information) were indistinguishable. Furthermore, Figure 23 illustrates no significant difference in TCE mass discharge was observed for the three cases. The distribution of lactate in this scenario (and thus the extent of dechlorination) is insensitive to pulsing since it remains in excess. It is recognized that, in reality, pulsing may have advantages not observed in this work such as allowing the dissipation of acids so as to recover near-neutral pH, reducing bioclogging, etc. However, with respect to effectively distributing the lactate in a biologically active fractured sandstone, these simulations suggest no significant influence.

![Figure 21: Cumulative mass of ethene being produced over time for different pulsing method.](image-url)
Figure 22: Cumulative mass of ethene being produced over time for different pulsing method.
Sensitivity to Organic Substrate Concentration

Figure 24, plotting the cumulative mass of chloride produced for 4 g/L, 2 g/L, and 1 g/L (Runs 8, 1, and 9, respectively), reveals that the lactate concentration had virtually no effect on the remediation efficiency (give that the time of injection was adapted to ensure equal total mass injected in each case). Moreover, the amount of each chlorinated ethene transformed with time was essentially identical (Figures B8 and B9, Supplementary Information). Moreover, the distribution of the key species were essentially identical in all three cases at the end of the Post-Treatment stage (Figure 8, and Figures B8 and B9, Supplementary Information).

Figure 25, plotting the cumulative mass discharge of lactate at the downgradient boundary for the three simulations, reveals that, regardless of the concentration injected,
an equivalent total mass exits the domain and, therefore, an equivalent mass penetrates the matrix in all three cases. The fraction of the total moles of lactate that exited the domain relative to that injected is 91.5% in all three cases. Furthermore, no significant difference in the simulations was observed for TCE mass discharge (Figure 26) or TCE distribution (Figures B8 and B9, Supplementary Information). These plots illustrate that the ability of lactate to diffuse throughout the rock matrix was equivalent and substantial in all three cases; clearly the lack of matrix sorption for lactate was critical in this regard and as a result, sensitivity to the concentration gradient from the fractures to the matrix was low (at least at the relatively high concentrations injected here). The results further indicate that the lactate was always in excess, even in the lowest concentration case, and thus the first-order rate constants were likely the factors that limited complete clean-up in these cases.

Figure 24: Cumulative mass of chloride being produced over time for different injected concentration.
Figure 25: Cumulative mass of lactate discharged over time for different injected concentrations.
Sensitivity to Rock Type

At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.75, the volume of DNAPL in the domain was 0.008 m$^3$, 0.01 m$^3$ and 0.018 m$^3$ for sandstone, shale and granite with 100% of the invaded nodes on drainage for all 3 rock types. At the end of the DNAPL redistribution stage, the average DNAPL saturation was 0.3 for all 3 rock types, the volume of DNAPL was 0.0036 m$^3$, 0.0047 m$^3$ and 0.0079 m$^3$ while the pool to residual ratio was 71:29%, 72:28% and 90:10% for sandstone, shale and granite respectively. The distributions of TCE DNAPL at the end of the redistribution stage for each rock type are illustrated in Figure 4.3 and Figure A6, Appendix A.

At the end of the 20 years Site Ageing stage ($t_{\text{TOTAL}} = 21$ years) the total mass of aqueous...
and sorbed TCE in the domain was 7.3 kg (55.6 moles), 6.8kg (50.8 moles) and 0.68 kg (5.08 moles) for sandstone, shale and granite respectively. In each case, 97-99% of the total mass resided in the matrix, of which 97-98% was sorbed and only 1-2% remained in the aqueous phase. Although no DNAPL was left in the sandstone and shale domain at this time, 4.23 kg of DNAPL was found present in the granite domain. This observation is consistent with the findings in Parker e al. (1994) where it was suggested that due to the low porosity in granite, DNAPL could remain present in the fractures for decades. Figure 27 illustrates the distribution of aqueous phase TCE in sandstone, shale and granite at the end of the 20 year Site Ageing stage. In each case, the matrix immediately surrounding the fractures exhibits diffusion halos of TCE. However, given that the matrix is homogeneous, the depth and extent of TCE penetration of the matrix is observed to be highly dependent on properties of both the fractures and the matrix for each rock type. The combination of these impacts residence time of TCE in the source zone and it is the relative rates of TCE transport through fractures versus diffusion to the matrix that affects the final distribution of mass.

Figure 28 demonstrates that the mass flux of TCE out of the right boundary of the domain during the Site Ageing stage follows the order granite > shale > sandstone. The vertical axis of Figure 29 demonstrates that the percentage of initial TCE mass retained in the domain at the end of Site Ageing follows the order sandstone > shale > granite. These two results, mass lost to advection versus mass retained via sorption, reflect the overall balance of residence time versus matrix diffusion (See section 4.5.2.3 for calculations and further details). Peclet number (Pe) for fractured rock is defined as the ratio of
advection to diffusion rates, \( Pe = \frac{v \tau}{D^*} \), where \( v \) is the advective velocity in

Figure 27: Distribution of aqueous TCE after 20 years (\( t_{\text{TOTAL}} = 21 \) years) of DNAPL dissolution (i.e., Site Ageing stage) in (a) Sandstone, (b) Shale and (c) Granite.
the fracture, \( e \) is the mean aperture, \( D^0 \) is the free solute diffusion coefficient and \( \tau \) is the matrix tortuosity (e.g., Fetter, 1993). Here \( v \) is taken as the mean horizontal advective velocity across each domain and \( e \) is the mean aperture of all horizontal fractures for each rock type. Figure 29 reveals that the percentage of TCE retained (in aqueous and sorbed forms) exhibits a linear dependence on the \( \log(\text{Pe}) \) for the three rock types \( (R^2 = 0.9923) \) at the end of the Site Ageing stage (i.e., \( t_{\text{TOTAL}} = 21 \) years). This confirms expectations that lower Pe (i.e., lower advective velocity, smaller apertures, higher effective diffusion) corresponds to increased matrix diffusion (e.g., sandstone) while higher Pe corresponds to increased mass loss via advection (e.g., granite).
Figure 28: Comparison of total boundary mass discharge for different rock types; (a) from the beginning of the simulation to end of Site Ageing stage and (b) Treatment stage only (timescale expanded for clarity).

Figure 29: Mass of aqueous and sorbed TCE in various rock domains at end of Site Ageing stage (i.e., $t_{\text{TOTAL}} = 21$ years) vs. Peclet number (log scale) for each individual domain.
During the Treatment stage, 48.5 kg (545 moles), 35.1 kg (394 moles) and 436.3 kg (4900 moles) of lactate were injected into the domain for sandstone, shale and granite respectively (Table 5). The amount of lactate injected is equivalent to 9.8 times, 7.8 times and 964.6 times greater than the theoretical lactate mass required to dechlorinate all the TCE in the domain at the start of the Treatment stage. The differences in lactate mass injected are due the differences in bulk effective horizontal hydraulic conductivity while treatment period, injection concentration and hydraulic gradient were all held constant.

If all TCE present in the domain at the start of the Treatment stage was successfully reduced to ethene, the total mass of chloride produced would have been 166.8 moles, 152.4 moles and 15.24 for sandstone, shale and granite respectively. Figure 30 revealed the total moles of chloride produced were 128.8 moles, 36.8 moles and 0.06 moles for sandstone, shale and granite respectively. Thus, the efficiency of reductive dechlorination in the three rock types were 77.2%, 24.1% and 0.4% for sandstone, shale and granite respectively.

Figure 30 further revealed that the total moles of ethene produced were 40.8 moles, 5.67 moles and 0.0003 moles for sandstone, shale and granite respectively by the end of the simulations. These masses when compared to the TCE mass present in the domain at the start of the Treatment stage, revealed 73.5%, 11.2% and 0.006% of the initial mass has been successfully reduced to ethene.
Figure 30: Cumulative mass of chloride and ethene produced over time for different rock types.

Figure 31: Cumulative mass of lactate present in the domains over time.
Figure 31 demonstrated that once the lactate injection ceased at $t_{\text{TOTAL}} = 23$ years, the cumulative mass of lactate present in the three rock domains began to decrease until the end of the simulation (i.e. $t_{\text{TOTAL}} = 28$ years). Correspondingly, the efficiency of EISB was found to be inversely related with the average Pe for each rock type. With higher Pe (i.e., higher advective velocity - granite), diffusion into the matrix is diminished relative to advection through the fractures. Since TCE experienced forward diffusion for 20 years while lactate only has 2 years to penetrate the matrix, Pe has a significant impact on increasing the spatial distribution of lactate in the sandstone versus the granite domain.

**Sensitivity to DNAPL Type**

In this study, results were compared between PCE and TCE; in contrast to the previous simulations, the distribution of DNAPL at the start of the Site Ageing stage was not identical. At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.75 while the volume of DNAPL in the domain was 0.008 m$^3$ (compared to a total fracture volume of 0.012 m$^3$) with 100% of the nodes in drainage in both simulations. At the end of the DNAPL redistribution stage, the average DNAPL saturation was 0.3 for both TCE and PCE, the volume of DNAPL present was 0.0036 m$^3$ (5.26 kg) and 0.0037 m$^3$ (6.03 kg), and the pool to residual ratio was 71:29% and 51:49% for TCE and PCE, respectively (Figures 5 and A14 of Appendix A respectively). The higher density of PCE, leading to higher mobility and more DNAPL migration out of the bottom of the domain, is most likely the cause of the reduced pool-to-residual ratio in that case.

At the end of the Site Ageing stage ($t_{\text{TOTAL}} = 21$ years) the total mass of TCE and PCE in
the domain was 7.3 kg (55.6 moles) and 3.3 kg (20.2 moles) respectively. As demonstrated by Figure 33, the PCE DNAPL was almost completely dissolved after 16 years of Site Ageing ($t_{\text{TOTAL}} = 17$ years), as compared to only 2.5 years for TCE (Base Case, Figure 9). One reason for this is the lower solubility of PCE (Table 4). Another reason is that the PCE DNAPL in the fractures caused reduced relative permeability to water; in conjunction with a fixed gradient, this caused reduced water flux through the source zone. Figure 32 confirms that identical boundary conditions resulted in considerably different time series of water discharge (m$^3$/s) at the exit boundary. Both simulations experience increasing water discharge as DNAPL dissolves until the maximum is achieved when no DNAPL remains, but the rate of increase varies due to the difference in DNAPL dissolution rates. The reduced aqueous phase relative permeability in the fractures in the presence of PCE DNAPL resulted in reduced water velocities and, in turn, even further reduced aqueous PCE mass flux. Grant and Gerhard (2007b) comment upon this dynamic link between DNAPL saturation and water velocity and its impact on the evolution of source zones in unconsolidated porous media. Of the 3.3 kg (20.2 moles) PCE mass in the domain at the end of Site Ageing, more than 99.9% resided in the sandstone matrix, of which 98.7% was sorbed and only 1.3% remained in the aqueous phase.
Figure 32: Downgradient water volume discharge for (i) TCE and (ii) PCE Simulations.

Figure 33: Cumulative aqueous and sorbed PCE from all sinks and sources for PCE Simulation.
The distribution of aqueous and sorbed PCE at the end of Site Ageing is shown in Figure A15, Appendix A, as compared to that for TCE at the same time (Figure 6). There are a number of reasons why the depth of matrix penetration for PCE is considerably less than TCE. First, the constant concentration of aqueous solvent provided at the upgradient boundary throughout the Site Ageing stage (50% solubility) was much lower for PCE (100mg/L) than TCE (550mg/L). In addition, the R and alpha value for PCE is 60 and 780, while for TCE is 21 and 270, this is because the Koc for PCE is approximately 3 times greater than TCE (i.e., KOC_{PCE} = 364 L/kg, KOC_{TCE} = 126 L/kg; Pankow and Cherry, 1996). The effective diffusion rate for PCE is $1.88 \times 10^{-10}$ m$^2$/s while for TCE it is $2.02 \times 10^{-10}$ m$^2$/s. Therefore, the diffusion rate divided by the rock capacity factor for PCE is $2.4 \times 10^{-13}$, while for TCE it is $7.4 \times 10^{-13}$. For these reasons, although the initial volume of DNAPL was similar in both simulations, the mass present in the PCE domain at the end of the Site Ageing stage (3.3 kg) is much lower than the TCE domain (7.3 kg) (Table 5).

As demonstrated in Figure 34, although the total mass of lactate injected into the domain was similar in both simulations, the total amount of lactate used for chlorinated ethenes reduction was 6.56% for TCE and 2.43% for PCE. This is found despite the fact that 25% more hydrogen (and therefore more lactate) is required to dechlorinate 1 mole of PCE than TCE (Equations 3 – 7). Figure 35 reveals that 73.5% of the initial TCE mass was successfully reduced to ethene as compared to 45% in the PCE simulation. However, Figures 9, and 34 – 36 all reveal that while TCE dechlorination had effectively
run its course (see rates of TCE reduction and chloride production diminishing substantially towards zero) PCE dechlorination rates had not yet started to diminish. The evidence suggests that the bioremediation process was substantially slower for PCE but it is possible that a similar degree of clean-up may have been achieved if a longer post-treatment period was simulated.

There are a number of reasons why PCE bioremediation was substantially slower in these simulations. One reason is due to the lower mass of PCE present at the start of the Treatment stage: with first-order reactions the rate of dechlorination of each chlorinated ethene is proportional to the amount present. A second reason is the higher Koc value for PCE, which implies that, for a given concentration, a higher proportion of PCE than TCE will be sorbed instead of in the aqueous phase (and only the aqueous phase is available to the microorganisms for dechlorination). A third reason is that the PCE dechlorination pathway requires one additional rate-limited step which necessarily slows down the overall conversion rate from parent solvent to ethene.

![Figure 34: Cumulative mass of lactate over time for different DNAPL simulations.](image-url)
Figure 35: Cumulative mass of chloride and ethene produced over time for different DNAPL simulations.
Figure 36 agrees with this analysis since the reduction in PCE mass flux at the downgradient boundary is slower than that for TCE. Figure 36b illustrates that in the case for PCE, downgradient mass discharge did not reduce to non-detect levels by the end of the simulation. Therefore, the untreated PCE mass in the domain acts as a long-term source of contamination to the downgradient boundary. Figure 36 further reveals a rapid change in PCE mass discharged at approximately $t_{\text{TOTAL}} = 23.3$ years, suggesting that dechlorination of PCE is more difficult than TCE.

5. CONCLUSION

In the Base Case, EISB was demonstrated to produce relatively positive results. Of the
total initial mass present, 73.5% was demonstrated to have successfully been reduced to ethene. It was further noted that the size of fracture apertures directly affects the downgradient discharge where fractures with smaller apertures were noted to take a longer time before the discharged mass decreases below detection limits as compared to larger fractures. This represents an ideal case, with robust first-order decay rates, active microorganisms throughout the fractures and matrix, presence of TCE rather than PCE, and low peclet numbers that enhance diffusion of lactate to the matrix-bound contaminant.

However, when the bacterial consortium was assumed to be confined to within the sandstone fractures, it was found that the mass of chloride produced was 200 times less than the Base Case. Since the majority of the mass resided in the matrix, lack of bioremediation in the matrix significantly reduced effectiveness of treatment. It is noted that some treatment of back-diffusing TCE occurred in the fractures, but this was significant only for the smallest horizontal fractures, which contribute least to the downgradient mass flux, and thus the overall long-term effect on mass discharge was negligible.

These sensitivity studies suggest that the concentration and the rate at which lactate was injected – given that the total mass injected is identical - have little influence on EISB effectiveness during and after the treatment process. It is acknowledged that this may differ in scenarios where lactate is not in excess or where bioeclogging, pH effects, and other complicating factors may play an important role.
For scenarios in which diffusive flux is significant (e.g., sandstone/TCE simulations) substantial mass becomes stored in the matrix via forward diffusion. High diffusive flux is promoted by high matrix porosity, high diffusion coefficient, high aqueous solvent concentrations (i.e., high solubility), and low sorptive capacity (i.e., low Koc and/or low foc). The results revealed that both the mass of TCE reduced and the time required to reduce this mass can vary significantly in different rock types, with mean fracture Pe observed to be inversely related to the efficiency of EISB. Clearly the rock properties that influence matrix loading of contaminants and diffusive rate of electron donor during the treatment period dominate EISB performance, assuming that effective ESIB is able to occur in the matrix.

EISB was substantially slower for PCE than TCE but it is possible that a similar degree of clean-up may have been achieved if a longer post-treatment period was simulated.

The post-treatment TCE mass discharged was found to be able to achieve negligible levels when (i) bioremediation was assumed to take place throughout the matrix and (ii) first-order biodegradation rates exceeded a threshold. These results indicate that ideal conditions (i.e., inhibition is low, significant dechlorination occurs in the matrix) and favourable scenarios (e.g., low Pe number formations such as sandstone, rapidly degrading compounds such as TCE) may be required for successful application of EISB. This is because success appears to depend on effective penetration of electron donor into the matrix during the treatment period and the ongoing treatment that occurs after
injection ceases.

It is acknowledged that numerous assumptions and simplifications were employed in this work. In the majority of circumstances, the assumptions were chosen to present a ‘best case’ scenario that favours effective treatment (e.g., constant injection concentration with elevated gradient, two-dimensional flow with little opportunity for bypassing, no Bioclogging, etc.). This approach underscores the challenges associated with effectively treating aged source zones in fractured rock with EISB. The limited number of simulations conducted using specific site templates on a small field scale implies that these results cannot be directly extended to a wide variety of complex real sites. Nevertheless, it is expected that the importance influence of key variables, including decay rate parameters, the spatial distribution of microorganisms, the rock type, and DNAPL type, will likely have similar impacts in field applications of EISB to chlorinated solvent-impacted fractured rock scenarios.
Figure B1: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for indigenous bacteria present in facture only.
Figure B2: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for low decay rate.
Figure B3: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for high decay rate.
Figure B4: Total boundary mass discharge for various species in (a) Base Case; (b) High Decay Rate Parameter; (c) Low Decay Rate Parameter over time.
Figure B5: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for 3 Months pulse injection simulation.
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Figure B6: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for 6 Months pulse injection simulation.
Figure B7: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for 12 Months pulse injection simulation.
Figure B8: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for 1000mg/L of lactate injection simulation.
Figure B9: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for 4000mg/L of lactate injection simulation.
Figure B10: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for Shale simulation.
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Figure B11: Distribution of (a) Aqueous TCE; (b) Aqueous DCE; (c) Aqueous VC; (d) Ethene; (e) Chloride; (f) Lactate, 5 years after lactate injection for Granite simulation.
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Figure B12: Distribution of (a) Aqueous PCE (b) Aqueous TCE; (c) Aqueous DCE; (d) Aqueous VC; (e) Ethene; (f) Chloride; (g) Lactate, 5 years after lactate injection for PCE simulation.
APPENDIX D.5

NUMERICAL SIMULATION OF DNAPL SOURCE ZONE REMEDIATION WITH SURFACTANT ENHANCED AQUIFER REMEDIATION (SEAR): FRACTURED ROCK
ABSTRACT

Numerical simulations were conducted to investigate the benefits and challenges of \textit{in situ} surfactant flushing for chlorinated solvent dense, nonaqueous phase liquid (DNAPL) in fractured rock aquifers at the field scale. Two-dimensional (cross-section) simulations were conducted with DNAPL3DRX-FRAC, a finite difference multiphase flow-aqueous transport-reaction numerical model developed specifically for fractured rock simulations and augmented with enhanced DNAPL and aqueous solvent solubility for surfactant flooding applications. The base case simulation employed a complex DNAPL distribution in the fracture network generated via a surface release of trichloroethylene (TCE) and site ageing via dissolution and diffusion achieved significant matrix contamination. 11 surfactant flushing simulations with Tween-80 were conducted to explore sensitivity of DNAPL recovery and downgradient mass flux to a number of site specific properties (rock type, DNAPL type, extent of site ageing), engineering parameters (surfactant concentration), and modelling assumptions (mass transfer expression).

Surfactant flushing was found to be effective for DNAPL residing within horizontal fractures; however DNAPL was not removed from dead-end vertical fractures even after 5 years of post-treatment. Furthermore, all simulations predicted limited treatment for both aqueous and sorbed solvent within the matrix. Minimal difference was found in terms of the efficiency of surfactant flushing when the surfactant concentration was increased from 20g/L to 40g/L. Higher treatment efficiencies were observed in the
shale and sandstone while granite, with the largest fraction of initial mass entrapped in vertical fractures, experiences the lowest fraction of mass being recovered among the three rock types. It was further revealed that the aging period of each site, which directly affects the mass of aqueous and sorbed TCE within the matrix surrounding the fractures; affects the amount of TCE molecules being solubilised by surfactant micelles and subsequently the amount of back-diffusion when treatment ceases. When surfactant was applied to different DNAPLs, due to the difference in molar solubilisation ratios (MSRs), it was found that a higher fraction of aqueous PCE mass was entrained into micelles than for TCE. Furthermore, different mass transfer models were found to lead to significant difference to the amount of DNAPL left in the domain by the end of the simulation.
1. INTRODUCTION

Surfactants are surface acting agents that concentrate at interfacial regions between two fluid phases (e.g., oil and water). They are amphiphilic agents that exhibit dual behaviour (i.e., affinity for both water and oil). This behaviour is possible due to their molecular structure which is made up of one soluble and one insoluble moiety. Surfactants are classified according to the nature of the hydrophilic portion of the molecule. The head can be positively charged (cationic), negatively charged (anionic), both negatively and positively charged (zwitterionic) or not charged (nonionic) (West and Harwell, 1992). Individual surfactant molecules are single monomers. However, when the aqueous concentration of monomers exceeds a critical value - the critical micelle concentration (CMC) - and the solution is above the limiting Krafft temperature, $T_k$, the monomers form into spherical clusters called micelles. Micelles exhibit a hydrophilic surface around an lipophilic core.

Due to these properties, micelles are capable of encapsulating non-aqueous phase liquids (NAPLs) and forming microemulsions. As a result, surfactants can decrease the interfacial tension (IFT) between water and NAPL and can increase the effective aqueous solubility of NAPL components. The former allows NAPLs contacted with surfactants to be mobilized towards recovery wells due to a reduction in capillary resistance to flow, while the latter allows NAPL mass to be removed by enhanced dissolution. However, mobilization of DNAPL in particular may cause it to move deeper into former uncontaminated zones (Pankow and Cherry, 1996). For this reason, some researchers recommend using solubilisation rather than mobilization as the primary surfactant
treatment mechanism in DNAPL systems. However, solubilisation of contaminant by the surfactant creates a microemulsion phase that is denser than the surrounding groundwater and can travel downward before being captured by an extraction well (Ramsburg and Pennell, 2002).

Laboratory-scale experiments have demonstrated that DNAPLs can be efficiently recovered in unconsolidated porous media using two-phase (immiscible) displacement technologies (e.g., Lunn and Kueper, 1999; Ramsburg and Pennell, 2002; Miller et al., 2000; Kostarelos et al., 1998). Surfactant-enhanced aquifer remediation has been demonstrated to effectively recover contaminants (including chlorinated solvents) in a variety of subsurface environments, (Taylor et al., 2004; Zhong et al., 2003, Abriola et al., 2005; Suchomel et al., 2007). The use of surfactants for remediation of unconsolidated porous media at field sites contaminated by DNAPL has been investigated by numerous research groups (e.g., Ellis et al., 1986; Gannon et al., 1992; Pennell et al., 1994; Pope and Wade, 1995; Shiau et al., 1995; Fountain et al., 1996; Martel and Gelines, 1996; Hirasaki et al., 1997).

However, the effectiveness of surfactants in fractured rock is not known. The author has found only one publication investigating the use of surfactants for DNAPL trapped in fractures. Yeo et al. (2003) conducted three bench scale experiments using an artificial two-dimensional fracture network that was made from a 20 cm by 15 cm acrylic plate with a thickness of 2 cm. The removal of DNAPL trapped in vertical dead-end fractures was examined in this study. It was found that a water-flushing method failed to remove DNAPL TCE from fractures, failing to overcome the vertical capillary and gravity forces
that trapped the DNAPL. Subsequently, a fluid denser than TCE (made up of a mixture of 50% water and 50% calcium bromide) was injected into the fracture network, but this too did not displace the TCE DNAPL. However, a mixture of calcium bromide and 0.8% sodium doceyl sulphate surfactant did effectively displace the trapped DNAPL, suggesting that surfactants could act similarly in fractured rock as in unconsolidated porous media.

The objective of this work is to examine the benefits and challenges of DNAPL source zone remediation in fractured bedrock aquifers by surfactants at the field scale. Numerical simulations are employed to evaluate the effectiveness of surfactant remediation via enhanced dissolution as a function of key site parameters (fractured rock type, degree of contamination, DNAPL type) as well as an engineering parameter (surfactant concentration), and a modelling assumption (rate of mass transfer).

2. MODEL DEVELOPMENT AND TESTING

A more detailed description on the development of the model DNAPL3DRX-FRAC is provided in Appendix B2. The processes described here are aimed to provide the reader with an understanding of the approach being adopted to develop the surfactant treatment package of the model.

Surfactant Flushing Kinetics

For the purpose of this study, the subsequent discussion is limited to surfactant flushing of DNAPLs by Tween-80 (polyoxyethylene (20) sorbitan monooleate). Although a number of surfactant types exist, Tween-80 was selected for these studies due to its
frequent use in DNAPL remediation research and field trials (e.g., Abriola et al., 1993; Jafvert et al., 1995; Ramsburg and Pennell, 2002; Ramsburg et al., 2005, Chu and So, 2001; Zhang et al., 2006). Nonionic surfactants such as Tween-80 tend to possess the most desirable characteristics for in situ subsurface remediation. For example, nonionic surfactants do not dissociate and do not produce ions in an aqueous solution, they are fairly insensitive to electrolytes, and can be utilized in aqueous solutions with high salinity or significant hardness. Additionally, nonionic surfactants tend to have low biotoxicity and may be biodegradable. Tween-80 is typically applied at concentrations in the range of 2.0 – 6.0% (Abriola et al., 1993; Jafvert et al., 1995; Ramsburg and Pennell, 2002; Ramsburg et al., 2005).

DNAPL solubilisation will be considered the dominant recovery mechanism in this work. DNAPL mobilization is not expected to be as significant a recover mechanism in DNAPL source zones which have undergone considerable redistribution (and loss) of DNAPL outside the treatment zone. This work considers scenarios in which, after termination of the source, DNAPL has been allowed to redistribute freely out of the sides and bottom of the domain prior to remediation commencing in the near-surface fractured rock source zone. Hence much of the DNAPL is at residual and the remaining horizontal DNAPL pools are limited and only present at high saturations in dead-end vertical fractures. Neglecting IFT reduction by Tween-80 in these situations is expected to not have a dominant effect on the conclusions.

**Solubilisation**

A measure of the effectiveness of a particular surfactant in solubilising a given DNAPL is
known as the molar solubilisation ratio (MSR). MSR is defined as the number of moles of organic compound solubilised per mole of surfactant added to solution (Attwood and Florence, 1983). The MSR may be calculated (Edwards et al., 1991):

\[
MSR = \frac{C_{eq}^{CE} - C_{cmc}^{CE}}{(C_{Surf}^{Surf} - C_{cmc}^{Surf})} \quad (1)
\]

Where \( C_{eq}^{CE} \) (mol/L) is the equilibrium chlorinated ethene solute concentration in the presence of a given surfactant concentration greater than the CMC; \( C_{cmc}^{CE} \) (mol/L) is the concentration of chlorinated ethene DNAPL at CMC (normally assumed to be the solubility of the DNAPL); \( C_{Surf}^{Surf} \) is the given surfactant concentration and \( C_{cmc}^{Surf} \) is the surfactant CMC. \( C_{cmc}^{Surf} \) is 13mg/L for Tween-80 (Taylor et al., 2001).

**Micellar Partitioning Below DNAPL Solubility**

Equation 1 is only valid in the presence of both DNAPL (i.e. \( C_{eq}^{CE} > C_{cmc}^{CE} \)) and surfactant concentrations greater than the CMC. Since most studies in unconsolidated porous media are particularly focused on the interactions of high surfactant concentrations with excess DNAPL, this equation is typically considered sufficient. However, in fractured rock, the matrix may prevent DNAPL penetration but nevertheless be a significant medium for diffusive transport of both aqueous chlorinated solvents and surfactant monomers/micelles. Thus, it is necessary here to consider surfactant concentrations above the CMC in the presence of chlorinated solvent concentrations that are less than their standard equilibrium solubility (\( C_{cmc}^{CE} \)).
Using batch partitioning experiments, Kim et al. (2007) demonstrated a linear correlation between the fraction of chlorinated ethene (TCE and PCE) that remained external to the micelles (extramicellar) as a function of aqueous chlorinated ethene concentration up to their standard aqueous solubilities (Figure 1). The figure further demonstrates that for a given concentration of aqueous PCE and TCE, as the concentration of Tween-80 increased from 0.2 to 1.0 wt%, the extramicellar mass fraction decreased approximately 50% (Figure 1).

Each curve in Figure 1 was averaged to obtain a single ratio of extramicellar chlorinated ethene to total chlorinated ethene concentration as a function of surfactant concentration (Figure 2, for TCE; Figure C1, Supplementary Information, for PCE). An exponential relationship was best-fit to the range of concentrations examined by Kim et al (2007), $0.2\% < C^{\text{Surf}} < 1.0\%$ ($R^2 = 0.989$). As shown in Figure 2, this function was extrapolated to obtain a relevant extramicellar ratio for Tween-80 at 4.0%. In the absence of data, a linear function was assumed to apply in the region $C^{\text{Surf}} < 0.20\%$. Therefore, the model employs these relationships to determine the equilibrium extramicellar mass fraction of chlorinated ethene at a given surfactant concentration ($C^{\text{EX}_{\text{TCE}}}$) in the absence of DNAPL:

**TCE:**

\[
\frac{C^{\text{EX}_{\text{TCE}}}}{C_0} = 1 - 3.515C^{\text{Surf}}, \quad 0.0\% \leq C^{\text{Surf}} \leq 0.2\% \quad (2a)
\]

\[
\frac{C^{\text{EX}_{\text{TCE}}}}{C_0} = 0.37e^{-c^{\text{Surf}}}, \quad C^{\text{Surf}} \geq 0.2\% \quad (2b)
\]
PCE:

\[
\frac{C_{PCE}^{EX}}{C_0} = 1 - 4.406 C_{Surf}^{10}, \quad 0.0\% \leq C_{Surf}^{10} \leq 0.2\% \quad (3a)
\]

\[
\frac{C_{PCE}^{EX}}{C_0} = 0.12 e^{-C_{Surf}^{10}}, \quad C_{Surf}^{10} \geq 0.2\% \quad (3b)
\]

Figure 1: Extramicellar concentration of (a) TCE and (b) PCE in Tween-80 solution (Data extracted from Kim et al., 2007).
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Surfactant Reaction Module

The model simulates three separate, mobile aqueous species: (1) aqueous chlorinated ethene solute (2) ‘surfactant’ (monomers and micelles free of chlorinated ethene), and (3) ‘micelles’ (surfactant micelles containing chlorinated ethene).

Within each timestep, the model determines the distribution of surfactant and treats separately those nodes with DNAPL and those without. For nodes containing DNAPL and if the concentration of surfactant is above the CMC level, $C_{eq}^{CE}$ (the equilibrium concentration of chlorinated ethene for a given surfactant concentration) is determined via Equation 1. Equilibrium mass transfer is assumed in reducing the DNAPL saturation and increasing the concentration of chlorinated ethene in the aqueous phase. If $C_{eq}^{CE}$ exceeds the standard DNAPL aqueous solubility (i.e., 1100mg/L for TCE and
200 mg/L for PCE), all the mass that exceeds the standard solubility is then immediately moved from the aqueous solvent species into the micelle species (i.e., the former decreases in proportion the increase in the latter; no kinetics assumed). As micelles become occupied with solvent, the micelle species increases in concentration and the surfactant species concentration decreases correspondingly (i.e., total surfactant mass is conserved).

For nodes containing chlorinated ethene mass but no DNAPL, (e.g., a matrix node), if the concentration of surfactant is present and above the CMC level, Equations 2 or 3 is employed to determine the amount of mass that partitions into the micelles, and the concentration of all three species are updated accordingly. It is assumed that, once entrained, chlorinated ethene mass will not partition back out of the micelles.

After which, the model calculates the concentration of the micelles for each node by summing up the mass of chlorinated ethene partitioned into the micelles together with the surfactant mass used in this process and dividing it by the molecular weight of the micelle species as determined by the sum of molecular weight of chlorinated ethene and surfactant.

**Sorption**

Abriola et al. (2005) found that sorption of Tween-80 to sand conformed to a Langmuir isotherm. The retardation factor for a Langmuir sorption isotherm is (Fetter, 1993):

\[
R = 1 + \frac{\rho}{\phi} \left( \frac{\alpha \beta}{(1 + \alpha C)^2} \right) 
\]  

(4)
where $\alpha$ is an adsorption constant related to the binding energy ($L^3M^{-1}$), $\beta$ is the maximum amount of solute that can be adsorbed by the solids ($MM^{-1}$), $\rho$ is the dry bulk density ($ML^{-3}$), $\phi$ is the porosity of the matrix (-) and $C$ is the concentration of the solute ($ML^{-3}$). Via the batch experiments, Abriola et al. (2005) yielded a maximum sorption capacity of $0.17 \pm 0.02$ mg/g and an adsorption constant of $0.12 \pm 0.04$ L/mg.

This finding was consistent with previous studies in which the maximum sorption of Tween-80 by sands having low organic carbon content ranged from 0.16 to 0.19 mg/g (Taylor et al., 2001). In the absence of literature on the sorption capacity of Tween-80 in fractured rocks, a Langmuir isotherm is assumed. In this work, an appropriate fraction of organic carbon is assigned to the matrix for each rock type and thus Equation 4 applies to all matrix nodes. However, the fractures are assumed to be free of organic carbon and thus sorption is negligible in the fractures. Lipson et al. (2005) studied a system of equally spaced fractures from the field and determined that when matrix diffusion effects are dominant, fracture retardation can be assumed equal to 1. Sensitivity to different Tween-80 sorption isotherms is likely small at the high surfactant concentrations ($40000 – 60000$ mg/l) employed in this work.

For the purpose of this study, the retardation factor for the aqueous chlorinated ethene is calculated as:

$$R_i = 1 + Koc \times foc_i \frac{\rho}{\theta} \quad (5)$$

where $\rho$ is the dry bulk density ($ML^{-3}$), $\theta$ is the porosity of the matrix (-), and $Koc$ is the organic carbon partition coefficient ($L^3M^{-1}$). No sorption was assumed for the micelles
(Liu et al., 1992). The proper implementation of both retardation isotherms in the model was verified at both the scales of a single node and field scale simulation (see Appendix B2 for details),

**Mass Transfer**

DNAPL to water mass transfer is treated as an equilibrium process in the simulations presented in this work. It is acknowledged that non-equilibrium mass transfer has been observed in experimental fractured systems (e.g., Glass and Nicholl 1995; Dickson and Thomson 2003). Appendix B2, which examined DNAPL dissolution over substantial aging periods in fractured rock, suggested that the matrix provides such a substantial mass sink that chlorinated solvent DNAPL dissipates relatively rapidly (on the order of years, not decades). Therefore, it may be that DNAPL dissolution in these scenarios is relatively insensitive to mass transfer routine.

However, since surfactant flushing is a mass transfer-dependent technology, the prudent step was taken to incorporate an appropriate rate-limited dissolution model for fractures. Dickson and Thomson (2003) carried out eight long-term dissolution experiments using 1,1,1-trichloroethane (1,1,1-TCA) and trichloroethylene (TCE) in two laboratory-scale dolomitic limestone variable aperture fractures. The experimental data were used in conjunction with statistical techniques to develop a continuous empirical model describing the (initial) pseudosteady and transient stages of dissolution. The model was then used in that work to successfully replicate effluent concentration data from two separate dissolution experiments providing an indication of the expected dissolution behaviour of entrapped DNAPLs.
Sherwood number, proportional to kinetic mass transfer rate, was determined to be (Dickson and Thomson, 2003):

\[
Sh = 7.718 R_e^{1.621} \delta^{2.439} S_n^*(t)^{8.826} \quad \text{for } S_n^*(t) \geq 1 \quad (6.6a)
\]

\[
Sh = 7.718 R_e^{1.621} \delta^{2.439} S_n^*(t)^{4.338} \quad \text{for } S_n^*(t) \leq 1 \quad (6.6b)
\]

\[
S_n^*(t) = \frac{S_n(t)}{S_{n_{8\%}}} \quad (6.6c)
\]

where \(S_n(t)\) and \(S_{n_{8\%}}\) are the DNAPL saturation and DNAPL saturation when 8% of initial mass is removed, respectively. \(Re\) is the Reynold’s number and \(\delta\) is the aperture ratio which takes into account of the range of extreme apertures (\(\delta\) is taken equal to unity in this study, corresponding to parallel plate fracture geometries). The majority of mass removal was demonstrated to occur during the initial pseudosteady and early transient stages of dissolution (Dickson and Thomson, 2003; Miller et al., 1990). Dickson and Thomson (2003) demonstrated the initial pseudosteady stage to typically last until an average of 8% of the initial mass trapped was removed, or until the initial volumetric DNAPL saturation \(S_n(t = 0)\) was reduced by 8% as denoted by \(S_{n_{8\%}}\).

**Model Verification**

A more detail description on the model verification process of DNAPL3DRX-FRAC is provided in Appendix B2. For the purpose of this study the subsequent discussion is limited to the verification of the surfactant treatment package of the model.
Surfactant Flushing Verification

Since no analytical solution is available for verifying the surfactant model in fractured rock, several steps were taken to build confidence in the developed model. First, a one-dimensional simulation of surfactant flushing of a DNAPL pool in a single horizontal fracture was carried out and compared with calculations via Equation 1. Fluid properties and reaction parameters for this simulation are listed in Table 1. It is noted that, in the absence of a published diffusion coefficient for micelles, this was taken as equal to the diffusion coefficient of Tween-80.

The simulation considers a representative sandstone formation at the scale of a single DNAPL pool via a two-dimensional domain 20 m wide × 2.25 m high with unit depth. The coarse, uniformly discretized domain employed DX = 0.25m and DY = 0.25m. A single, horizontal fracture was defined with an aperture of 128μm. Grid refinement was then conducted using N = 5 together with nodal dimensions increasing exponentially with distance from the fracture.

The initial condition was a stationary 5.0m pool of TCE DNAPL, located in the fracture 1.0 m from the left hand boundary, exhibiting an effective DNAPL saturation of 0.3 (Figure 3). DNAPL migration was not permitted in order to focus on the solubilisation process exclusively in this test. Surfactant solution (4.0% Tween-80) was then injected via the left hand boundary for 1 year. A series of calculations for all three species in the domain were then conducted to check mass balance of all species throughout the entire simulation.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density &lt;sup&gt;a&lt;/sup&gt;</td>
<td>( \rho_{NWtce} )</td>
<td>1460 \text{ kg/m}^3</td>
</tr>
<tr>
<td>TCE Viscosity &lt;sup&gt;a&lt;/sup&gt;</td>
<td>( \mu_{NWtce} )</td>
<td>0.0005 \text{ Pa s}</td>
</tr>
<tr>
<td>TCE Solubility &lt;sup&gt;a&lt;/sup&gt;</td>
<td>( \text{Solub}_{TCE} )</td>
<td>1100 \text{ mg/L}</td>
</tr>
<tr>
<td>TCE Free Solute Diffusion Coefficient &lt;sup&gt;b&lt;/sup&gt;</td>
<td>( D_{TCE}^O )</td>
<td>( 1.01 \times 10^{-9} \text{ m}^2/\text{s} )</td>
</tr>
<tr>
<td>Tween 80 Free Solute Diffusion Coefficient &lt;sup&gt;c&lt;/sup&gt;</td>
<td>( D_{Twee80}^O )</td>
<td>( 2.00 \times 10^{-6} \text{ m}^2/\text{s} )</td>
</tr>
<tr>
<td>Micelles Free Solute Diffusion Coefficient</td>
<td>( D_{TCEmic}^O )</td>
<td>( 2.00 \times 10^{-6} \text{ m}^2/\text{s} )</td>
</tr>
</tbody>
</table>

<sup>a</sup> – Pankow and Cherry (1996)
<sup>b</sup> – Wilke and Chang (1955) at 25°C
<sup>c</sup> – Amidon et al. (1982)

Figure 3: Sketch of domain layout for test simulation.

Figure 4 plots the cumulative concentration of TCE, surfactant and micelles within a node in the horizontal fracture, 1.5m from the left boundary (in the DNAPL pool) over time. Recall that ‘surfactant’ refers to monomers plus micelles that are TCE-free while ‘micelles’ refers to the TCE concentration occupying the micelles. It is demonstrated
that as surfactant was injected into the fracture, micelles began to form quickly as the DNAPL was solubilised by the surfactant. By the second month, Figure 4 reveals the TCE solute in the aqueous phase decreases quickly, indicating that DNAPL in this node has been completely solubilised (Figure 5). Figure 4 further demonstrates that prior to the disappearance of DNAPL from this node, the surfactant species concentration in this node was negligible; indicating that virtually all the Tween-80 in this node was used in solubilising the DNAPL in the node. These results are consistent with what one would expect to find with respect to DNAPL solubilisation, providing confidence that the model is working accurately. Additionally, excellent mass balance was observed throughout the entire simulation for all three species (Figure not shown).
The simulation also confirmed that, in addition to DNAPL solubilisation, micellularization of aqueous TCE in the absence of DNAPL is correctly modelled (Equations 2a and 2b) (calculations not shown).

In order to verify the accuracy of the rate-limited mass transfer model, one scenario from Dickson and Thomson (2003) was reproduced. Dickson and Thomson (2003) calibrated their predictions to their laboratory results for DNAPL dissolution in a single rough-walled fracture. As demonstrated by Figure 6, DNAPL3DRX-FRAC predicted similar behaviour to the published results of Dickson and Thomson (2003), providing confidence that the rate-limited mass transfer model is correctly implemented in the code. Altogether, these simulations provide confidence in the model to calculate both the surfactant treatment reaction kinetics equations 1 – 6 and the rate limited mass transfer

Figure 5: TCE saturation along the length of fracture over time.
process accurately.

Figure 6: Verification of rate-limited model and compared against results from Dickson and Thomson, 2003.

3. NUMERICAL SIMULATIONS

Modelled Scenario

This section describes characteristics common to all of the simulations conducted for the surfactant treatment study (See Section 4.4.1 for the layout of the domain applicable to each simulation), while the next details the characteristics of the individual runs.

Each simulation in the surfactant treatment study evolved according to six distinct stages: (i) DNAPL Release, (ii) DNAPL Redistribution, (iii) Site Ageing, (iv) DNAPL Mapping, (v) Treatment Application, and (vi) Post-Treatment Ageing. For all stages, the water table was set to be coincident with the top boundary. During the DNAPL Release and
DNAPL Redistribution stages, constant head specified at the side boundaries during DNAPL migration established a zero hydraulic gradient across the domain. Also, the bottom boundary permitted the free exit of both water and DNAPL. At \( t = 0 \), the ‘DNAPL Release’ stage began by specifying a constant DNAPL saturation of 30\% across the entire top boundary. Note that in this work, DNAPL is considered the nonwetting fluid. DNAPL was permitted to flow into the domain for 6 months, by which time it was established that saturations had achieved steady state values (i.e., DNAPL inflow at the top equaled DNAPL outflow at the bottom). The DNAPL source was then terminated, and DNAPL redistribution was simulated for 6 months, at which time it was established that DNAPL movement had effectively ceased. Thus, at the end of the ‘DNAPL Redistribution’ stage, at \( t_{\text{TOTAL}} = 1 \text{ yr} \), the fracture network exhibited a complex distribution of DNAPL pools and residual characteristic of the fracture network of the rock type under investigation.

For the ‘Site Ageing’ stage, the side boundaries were modified such that a groundwater hydraulic gradient of 0.005 from left to right across the domain was established. DNAPL dissolution, aqueous phase transport, diffusion, and sorption of aqueous phase chlorinated solvent were simulated for 20 years during this stage (i.e., from \( t_{\text{TOTAL}} = 1 \text{ yr} \) to \( t_{\text{TOTAL}} = 21 \text{ yrs} \)). During this stage, a constant aqueous phase concentration of 550 mg/L TCE was specified along the entire left boundary, representing the impact of additional upgradient DNAPL upon the domain. This recognized that only a subsection of a typical source zone was simulated and resulted in (i) increased longevity of the DNAPL by reducing the concentration gradient driving dissolution and (ii) substantial
mass loading to the matrix within the domain.

At the end of 20 years of ‘Site Ageing’, for the Base Case (sandstone) it was found that no DNAPL remained. In fact, DNAPL dissolution enhanced by loss of mass via diffusion into the matrix and subsequent sorption depleted the DNAPL in only 3 years. For the Base Case, of the 7.3 kg of aqueous TCE in the domain at the end of the Site Ageing stage, 99% is within the matrix and 98% is sorbed. Clearly, such a scenario would not benefit from surfactant flushing.

In order to pursue the objectives of this work, it was necessary to have a realistic DNAPL distribution as well as a realistic distribution of solvent mass in the matrix. Thus, the DNAPL saturation distribution at \( t_{\text{TOTAL}} = 1 \) year was overlaid onto the TCE solute concentration distribution from \( t_{\text{TOTAL}} = 21 \) yrs to generate a new, combined source zone scenario appropriate for surfactant flushing (hereafter referred to as ‘DNAPL Mapping’). For the Base Case, this new \( t_{\text{TOTAL}} = 21 \) yrs scenario exhibited 5.18 kg TCE DNAPL and 7.3 kg TCE solute. This represents a scenario in which a second DNAPL release occurred or long-term, continuous release to the subsurface took place, or one in which the DNAPL mass spilled is so substantial that despite 20 years of dissolution/diffusion/sorption, significant DNAPL remains at the time of treatment.

In the ‘Treatment Application’ stage, surfactant was initiated by injecting a constant aqueous phase concentration of 40.0 g/L surfactant for 2 years (i.e., \( 21 \) yrs \( \leq t_{\text{TOTAL}} \leq 23 \) yrs) at the horizontal fractures along the left boundary. During surfactant application,
the upgradient TCE injection was terminated (i.e., assuming complete and instantaneous treatment of the upgradient source zone); while this is unrealistic, it provides the best opportunity for success within the domain and thus supports viewing these results as approximating a best case for the technology. In all cases, MSR calculations confirm that the total mass of surfactant injected is greater than the theoretical surfactant mass required to solubilise all the TCE in the domain at the start of the Treatment stage; for example, for the Base Case, 160 kg (122 moles) of surfactant was injected over the Treatment stage and 7.3 kg (55.6 moles) of aqueous TCE mass and 5.18 kg (39.4 moles) of TCE DNAPL was present; this represents an excess of 12.3 times, considering that 1 mole of surfactant is capable of solubilising 9.57 moles of TCE (Taylor et al., 2001).

Following the Treatment stage, an additional five years were simulated (i.e., 23 yrs ≤ t_{TOTAL} ≤ 28 yrs) to examine the impact of surfactants and potential rebound of chlorinated solvent concentrations in the post-treatment period. During this stage no upgradient concentration of any species (i.e., surfactant or chlorinated solvent) was applied.

Several assumptions were employed in this work to facilitate reasonable simulation times:

1. All fractured rock simulations presented are two-dimensional; this assumption likely benefits the technology since the reduced dimensionality is expected to reduce bypassing of the treatment fluid around DNAPL-occupied fractures;
2. The matrix is presumed to have a sufficient displacement pressure so as to exclude DNAPL entry; this assumption likely benefits the technology because
the highest fraction of DNAPL is retained in the fractures which are most accessible to the treatment fluid;

3. Advection of groundwater through the matrix is assumed to be negligible; this is reasonable given that the high permeability contrast between the fractures and matrix. For example, for the sandstone Base Case, the matrix permeability is approximately 6 orders of magnitude less than the average fracture permeability. The Peclet number for the matrix (\(Pe = \frac{vx}{D}\) where \(v\) is horizontal velocity in matrix) if advection were not neglected is 0.166; since \(Pe < 1\) it is reasonable to assume that the matrix is diffusion dominated and advection is negligible (Trivedi et al., 2008).

**Base Case and Sensitivity Simulations**

Table 2 presents the suite of 11 simulations conducted in this study. The Base Case considered a fractured sandstone template site. Table 3 presents the parameters employed to characterize the sandstone as well as the other two rock types (shale and granite). The sandstone domain, employed in all simulations except Run 5 and Run 6, is presented in Figure 7a. The sandstone parameters were chosen to be broadly representative of North American sandstone aquifers (e.g., Lipson et al., 2005). Table A1 (Appendix A) provides, for each rock type, the observed ranges for each parameter synthesized from the literature. Table 4.3 reveals that this sandstone exhibits - relative to the other template rock types - low fracture density, low mean aperture (125µm), high matrix porosity (7.7%), and intermediate foc (0.005).
The sandstone Base Case employed TCE as the DNAPL targeted by the surfactant treatment. Fluid properties and reaction parameters are listed in Table 4. The Base Case employed a continuous injection of surfactant at 40.0 g/L for 2 years during the Treatment stage (Table 2). This concentration is representative of values applied in typical treatment scenarios (e.g., Abriola et al. 1993; Rathfelder et al., 2001)

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL Type</th>
<th>Material</th>
<th>Surfactant Concentration (mg/L)</th>
<th>Degree of Matrix Loading</th>
<th>Mass Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Base Case)</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>2</td>
<td>TCE</td>
<td>Sandstone</td>
<td>20000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>3</td>
<td>TCE</td>
<td>Sandstone</td>
<td>60000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>4</td>
<td>PCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>5</td>
<td>TCE</td>
<td>Shale</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>6</td>
<td>TCE</td>
<td>Granite</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>7</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>0 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>8</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>5 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>9</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>10 Years Aging</td>
<td>Equilibrium</td>
</tr>
<tr>
<td>10</td>
<td>TCE</td>
<td>Sandstone</td>
<td>40000</td>
<td>20 Years Aging</td>
<td>Rate Limited</td>
</tr>
<tr>
<td>11</td>
<td>TCE</td>
<td>Sandstone</td>
<td>0.0</td>
<td>20 Years Aging</td>
<td>Equilibrium</td>
</tr>
</tbody>
</table>

Table 2. Field Scale Surfactant Flushing in Fractured Rock Simulations
**Table 3. Properties of Field Scale Fractured Rock Template Sites**

<table>
<thead>
<tr>
<th>Rock Type</th>
<th>Fracture Spacing (m)</th>
<th>Matrix Permeability (m^2)</th>
<th>Matrix Porosity</th>
<th>Foc</th>
<th>Bulk Density (g/cm^3)</th>
<th>Fracture Aperture Range (µm)</th>
<th>Mean Aperture (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandstone</td>
<td>6.0 (Ver) * 1.0 (Hor)</td>
<td>a (105 \times 10^{-10})</td>
<td>7.7% ^a</td>
<td>0.005 ^a</td>
<td>2.49 ^a</td>
<td>25 - 230 ^a</td>
<td>125</td>
</tr>
<tr>
<td>Shale</td>
<td>4.0 (Ver) * 1.0 (Hor)</td>
<td>a (105 \times 10^{-10})</td>
<td>3.0% ^b</td>
<td>0.009 ^*</td>
<td>2.619 ^**</td>
<td>0.1 ^*</td>
<td>50 - 250 ^c</td>
</tr>
<tr>
<td>Granite</td>
<td>2.0 (Ver) ^d 2.0 (Hor)</td>
<td>a (105 \times 10^{-10})</td>
<td>0.1% ^*</td>
<td>0.0005 ^*</td>
<td>2.697 ^**</td>
<td>0.05 ^*</td>
<td>100 - 500 ^e</td>
</tr>
</tbody>
</table>

* Lipson et al., 2005
  ^b Morris and Johnson, 1967
  ^c Jardine et al., 1999
  ^d Sousa 2007
  ^* Sausse 2002

*Data supplied by B.H Kueper (personal communication) based upon consulting experience on sites of all three rock types.

** Calculated using Bulk Density = Grain Density x (1-porosity), assuming a grain density of 2.7 for Shale and Granite.

Ver – Vertical Fractures
Hor – Horizontal Fractures

---

**Table 4. Fluid Properties and Reaction Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE Density</td>
<td>(\rho_{NWtce})</td>
<td>1460 kg/m^3</td>
</tr>
<tr>
<td>TCE Viscosity</td>
<td>(\mu_{NWtce})</td>
<td>0.0005 Pa s</td>
</tr>
<tr>
<td>TCE Solubility</td>
<td>(\text{Solub}_{TCE})</td>
<td>1100 mg/L</td>
</tr>
<tr>
<td>TCE MSR</td>
<td>(\text{MSR}_{TCE})</td>
<td>9.57 mol/mol</td>
</tr>
<tr>
<td>PCE Density</td>
<td>(\rho_{NWpce})</td>
<td>1630 kg/m^3</td>
</tr>
<tr>
<td>PCE Viscosity</td>
<td>(\mu_{NWpce})</td>
<td>0.0009 Pa s</td>
</tr>
<tr>
<td>PCE Solubility</td>
<td>(\text{Solub}_{PCE})</td>
<td>200 mg/L</td>
</tr>
<tr>
<td>PCE MSR</td>
<td>(\text{MSR}_{PCE})</td>
<td>5.41 kg/kg</td>
</tr>
</tbody>
</table>

* Pankow and Cherry (1996)
  ^b Taylor et al. (2004)
  ^c Zhong et al. (2003)
Figure 7 Distribution of permeability for the field scale fractured rock domains: (a) sandstone, (b) shale, and (c) granite. Colour corresponds to fracture permeability according to the scale bar provided; matrix permeability is uniform (black). Note that fracture apertures are exaggerated for visual purposes.
As illustrated in Table 2, Runs 2 - 3 examine variations in treatment strategy, while Runs 4 -10 explore the influence of site conditions. All parameters, boundary conditions, and source conditions were established identically to the Base Case for all simulations, except for changing the parameter(s) whose influence was being examined in each study.

It is noted that a ‘No Surfactant’ case was simulated for comparison purposes. In all respects but one, this simulation was identical to the Base Case. In this case, the Treatment stage employed identical boundary conditions as the Post-Treatment stage, and thus ambient conditions (in the absence of an updgradient TCE source) were simulated for 7 years following Site Ageing.

**Surfactant Concentration**

To examine the effects of surfactant concentration, the injected (i.e., boundary) concentration was increased by 50% and reduced by 50% relative to the Base Case in Runs 2 and 3, respectively. These range of concentrations investigated here are within the typical range of Twen-80 concentrations applied at field sites (Abriola et al., 1993; Jafvert et al., 1995; Ramsburg and Pennell, 2002; Ramsburg et al., 2005). In order to ensure the total volume of surfactant injected by the end of the Treatment stage was kept constant, the injection period was changed accordingly to 1.3 years and 4 years when concentration was increased by 50% and reduced by 50% respectively. This sensitivity study comprises of three simulations.

**DNAPL**
Run 4 utilized PCE DNAPL in the Base Case domain. PCE fluid and reaction parameters are provided in Table 4. For both the TCE and PCE simulations, all boundary conditions and stage parameters were identical. This sensitivity study comprises of two simulations.

**Rock Type**

Runs 1, 5, and 6 compare surfactant treatment performance in three different types of fractured rock at the field scale, each exhibiting a characteristic set or range of hydrogeological parameters (Table 3). Figure 7 presents the distribution of intrinsic permeability for the three domains, illustrating the distribution of fractures. In each case, the mean aperture is at the midpoint of the range specified in the table. It is noted that, characteristic of these rock types in natural environments, the shale template site exhibits (relatively) intermediate fracture density, low mean aperture (150μm), intermediate matrix porosity (3%), and high $f_{oc}$ (0.009) while the granite exhibits high fracture density, high mean aperture (300μm), low matrix porosity (0.1%), and low $f_{oc}$ (0.0009).

**Aging Time**

To examine the effects of the extent of contaminant penetration into the matrix on surfactant flushing success, Runs 7-9 varied the length of the Site Ageing stage: 0 years, 5 years, and 10 years (the Base Case was 20 years). In each case, before the Treatment stage, the $T_{total}=$1 year DNAPL distribution in the fractures was overlaid on the simulated distribution of aqueous and sorbed phases present in the matrix. It is acknowledged that by doing so, the total amount of DNAPL mass present was identical but the aqueous and sorbed mass in the domain differed in each simulation. The (aqueous + sorbed) TCE
present at the start of the Treatment stage for Runs 7, 8, 9 and 1 (Base Case) were 0.0 kg, 4.13 kg, 5.33 kg, and 7.3 kg, respectively, while the mass of TCE DNAPL for all of those runs were 5.18 kg. The effectiveness of surfactant flushing will be examined in these cases by considering the percentage of mass removed due to surfactant flushing.

**Mass Transfer Model**

Since the effectiveness of surfactant flushing is expected to be dependent on the rate of DNAPL mass transfer within the fractures, it is deemed important to examine the effect a rate-limited mass transfer model has on surfactant flushing of fractured rock source zones. The rate-limited model adopted from Dickson and Thomson (2003) was employed to compare with the equilibrium mass transfer relationship (Base Case).

**4. RESULTS AND DISCUSSIONS**

Table 5 summaries a selection of key numerical results for all 11 simulations conducted in this study. These data will be discussed as each set of simulations is presented.
Table 5: Summary of Results for All Surfactant Flushing Simulations

<table>
<thead>
<tr>
<th>Run No.</th>
<th>DNAPL St 2 (kg)</th>
<th>DNAPL St 3 (kg)</th>
<th>Aq + Sorb St 3 (kg)</th>
<th>Surf Inject (kg)</th>
<th>DNAPL St 5 (kg)</th>
<th>Aq + Sorb St 5 (kg)</th>
<th>Mass Discharge St 5 (10^{-3}) mg/s</th>
<th>Surf React (kg)</th>
<th>CS React (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.26</td>
<td>5.26</td>
<td>7.30</td>
<td>160.0</td>
<td>0.020</td>
<td>4.32</td>
<td>2.69</td>
<td>4.33</td>
<td>4.16</td>
</tr>
<tr>
<td>2</td>
<td>5.26</td>
<td>5.26</td>
<td>7.30</td>
<td>160.0</td>
<td>0.016</td>
<td>4.11</td>
<td>2.42</td>
<td>4.15</td>
<td>3.98</td>
</tr>
<tr>
<td>3</td>
<td>5.26</td>
<td>5.26</td>
<td>7.30</td>
<td>160.0</td>
<td>0.021</td>
<td>4.40</td>
<td>2.81</td>
<td>4.39</td>
<td>4.21</td>
</tr>
<tr>
<td>4</td>
<td>6.03</td>
<td>6.03</td>
<td>3.30</td>
<td>165.0</td>
<td>0.452</td>
<td>0.92</td>
<td>0.0001</td>
<td>6.50</td>
<td>4.45</td>
</tr>
<tr>
<td>5</td>
<td>6.86</td>
<td>6.86</td>
<td>6.80</td>
<td>263.0</td>
<td>0.175</td>
<td>3.34</td>
<td>0.0001</td>
<td>5.03</td>
<td>4.83</td>
</tr>
<tr>
<td>6</td>
<td>11.53</td>
<td>11.53</td>
<td>0.68</td>
<td>1730.0</td>
<td>4.075</td>
<td>0.34</td>
<td>0.010</td>
<td>7.47</td>
<td>7.17</td>
</tr>
<tr>
<td>7</td>
<td>5.26</td>
<td>5.26</td>
<td>0.00</td>
<td>160.0</td>
<td>0.012</td>
<td>0.40</td>
<td>0.0001</td>
<td>3.17</td>
<td>3.04</td>
</tr>
<tr>
<td>8</td>
<td>5.26</td>
<td>5.26</td>
<td>4.13</td>
<td>160.0</td>
<td>0.014</td>
<td>1.04</td>
<td>0.019</td>
<td>3.64</td>
<td>3.49</td>
</tr>
<tr>
<td>9</td>
<td>5.26</td>
<td>5.26</td>
<td>5.33</td>
<td>160.0</td>
<td>0.019</td>
<td>2.11</td>
<td>0.715</td>
<td>4.08</td>
<td>3.92</td>
</tr>
<tr>
<td>10</td>
<td>5.26</td>
<td>5.26</td>
<td>7.30</td>
<td>162.0</td>
<td>0.527</td>
<td>4.11</td>
<td>2.70</td>
<td>3.43</td>
<td>3.25</td>
</tr>
<tr>
<td>11</td>
<td>5.26</td>
<td>5.26</td>
<td>7.30</td>
<td>0.0</td>
<td>0.020</td>
<td>7.23</td>
<td>5.62</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

St 2 = mass present at the end of Stage 2 (DNAPL redistribution)
St 3 = mass present at the end of Stage 3 (Site Ageing)
St 5 = mass present at end of Stage 5 (Post-Treatment)
DNAPL = mass of DNAPL present
Aq + Sorb = combined mass of aqueous and sorbed chlorinated solvent present
Surf Inject = mass of surfactant injected during the treatment period
Mass Discharge = mass per time of chlorinated solvent leaving the domain at the end of Post-Treatment stage
Surf React = total mass of surfactant that reacted (with chlorinated solvent in all phases)
CS React = total mass of chlorinated solvent (in all phases) solubilised by surfactant

Base Case Results

Figures 8(a) and 8(b) illustrate the distribution of the TCE DNAPL at the end of the infiltration and redistribution phases, respectively (relevant to all simulations except Runs 5 and 6). Figures 8(a) and 8(b) reveal a heterogeneous distribution of DNAPL pools (i.e., connected phase) and residual (i.e., trapped) due to the influence of capillary forces (and, specifically, fracture entry pressures), the order of encounter of fractures, and the permeability contrasts between fractures. At the end of the DNAPL infiltration stage, the average DNAPL saturation was 0.75, the mass of DNAPL in the domain equaled 11.68 kg, the DNAPL volume was 0.008 m³ (compared to a total fracture volume of
0.012 m$^3$) with 100% of the nodes in drainage. At the end of DNAPL redistribution stage, the average DNAPL saturation was 0.3, the volume of DNAPL was 0.0036 m$^3$ (equal to a mass of 5.18 kg) and the pool to residual ratio was 71:29%. Note in Figure 8(b) that, as expected, the lone remaining pool exhibiting a high DNAPL saturation resides in a vertical dead-end fracture and other pools of various lengths occur in horizontal fractures, separated by areas of residual DNAPL.

Figure 9 illustrates the distribution of aqueous phase TCE at the end of the 20 year Site
Ageing stage ($t_{\text{TOTAL}} = 21$ years). Evident are the expected diffusion halos in the sandstone matrix blocks adjacent to fractures containing DNAPL as well as those horizontal fractures without DNAPL but subject to significant aqueous mass flux (Figure 8b). At this time, no DNAPL remained in the domain. This occurred despite the constant influent concentration equal to 50% of TCE solubility. The reason is the substantial TCE sink provided by matrix diffusion and sorption. At this time, the total mass of TCE in the domain was 7.3 kg, of which 99% resided in the matrix; of the mass in the matrix, 98% was sorbed and only 2% remained in the aqueous phase. It appears that the matrix acts as a substantial sink for TCE, rapidly promoting DNAPL dissolution.

Figure 9: Distribution of aqueous and sorbed TCE after 20 years ($t_{\text{TOTAL}} = 21$ years) of DNAPL dissolution.

Figure 10 provides the concentration plots of aqueous TCE, surfactant, micelles and DNAPL saturation throughout the domain after the Treatment stage (i.e., 2 years of surfactant injection, $t_{\text{TOTAL}} = 23$ years). It is noted by this time, the injected surfactant has traversed the full extent of all three horizontal fractures present in the domain. Figure 10c further demonstrates that micelles in the top and bottom horizontal fractures
(largest apertures) have been flushed out, while the middle horizontal fracture still contains micelles as the solubilisation process continues. In addition, Figure 10c demonstrates substantial TCE-occupied micelle mass present in the matrix close to most of the fractures within the domain.
Figure 11 presents the concentration of aqueous TCE and various species throughout the domain at the end of the post-treatment stage (i.e. 5 years post-surfactant injection, $t_{\text{TOTAL}} = 28$ years). Figure 11d reveals that some DNAPL remains in one of the vertical dead-end fractures; as expected, this is not readily accessed by the surfactant flush. Moreover, the figure illustrates that minimal surfactant remains while forward
and backward diffusion are smearing the distribution of TCE and TCE-occupied micelles in the matrix adjacent to the two ‘clean’ horizontal fractures.

Figure 12 presents cumulative mass plots of all sinks and sources of TCE during the Base Case simulation. Summed totals of these plots, in which:

\[
\text{Mass Dissolute In} + \text{Mass Influx} = \text{Mass Destroyed} + \text{Mass Outflux} + \text{Mass Sorbed} + \text{Mass In Domain}
\]

revealed that the model has excellent mass balance (plots not shown to improve clarity of the figure) and this was confirmed by excellent computed mass balance on all species. The figure reveals that majority of DNAPL dissolution occurred rapidly at the beginning.
of the simulation due to DNAPL dissolution and diffusion into the matrix, corresponding to a rapid increase in sorbed TCE in the matrix. Until $t_{\text{TOTAL}} = 3$ years, TCE flux out of the domain was greater than the flux into the domain due to a proportion of the dissolved TCE exiting via fracture flow. However, beyond this time, with dissolution virtually completed, TCE influx exceeded outflux as the incoming background TCE contributed to a steady rise in mass retained via sorption. It was also noted the cumulative mass of aqueous TCE in the domain (sum of that in the fractures and matrix) was a small fraction of the amount sorbed.

At $t_{\text{TOTAL}} = 21$ years, as mentioned above, DNAPL distribution at $t_{\text{TOTAL}} = 1$ year, (equivalent to a mass of 5.18 kg) was mapped onto the domain. Figure 12 reveals that as surfactant was injected into the domain, DNAPL solubilisation increases dramatically before reaching a constant level at $t_{\text{TOTAL}} = 22.3$ years. It reveals at this time approximately 96.5% (i.e., 5.0 kg) of initial DNAPL mass present in the fractures has been solubilised by surfactant.

Following the Treatment stage, Figure 12 revealed that although the mass of TCE removed by surfactant continued to increase, this increase throughout the 5 years of Post-Treatment stage only accounts of 0.35% of the total mass removed.

Figure 13 reveals that of the 160 kg of surfactant injected, approximately 94.4% of the total mass was flushed out of the domain, while only 2.71% (Table 5) was used for the solubilisation of TCE while the rest of the surfactant was sorbed onto the matrix of the
fractured rock.

Figure 12: Cumulative aqueous and sorbed TCE from all sinks and sources for Base Case Simulation.

Figure 13: Cumulative aqueous and sorbed surfactant from all sinks and sources for Base Case Simulation.
Figure 14 reveals that, as expected, at the start of the Treatment stage the DNAPL dissolution rate increases dramatically and the amount of TCE encapsulated by micelles rises correspondingly. These rapid increases only last for approximately 6 months while the remaining 78 months of the treatment period show very little additional solubilization. This is because most of the DNAPL that could be accessed by the surfactant has been solubilised in the first 6 months of the treatment. It is noted that the amount of sorbed mass decreases equally quickly during the first 6 months of treatment, indicating that desorption was occurring (Figure 12). And as the cumulative mass of micelles stops increasing; the rate of decrease of sorbed mass declines. Throughout the Post-treatment stage, the amount of TCE solubilised is insignificant.

**Figure 14:** Cumulative mass of TCE, surfactant and micelles for Base Case Simulation.
Figure 15 compares the total TCE solute mass discharged at the right-hand boundary of the domain for the Base Case and the ‘No Surfactant’ simulation. During the Treatment stage (i.e., $t_{\text{TOTAL}} = 21$ to 23 years), the difference in mass discharged between the 2 simulations were observed to vary significantly. In the ‘No Surfactant’ simulation, the boundary mass discharge is observed to increase exponentially until $t_{\text{TOTAL}} = 23.5$ years, before decreasing at a relatively steady state to a relatively constant level at $t_{\text{TOTAL}} = 25.75$ years. On the other hand, when surfactant was injected in the Base Case simulation, Figure 15 demonstrates the boundary TCE mass discharge to increase rapidly during the initial Treatment stage before decreasing to negligible level by $t_{\text{TOTAL}} = 21.4$ years. Figure 15 further reveals the mass discharged in the Base Case at $t_{\text{TOTAL}} = 24.5$ years to increase from negligible level to a constant level of 0.002mg/s (Table 5), until the end of the simulation. This trend in the Base Case simulation can be broken down to 3 stages:

1. Due to the mapping of DNAPL into the Base Case, the mass outflux experiences a sudden drop at the beginning of the Treatment stage before steadily increasing due to the DNAPL solubilisation by the injected surfactant.

2. As the majority of the DNAPL within the domain was solubilised by the injected surfactant (i.e., $t_{\text{TOTAL}} = 21.5$ years), the mass discharged decreases to a negligible value. This observation is supported by the corresponding increase in concentration of the micelle species within the domain (Figure 14).
3. In the final stage, after the injection of surfactant has ceased for 1.5 years (i.e. $t_{\text{TOTAL}} = 24.5$ years), the TCE mass outflux is observed to rebound again due to back-diffusion of previously sorbed TCE from the matrix.

It is further observed that the post-treatment mass outflux in the ‘No Surfactant’ case is approximately 2.8 times more (i.e. 0.0056 mg/s vs. 0.0027 mg/s) than the Base Case (refer to Table 5). This is because of the long-term, back-diffusion of stored TCE mass in the matrix (aqueous + sorbed) and slow dissolution of TCE DNAPL in the fractures (low groundwater velocity pathways). The total TCE mass in the domain at the end of the Post-Treatment stage (aqueous + sorbed + DNAPL) in the source zone is 4.34 kg for the Base Case and 7.25 kg for the No Surfactant case.

Figure 16, which is the same data as 15 but expands the time axis to focus on the first year during treatment, reveals three areas of ‘abrupt slope changes’ (circled areas) on the TCE mass discharge curve. It is believed these ‘abrupt slope changes’ are associated with the mass flux through each horizontal fracture in the domain. As demonstrated in Figure 18, depending on the size of the aperture, the downgradient discharge varies for each fracture. The discharge in Figure 16 was dominated at first by the largest aperture fracture (circle 1), followed by the middle aperture fracture (circle 2), and then after both were flushed out, the mass from the smallest aperture fracture finally arrived at the boundary (circle 3).
Figure 15: Comparison of total boundary mass discharge (TCE) for (a) base case with a simulation where no surfactant was injected (b) since the start of the Treatment Stage for 1 year only (timescale expanded for clarity).

Figure 16: Comparison of total boundary mass discharge of TCE and micelles for base case simulation since the start of the Treatment Stage for 1 year only (timescale expanded for clarity).
Figure 16 further demonstrates that the concentration of micelles discharged at the boundary increased rapidly during the first quarter of the Treatment stage before decreasing to a low, constant concentration at $t_{\text{TOTAL}} = 21.65$ years. Although boundary TCE mass discharge was observed to decrease to negligible level by this time, it is recognised that in every simulation conducted in this study, micelles containing TCE will be discharged downgradient even though the mass discharge for TCE has reached a negligible level.

Figure 17 plots the cumulative downgradient mass discharge of aqueous and entrained TCE in micelles for the base case. During the first 6 months of the Treatment stage, the discharge of TCE mass contained in micelles is observed to increase significantly. It is further noted that the mass of TCE in micelles being discharged is 5.5 times more than the mass of aqueous TCE being flushed out, indicating that surfactant is efficient in solubilising and removing TCE from the domain.

![Figure 17: Cumulative TCE mass discharged at downgradient boundary.](image)
Figure 18 reveals the average discharge of TCE solute concentration within the horizontal fractures at the downgradient boundary can vary significantly over time. This figure demonstrates that in bigger fractures (e.g., 178μm ~ 230μm), the solute concentration decreased significantly during the initial few months of surfactant injection. On the other hand, it was noted that if the fracture aperture was small (i.e., 76 μm), although the initial concentration outflux in this fracture was much lower than the other two larger fractures, it took a much longer time before the downgradient outflux was reduced to undetectable limits; probably due to the difficulty in gaining access to both the DNAPL and contaminant solute in these area by the injected surfactant.

Of the 5.18 kg of TCE DNAPL and 7.3 kg aqueous and sorbed TCE present in the domain at the end of the 20 year Site Ageing stage (t\text{TOTAL} = 21 years), 0.02 kg and 4.32
kg, respectively (Table 5), remained at the end of the Treatment stage in the Base Case. For the ‘No Surfactant’ case, 0.02 kg of DNAPL and 7.23 kg of aqueous plus sorbed TCE remained at the end of the Treatment stage. However, the Base Case achieved this DNAPL amount in 7.5 months (Figure 12) versus 31.2 months in the ‘No Surfactant’ case (Figure C2, Supplementary Information). The difference noted in the matrix-bound TCE is the cause of the observed difference in long-term mass discharge during the Post-Treatment stage.

**Sensitivity Simulations**

**Sensitivity to Surfactant Concentration**

Figure 19 presents the volume of DNAPL in the domain over time. Recall that, in order to conserve total surfactant mass injected, the 60 g/L, 40 g/L, and 20 g/L surfactant solutions were injected for 1.3, 2.0 and 4.0 years, respectively. It is revealed that at any time, the higher the concentration of surfactant injected, the lower the volume of DNAPL is present in the domain. Figure 19 further reveals after 6 months of surfactant treatment, more than 90% of the initial DNAPL mass in the domain has been solubilised before reaching a constant level. Mass solubilisation, while highest at early time for the most accessible TCE, accounts for the quick decrease in DNAPL volume during the first 6 months of surfactant treatment. The constant low volume at late time is mainly contributed by the entrapped DNAPL in the dead-end fracture (Figure 11).

Figure 20 plots the cumulative mass of total TCE present in the domain (i.e., sorbed + aqueous + DNAPL) solubilised by surfactant for Runs 1, 2 and 3. It reveals that an
increase from 20 g/L to 40 g/L causes a total improvement of 1.45% of the total TCE recovered (from 3.98 kg to 4.16 kg (Table 5), recalling that the total DNAPL mass in the domain was 5.26 kg). Moreover, the 40 g/L completes solublization in 4.8 months versus 7.8 months for the 20 g/L simulation (Figure 18). However, a further increase from 40 g/L to 60 g/L causes small further improvement in rate or in total amount; the latter because all readily-accessed DNAPL is solubilised. Overall, the sensitivity of the results is minor within the range of concentrations examined. It is expected that more significant deterioration of results would occur if injected concentrations were further reduced.

Figure 19: Total TCE DNAPL present in domain over time for (a) Base Case, (b) 20000mg/L and (c) 60000 mg/L of surfactant injected.
Figure 21 plots the cumulative surfactant mass (i.e., TCE-free) discharged at the downgradient boundary for the three simulations. It reveals that higher concentrations of surfactant resulted in a smaller portion of the injected mass leaving the domain without TCE. As demonstrated by Figure 22, a higher proportion of surfactant was used to solubilise the chlorinated ethene present in the domain when a higher concentration of surfactant was injected.

Figure 20: Cumulative mass of TCE solubilised by micelles over time for different injected concentration.
Figure 21: Cumulative mass of surfactant discharged over time for different injected concentration.

Figure 22: Cumulative mass of surfactant used for solubilising DNAPL over time for different injected concentration.
Figure 23 plots the cumulative downgradient mass discharge of aqueous and entrained TCE in micelles for all 3 different concentration simulations. During the first 6 months of Treatment stage, the discharge of TCE mass contained in micelles is observed to increase significantly. It is further noted in all 3 simulations, the mass of TCE entrained in micelles being discharged is at least 5.5 times more than the mass of aqueous TCE being flushed out.

No significant difference between the 3 cases is observed during the Post-Treatment stage with respect to mass discharge (Figure C3, Supplementary Information) or exit concentrations of surfactant (figure not shown). Moreover, the distribution of TCE, surfactant, and micelles are observed to be essentially identical after the Treatment stage (compare Figure 11 and Figures C4 and C5 in Supplementary Information).
Sensitivity to DNAPL Type

In this study, results were compared between PCE and TCE. At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.5 while the volume of DNAPL in the domain was 0.008 m$^3$ (compared to a total fracture volume of 0.012 m$^3$) with 100% of the nodes in drainage in both simulations. At the end of DNAPL redistribution stage, the average DNAPL saturation was 0.3 for both TCE and PCE while the volume of DNAPLs present was 0.0036 m$^3$ (5.18 kg) and 0.0037 m$^3$ (6.03 kg) while the pool to residual ratio was 71:29% and 51:49% for TCE and PCE, respectively.

At the end of the Site Ageing stage ($t_{TOTAL} = 21$ years) the total mass of aqueous and sorbed TCE and PCE in the domain was 7.3 kg (55.6 moles) and 3.3kg (20.2 moles) respectively. Of the PCE mass in the domain, more than 99.9% resided in the matrix, of which 98.7% was sorbed and only 1.3% remained in the aqueous phase.

Although the initial volume of DNAPL injected into the domain was similar in both simulations, it is important to note that the concentration of continuous influx throughout the Site Ageing stage was considerably lower for PCE (100mg/L) than TCE (550mg/L). As a result, the mass present in the PCE-contaminated domain at the end of the Site Ageing stage was much lower than the Base Case. Prior to the Treatment stage, the TCE and PCE DNAPL masses mapped into the domain were 5.18 kg and 6.03 kg, respectively.

As demonstrated in Figure 24, the total mass of surfactant injected into the domain was similar for both the Base Case and the PCE simulation. Despite this, Figure 24 reveals
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that the total mass of TCE (i.e., sorbed + aqueous + DNAPL) solubilised by surfactant was slightly lower than that for PCE (4.16 kg versus 4.45 kg). Closer inspection of Figure 24 revealed that initially the rate of TCE solubilisation exceeded PCE solubilisation. This could be explained by (1) higher MSR for TCE (9.57 mol/mol) than PCE (5.41 mol/mol), and (2) larger initial total TCE mass (12.48 kg) than total PCE mass (9.33 kg) (Refer to Table 5). However, after approximately 6 months of treatment, the total mass of PCE being solubilised surpassed the total mass of TCE; this coincides with the time when TCE DNAPL solubilisation was effectively complete (Figure 12; note that PCE DNAPL solubilisation was effectively complete 8 months after the start of the Treatment stage). After the easily accessed DNAPL was removed, increased amount of solubilised TCE was dominated by the partitioning of aqueous solute into micelles. Recall that, at chlorinated ethene concentrations less than solubility (i.e., in absence of DNAPL), the extramicellar fraction of PCE solute is about one-third that of TCE solute (Figure 1, Kim et al., 2007). In other words, under similar conditions, a higher fraction of aqueous PCE mass was entrained into micelles than for TCE, thus leading to the higher PCE recovery at late time observed in Figure 24. This finding is backed by evidence (Figure C6, Supplementary Information) demonstrating that the remediated volume of matrix surrounding the horizontal fractures is larger for the PCE case than the Base Case (Figure 24).

Figure 25 reveals that by the end of the Treatment stage, the chlorinated ethene mass discharge at the downgradient boundary was reduced to nondetectable in both simulations. However, while the mass discharge in for TCE rebounded slightly at $t_{\text{TOTAL}} = 24.5$ years,
no such rebound was observed in the PCE simulation.

Figure 24: Comparison of cumulative mass solubilised by micelles and surfactant injected for period between 21 to 28 years.

Figure 25: Comparison of total boundary mass discharge for different DNAPL with a simulation where no surfactant treatment (sandstone) was carried out for period between 21 to 28 years.
Figure 26 plots the cumulative discharged mass of aqueous and DNAPL mass entrained in micelles for both PCE and TCE. It is observed in both cases, the discharge for solubilised chlorinated solvent is significantly higher than that exiting the domain in the aqueous phase external to the micelles. Additionally, the discharge of entrained PCE mass is observed to be approximately 8% higher than the entrained TCE mass discharged.

![Graph showing cumulative mass discharged vs time](image.png)

**Figure 26: Cumulative mass discharged at downgradient boundary for various DNAPL simulations.**

This further corroborates the observation described above that the extramicellar fraction of PCE entrained into micelles is higher than the extramicellar fraction of TCE in the absence of DNAPL, with significant impacts on long term mass discharge.

**Sensitivity to Rock Type**

At the end of the DNAPL Infiltration stage, the average DNAPL saturation was 0.75, the volume of DNAPL in the domain was 0.008 m³, 0.010 m³ and 0.0181 m³ for sandstone,
shale and granite with 100% of the invaded nodes on drainage for all 3 rock types. At the end of DNAPL redistribution stage, the average DNAPL saturation was 0.3 for all 3 rock types, the volume of DNAPL was 0.0036 m$^3$, 0.0047 m$^3$ and 0.0079 m$^3$ while the pool to residual ratio was 71:29%, 72:28% and 90:10% for sandstone, shale and granite, respectively. The distribution of TCE DNAPL at the end of the Redistribution stage for all three is illustrated in Figure A6, Appendix A.

At the end of the 20 years Site Ageing stage ($t_{TOTAL} = 21$ years) the total mass of aqueous and sorbed TCE in the domain was 7.3 kg, 6.8 kg and 0.68 kg for sandstone, shale and granite respectively (Table 5). In each case, 97-99% of the total mass resided in the matrix, of which 97-98% was sorbed and only 1-2% remained in the aqueous phase. Although no DNAPL was left in the sandstone and shale domain at this time, 4.23 kg of DNAPL was present in the granite domain. This observation is consistent with the findings in Parker e al. (1994) where it was demonstrated that due to the low porosity in granite, DNAPL could remain present in the fractures for decades. Figure 27 illustrates the distribution of aqueous phase TCE in sandstone, shale and granite at the end of the 20-year Site Ageing stage. In each case, the matrix immediately surrounding the fractures exhibits diffusion halos of TCE. However, the depth and extent of TCE penetration of the matrix is observed to be highly dependent on properties of both the fractures and the matrix for each rock type. The combination of these impacts residence time of TCE in the source zone and it is the relative rates of TCE transport through fractures versus diffusion to the matrix that affects the final distribution of mass diffusion (See section 4.5.2.3 for calculations and further details).
The vertical axis of Figure 28 demonstrates that the percentage of initial TCE mass retained in the domain at the end of Site Ageing follows the order sandstone > shale > granite. Peclet number (Pe) for fractured rock is defined as the ratio of advection to diffusion rates, \( Pe = \frac{ve}{(D^0 \tau)} \), where \( v \) is the advective velocity in the fracture, \( e \) is the mean aperture, \( D^0 \) is the free solute diffusion coefficient and \( \tau \) is the matrix tortuosity (e.g., Fetter, 1993). Here \( v \) is taken as the mean horizontal advective velocity across each domain and \( e \) is the mean aperture of all horizontal fractures for each rock type. Figure 28 reveals that the percentage of TCE retained (in aqueous and sorbed forms) exhibits a linear dependence on the log(Pe) for the three rock types \( (R^2 = 0.9923) \) at the end of the Site Ageing stage (i.e., \( t_{TOTAL} = 21 \) years). This confirms expectations that lower Pe (i.e., lower advective velocity, smaller apertures, higher effective diffusion) corresponds to increased matrix diffusion (e.g., sandstone) while higher Pe corresponds to increased mass loss via advection (e.g., granite).

At \( t_{TOTAL}=21 \) years, as mentioned above, DNAPL distribution at \( t_{TOTAL} = 1 \) year was mapped onto the domain. As a result, the total TCE DNAPL mass (and total aqueous + sorbed TCE mass) present in sandstone, shale and granite were 5.18 kg (7.30 kg), 6.88 kg (6.67 kg) and 11.53 kg (0.68 kg), respectively, at the beginning of the Treatment stage.
Figure 27: Distribution of aqueous TCE after 20 years ($t_{\text{TOTAL}} = 21$ years) of DNAPL dissolution in (a) Sandstone, (b) Shale and (c) Granite.
Figure 29, presenting the mass of TCE (i.e., sorbed + aqueous + DNAPL) solubilised, reveals that granite (which exhibits the largest mean fracture aperture of the three rock types) exhibits the highest solubilised TCE mass while sandstone (i.e., Base Case) exhibits the lowest. These observations are mainly due to the presence of more DNAPL within the fractures at the start of the Treatment stage. Although granite exhibits the highest solubilised mass among the three rock types investigated, the fraction of mass recovered is only equivalent to 62.1% of the initial DNAPL mass present in the domain at the start of the Treatment stage. Interestingly, this is lower than the 70.2% and 80.2% of chlorinated ethene mass recovered in shale and sandstone respectively. Figure 11 and Figures C7 and C8 of Supplementary Information revealed that vertical fractures, contaminated by the downward vertical movement of DNAPL appear to be relatively
unaffected by horizontally driven surfactant. This is confirmed by the lack of micelles being formed in the vicinity of the vertical fractures, especially near the top and bottom areas of the vertical fractures in the respective domains. Given the largest vertical fracture volume in granite (hence the largest fraction of initial mass entrapped in vertical fractures), it could be understood why granite experienced the lowest fraction of mass being recovered among the three rock types.

Figure 29: Cumulative TCE mass solubilised by surfactant over time for various rock types.

Figure 30 reveals a total of 160kg, 263kg and 1730kg of surfactant being injected over 2 years for sandstone, shale and granite respectively (Table 5). The amount of surfactant injected is equivalent to 12.3 times, 18.5 times and 136.0 times greater than the theoretical mass required to solubilise and entrain all the TCE in the domain at the start of the Treatment stage. The differences in surfactant mass injected are due the differences
in bulk effective horizontal hydraulic conductivity while treatment period, injection concentration and hydraulic gradient were all held constant. This figure further reveals that of the surfactant injected, only 4.33kg, 5.03kg and 7.47kg (Table 5) were used in the solubilisation and capturing of TCE into micelles in the sandstone, shale and granite, respectively.

Figure 31 presents the total boundary mass discharge for the three rock types. As revealed in this figure, the mass discharges for all three simulations were quickly reduced to negligible level in less than half a year after treatment began. Figure 31b further reveals that the mass discharge for granite diminishes at the fastest rate among the three rock types. This confirms expectations that granite with a higher peclet number (i.e., a
more advective dominated domain) allows the injected surfactant to travel through the fractures at a quicker rate, thus in turn solubilises and partitions TCE molecules within the fractures into the surfactant micelles at a faster rate than sandstone and shale (i.e., less advective dominated domains). During the Post-Treatment stage, the ‘No surfactant treatment’ simulation exhibited a low but relatively constant mass discharge associated with reverse diffusion. Meanwhile, only sandstone (which possesses the highest diffusive flux scenario among the three rock types) exhibited a re-bound in mass discharged while shale and granite both reveal negligible mass discharge level throughout this period.

Figure 32 plots the cumulative discharged mass of aqueous and entrained TCE mass in micelles for sandstone, shale and granite respectively. Although the aqueous mass discharged is similar in all three rock types during the Treatment stage, the sandstone simulation revealed an increase in mass discharge during late times; reaffirming the observation of reverse diffusion in this particular domain. Figure 32 further reveals the mass of entrained TCE being discharged as granite > shale > sandstone. This observation is consistent with the previous findings where granite exhibits the highest solubilised TCE mass while sandstone (i.e., Base Case) exhibits the lowest. Together with the high peclet number (therefore a more advective domain) in granite, it can be understood why granite exhibits the largest amount of entrained TCE mass being discharged out of the domain.

Refer Figure C7 and C8, Supplementary Information for the concentration profiles of all
three aqueous species at $t_{\text{TOTAL}}=28$ years.

(a)

![Graph showing total mass discharged at boundary for different rock types and surfactant treatments.](image)

(b)

![Graph showing total mass discharged at boundary for different rock types and surfactant treatments.](image)

Figure 31: Comparison of total boundary mass discharge for (a) different rock type with a simulation where No surfactant treatment (sandstone) was carried out for period between 21 to 28 years (b) since the start of the Treatment Stage for 1 year only (timescale expanded for clarity).
Sensitivity to Aging Time

In this sensitivity study, the effects of the duration of ‘aging’ process on surfactant flushing were investigated. In each case, the DNAPL volume and distribution is the same but the aqueous and sorbed TCE mass contaminates the matrix to different extents at the start of treatment. Prior to the Treatment stage, the total aqueous and sorbed TCE present in the domain was 0.00 kg, 4.13 kg, 5.33 kg and 7.30 kg for 0 years, 5 years, 10 years and 20 years aging (Base Case), respectively, while the DNAPL mass in each case was 5.18 kg.

Figure 33 reveals that the total TCE mass (DNAPL solubilised and solute entrained) removed by surfactant is directly related to the extent of TCE loading of the matrix (i.e., aging period). Therefore, some recovery of the matrix-bound TCE is observed.
However, the fraction of initial TCE + aqueous and sorbed mass recovered was 59%, 38%, 37% and 33% for ageing periods of 0 years, 5 years, 10 years and 20 years, respectively. These results underscore that while surfactant flushing of fractures is effective, recovering diffused and sorbed mass in the matrix is relatively inefficient with this inefficiency increasing as the timescale of the site ageing increases relative to the timescale of the treatment.

Figure 34 plots the cumulative TCE (aqueous + sorbed) mass discharged for these 4 simulations. For the purpose of clarity, only the mass discharged for the Treatment and Post-Treatment stages were plotted. This figure reveals that in all cases the downgradient mass discharge was reduced to zero in a short time during the treatment period. It is further noted that only the cases with significant matrix contamination – namely, Site Ageing for 5 years, 10 years and 20 years - exhibited rebound of mass flux.
within a 2-year period after terminating treatment. Although only 59% of the initial TCE mass was recovered in the ‘0 years’ Ageing simulation, it is believed the high concentration of surfactant that remained in the vicinity of the fractures (Figure C9, Supplementary Information) has prevented a rebound of mass flux after Treatment has ceased. It is revealed that the mass discharge for ‘5 years’, ‘10 years’ and ‘20 years’ aging were $1.91 \times 10^{-5}$ mg/s, $7.15 \times 10^{-4}$ mg/s and $2.69 \times 10^{-3}$ mg/s respectively (Table 5), indicating that the magnitude of rebound is more significant as the length of site ageing increases. As expected, when the extent of rock matrix that was contaminated with aqueous and sorbed TCE increases beyond a threshold amount, a constant volume of surfactant cannot access it all in the limited Treatment period.

![Figure 34: Comparison of total boundary mass discharge for different aging period with a simulation where no surfactant treatment was carried out for period from 2 years of Treatment and 5 years of Post-Treatment.](image)
Figure 35 plots the cumulative downgradient mass discharge of aqueous and entrained TCE in micelles for ‘0 years’, ‘5 years’, ‘10 years’ and ‘20 years’ aging simulation. As per all other simulations, this figure reveals higher entrained TCE mass being discharged than aqueous TCE. It is further revealed that as the years of aging increases, the amount of mass of TCE entrained in micelles being discharged increases accordingly. This agrees with the previous observation that the extent of the total TCE mass (DNAPL solubilised and solute entrained) removed by surfactant is directly related to the extent of TCE loading of the matrix (i.e., aging period).

Sensitivity to Mass Transfer Model

This sensitivity study compared the influence of the rate-limited mass transfer model of Dickson and Thomson (2003) to that from the equilibrium dissolution model. Figure 36 reveals that although the total mass of surfactant injected into the domain is similar in
each simulation, the total cumulative mass of TCE (i.e., sorbed + aqueous + DNAPL) solubilised in the Base Case was approximately 21% higher than the rate-limited case. Figure 37 reveals the result of a predicted stall in DNAPL mass transfer in the rate-limited case before all the DNAPL was depleted. In this case, a rapid slowdown in mass transfer rate is observed at $t_{\text{TOTAL}} = 21.5$ years. It is believed this slowdown is due to an end of the initial pseudosteady and early transient stages of dissolution, where majority of mass transfer is to take place (Dickson and Thomson, 2003). This is backed-up by Figure 38 where DNAPL saturations in the domain are generally observed to be at 0.1 or less (except for the immediate vicinity of the dead-end vertical fracture), indicating more than 8% of the initial mass has been removed from virtually all locations – a criteria which marked the end of the initial pseudosteady and early transient stages of dissolution.

![Figure 36: Cumulative TCE captured and Tween-80 injected over time for rate-limited mass transfer simulation.](image-url)
Figure 37: Cumulative TCE mass in domain for (a) rate-limited mass transfer simulation (b) Base Case, over time.

Figure 38: Distribution of TCE saturation, at the end of Treatment stage (i.e., $t_{\text{TOTAL}} = 23$ years).

Figure 39, presenting the total TCE mass discharge from both runs, reveals that during the Treatment stage, the mass discharge in both simulations are reduced to negligible
level in less than one year. However, it is further noted that during the first year of treatment, the mass discharge curve is significantly different in the two simulations. In the rate-limited mass transfer simulation, the decrease in mass discharge is more gradual than the equilibrium mass transfer model simulation with no sharp downturn in the downgradient discharge rate. This is most possibly due to longer presence of DNAPL within the fractures in the rate limited simulation, thus leading to overlapping of the three distinct stages of mass flux through each horizontal fracture in the domain. Figure 39 further reveals that in both simulations a rebound of similar magnitude of boundary mass discharge is observed at late times.

Figure 40 plots the cumulative downgradient mass discharge of aqueous and entrained TCE in micelles for both the equilibrium (i.e. Base Case) and rate-limited mass transfer model. This figure revealed that although the equilibrium model has a higher mass discharge for entrained TCE - a finding consistent with a previous observation where more TCE mass was solubilised in the Base Case; the rate-limited simulation has a higher aqueous TCE mass discharge. Indicating surfactant flushing is less efficient in a rate-limited scenario.

Refer to Figure C12, Supplementary Information for the concentration profiles of all three species at $t_{\text{TOTAL}}=28$ years.
Figure 39: Comparison of total boundary mass discharge for (a) different mass transfer model with a simulation where No surfactant treatment (equilibrium mass transfer) was carried out for period between 21 to 28 years (b) since the start of the Treatment Stage for 1 year only (timescale expanded for clarity).
5. CONCLUSION

Surfactant treatment with Tween-80 was proven to be a relatively effective technique in solubilising and removing DNAPL from the horizontal fractures within the domain. However, by comparing the aqueous and sorbed mass at the start and end of the Treatment stage, it is revealed that surfactant treatment is relatively ineffective in removing the mass that resides within the matrix.

Higher treatment efficiencies were observed in the shale and sandstone, with TCE mass reduced during treatment 70.2% and 80.2% of the initial DNAPL mass, respectively. Results revealed that vertical fractures, contaminated by the downward vertical movement of DNAPL appear to be relatively unaffected by horizontally driven surfactant. Granite, with the largest fraction of initial mass entrapped in vertical fractures,
experiences the lowest fraction of mass being recovered among the three rock types. Furthermore, granite, with the lowest diffusive storage, is able to achieve negligible mass discharge at a faster rate than sandstone and shale. This confirms expectations that granite (higher peclet number, i.e., more advection-dominated domain) allows the injected surfactant to travel through the fractures at a quicker rate, solubilizing ses and encapsulating TCE molecules within the fractures at a faster rate than sandstone and shale. DNAPLs were observed in dead-end vertical fractures within all three rock types by the end of all simulations. This indicates that although surfactant treatment may be efficient in solubilising DNAPL in fractures, the injected surfactant experiences difficulty in accessing DNAPL entrapped in dead-end fractures.

As the surfactant concentration was increased from 20g/L to 40g/L, a small improvement in the total mass solubilised was noted. However, a further increase from 40 g/L to 60 g/L causes negligible further improvement in rate or in total amount recovered; the latter because all readily accessed DNAPL is solubilised. The overall percent recovery of chlorinated solvent mass from the source zone decreased with increasing ageing time because, although similar volumes of DNAPL were solubilised, decreasing fractions of the matrix-bound mass was removed.

When surfactant was applied to different DNAPLs it was found that, due to the difference in MSRs, a higher fraction of aqueous PCE mass was entrained into micelles relative to TCE. Unlike for TCE, no rebound in the chlorinated ethene mass discharge was observed in for PCE. This further corroborates the observation that PCE is better
solubilised than TCE, with potential impacts on long term mass discharge.

Different mass transfer models were found to lead to a significant difference in the amount of DNAPL left in the domain by the end of the simulation. By employing a rate-limited mass transfer model, it was found that the amount of DNAPL present in the domain never decreases to a negligible amount (as compared to most DNAPL being solubilised by 4.8 months in the Base Case). The rate-limited model was also found to contribute to significant differences in the boundary mass discharge curve during the first year of surfactant treatment. No sharp downturn in the downgradient discharge rate was observed when the rate-limited mass transfer model was employed, indicating longer presence of DNAPL within the fractures in the rate-limited simulation, thus leading to overlapping of the three distinct stages of mass flux through each horizontal fracture in the domain.

It is acknowledged that numerous assumptions and simplifications were employed in this work. In the majority of circumstances, the assumptions were chosen to present a ‘best case’ scenario that favours effective treatment (e.g., no sorption of micelles, TCE molecules do not partition back out from the micelles, two-dimensional flow with little opportunity for bypassing, equilibrium mass transfer). This approach underscores the challenges associated with effectively treating aged source zones in fractured rock with surfactant. The limited number of simulations conducted using specific site templates on a small field scale implies that these results cannot be directly extended to a wide variety of complex real sites. For these reasons, these results are not intended to be
predictive; rather they speak to the overall effectiveness of the technique in fractures versus matrix and focus on the relative performance between scenarios.
**SUPPLEMENTARY INFORMATION**

**Figure C1**: Extramicellar best fit curves for PCE based on results interpolated from Kim et al., 2007.

- $x < 0.2\%$: $y = 1 - 4.55x$
- $x > 0.2\%$: $y = 0.12e^{-x}$

**Figure C2**: Cumulative aqueous and sorbed TCE from all sinks and sources for No Surfactant Simulation.
Figure C3: Comparison of total boundary mass discharge (TCE) for base case with (a) various Tween-80 concentration (b) zoom in of results.
Figure C4: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after injecting 20000mg/L of Tween-80.
Figure C5: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after injecting 60000mg/L of Tween-80.
Figure C6: Distribution of (a) Aqueous PCE; (b) Tween-80; (c) PCE occupied micelles, 5 years after surfactant injection for a domain inhibited with PCE.
Figure C7: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after surfactant injection for Shale.
Figure C8: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after surfactant injection for Granite.
Figure C9: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after Tween-80 injection for a 0-year ‘aged’ site.
Figure C10: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after Tween-80 injection for a 5-years ‘aged’ site.
Figure C11: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after Tween-80 injection for a 10-years ‘aged’ site.
Figure C12: Distribution of (a) Aqueous TCE; (b) Tween-80; (c) TCE occupied micelles, 5 years after surfactant injection for rate-limited mass transfer model.
APPENDIX D.6

NOTATION AND REFERENCES FOR FRACTURED ROCK NUMERICAL SIMULATIONS STUDIES
NOTATION AND DEFINITION OF TERMS

Typical units are presented in brackets. [-] denotes a dimensionless parameter.

\( a^n \) specific interfacial area between DNAPL and groundwater for a REV \([\text{L}^2\text{L}^{-3}]\)

\( a_0 \) specific contact area between the NAPL and the aqueous phase and is defined as the ratio of the NAPL/aqueous phase contact area per unit volume \([\text{L}^{-1}]\)

\( \alpha \) adsorption constant related to the binding energy in a Langmuir Isotherm \((\text{L}^3\text{M}^{-1})\)

\( \beta \) maximum amount of solute that can be adsorbed by the solids \((\text{MM}^{-1})\) in a Langmuir Isotherm

\( B \) either the fracture spacing for slabs or the sphere radius \([\text{L}]\)

\( C \) solute concentration in the bulk aqueous phase \([\text{M}/\text{L}^3]\)

\( C_{eq} \) concentration at equilibrium (solubility) \([\text{M}/\text{L}^3]\)

\( C_f \) average concentration in the fracture plane \([\text{M}/\text{L}^3]\)

\( C_i \) concentration in the surrounding aqueous phase in the fracture \([\text{M}/\text{L}^3]\)

\( C_M \) concentration in the matrix \([\text{M}/\text{L}^3]\)

\( C_s \) concentration of sorbed aqueous phase \([\text{M}/\text{M}]\)

\( C_{sw} \) concentration at the fracture surface boundary and is equal to the aqueous solubility of the chemical \([\text{M}/\text{L}^3]\).

\( C_w \) concentration of solute in the aqueous phase \([\text{M}/\text{L}^3]\)

\( C_{CE}^{CMC} \) concentration of chlorinated ethene DNAPL at CMC

\( C_{eq}^{CE} \) equilibrium chlorinated ethene solute concentration in the presence of a given surfactant concentration greater than the CMC

CMC critical micellar concentration

\( C^{Surf} \) surfactant concentration

\( C_{cmc}^{Surf} \) surfactant CMC
\( C_{\text{TCE}}^{EX} \)  equilibrium extramicellar mass fraction of TCE at a given surfactant concentration

\( \partial C_{\text{w}} / \partial x \), chemical concentration gradient defined in the opposite direction of the flux \([\text{M}/\text{L}^3/\text{L}]\)

\( d_m \)  mean particle diameter \([\text{L}]\)

\( dh/dx \)  magnitude of hydraulic gradient applied across the fracture plane \([-]\)

\( D_e \)  effective diffusion coefficient \([\text{L}^2/\text{T}]\)

\( D^0, D^* \)  free solution diffusion coefficient \([\text{L}^2/\text{T}]\)

\( D_{im}^* \)  matrix effective molecular diffusion coefficient \([\text{L}^2/\text{T}]\)

\( D_{ij} \)  hydrodynamic dispersion tensor \([\text{L}^2/\text{T}]\)

\( D_m \)  molecular diffusion coefficient for the soluble constituent \([\text{L}^2/\text{T}]\)

\( D_M \)  effective diffusion coefficient in the matrix \([\text{L}^2/\text{T}]\)

\( e \)  fracture aperture \([\text{L}]\)

\( e_h \)  hydraulic aperture \([\text{L}]\)

\( e_f \)  frictional loss aperture \([\text{L}]\)

\( e_{mb} \)  mass balance aperture \([\text{L}]\)

\( \text{erfc} \)  complementary error function \([-]\)

\( f_{oc} \)  fraction of organic carbon \([-]\)

\( g \)  gravity \([\text{L}/\text{T}^2]\)

\( J \)  solute mass flux from the DNAPL to the aqueous phase \([\text{M}/\text{L}^3/\text{T}]\)

\( J_D \)  diffusive flux \([\text{M}/\text{L}^3/\text{T}]\)

\( K \)  mass transfer coefficient \([\text{L}/\text{T}]\)

\( K_d \)  distribution coefficient of the compound of interest \([\text{L}^3/\text{M}]\).

\( Koc \)  organic carbon partition coefficient \([\text{L}^3/\text{M}]\)

\( k_e \)  effective mass transfer coefficient \([\text{L}/\text{T}]\)
\( k_i \) intrinsic mass transfer coefficient [L/T]
\( k_{la} \) average mass transfer coefficient for the DNAPL-water interface [L/T]
\( k \) permeability of the fracture [L^2]
\( k_{r_w} \) relative permeabilities to the wetting phases [-]
\( k_{r_{NW}} \) relative permeabilities to the non-wetting phases [-]
\( L_i \) matrix block length in each of the principle directions [L]
\( M_m \) maximum chemical mass storage capacity in the matrix
\( M_f \) mass storage capacity in the fractures
\( M_t \) total mass diffused into the matrix per unit area of fracture face
\( \text{MSR} \) molar solubilization ratio [mol/mol]
\( n_w \) water-imbibition fitting exponent
\( P_e \) entry pressure of the fracture [Pa]
\( P_w \) wetting phase pressure [Pa]
\( P_{NW} \) nonwetting phase pressure [Pa]
\( P_i \) a function of the dimensionless time variable \([D_t/RL_i^2]\) [-]
\( Q \) volumetric flow rate [L^3/T]
\( q_M \) mass flux exchange between the matrix and the fracture [M/L^2/T]
\( q_d \) aqueous phase source due to dissolution from the presence of NAPL in the fracture plane [M/L^3/T]
\( \text{Re} \) Reynold’s number
\( R \) contaminant retardation factor [-]
\( Sh \) Sherwood number [-]
\( \text{Solub} \) solubility of DNAPL
\( S_n^*(t) \) normalized DNAPL saturation
Sn(t)  DNAPL saturation
Sn_{8\%}  DNAPL saturation when 8% of initial mass is removed
S_w  degree of water saturation [-]
S_{wb}  water breakthrough saturation [-]
T  tortuosity of the matrix [-]
T_f^r  aqueous-phase relative transmissivity [L^2/T]
Y_{H2}  Hydrogen yield coefficient [-]
t  time [T]
x  distance in the x-direction [L]
w  fracture width perpendicular to flow [L]
t_D  disappearance time [T]
v  magnitude of the average aqueous phase velocity in the fracture [L/T]
v_i  average aqueous phase velocity in the fracture plane [M/T]
\alpha_L  longitudinal dispersivities [L]
\alpha_T  transverse dispersivities [L]
\delta  aperture ratio [-]
\delta_{ij}  Kroneker delta function [-]
\mu  fluid viscosity [P.T]
\mu_w  viscosity of wetting phase [P.T]
\mu_{NW}  viscosities of nonwetting phases [P.T]
\rho  density of the flowing fluid [M/L^3]
\rho_W  density of the wetting phases [M/L^3]
\rho_{NW}  density of the nonwetting phases [M/L^3]
\( \rho_b \)  dry bulk density \([\text{M/L}^3]\)

\( \sigma \)  interfacial tension between the fluids \([\text{M/L}]\)

\( \theta \)  porosity of the porous medium [-]

\( \lambda \)  first-order decay constant \([\text{T}^{-1}]\)

\( \Phi_b \)  bulk porosity [-]

\( \Phi_m \)  matrix porosity [-]

\( \Phi_f \)  fracture porosity [-]
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APPENDIX E

DQR CALCULATIONS
Criteria A: Quality of the Information Source

The reputability of the information source was rated according to the criteria outlined in Table E.4. Records that were peer-reviewed by a third party of technical experts were given the highest ratings. For case studies for which information was compiled from multiple records, the highest rating of the individual records was used.

Table E.1: Criteria for quality of the information source.

<table>
<thead>
<tr>
<th>Information Source</th>
<th>Rating out of 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer-reviewed journal article or report</td>
<td>3</td>
</tr>
<tr>
<td>ESTCP Final Technical Report</td>
<td></td>
</tr>
<tr>
<td>Graduate student thesis</td>
<td>2</td>
</tr>
<tr>
<td>Other government document (i.e., compilation of case studies)</td>
<td></td>
</tr>
<tr>
<td>Conference proceedings paper</td>
<td></td>
</tr>
<tr>
<td>Unpublished academic sources</td>
<td>1</td>
</tr>
<tr>
<td>Technology vendor fact sheets</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

Criteria B: Age of the Study

Each application of a remedial technology should, in theory, incorporate the lessons learned from previous applications. Thus, data from older studies may not provide as accurate an indication of the performance of future technology applications as would a relatively recent study. A review of the case study records input to the database suggests that most of the principal technologies studied in this project were first applied to chlorinated solvent DNAPL sites in the mid-to-late 1990s. In the late 1990s and early 2000s, several important guidance documents and case study compilations were published to advance these technologies. Hence, the age of the study was rated as shown in Table E.2. The cutoff years may be revised in subsequent versions of DNAPL TEST.

Table E.2. Criteria for age of the study.

<table>
<thead>
<tr>
<th>Year in which Treatment Began</th>
<th>Rating out of 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002 or more recent</td>
<td>3</td>
</tr>
<tr>
<td>1998 to 2001</td>
<td>2</td>
</tr>
<tr>
<td>1997 or earlier</td>
<td>1</td>
</tr>
</tbody>
</table>
If the year in which treatment began was not provided, the publication year of the information source was substituted. This may bias the rating higher as most records become available 1-2 years after the completion of remedial treatment.

**Criteria C: Quality of DNAPL Assessment Methods**

Several quantitative and qualitative methods may be used to assess the presence and distribution of DNAPL. In general, high quality data sources describe in detail the methods used to characterize the DNAPL, including the number of sampling points used. The quality rating for DNAPL assessment methods was based primarily on the accuracy of the method used as shown in Table E.3. Known DNAPL spills were considered to be a good indicator of DNAPL presence, given the typical lifespan and low solubility of the majority of the chlorinated solvent DNAPLs. Sites for which DNAPL presence was determined by indirect means (*i.e.*, soil or groundwater concentrations) but were sampled at a relatively high density ( ≥ 1 sample per 20 m³ of target soil volume) received a one point increase in their rating for this criterion. This sampling density threshold was selected so that approximately 5% of case studies would be eligible for the rating increase. For case studies where several different methods were used to assess DNAPL, the method producing the highest rating was used.

**Table E.3. Criteria for DNAPL assessment method.**

<table>
<thead>
<tr>
<th>DNAPL Assessment Method</th>
<th>Rating out of 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Known spill</td>
<td></td>
</tr>
<tr>
<td>Direct visual observation, including use of dyes</td>
<td></td>
</tr>
<tr>
<td>DNAPL extracted from monitoring well</td>
<td></td>
</tr>
<tr>
<td>Partitioning tracer test</td>
<td>3</td>
</tr>
<tr>
<td>Interface probe</td>
<td></td>
</tr>
<tr>
<td>Ribbon sampler</td>
<td></td>
</tr>
<tr>
<td>DNAPL accumulation in well</td>
<td></td>
</tr>
<tr>
<td>Inferred from groundwater concentrations</td>
<td>2*</td>
</tr>
<tr>
<td>Inferred from soil concentrations</td>
<td></td>
</tr>
<tr>
<td>Direct olfactory observation</td>
<td></td>
</tr>
<tr>
<td>Direct observation through PID readings</td>
<td></td>
</tr>
<tr>
<td>Known use on site</td>
<td>1*</td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

* Ratings were increased by one if the site was sampled at least once per 20 m³ of target soil volume.

**Criteria D: Quality of Pre-Treatment Characterization**

The rating for the quality of pre-treatment characterization was based primarily on the amount of hydrogeological and DNAPL characterization information provided in the record. Case studies that provided information on the size of the site, groundwater flow, and DNAPL distribution (*e.g.*, pooled, residual, or sorbed) received the highest rating. Lower ratings were assigned to case studies with less comprehensive data sets as listed in Table E.4. Matrix porosity was
considered to be a key indicator of the quality of pre-treatment characterization for fractured bedrock sites. Hence, sites for which the majority of the treatment volume was consolidated received a low rating if matrix porosity was not specified.

**Table E.4.** Criteria for pre-treatment data provided for each case study.

<table>
<thead>
<tr>
<th>Pre-Treatment Characterization Data Provided</th>
<th>Rating out of 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>All of the following:</td>
<td></td>
</tr>
<tr>
<td>• Description of DNAPL distribution</td>
<td></td>
</tr>
<tr>
<td>• Hydraulic conductivity, groundwater velocity, and/or sustainable well yield</td>
<td>3</td>
</tr>
<tr>
<td>• Hydraulic gradient</td>
<td></td>
</tr>
<tr>
<td>• Treatment area and/or volume</td>
<td></td>
</tr>
<tr>
<td>• Matrix porosity (only if treatment volume &gt; 50% consolidated)</td>
<td></td>
</tr>
<tr>
<td>All of the following:</td>
<td></td>
</tr>
<tr>
<td>• Description of DNAPL distribution</td>
<td>2</td>
</tr>
<tr>
<td>• Hydraulic conductivity, groundwater velocity, and/or sustainable well yield</td>
<td></td>
</tr>
<tr>
<td>• Matrix porosity (only if treatment volume &gt; 50% consolidated)</td>
<td></td>
</tr>
<tr>
<td>Insufficient data to meet the above criteria</td>
<td>1</td>
</tr>
</tbody>
</table>

**Criteria E: Quality of Post-Treatment Characterization**

DNAPL remediation technology performance is typically evaluated by the following four categories of performance metrics: i) treatment cost; ii) contaminant mass removed; iii) reduction in soil and/or groundwater concentrations; and iv) plume impact (i.e., plume stability, mass flux, and mass discharge). Scientifically rigorous reports of field case studies often provide data on multiple performance metrics and include the results of post-treatment monitoring for an extended period of time to assess concentration rebound. In contrast, laboratory and modeling studies tend to focus on only one or two performance metrics, but the data is gathered with greater resolution and precision than is typically possible in the field. Thus, the quality rating for post-treatment characterization was designed to accommodate both approaches by incorporating the number of performance criteria evaluated, the duration of post-treatment monitoring, and the ability to calculate a mass balance on the contaminant using the data provided. The data requirements for each quality rating are described in **Table E.5.**
Table E.5. Criteria for post-treatment characterization data provided for each case study.

<table>
<thead>
<tr>
<th>Post-Treatment Characterization Data Provided</th>
<th>Rating out of 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data on at least three out of the following five metrics:</td>
<td>3</td>
</tr>
<tr>
<td>Treatment cost</td>
<td></td>
</tr>
<tr>
<td>Contaminant mass removal</td>
<td></td>
</tr>
<tr>
<td>Post-treatment concentrations</td>
<td></td>
</tr>
<tr>
<td>Monitoring data for at least one year after treatment</td>
<td></td>
</tr>
<tr>
<td>Plume stability, mass flux, or mass discharge</td>
<td></td>
</tr>
<tr>
<td>Data on at least two of the following four metrics:</td>
<td>2</td>
</tr>
<tr>
<td>Treatment cost</td>
<td></td>
</tr>
<tr>
<td>Contaminant mass removal</td>
<td></td>
</tr>
<tr>
<td>Post-treatment concentrations</td>
<td></td>
</tr>
<tr>
<td>Monitoring data for at least one year after treatment</td>
<td></td>
</tr>
<tr>
<td>OR</td>
<td></td>
</tr>
<tr>
<td>Data on at least two of the following four metrics:</td>
<td>1</td>
</tr>
<tr>
<td>Contaminant mass prior to treatment</td>
<td></td>
</tr>
<tr>
<td>Contaminant mass remaining after treatment</td>
<td></td>
</tr>
<tr>
<td>Contaminant mass removed during treatment</td>
<td></td>
</tr>
<tr>
<td>Percent mass removed/remaining</td>
<td></td>
</tr>
<tr>
<td>Insufficient data to meet the above criteria</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX F

STATISTICAL ANALYSIS
APPENDIX F: STATISTICAL CORRELATIONAL ANALYSIS

Statistical techniques were used to evaluate the relationship between site parameters and performance metrics and to quantify the extent to which the variability in the performance metric may be explained by the site parameter. The analysis was completed using the statistical software package SPSS version 15.0 (SPSS, 2006). SPSS 15.0 is a comprehensive software package for analyzing data and is capable of generating tabulated reports, charts, and plots of distribution and trends, descriptive statistics (mean, variance, etc.) and complex statistical analysis (SPSS, 2006).

The site parameters evaluated in the statistical analysis included the following:

- Physical site characteristics:
  - Depth to groundwater and depth to the top of aquifer;
  - Horizontal hydraulic conductivity and horizontal hydraulic gradient;
  - Groundwater velocity;
  - The saturated thickness of the aquifer; and
  - Soil porosity.

- DNAPL source zone characteristics:
  - Areal extent, thickness, maximum depth, and volume of the DNAPL source zone;
  - Pre-remediation DNAPL mass;
  - Number of wells; and

- Technology specific parameters:
  - Total number of oxidant injections, oxidant application duration, and oxidant concentration (ISCO);
  - Total mass of oxidant rejected (ISCO);
  - Number of electrodes and electrode spacing, the maximum aquifer temperature achieved during treatment, time to maximum temperature and target temperature (Thermal);
  - Surfactant injection rate and total duration of amendment (SEAR);
  - Mass of electron donor injected and electron donor well spacing (EISB); and
  - Monitoring duration (all technologies).

The performance metrics used in the statistical analysis included the following:
• Percent reduction in groundwater and soil concentrations, and groundwater mass flux;
• Removal of DNAPL mass;
• Duration of active treatment implementation; and
• Unit cost (per treatment volume) of implementation.

Prior to beginning the analysis, the dataset of performance metric – site parameter pairs was reviewed and appropriateness for inclusion in the analysis was assessed as follows:

i) **Quality Assurance/Quality Control:** All pairs were plotted on scatter plots to validate the linearity assumption and to identify potential outliers in the data set. Both original data sets and log-transformed data sets were plotted for comparative purposes. Log transformations are performed in order to improve linearity and to stabilize the variability in the data. Extreme data points were identified and those believed to be an artifact of a systematic error (i.e., data entry errors, etc.) were corrected where possible or were flagged as outliers and removed from the data set. If there was no evidence to suggest that the outliers were errors, they were retained for the analysis.

ii) **Appropriateness for Statistical Evaluation:** Datasets were checked to ensure that they contained sufficient (i.e., ≥5 data points within each pair) and unique (i.e., the site parameter values within each pair dataset could not all be the same) datasets to ensure that the dataset contained a random and representative sample of the true population. Any pairs with less than 5 data points or with only one value for the site parameter were excluded from the analysis.

The process for evaluating correlations between site parameters and performance metrics was conducted in two parts:

i) A series of correlation tests were conducted to identify linear associations between a given site parameter and a given technology performance metric. A 5% level of significance was used as the criteria for statistically significant linear correlations; and

ii) Site parameter – performance metric pairs that showed a statistically significant correlation were analyzed using simple linear regression methods. Regression quantifies the sensitivity of the technology performance to each site parameter, and was also used to calculate a range of site parameters values given a particular technology performance value via a 95% confidence interval.

In recognition of the differences in technology performance anticipated for each technology, the performance metric – site parameter datasets were broken down into separate technology groupings and sub-grouping (e.g., ISCO sites were further broken down into sub categories for the various oxidants including permanganate, Fenton’s reagent and ozone). To account for any potential difference between field studies and modeling studies, separate analyses were completed with just field studies in the datasets and with both field and modeling studies retained
in the datasets. Similarly, to evaluate differences in technology performance between geologic environments (i.e., unconsolidated soil environments versus consolidated media such as fractured rock or clay where contaminant storage within a hydraulically inaccessible matrix could have a significant influence on technology performance), the datasets were again split up into both media, unconsolidated media only and consolidated media only.

Table F.1 lists each technology, broken down by sub-technology where applicable, and the corresponding data subsets that were evaluated. Only chemical oxidation and SEAR could be analyzed for all subsets of field, modeling and media type, due to lack of data for the other technologies. Due to limited datasets in the technology sub-groupings, parent technologies were also grouped together and used for the regression analysis in an attempt to increase the size of the dataset. A summary of the results of the correlation test, including calculated Pearson correlation coefficients, associated p-values and sample sizes, for the pairwise combinations are provided in Tables F.2 to F.5.

The final pairs analyzed by regression methods were selected based on the results of the correlation tests. Due to the often limited datasets available for the correlation analysis, professional judgment was also used in evaluating whether statistical significance of the correlation test accurately represented a true correlation. Any pair that produced a statistically significant correlation and had a lower coefficient of determination value ($R^2$; indicating a weak correlation) or few data points and the relationship suggested by the correlation analysis was counterintuitive, were not considered for the analysis. Significant correlations (shown in bold font in Tables F.2 to F.5) were also cross-referenced with the scatterplots and only those pairs that appeared to have a dataset representative of the true population were considered for the regression analysis (i.e., datasets that contained a cluster of similar values and one outlier were not considered representative datasets).

Table F.1 provides a summary of the datasets that were used in the linear regression analyses (highlighted technologies and datasets). No correlations were observed in any of the chemical oxidation datasets for any performance metric – site parameter pairs and these were thus not included in the regression analysis. Insufficient data was available for aerobic EISB, and while the conductive thermal dataset theoretically had sufficient data (5 case studies), the dataset was still too limited to define correlations if any existed. For the anaerobic EISB dataset, insufficient data was available for consolidated sites, and the analysis was therefore limited to unconsolidated sites. For SEAR, significant correlations were observed for both media types and separately for each media; therefore, the combined dataset was retained for the regression analysis.
Table F.1. Summary of datasets that were evaluated in the correlation analysis.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Field - Both Media</th>
<th>Combined Field and Modeling Case Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Consolidated</td>
</tr>
<tr>
<td>Chemical Oxidation – Fenton’s Reagent or Hydrogen Peroxide ¹</td>
<td>X</td>
<td>NM</td>
</tr>
<tr>
<td>Chemical Oxidation – Permanganate ³</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Chemical Oxidation – All ³</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>EISB – Anaerobic</td>
<td>X</td>
<td>NM</td>
</tr>
<tr>
<td>EISB – Aerobic</td>
<td>ID</td>
<td>ID</td>
</tr>
<tr>
<td>SEAR</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Thermal – conductive heating ²</td>
<td>X</td>
<td>NM</td>
</tr>
<tr>
<td>Thermal – resistive heating</td>
<td>X</td>
<td>NM</td>
</tr>
<tr>
<td>Thermal – steam heating</td>
<td>X</td>
<td>NM</td>
</tr>
<tr>
<td>Thermal – All</td>
<td>X</td>
<td>NM</td>
</tr>
</tbody>
</table>

Notes:
Grey highlight indicates the technologies and datasets that were considered in the regression analysis.
¹ No significant correlations were observed; therefore, regression analysis was not performed.
² Data set was very limited; no significant correlations were observed.

Acronyms:
ID - insufficient data
NM - no modeling case study data; therefore, results were no different from field case studies and there was no need to differentiate.
NA - not applicable due to lack of consolidated media data.
X - sufficient data available for analysis.

Table F.6 provides a listing of the performance metric – site parameter pairs for which significant correlations were observed and were retained for the linear regression analysis. A total of nine pairs for all technologies were analyzed via regression techniques. As seen in Table F.6, the only two performance metrics that had a significant correlation with site parameters were reduction in DNAPL mass and treatment duration. Five site parameters, specifically areal extent of the DNAPL zone, electrode spacing, hydraulic conductivity, pre-remediation DNAPL mass, and volume of the DNAPL zone were correlated with these two performance metrics.

Two alternate regression models were fit to the data pairs outlined above, including:

i) Performance metric as the dependent variable and site parameter as the independent variable (regression analysis 1). This model determines the amount of variation in the performance metric that can be explained by the site parameter (i.e., it quantifies the sensitivity of technology performance to changes in the site parameter).

ii) Site parameter as dependent variable and performance metric as independent variable (regression analysis 2). This model was used to quantify 95% confidence intervals for site parameters. These confidence intervals were used in DNAPL TEST in the site specific analysis case study selection protocol to select case studies that are anticipated to have statistically similar technology performance to the site of interest to the user.
Results for these two regression analyses can be found in Tables F.6 and F.7, respectively. These include estimates of the model parameters (i.e., regression coefficients), their associated standard errors, the coefficient of determination (also called $R^2$) which measures how well the model fits the data, and the 95% confidence intervals for the mean/median of the dependent variable. As seen in Table F.6, the $R^2$ values for the first regression analysis range from 0.44 to 0.99 indicating a relatively good fit to an almost perfect fit, respectively. Similarly, the $R^2$ values for the second regression analysis range from 0.51 to 0.99 indicating a relatively good fit to an almost perfect fit, respectively (Table F.7).

Estimates of the slope parameters are indicative of the type of correlation that exists (i.e., a negative sign indicates a negative correlation and a positive sign indicates a positive correlation). The slope also quantifies the relative influence that the independent variable (being the site parameter and the performance metric for the first and second regression analyses respectively) has on the dependent variable (i.e., a larger slope indicates that the site parameter exerts a greater influence on the technology performance). The 95% confidence interval is indicative of the reliability of the estimate of the mean provided by the regression model, since it is an observed interval calculated from the dataset. For example, for the first regression analysis, the 95% confidence interval indicates that for a given site parameter value, the technology performance is anticipated to lie within a range quantified by the mean performance predicted by the model +/- the confidence interval specified in Table F.6. For the second regression analysis, the 95% confidence interval indicates that for a given value of technology performance (e.g., 50% DNAPL mass removal), the values of the correlated site parameter that is anticipated to result in this degree of performance will lie within a range quantified by the mean site parameter value predicted by the model +/- the confidence interval specified in Table F.7.

For models that consist of log-transformed data sets, the impact of the site parameter becomes multiplicative, rather than additive, and the relative change is in terms of the median performance metric (i.e., the 95% confidence interval is calculated by multiplying or dividing the median performance metric by a factor, instead of adding as is done with untransformed data).
### Table F.2 Correlations with field case studies - all media

**Performance Metric**

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Technology</th>
<th>Data Transformation</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Areal Extent of DNAPL Source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth to Groundwater</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth to Top of Aquifer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic Conductivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic Gradient</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groundwater Velocity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum Depth of the DNAPL Zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preremediation DNAPL Mass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saturated Aquifer Thickness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness of DNAPL Zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Number of Oxidant Injections</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume of DNAPL Zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil Porosity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Mass of Oxidant Injected</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Oxidant Application Duration</th>
<th>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</th>
<th>Chemical Oxidation - Permanganate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.233, 0.299, 0.406, 0.557</td>
<td>r 0.199, 0.132, 0.800, 0.355</td>
</tr>
<tr>
<td></td>
<td>p 0.001, 0.042, 0.345, 0.425</td>
<td>p 0.799, 0.754, 0.611, 0.486</td>
</tr>
<tr>
<td>Enhancement Bioremediation - Anaerobic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r 0.462, 0.345, 0.425, 0.299</td>
<td>p 0.378, 0.651, 0.106, 0.068</td>
</tr>
<tr>
<td></td>
<td>p 0.005, 0.212, 0.391, 0.137</td>
<td>p 0.121, 0.117, 0.253, 0.125</td>
</tr>
<tr>
<td></td>
<td>n 1, 2, 6, 2</td>
<td>n 7, 11, 6, 5</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.570, -0.009, 0.173, 0.411</td>
<td>r 0.509, 0.799, 0.264, 0.373</td>
</tr>
<tr>
<td></td>
<td>p 0.259, 0.332, 0.434, 0.073</td>
<td>p 0.010, 0.047, 0.010, 0.067</td>
</tr>
<tr>
<td></td>
<td>n 3, 13, 11, 6</td>
<td>n 13, 28, 24, 13</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.441, 0.570, 0.325, 0.199</td>
<td>r 0.509, 0.799, 0.264, 0.373</td>
</tr>
<tr>
<td></td>
<td>p 0.441, 0.355, 0.010, 0.073</td>
<td>p 0.017, 0.234, 0.070, 0.034</td>
</tr>
<tr>
<td></td>
<td>n 13, 14, 14, 10</td>
<td>n 13, 28, 24, 13</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.313, 0.157, -0.085, 0.756</td>
<td>r 0.509, 0.799, 0.264, 0.373</td>
</tr>
<tr>
<td></td>
<td>p 0.102, 0.117, 0.010, 0.070</td>
<td>p 0.017, 0.234, 0.070, 0.034</td>
</tr>
<tr>
<td></td>
<td>n 1, 2, 6, 2</td>
<td>n 7, 13, 11, 6</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.379, 0.500, 0.379, 0.313</td>
<td>r 0.345, 0.391, 0.325, 0.313</td>
</tr>
<tr>
<td></td>
<td>p 0.003, 0.010, 0.010, 0.010</td>
<td>p 0.010, 0.010, 0.010, 0.010</td>
</tr>
<tr>
<td></td>
<td>n 1, 2, 6, 2</td>
<td>n 7, 13, 11, 6</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.462, -0.009, 0.173, 0.411</td>
<td>r 0.509, 0.799, 0.264, 0.373</td>
</tr>
<tr>
<td></td>
<td>p 0.259, 0.332, 0.434, 0.073</td>
<td>p 0.010, 0.047, 0.010, 0.067</td>
</tr>
<tr>
<td></td>
<td>n 3, 13, 11, 6</td>
<td>n 13, 28, 24, 13</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.441, 0.570, 0.325, 0.199</td>
<td>r 0.509, 0.799, 0.264, 0.373</td>
</tr>
<tr>
<td></td>
<td>p 0.441, 0.355, 0.010, 0.073</td>
<td>p 0.017, 0.234, 0.070, 0.034</td>
</tr>
<tr>
<td></td>
<td>n 13, 14, 14, 10</td>
<td>n 13, 28, 24, 13</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.379, 0.500, 0.379, 0.313</td>
<td>r 0.345, 0.391, 0.325, 0.313</td>
</tr>
<tr>
<td></td>
<td>p 0.003, 0.010, 0.010, 0.010</td>
<td>p 0.010, 0.010, 0.010, 0.010</td>
</tr>
<tr>
<td></td>
<td>n 1, 2, 6, 2</td>
<td>n 7, 13, 11, 6</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>r 0.379, 0.500, 0.379, 0.313</td>
<td>r 0.345, 0.391, 0.325, 0.313</td>
</tr>
<tr>
<td></td>
<td>p 0.003, 0.010, 0.010, 0.010</td>
<td>p 0.010, 0.010, 0.010, 0.010</td>
</tr>
<tr>
<td></td>
<td>n 1, 2, 6, 2</td>
<td>n 7, 13, 11, 6</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - All</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - All</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
</tr>
</tbody>
</table>
## Table F.2 Correlations with field case studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Thermal - All</td>
<td>LN</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - All</td>
<td>N</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - All</td>
<td>LN</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Fenton’s Reagent or Hydrogen Peroxide</td>
<td>N</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Fenton’s Reagent or Hydrogen Peroxide</td>
<td>LN</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
</tr>
</tbody>
</table>

Table F.2 Correlations with field case studies - all media
<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>All Data</th>
<th>Depth to Groundwater</th>
<th>Depth of Top of Aquifer</th>
<th>Hydraulic Conductivity</th>
<th>Groundwater Velocity</th>
<th>Minimum Depth of DNAPL Zone</th>
<th>Preremediation DNAPL Mass</th>
<th>Saturated Aquifer Thickness</th>
<th>Thickness of DNAPL Zone</th>
<th>Total Number of Oxidant Injections</th>
<th>Volume of DNAPL Zone</th>
<th>Soil Porosity</th>
<th>Total Mass of Oxidant Injected</th>
<th>Oxidant Application Duration</th>
<th>Oxidant Application Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>-0.002</td>
<td>-0.957</td>
<td>-0.015</td>
<td>0.372</td>
<td>0.645</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>-0.923</td>
<td>-0.889</td>
<td>-0.836</td>
<td>-0.376</td>
<td>-0.200</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>0.009</td>
<td>0.019</td>
<td>0.018</td>
<td>0.886</td>
<td>0.704</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>0.009</td>
<td>0.019</td>
<td>0.018</td>
<td>0.886</td>
<td>0.704</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
<td>-0.015</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>r</td>
<td>0.007</td>
<td>0.011</td>
<td>0.136</td>
<td>0.601</td>
<td>0.609</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
<td>0.248</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Oxidant Concentration</td>
<td>Mass of Electron Donor Injected</td>
<td>Electrode Well Spacing</td>
<td>Duration of Monitoring</td>
<td>Maximum Temperature</td>
<td>Number of Electrodes</td>
<td>Number of Wells</td>
<td>Electrode Spacing</td>
<td>Target Temperature</td>
<td>Time to Maximum Temperature</td>
<td>Treatment Duration</td>
<td>Total Duration of Amendment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>------------</td>
<td>---------------------</td>
<td>------------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.781</td>
<td>--</td>
<td>0.688</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.685</td>
<td>--</td>
<td>0.589</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.201</td>
<td>--</td>
<td>0.256</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.272</td>
<td>--</td>
<td>0.534</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.166</td>
<td>--</td>
<td>0.311</td>
<td>--</td>
<td>0.303</td>
<td>0.379</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.008</td>
<td>--</td>
<td>0.272</td>
<td>--</td>
<td>0.547</td>
<td>0.579</td>
<td>0.775</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>r</td>
<td>-0.563</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
<td>r</td>
<td>-0.439</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>-0.068</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>0.350</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.013</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>0.349</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>0.253</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>p</td>
<td>0.382</td>
<td>0.122</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
### Table F.2 Correlations with field case studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Areal Extent of DNAPL Source</th>
<th>Depth to Groundwater</th>
<th>Depth to Top of Aquifer</th>
<th>Horizontal Hydraulic Conductivity</th>
<th>Groundwater Velocity</th>
<th>Minimum Depth of the DNAPL Zone</th>
<th>Percentage of DNAPL Mass</th>
<th>Porous Media Thickness</th>
<th>Thickness of DNAPL Zone</th>
<th>Total Number of Oxidant Injections</th>
<th>Volume of DNAPL Zone</th>
<th>Fate Porosity</th>
<th>Total Size of Oxidant Injected</th>
<th>Oxidant Application Duration</th>
<th>Unit Cost (by volume) of Source Zone Treatment</th>
<th>Chemical Oxidation - Permanganate</th>
<th>Chemical Oxidation - All</th>
<th>Enhanced Bioremediation - Anaerobic</th>
<th>Enhanced Bioremediation - Anaerobic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permnaganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Oxidant Concentration</td>
<td>Mass of Electron Donor Injected</td>
<td>Electrode Well Spacing</td>
<td>Duration of Monitoring</td>
<td>Maximum Temperature</td>
<td>Number of Electrodes</td>
<td>Number of Wells</td>
<td>Electrode Spacing</td>
<td>Target Temperature</td>
<td>Time to Maximum Temperature</td>
<td>Treatment Duration</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
<td>Treatment Cost (by volume) of Source Zone Treatment</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
<td>--------------------</td>
<td>------------</td>
<td>-----------------------</td>
<td>-------------------------------</td>
<td>-------------------------</td>
<td>-----------------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td>-----------------</td>
<td>-------------------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.219</td>
<td>0.743</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.373</td>
<td>0.870</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.917</td>
<td>0.393</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.943</td>
<td>-0.604</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>18</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.984</td>
<td>-0.360</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>18</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.984</td>
<td>-0.360</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.971</td>
<td>-0.364</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.994</td>
<td>-0.705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.994</td>
<td>-0.705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.994</td>
<td>-0.705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>-0.001</td>
<td>0.150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table F.2 Correlations with field case studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Areal Extent of DNAPL Source</td>
<td></td>
<td>r</td>
<td>0.323</td>
</tr>
<tr>
<td>Depth to Groundwater</td>
<td></td>
<td>p</td>
<td>0.397</td>
</tr>
<tr>
<td>Depth to Top of Aquifer</td>
<td></td>
<td>n</td>
<td>6</td>
</tr>
<tr>
<td>Hydraulic Conductivity</td>
<td></td>
<td>r</td>
<td>0.592</td>
</tr>
<tr>
<td>Groundwater Velocity</td>
<td></td>
<td>p</td>
<td>0.093</td>
</tr>
<tr>
<td>Minimum Depth of the DNAPL Zone</td>
<td></td>
<td>n</td>
<td>9</td>
</tr>
<tr>
<td>Permeability DNAPL Mass</td>
<td></td>
<td>r</td>
<td>-0.365</td>
</tr>
<tr>
<td>Injected DNAPL Thickness</td>
<td></td>
<td>p</td>
<td>0.358</td>
</tr>
<tr>
<td>Thickness of DNAPL Zone</td>
<td></td>
<td>n</td>
<td>1</td>
</tr>
<tr>
<td>Total Number of Oxidant Injections</td>
<td></td>
<td>r</td>
<td>-0.266</td>
</tr>
<tr>
<td>Volume of DNAPL Zone</td>
<td></td>
<td>p</td>
<td>0.315</td>
</tr>
<tr>
<td>Soil Porosity</td>
<td></td>
<td>n</td>
<td>14</td>
</tr>
<tr>
<td>Total Mass of Oxidant Injected</td>
<td></td>
<td>r</td>
<td>-0.218</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td></td>
<td>p</td>
<td>0.551</td>
</tr>
</tbody>
</table>

#### Thermal - All

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>0.312</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>0.043</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>N</td>
<td>0.199</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>LN</td>
<td>0.266</td>
</tr>
</tbody>
</table>

#### Thermal - Resistive Heating

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>0.312</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>0.043</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>0.199</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - All</td>
<td>LN</td>
<td>0.266</td>
</tr>
</tbody>
</table>

#### Unit Cost (by volume) of Source Zone Treatment

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>N</td>
<td>0.199</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>LN</td>
<td>0.266</td>
</tr>
</tbody>
</table>

#### Oxidant Application Duration

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>0.199</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td>Thermal - All</td>
<td>LN</td>
<td>0.266</td>
</tr>
</tbody>
</table>
## Table F.2 Correlations with field case studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Outlier Concentration</th>
<th>Mass of Electron Donor Injected</th>
<th>Electrode Well Spacing</th>
<th>Duration of Monitoring</th>
<th>Maximum Temperature</th>
<th>Number of Electrodes</th>
<th>Number of Wells</th>
<th>Electrode Spacing</th>
<th>Target Temperature</th>
<th>Time to Maximum Temperature</th>
<th>Injection Rate</th>
<th>Total Duration of Amendment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.007</td>
<td>0.074</td>
<td>-</td>
<td>0.037</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.006</td>
<td>0.075</td>
<td>-</td>
<td>0.038</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.197</td>
<td>-0.028</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.641</td>
<td>0.939</td>
<td>-</td>
<td>0.452</td>
<td>-</td>
<td>0.947</td>
<td>0.215</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N</td>
<td>r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.192</td>
<td>-0.101</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.351</td>
<td>0.963</td>
<td>-</td>
<td>0.468</td>
<td>-</td>
<td>0.731</td>
<td>0.768</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.258</td>
<td>0.131</td>
<td>-</td>
<td>0.388</td>
<td>-</td>
<td>0.202</td>
<td>0.466</td>
<td>-</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.354</td>
<td>0.963</td>
<td>-</td>
<td>0.468</td>
<td>-</td>
<td>0.731</td>
<td>0.768</td>
<td>-</td>
</tr>
</tbody>
</table>

**Notes**

All tests conducted using Pearson Correlations at the 5% level of significance. Null hypothesis for the test states that there is no correlation; whereas, the alternative hypothesis states that a correlation does exist. Bold indicates a significant correlation as determined by the test (p-value < 0.05).

Regressions were performed with the Input Fields that showed a correlation to the given Metric Field, however, in the case of a multivariate regression, there were not enough observations to create a sufficient enough data set. Therefore only simple linear regressions were performed.

--- insufficient data for analysis (<5 observations)
- insufficient amount of unique independent data values to compute a correlation coefficient
LN - lognormal data transformation
n - sample size
N - no data transformation
r - correlation coefficient
p - p-value. The p-value is calculated as the probability of observing a correlation coefficient at least as extreme as the one observed, given the null hypothesis is true.
<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>0.442</td>
<td>0.442</td>
<td>-0.967</td>
<td>-0.967</td>
<td>0.048</td>
<td>-0.967</td>
<td>0.970</td>
<td>-0.433</td>
<td>-0.304</td>
</tr>
<tr>
<td>p</td>
<td>0.393</td>
<td>0.393</td>
<td>0.464</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
<td>-0.967</td>
</tr>
<tr>
<td>p</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.196</td>
<td>0.086</td>
<td>0.484</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>0.945</td>
<td>0.107</td>
<td>0.866</td>
<td>-0.315</td>
<td>-0.051</td>
<td>-0.213</td>
<td>0.048</td>
<td>-0.967</td>
<td>0.804</td>
</tr>
<tr>
<td>p</td>
<td>0.001</td>
<td>0.728</td>
<td>0.837</td>
<td>0.445</td>
<td>0.899</td>
<td>0.699</td>
<td>0.911</td>
<td>0.000</td>
<td>0.016</td>
<td>0.435</td>
<td>0.501</td>
<td>0.393</td>
</tr>
<tr>
<td>n</td>
<td>7</td>
<td>12</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>14</td>
<td>7</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>0.873</td>
<td>0.423</td>
<td>0.453</td>
<td>0.273</td>
<td>0.503</td>
<td>0.572</td>
<td>-0.196</td>
<td>-0.905</td>
<td>0.772</td>
</tr>
<tr>
<td>p</td>
<td>0.010</td>
<td>0.403</td>
<td>0.445</td>
<td>0.509</td>
<td>0.428</td>
<td>0.138</td>
<td>0.642</td>
<td>0.000</td>
<td>0.025</td>
<td>0.601</td>
<td>0.016</td>
<td>0.351</td>
</tr>
<tr>
<td>n</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>13</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Surfactant Flushing</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.936</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
</tr>
<tr>
<td>p</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>n</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Surfactant Flushing</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
<td>-0.941</td>
</tr>
<tr>
<td>p</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>n</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
</tr>
<tr>
<td>p</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td>n</td>
<td>9</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
</tr>
<tr>
<td>p</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td>n</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
</tr>
<tr>
<td>p</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td>n</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
<td>-0.692</td>
</tr>
<tr>
<td>p</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td>n</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table F.3 Correlations with field and modeling case studies combined - consolidated data sets
<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Oxidant Concentration</th>
<th>Mass of Electron Donor Injected</th>
<th>Electron Donor Well Spacing</th>
<th>Maximum Temperature</th>
<th>Number of Electrodes</th>
<th>Number of Wells</th>
<th>Electrode Spacing</th>
<th>Time to Maximum Temperature</th>
<th>Target Temperature</th>
<th>InjectionRate</th>
<th>TotalDuration/Amendment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>-0.361</td>
<td>-0.578</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.303</td>
<td>-0.101</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>10</td>
<td>-9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.392</td>
<td>-0.311</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.263</td>
<td>-0.413</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>10</td>
<td>-9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.049</td>
<td>-0.115</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.869</td>
<td>-0.708</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>14</td>
<td>-13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>-0.194</td>
<td>-0.529</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.523</td>
<td>-0.899</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>13</td>
<td>-11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>-0.964</td>
<td>-0.964</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>-0.964</td>
<td>-0.964</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>-10</td>
<td>-10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.481</td>
<td>0.041</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.113</td>
<td>-0.904</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>12</td>
<td>-11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>-0.832</td>
<td>0.580</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.093</td>
<td>-0.081</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>12</td>
<td>-11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>-0.594</td>
<td>-0.562</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.013</td>
<td>-0.029</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>16</td>
<td>-15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>-0.899</td>
<td>-0.899</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.000</td>
<td>-0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td>16</td>
<td>-14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table F.3 Correlations with field and modeling case studies combined - consolidated data sets

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>DATA TRANSFORMATION</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACTIONS</td>
<td>Treatment Duration</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surfactant Flushing</td>
<td></td>
</tr>
<tr>
<td>Areal Extent of DNAPL Source</td>
<td>r -- -- -- 0.170 -- -- 0.216 -- -- 0.548 -- -- 0.548</td>
<td>p -- -- -- 0.639 -- -- 0.548 -- -- 0.548</td>
<td>n -- -- -- 0.639 -- -- 0.548 -- -- 0.548</td>
</tr>
<tr>
<td>Depth to Groundwater</td>
<td>r -- -- -- 0.170 -- -- 0.216 -- -- 0.548</td>
<td>p -- -- -- 0.639 -- -- 0.548</td>
<td>n -- -- -- 0.639</td>
</tr>
<tr>
<td>Depth to Top of Aquifer</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Hydraulic Conductivity</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Groundwater Velocity</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Maximum in Depth of the DNAPL Zone</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Preremediation DNAPL Mass</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Saturated Aquifer Thickness</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>r -- -- -- 0.170 -- -- 0.216</td>
<td>p -- -- -- 0.639</td>
<td>n -- -- --</td>
</tr>
<tr>
<td>Surfactant Flushing</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
<td>LN 10 10 10 10 10 10 10 10 10 10 10 10</td>
</tr>
<tr>
<td>Chemical Oxidation - All</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Coverage Flushing</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - All</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Surfactant Flushing</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - All</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Surfactant Flushing</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - All</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
<td>LN r -- -- -- 0.506 -- -- 0.506</td>
</tr>
</tbody>
</table>
### Table F.3 Correlations with field and modeling case studies combined - consolidated data sets

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Oxidant Concentration</th>
<th>Mass of Electron Donor Injected</th>
<th>Mass of Oxygen Injected</th>
<th>Electron Donor Well Spacing</th>
<th>Duration of Monitoring</th>
<th>Maximum Temperature</th>
<th>Number of Electrodes</th>
<th>Number of Wells</th>
<th>Electrode Spacing</th>
<th>Target Temperature</th>
<th>Time to Maximum Temperature</th>
<th>Injection Rate</th>
<th>Total Duration of Amendment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>-0.166</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.094</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>-0.086</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.839</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>-0.166</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.094</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.086</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p</td>
<td>0.839</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

**Notes**

All tests conducted using Pearson Correlations at the 5% level of significance. Null hypothesis for the test states that there is no significant correlation as determined by the test (p-value < 0.05).

- **Bold** indicates a significant correlation.
- **LN** - lognormal data transformation
- **n** - sample size
- **N** - no data transformation
- **r** - correlation coefficient
- **p** - p-value. The p-value is calculated as the probability of observing a correlation coefficient at least as extreme as the one observed,
<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.400</td>
<td>0.132</td>
<td>0.431</td>
<td>0.543</td>
<td>0.735</td>
<td>0.000</td>
<td>0.200</td>
<td>0.000</td>
<td>0.660</td>
<td>0.240</td>
</tr>
<tr>
<td>a</td>
<td>44.48</td>
<td>46.48</td>
<td>42.39</td>
<td>32.26</td>
<td>46.41</td>
<td>42.24</td>
<td>45.43</td>
<td>41.43</td>
<td>46.41</td>
<td>42.24</td>
</tr>
<tr>
<td>Change in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.589</td>
<td>0.607</td>
<td>0.377</td>
<td>0.295</td>
<td>0.809</td>
<td>0.761</td>
<td>0.642</td>
<td>0.317</td>
<td>0.859</td>
<td>0.557</td>
</tr>
<tr>
<td>a</td>
<td>56</td>
<td>21</td>
<td>9</td>
<td>46</td>
<td>44</td>
<td>20</td>
<td>25</td>
<td>54</td>
<td>16</td>
<td>22</td>
</tr>
<tr>
<td>Change in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.173</td>
<td>0.132</td>
<td>0.195</td>
<td>0.142</td>
<td>0.051</td>
<td>0.762</td>
<td>0.210</td>
<td>-0.498</td>
<td>0.138</td>
<td>0.199</td>
</tr>
<tr>
<td>a</td>
<td>44</td>
<td>46</td>
<td>42</td>
<td>39</td>
<td>28</td>
<td>46</td>
<td>41</td>
<td>42</td>
<td>24</td>
<td>45</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.014</td>
<td>0.059</td>
<td>0.234</td>
<td>0.199</td>
<td>0.092</td>
<td>0.076</td>
<td>0.146</td>
<td>0.012</td>
<td>0.104</td>
<td>0.162</td>
</tr>
<tr>
<td>a</td>
<td>40</td>
<td>20</td>
<td>14</td>
<td>39</td>
<td>36</td>
<td>23</td>
<td>44</td>
<td>35</td>
<td>39</td>
<td>20</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.327</td>
<td>0.460</td>
<td>0.639</td>
<td>0.336</td>
<td>0.996</td>
<td>0.829</td>
<td>0.586</td>
<td>0.306</td>
<td>0.991</td>
<td>0.409</td>
</tr>
<tr>
<td>a</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>11</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>0.553</td>
<td>0.767</td>
<td>0.039</td>
<td>0.205</td>
<td>0.074</td>
<td>0.039</td>
<td>0.205</td>
<td>0.074</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>TARGET TEMPERATURE</td>
<td>TIME TO MAXIMUM TEMPERATURE</td>
<td>INJECTION RATE</td>
<td>REMOVAL</td>
<td>TOTAL REMOVAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>------------</td>
<td>---------------------</td>
<td>--------------------</td>
<td>-----------------------------</td>
<td>---------------</td>
<td>---------</td>
<td>---------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>0.2108</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>0.3708</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>2.475</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>0.048</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>0.104</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>s</td>
<td></td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table F.4 Correlations with field and modeling case studies combined - unconsolidated data sets

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>STATISTIC</th>
<th>TREATMENT DURATION</th>
<th>SURFACTANT FLUSHING</th>
<th>CHEMICAL OXIDATION - ALL</th>
<th>CHEMICAL OXIDATION - PERMANGANATE</th>
<th>SURFACTANT FLUSHING</th>
<th>UNIT COST (BY VOLUME) OF SOURCE ZONE TREATMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Areal Extent of DNAPL Source</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r -0.155</td>
<td>0.289</td>
<td>0.106</td>
<td>0.117</td>
<td>0.993</td>
<td>0.056</td>
</tr>
<tr>
<td>Depth to Groundwater</td>
<td></td>
<td>p</td>
<td>0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
</tr>
<tr>
<td>Depth to Top of Aquifer</td>
<td></td>
<td>n</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Hydraulic Conductivity</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Horizontal Hydraulic Gradient</td>
<td></td>
<td>p 0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
<td>0.371</td>
</tr>
<tr>
<td>Groundwater Velocity</td>
<td></td>
<td>n 85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Maximum Depth of the DNAPL Zone</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Preremediation DNAPL Mass</td>
<td></td>
<td>p 0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
<td>0.371</td>
</tr>
<tr>
<td>Saturated Aquifer Thickness</td>
<td></td>
<td>n 85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Total Number of Oxidant Injections</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Volume of DNAPL Zone</td>
<td></td>
<td>p 0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
<td>0.371</td>
</tr>
<tr>
<td>Soil Porosity</td>
<td></td>
<td>n 85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Total Mass of Oxidant Injected</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td></td>
<td>p 0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
<td>0.371</td>
</tr>
<tr>
<td>Oxidant Concentration</td>
<td></td>
<td>n 85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Mass of Electron Donor Injected</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Electron Donor Well Spacing</td>
<td></td>
<td>p 0.360</td>
<td>0.371</td>
<td>0.337</td>
<td>0.103</td>
<td>0.114</td>
<td>0.064</td>
<td>0.371</td>
</tr>
<tr>
<td>Duration of Monitoring</td>
<td></td>
<td>n 85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>Maximum Temperature</td>
<td></td>
<td>r -0.214</td>
<td>-0.135</td>
<td>-0.091</td>
<td>-0.114</td>
<td>-0.065</td>
<td>-0.043</td>
<td>-0.065</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r -0.547</td>
<td>0.293</td>
<td>0.340</td>
<td>0.330</td>
<td>-0.408</td>
<td>-0.213</td>
</tr>
<tr>
<td>PREREMEDIATION DNAPL Mass</td>
<td></td>
<td>p 0.225</td>
<td>0.128</td>
<td>0.183</td>
<td>0.193</td>
<td>0.320</td>
<td>0.114</td>
<td>0.448</td>
</tr>
<tr>
<td>Saturated Aquifer Thickness</td>
<td></td>
<td>N</td>
<td>14</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Total Mass of Oxidant Injected</td>
<td></td>
<td>LN</td>
<td>r -0.547</td>
<td>0.293</td>
<td>0.340</td>
<td>0.330</td>
<td>-0.408</td>
<td>-0.213</td>
</tr>
<tr>
<td>Oxidant Application Duration</td>
<td></td>
<td>p 0.225</td>
<td>0.128</td>
<td>0.183</td>
<td>0.193</td>
<td>0.320</td>
<td>0.114</td>
<td>0.448</td>
</tr>
<tr>
<td>Oxidant Concentration</td>
<td></td>
<td>N</td>
<td>14</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Mass of Electron Donor Injected</td>
<td></td>
<td>LN</td>
<td>r -0.547</td>
<td>0.293</td>
<td>0.340</td>
<td>0.330</td>
<td>-0.408</td>
<td>-0.213</td>
</tr>
<tr>
<td>Electron Donor Well Spacing</td>
<td></td>
<td>p 0.225</td>
<td>0.128</td>
<td>0.183</td>
<td>0.193</td>
<td>0.320</td>
<td>0.114</td>
<td>0.448</td>
</tr>
<tr>
<td>Duration of Monitoring</td>
<td></td>
<td>N</td>
<td>14</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Maximum Temperature</td>
<td></td>
<td>LN</td>
<td>r -0.547</td>
<td>0.293</td>
<td>0.340</td>
<td>0.330</td>
<td>-0.408</td>
<td>-0.213</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r -0.438</td>
<td>-0.162</td>
<td>-0.175</td>
<td>-0.129</td>
<td>-0.212</td>
<td>-0.708</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p 0.384</td>
<td>0.172</td>
<td>0.511</td>
<td>0.245</td>
<td>0.266</td>
<td>0.266</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r -0.708</td>
<td>-0.124</td>
<td>-0.076</td>
<td>0.848</td>
<td>-0.281</td>
<td>0.531</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r -0.438</td>
<td>-0.162</td>
<td>-0.175</td>
<td>-0.129</td>
<td>-0.212</td>
<td>-0.708</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p 0.384</td>
<td>0.172</td>
<td>0.511</td>
<td>0.245</td>
<td>0.266</td>
<td>0.266</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r -0.708</td>
<td>-0.124</td>
<td>-0.076</td>
<td>0.848</td>
<td>-0.281</td>
<td>0.531</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r -0.438</td>
<td>-0.162</td>
<td>-0.175</td>
<td>-0.129</td>
<td>-0.212</td>
<td>-0.708</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p 0.384</td>
<td>0.172</td>
<td>0.511</td>
<td>0.245</td>
<td>0.266</td>
<td>0.266</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r -0.708</td>
<td>-0.124</td>
<td>-0.076</td>
<td>0.848</td>
<td>-0.281</td>
<td>0.531</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r -0.438</td>
<td>-0.162</td>
<td>-0.175</td>
<td>-0.129</td>
<td>-0.212</td>
<td>-0.708</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p 0.384</td>
<td>0.172</td>
<td>0.511</td>
<td>0.245</td>
<td>0.266</td>
<td>0.266</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r -0.708</td>
<td>-0.124</td>
<td>-0.076</td>
<td>0.848</td>
<td>-0.281</td>
<td>0.531</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICAL ANALYSIS</td>
<td>EFFECTIVE TIME</td>
<td>REGENERATION</td>
<td>TREATMENT PERFORMANCE</td>
<td>TREATMENT PERFORMANCE</td>
<td>TREATMENT PERFORMANCE</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>Number of Electrodes</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>Number of Wells</td>
<td>Sample Size</td>
<td></td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
<td>Actual Mass Flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Notes:
- All tests conducted using Pearson Correlations at the 5% level of significance.
- Null hypothesis for the test states that there is no correlation, whereas, the alternative hypothesis states that a correlation does exist.
- Bold indicates a significant correlation as determined by the test (p-value < 0.05).
- Regressions were performed with the Input Fields that showed a correlation to the given Metric Field. However, in the case of a multivariate regression, there were not enough observations to create a sufficient enough data set. Therefore only simple linear regressions were performed.
- p - p-value. The p-value is calculated as the probability of observing a correlation coefficient at least as extreme as the one observed, given the null hypothesis is true.
- LN - lognormal data transformation
- n - sample size
- N - no data transformation
- r - correlation coefficient
- - insufficient data for analysis (<5 observations)
<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Technology</th>
<th>Data Transformation</th>
<th>r</th>
<th>n</th>
<th>p</th>
<th>Actual Mass Flux</th>
<th>Areal Extent of DNAPL Source</th>
<th>Depth to Groundwater</th>
<th>Saturated Aquifer Thickness</th>
<th>Total Mass of Oxidant Injected</th>
<th>Thickness of DNAPL Zone</th>
<th>Total Number of Oxidant Reactions</th>
<th>Oxidant Concentration</th>
<th>Self-Potential</th>
<th>ORP</th>
<th>ORP</th>
<th>ORP</th>
<th>ORP</th>
<th>ORP</th>
<th>ORP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>-0.468</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>Ln</td>
<td>-0.452</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>-0.468</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>Ln</td>
<td>-0.452</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>-0.468</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>Ln</td>
<td>-0.452</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Surfactant Flooding</td>
<td>N</td>
<td>-0.468</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Surfactant Flooding</td>
<td>Ln</td>
<td>-0.452</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>Ln</td>
<td>-0.495</td>
<td>25</td>
<td>0.018</td>
<td>-0.374</td>
<td>-0.408</td>
<td>-0.233</td>
<td>0.048</td>
<td>-0.214</td>
<td>0.018</td>
<td>0.358</td>
<td>0.609</td>
<td>0.863</td>
<td>-0.102</td>
<td>0.015</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table F.5: Correlations with field case studies and modeling studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>$r$</th>
<th>$p$</th>
<th>$r$</th>
<th>$p$</th>
<th>$r$</th>
<th>$p$</th>
<th>$r$</th>
<th>$p$</th>
<th>$r$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-0.563</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>0.375</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actual Mass Flux</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-0.340</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>0.019</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.390</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>0.394</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>0.206</td>
<td>-0.299</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>-</td>
<td>-</td>
<td>-0.309</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PERFORMANCE METRIC TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Total Number of DNAPL Sources</td>
<td>Depth of Groundwater</td>
<td>Depth to Top of Aquifer</td>
<td>Hydraulic Conductivity</td>
<td>Conductivity Anisotropy</td>
<td>Minimum Depth of the DNAPL Zone</td>
<td>Precipitation in DNAPL Mass</td>
<td>Saturated Aquifer Thickness</td>
<td>Oxidant Application Duration</td>
<td>Total Number of Oxidant Injections</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------------</td>
<td>------------</td>
<td>-------------------------------</td>
<td>---------------------</td>
<td>------------------------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
<td>---------------------------</td>
<td>---------------------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r</td>
<td>0.134</td>
<td>0.184</td>
<td>-0.163</td>
<td>-0.180</td>
<td>-0.206</td>
<td>-0.293</td>
<td>0.019</td>
<td>-0.349</td>
<td>-0.278</td>
<td>-0.349</td>
</tr>
<tr>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>0.562</td>
<td>0.729</td>
<td>0.830</td>
<td>0.652</td>
<td>-</td>
<td>0.556</td>
<td>0.568</td>
<td>0.481</td>
<td>0.963</td>
<td>0.378</td>
</tr>
<tr>
<td>Decrease in Groundwater</td>
<td>N</td>
<td>n</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>-</td>
<td>15</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>-0.104</td>
<td>-0.321</td>
<td>-0.403</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>p</td>
<td>0.742</td>
<td>0.559</td>
<td>0.501</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>n</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>-</td>
<td>15</td>
<td>6</td>
<td>8</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>r</td>
<td>-0.063</td>
<td>0.075</td>
<td>0.091</td>
<td>0.051</td>
<td>-</td>
<td>-</td>
<td>-377</td>
<td>-0.35</td>
<td>-0.279</td>
<td>-0.742</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>0.264</td>
<td>0.042</td>
<td>-0.115</td>
<td>-0.709</td>
<td>-0.709</td>
<td>-0.255</td>
<td>-0.493</td>
<td>-0.077</td>
<td>-0.349</td>
<td>-0.278</td>
</tr>
<tr>
<td>n</td>
<td>18</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>-0.118</td>
<td>-0.384</td>
<td>-0.427</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>LN</td>
<td>r</td>
<td>-0.063</td>
<td>-0.075</td>
<td>-0.091</td>
<td>-0.051</td>
<td>-</td>
<td>-</td>
<td>-0.377</td>
<td>-0.35</td>
<td>-0.279</td>
<td>-0.493</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
<td>r</td>
<td>-0.143</td>
<td>0.466</td>
<td>-0.103</td>
<td>-0.353</td>
<td>-0.353</td>
<td>-0.227</td>
<td>-0.103</td>
<td>-0.181</td>
<td>-0.227</td>
<td>-0.181</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.063</td>
<td>-0.075</td>
<td>-0.091</td>
<td>-0.051</td>
<td>-</td>
<td>-</td>
<td>-0.377</td>
<td>-0.35</td>
<td>-0.279</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.118</td>
<td>-0.384</td>
<td>-0.427</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.063</td>
<td>-0.075</td>
<td>-0.091</td>
<td>-0.051</td>
<td>-</td>
<td>-</td>
<td>-0.377</td>
<td>-0.35</td>
<td>-0.279</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.143</td>
<td>0.466</td>
<td>-0.103</td>
<td>-0.353</td>
<td>-0.353</td>
<td>-0.227</td>
<td>-0.103</td>
<td>-0.181</td>
<td>-0.227</td>
<td>-0.181</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.063</td>
<td>-0.075</td>
<td>-0.091</td>
<td>-0.051</td>
<td>-</td>
<td>-</td>
<td>-0.377</td>
<td>-0.35</td>
<td>-0.279</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>18</td>
<td>-</td>
<td>16</td>
<td>5</td>
<td>15</td>
<td>8</td>
<td>-</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>r</td>
<td>-0.118</td>
<td>-0.384</td>
<td>-0.427</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>n</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Mean of Electric Power Input</td>
<td>Electric Power Well Spacing</td>
<td>Duration of Heating</td>
<td>Maximum Temperature</td>
<td>Number of Electrodes</td>
<td>Number of Wells</td>
<td>Electrode Spacing</td>
<td>Target Temperature</td>
<td>Biofilm Maximum Temperature</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>--------------------</td>
<td>------------</td>
<td>----------------------------</td>
<td>----------------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r</td>
<td>0.485</td>
<td>0.229</td>
<td>0.356</td>
<td>0.257</td>
<td>0.866</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>11</td>
<td>14</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - All</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.046</td>
<td>0.233</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Groundwater Concentrations</td>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.071</td>
<td>0.132</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>20</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>20</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.454</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.238</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.457</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.740</td>
<td>0.189</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.734</td>
<td>0.068</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>0.508</td>
<td>0.188</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.927</td>
<td>0.753</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.924</td>
<td>0.741</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.922</td>
<td>0.614</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>0.922</td>
<td>0.614</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Local Mean of DNAPL Source</td>
<td>Depth of Concentration</td>
<td>Depth of Top of Aquifer</td>
<td>Horizontal Permeability</td>
<td>Conductive Velocity</td>
<td>Minimum Depth of the DNAPL Zone</td>
<td>Permeability of DNAPL Mass</td>
<td>Saturated Aquifer Thickness</td>
<td>Oxidant Application Duration</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>--------------------</td>
<td>-----------</td>
<td>---------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>-----------------------</td>
<td>---------------------</td>
<td>-----------------------------</td>
<td>----------------------</td>
<td>--------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - All</td>
<td>N</td>
<td>p</td>
<td>0.936</td>
<td>0.361</td>
<td>0.466</td>
<td>0.951</td>
<td>--</td>
<td>--</td>
<td>0.611</td>
<td>0.886</td>
<td>0.648</td>
</tr>
<tr>
<td></td>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>0.020</td>
<td>0.248</td>
<td>0.342</td>
<td>0.953</td>
<td>--</td>
<td>--</td>
<td>-0.193</td>
<td>0.202</td>
<td>0.212</td>
</tr>
<tr>
<td></td>
<td>Chemical Oxidation - Fenton’s Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>0.452</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>0.874</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>n</td>
<td>45</td>
<td>19</td>
<td>11</td>
<td>13</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>r</td>
<td>0.058</td>
<td>0.592</td>
<td>0.393</td>
<td>0.393</td>
<td>--</td>
<td>--</td>
<td>0.456</td>
<td>0.160</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>p</td>
<td>0.060</td>
<td>0.669</td>
<td>0.199</td>
<td>0.199</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>0.051</td>
<td>0.212</td>
<td>0.199</td>
<td>0.199</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Thermal - Remissive Heating</td>
<td>N</td>
<td>p</td>
<td>0.000</td>
<td>0.717</td>
<td>0.353</td>
<td>0.353</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Thermal - Remissive Heating</td>
<td>LN</td>
<td>r</td>
<td>0.020</td>
<td>0.248</td>
<td>0.342</td>
<td>0.953</td>
<td>--</td>
<td>--</td>
<td>-0.193</td>
<td>0.202</td>
<td>0.212</td>
</tr>
<tr>
<td></td>
<td>Thermal - Strain Flushing</td>
<td>N</td>
<td>p</td>
<td>--</td>
<td>0.452</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>Thermal - Strain Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>0.874</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Table F.5 Correlations with field case studies and modeling studies - all media
<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Mass of Electron Donor Injected</th>
<th>Electrical Power of Well Spacing</th>
<th>Duration of Monitoring</th>
<th>Minimum Temperature</th>
<th>Maximum Temperature</th>
<th>Number of Wells</th>
<th>Number of Electrodes</th>
<th>Number of Wells Spacing</th>
<th>Time to Maximum Temperature</th>
<th>In situ Maximum Temperature</th>
<th>Injection Rate</th>
<th>Reaction Rate</th>
<th>Total In Situ Time of Amendment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - All</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LN</td>
<td>r</td>
<td>0.319</td>
<td>0.229</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Decrease in Soil Concentrations</td>
<td>Thermal - All</td>
<td>LN</td>
<td>r</td>
<td>0.149</td>
<td>0.184</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>r</td>
<td>0.588</td>
<td>0.605</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>0.585</td>
<td>0.724</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>p</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
Chemical Oxidation - All

N

Treatment Duration

Chemical Oxidation - All

LN

Treatment Duration

Enhanced Bioremediation - Anaerobic

N

Treatment Duration

Enhanced Bioremediation - Anaerobic

LN

Treatment Duration

Surfactant Flushing

N

Treatment Duration

Surfactant Flushing

LN

Treatment Duration

Thermal - Conductive Heating

N

Treatment Duration

Thermal - Conductive Heating

LN

Treatment Duration

Thermal - Resistive Heating

N

Treatment Duration

Thermal - Resistive Heating

LN

Treatment Duration

Thermal - Steam Flushing

N

Treatment Duration

Thermal - Steam Flushing

LN

Oxidant Concentration

Treatment Duration

Oxidant Application Duration

LN

Total Mass of Oxidant Injected

Chemical Oxidation - Permanganate

Soil Porosity

Treatment Duration

Volume of DNAPL Zone

N

Total Number of Oxidant Injections

Chemical Oxidation - Permanganate

Thickness of DNAPL Zone

Treatment Duration

Saturated Aquifer Thickness

LN

Preremediation DNAPL Mass

Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide

Maximum Depth of the DNAPL Zone

Treatment Duration

Groundwater Velocity

N

Horizontal Hydraulic Gradient

Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide

Hydraulic Conductivity

Treatment Duration

Depth to Top of Aquifer

LN

Depth to Groundwater

Thermal - All

Removal of DNAPL Mass

Areal Extent of DNAPL Source

TECHNOLOGY

STATISTICS

PERFORMANCE METRIC

DATA TRANSFORMATION

Table F.5 Correlations with field case studies and modeling studies - all media

r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n
r
p
n

-0.652
0.057
9
0.810
0.097
5
0.530
0.358
5
-0.107
0.448
53
-0.110
0.434
53
-0.142
0.282
59
-0.268
0.040
59
-0.133
0.525
25
0.227
0.276
25
-0.744
0.000
24
-0.814
0.000
24
------0.321
0.225
16
0.472
0.065
16
0.982
0.000
7
0.749
0.053
7

-0.006
0.986
11
0.316
0.317
12
0.360
0.250
12
-0.182
0.169
59
-0.101
0.756
12
-0.214
0.067
74
-0.083
0.679
27
-0.133
0.467
32
-0.099
0.678
20
-0.226
0.278
25
------0.317
0.604
5
-0.208
0.422
17
-0.179
0.491
17
0.177
0.648
9
0.185
0.634
9

-0.127
0.710
11
-0.422
0.196
11
-0.511
0.108
11
-0.290
0.027
58
-0.281
0.402
11
-0.201
0.090
72
-0.193
0.414
20
-0.274
0.123
33
0.122
0.618
19
-0.166
0.437
24
----------0.147
0.586
16
-0.085
0.753
16
0.195
0.589
10
0.478
0.162
10

-0.445
0.317
7
-0.425
0.401
6
-0.377
0.461
6
-0.098
0.485
53
0.170
0.223
53
-0.070
0.595
60
0.177
0.176
60
0.045
0.837
23
0.767
0.000
23
0.523
0.007
25
0.743
0.000
25
-0.832
0.081
5
----0.280
0.404
11
0.100
0.770
11
-0.069
0.896
6
-0.694
0.126
6

----0.319
0.600
5
-0.023
0.971
5
0.249
0.081
50
0.383
0.006
50
0.220
0.100
57
0.403
0.002
57
0.340
0.121
22
0.281
0.205
22
-0.827
0.000
21
-0.784
0.000
21
-------------------

---------0.251
0.124
39
0.175
0.287
39
0.312
0.044
42
0.302
0.052
42
0.344
0.404
8
0.730
0.040
8
-0.534
0.074
12
0.225
0.481
12
-------------------

0.110
0.749
11
0.637
0.248
5
0.566
0.320
5
-0.210
0.116
57
-0.582
0.000
57
-0.251
0.047
63
-0.613
0.000
63
-0.170
0.378
29
-0.292
0.124
29
-0.146
0.466
27
0.293
0.138
27
0.546
0.341
5
-0.748
0.146
5
0.039
0.887
16
-0.117
0.666
16
0.765
0.045
7
0.442
0.321
7

-0.366
0.333
9
------0.096
0.532
45
-0.253
0.093
45
-0.047
0.747
50
-0.243
0.089
50
0.215
0.460
14
0.817
0.000
14
-0.533
0.006
25
-0.498
0.011
25
------0.740
0.093
6
0.950
0.004
6
-------

-0.571
0.236
6
-------0.108
0.444
52
0.197
0.162
52
-0.172
0.200
57
0.010
0.943
57
-0.175
0.424
23
-0.155
0.481
23
0.277
0.171
26
0.381
0.055
26
------0.641
0.063
9
0.609
0.082
9
-------

-0.086
0.855
7
-------0.136
0.442
34
-0.133
0.454
34
-0.131
0.426
39
-0.029
0.862
39
-0.132
0.580
20
-0.173
0.465
20
0.104
0.621
25
0.364
0.074
25
-------0.176
0.651
9
-0.305
0.425
9
-------

---0.019
0.956
11
0.233
0.491
11
-0.114
0.406
55
-0.321
0.017
55
-0.101
0.415
68
-0.344
0.004
68
-------------------------------

-0.559
0.150
8
-0.341
0.574
5
-0.198
0.749
5
-0.087
0.540
52
-0.120
0.398
52
-0.191
0.152
58
-0.270
0.040
58
-0.108
0.689
16
0.444
0.085
16
-0.797
0.000
22
-0.861
0.000
22
------0.538
0.047
14
0.591
0.026
14
0.995
0.000
5
0.902
0.036
5

---------0.055
0.729
42
-0.012
0.938
42
0.055
0.729
42
-0.012
0.938
42
0.086
0.750
16
0.018
0.948
16
-0.096
0.755
13
-0.215
0.480
13
-------------------

---------0.309
0.017
59
0.144
0.276
59
0.254
0.048
61
0.096
0.462
61
-------------------------------

---0.347
0.400
8
0.549
0.159
8
0.997
0.000
59
0.999
0.000
59
0.996
0.000
69
0.959
0.000
69
-------------------------------

----0.363
0.377
8
-0.439
0.276
8
-0.165
0.212
59
-0.628
0.000
59
-0.271
0.024
69
-0.690
0.000
69
-------------------------------
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<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Mass of Electron Donor Injected</th>
<th>Electric Power Well Spacing</th>
<th>Duration of Monitoring</th>
<th>Minimum Temperature</th>
<th>Maximum Temperature</th>
<th>Number of Electrodes</th>
<th>Number of Wells</th>
<th>Electrode Spacing</th>
<th>Time to Maximum Temperature</th>
<th>Injection Rate</th>
<th>Total Duration of Treatment</th>
<th>Treatment Duration</th>
<th>Treatment Duration</th>
<th>Treatment Duration</th>
<th>Treatment Duration</th>
<th>Treatment Duration</th>
<th>Treatment Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Removal of DNAPL Mass</td>
<td>Thermal - All</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.832</td>
<td>0.114</td>
<td>-</td>
<td>0.547</td>
<td>0.379</td>
<td>0.773</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>8</td>
<td>-</td>
<td>7</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Fenton's Reagent or Hydrogen Peroxide</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.109</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.090</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.433</td>
<td>0.336</td>
<td>0.023</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.008</td>
<td>0.156</td>
<td>0.890</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Surfactant Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.292</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.319</td>
<td>0.355</td>
<td>-</td>
<td>0.415</td>
<td>0.180</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Conductive Heating</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.844</td>
<td>0.119</td>
<td>-</td>
<td>0.548</td>
<td>0.378</td>
<td>0.773</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.036</td>
<td>0.242</td>
<td>-</td>
<td>0.036</td>
<td>0.337</td>
<td>0.773</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>N</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.983</td>
<td>0.532</td>
<td>-</td>
<td>0.176</td>
<td>0.598</td>
<td>0.022</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - Steam Flushing</td>
<td>LN</td>
<td>p</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.984</td>
<td>0.532</td>
<td>-</td>
<td>0.176</td>
<td>0.598</td>
<td>0.022</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
### Correlations with field case studies and modeling studies - all media

<table>
<thead>
<tr>
<th>PERFORMANCE METRIC</th>
<th>TECHNOLOGY</th>
<th>DATA TRANSFORMATION</th>
<th>STATISTICS</th>
<th>Total Unit of DNAPL Source</th>
<th>Depth to Groundwater</th>
<th>Depth to Top of Aquifer</th>
<th>Hydraulic Conductivity</th>
<th>Groundwater Velocity</th>
<th>Minimum Depth of the DNAPL Zone</th>
<th>Permeability of DNAPL Mass</th>
<th>Saturated Aquifer Thickness</th>
<th>Thickness of DNAPL Zone</th>
<th>Total Number of Oxidant Injections</th>
<th>Soil Porosity</th>
<th>Total Mass of Oxidant Injected</th>
<th>Oxidant Application Duration</th>
<th>Oxidant Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>r 0.740 0.166 0.208 0.020</td>
<td>--</td>
<td>0.198 0.104 0.069 0.137</td>
<td>--</td>
<td>0.742</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.000 0.317 0.299 0.931</td>
<td>--</td>
<td>--</td>
<td>0.604 0.023 0.160 0.376</td>
<td>--</td>
<td>0.000</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 26 27 27 24</td>
<td>--</td>
<td>--</td>
<td>25 10 16 15</td>
<td>--</td>
<td>24</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>LN</td>
<td>r 0.724 0.015 0.100 0.137</td>
<td>--</td>
<td>--</td>
<td>0.013 0.322</td>
<td>0.946 0.107</td>
<td>--</td>
<td>0.001</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.006 0.775 0.824 0.133</td>
<td>--</td>
<td>--</td>
<td>0.374 0.004 0.128 0.630</td>
<td>--</td>
<td>0.001</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 26 31 27 24</td>
<td>--</td>
<td>--</td>
<td>25 10 16 15</td>
<td>--</td>
<td>21</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>N</td>
<td>r -0.438 -0.162 -0.115 -0.123</td>
<td>--</td>
<td>--</td>
<td>-0.199</td>
<td>--</td>
<td>0.908 0.106 -0.212 -0.745</td>
<td>--</td>
<td>0.299 0.182</td>
<td>0.010</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.386 0.229 0.319 0.817</td>
<td>--</td>
<td>--</td>
<td>0.669</td>
<td>0.840 0.841 0.089</td>
<td>--</td>
<td>0.625 0.045</td>
<td>0.855</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 26 31 27 24</td>
<td>--</td>
<td>--</td>
<td>25 10 16 15</td>
<td>--</td>
<td>21</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r -0.768 -0.154 0.076 0.686</td>
<td>--</td>
<td>--</td>
<td>0.287</td>
<td>--</td>
<td>0.931 0.575 -0.299 -0.872</td>
<td>--</td>
<td>0.187 0.717</td>
<td>0.043</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.115 0.734 0.317 0.125</td>
<td>--</td>
<td>--</td>
<td>0.911</td>
<td>0.026 0.233 0.812</td>
<td>--</td>
<td>0.053 0.135</td>
<td>0.910</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 2 6 3 9</td>
<td>--</td>
<td>--</td>
<td>2 6 3 9</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r -0.768 -0.154 0.076 0.686</td>
<td>--</td>
<td>--</td>
<td>0.287</td>
<td>--</td>
<td>0.931 0.575 -0.299 -0.872</td>
<td>--</td>
<td>0.187 0.717</td>
<td>0.043</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.115 0.734 0.317 0.125</td>
<td>--</td>
<td>--</td>
<td>0.911</td>
<td>0.026 0.233 0.812</td>
<td>--</td>
<td>0.053 0.135</td>
<td>0.910</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 2 6 3 9</td>
<td>--</td>
<td>--</td>
<td>2 6 3 9</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>N</td>
<td>r 0.723 -0.420 -0.313 -0.378</td>
<td>--</td>
<td>--</td>
<td>-0.241</td>
<td>--</td>
<td>0.135</td>
<td>--</td>
<td>0.062</td>
<td>--</td>
<td>0.718</td>
<td>0.043</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.399 0.300 0.352 0.684</td>
<td>--</td>
<td>--</td>
<td>0.734</td>
<td>0.829</td>
<td>0.103</td>
<td>--</td>
<td>0.625</td>
<td>0.045</td>
<td>0.855</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 9 8 9</td>
<td>--</td>
<td>--</td>
<td>9</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>r 0.723 -0.420 -0.313 -0.378</td>
<td>--</td>
<td>--</td>
<td>-0.241</td>
<td>--</td>
<td>0.135</td>
<td>--</td>
<td>0.062</td>
<td>--</td>
<td>0.718</td>
<td>0.043</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.399 0.300 0.352 0.684</td>
<td>--</td>
<td>--</td>
<td>0.734</td>
<td>0.829</td>
<td>0.103</td>
<td>--</td>
<td>0.625</td>
<td>0.045</td>
<td>0.855</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 9 8 9</td>
<td>--</td>
<td>--</td>
<td>9</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r -0.365 -0.040 0.005 -0.707</td>
<td>--</td>
<td>--</td>
<td>-0.649</td>
<td>--</td>
<td>0.482 -0.499</td>
<td>--</td>
<td>-0.707</td>
<td>--</td>
<td>0.112</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.800 0.099 0.153 0.223</td>
<td>--</td>
<td>--</td>
<td>0.037 0.475 0.255</td>
<td>--</td>
<td>0.018</td>
<td>--</td>
<td>0.024</td>
<td>--</td>
<td>0.018</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 14 14 14</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>--</td>
<td>8</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>r -0.365 -0.040 0.005 -0.707</td>
<td>--</td>
<td>--</td>
<td>-0.649</td>
<td>--</td>
<td>0.482 -0.499</td>
<td>--</td>
<td>-0.707</td>
<td>--</td>
<td>0.112</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p 0.800 0.099 0.153 0.223</td>
<td>--</td>
<td>--</td>
<td>0.037 0.475 0.255</td>
<td>--</td>
<td>0.018</td>
<td>--</td>
<td>0.024</td>
<td>--</td>
<td>0.018</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n 14 14 14</td>
<td>--</td>
<td>--</td>
<td>14</td>
<td>--</td>
<td>8</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>PERFORMANCE METRIC</td>
<td>TECHNOLOGY</td>
<td>DATA TRANSFORMATION</td>
<td>STATISTICS</td>
<td>Notes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>------------</td>
<td>---------------------</td>
<td>------------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Duration</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>p - - -- - -- 0.439 0.835</td>
<td>-0.176 0.139 0.163 - --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>-- -- - -- -- 25 31 -- 21 20 25</td>
<td>- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - Permanganate</td>
<td>LN</td>
<td>p</td>
<td>r - - -- -- -- 0.379 0.414</td>
<td>0.001 0.960 0.002 - --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>N</td>
<td>r</td>
<td>p -- -- -- -- -- -0.382</td>
<td>-- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>-- -- -- -- -- 0.304</td>
<td>-- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Chemical Oxidation - All</td>
<td>LN</td>
<td>r</td>
<td>p -- -- -- -- -- -0.179</td>
<td>-- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>-- -- -- -- -- --</td>
<td>-- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>r -- -- -- -- -- -0.007 -0.014</td>
<td>-0.035 0.093 0.416 - --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - Resistive Heating</td>
<td>LN</td>
<td>p</td>
<td>r -- -- -- -- -- 0.137 0.024</td>
<td>0.332 0.532 0.532 -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>N</td>
<td>r</td>
<td>p -- -- -- -- -- -0.382</td>
<td>0.414</td>
<td>0.960 0.002</td>
<td>-- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Enhanced Bioremediation - Anaerobic</td>
<td>LN</td>
<td>p</td>
<td>r -- -- -- -- -- 0.192 0.013</td>
<td>-0.285 -0.711 -0.728 -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>N</td>
<td>r</td>
<td>p -- -- -- -- -- 0.285 0.111</td>
<td>-0.388 -0.022 0.446 -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Cost (by volume) of Source Zone Treatment</td>
<td>Thermal - All</td>
<td>LN</td>
<td>p</td>
<td>r -- -- -- -- -- 0.285 0.111</td>
<td>-0.388 -0.022 0.446 -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n</td>
<td>r -- -- -- -- -- -- -- -- -- -- -- --</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- All tests conducted using Pearson Correlations at the 5% level of significance. Null hypothesis for the test states that there is no correlation.
- Bold indicates a significant correlation as determined by the test (p-value < 0.05).
- Regressions were performed with the Input Fields that showed a correlation to the given Metric Field, however, in the case of a
- "-" insufficient data for analysis (<5 observations)
- "-" insufficient amount of unique independent data values to compute a correlation coefficient
- LN - lognormal data transformation
- n - sample size
- N - no data transformation
- r - correlation coefficient
- p - p-value. The p-value is calculated as the probability of observing a correlation coefficient at least as extreme as the one observed,
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Table F.6
Summary of Regression Analysis

<table>
<thead>
<tr>
<th>Technology</th>
<th>Media Type</th>
<th>Performance Metric (Dependent Variable)</th>
<th>Input Parameter (Independent Variable)</th>
<th>Regression Coefficients</th>
<th>95% Confidence Interval</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Intercept</td>
<td>Slope 1</td>
<td>R²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHSB</td>
<td>Unconsolidated</td>
<td>Reduction in DNAPL mass</td>
<td>Hydraulic conductivity</td>
<td>6.23 (0.72)</td>
<td>0.4 (0.12)</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Area extent of DNAPL zone</td>
<td>94.2 (7.3)</td>
<td>-0.38 (0.05)</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Pre-remediation DNAPL mass</td>
<td>78.2 (7.36)</td>
<td>-0.02 (0.003)</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>97.8 (3.74)</td>
<td>-0.69 (0.006)</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Area extent of DNAPL zone</td>
<td>101 (9.73)</td>
<td>-0.02 (0.004)</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td>102 (9.97)</td>
<td>-0.002 (0.0005)</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Pre-remediation DNAPL mass</td>
<td>1.06 (0.36)</td>
<td>0.36 (0.04)</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Electrode spacing</td>
<td>-7.36 (10.6)</td>
<td>7.26 (1.71)</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Volume of DNAPL zone</td>
<td>16.1 (5.29)</td>
<td>0.0006 (0.00003)</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Notes:
1 All estimates of the slope parameter were statistically significant at the 5% level of significance (i.e., p-value < 0.05).
2 95% confidence intervals give the range of the expected upper and lower limits for a performance metric, given a specific input parameter value.
3 Log-transformed data was used to fit the model, therefore, the effect of the independent variable is multiplicative rather than additive.

Acronyms:
R² - coefficient of determination
SE - standard error
kg - kilograms
wks - weeks
### Table F.7 Summary of Regression Analysis

<table>
<thead>
<tr>
<th>Technology</th>
<th>Media Type</th>
<th>Performance Metric (Independent Variable)</th>
<th>Input Parameter (Dependent Variable)</th>
<th>Regression Coefficients</th>
<th>95% Confidence Interval</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>EISB</td>
<td>Unconsolidated</td>
<td>Reduction in DNAPL mass</td>
<td>Hydraulic conductivity</td>
<td>Intercept (SE)</td>
<td>0.09</td>
<td>+/- 0.1</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td>Slope (SE)</td>
<td>3.42 (0.56)</td>
<td>+/- 1.06</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Pre remediation DNAPL mass</td>
<td>R²</td>
<td>0.99</td>
<td>+/- 0.02</td>
</tr>
<tr>
<td>SEAR</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Areal extent of DNAPL zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal - resistive</td>
<td>Both</td>
<td>Reduction in DNAPL mass</td>
<td>Volume of DNAPL zone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal - steam</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Pre remediation DNAPL mass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal - steam</td>
<td>Both</td>
<td>Treatment Duration</td>
<td>Volume of DNAPL zone</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
1. All estimates of the slope parameter were statistically significant at the 5% level of significance (i.e., p-value < 0.05).
2. 95% confidence intervals give the range of the expected upper and lower limits for a performance metric, given a specific input parameter value.
3. Log-transformed data was used to fit the model; therefore, the effect of the independent variable is multiplicative rather than additive.

**Acronyms:**
- R² - coefficient of determination
- SE - standard error
- kg - kilograms
- m - meters
- m² - squared meters
- m³ - cubic meters
- cm/s - centimeters per second
APPENDIX G: DNAPL TEST SITE SELECTION PROTOCOL VALIDATION

As part of the quality control process, several scenarios were run using DNAPL test and the results were verified against actual case study data to confirm that all filters are functioning properly. Three verification scenarios are presented here:

- Verification of the General Analysis;
- Verification of the Site Specific Analysis when no statistical filters are applied; and
- Verification of the Site Specific Analysis when statistical filters are applied.

Table G.1 shows the results of the verification of the General Analysis. This verification was conducted by running a General Analysis and selecting filtering criteria randomly. The first column in the table shows the input criteria available in the General Analysis and the second column shows the criteria selected for the analysis. The next several columns show all of the case studies identified in the output reports, and the specific values for each case study for each of the input criteria. Finally, the "Verified?" column (last column) indicates whether the case studies included in the output met the specified criteria (indicated by a check). As seen in Table G.1, verification of the General Analysis was successful and all case studies included in the output were appropriate.

Table G.2 shows the results of the verification of the Site Specific Analysis for a scenario where statistical filters are not relevant. This verification scenario is similar to that of the General Analysis and confirms that the direct filtering criteria programmed into the Site Specific Analysis are performing correctly. The bottom eight rows of this table also provide validation of the data generated in the summary reports for each performance metric. The first column lists all of the output reports, and the second column indicates the value for key metrics in each output report. The next three columns provide the individual values for each case study (or “NR” if the value wasn’t reported). Finally, the verification step for the individual reports involved checking the values in the summary report to confirm they were calculated correctly. As seen in Table G.2, verification of the Site Specific Analysis non-statistical filters was successful and all case studies included in the output were appropriate.

Table G.3 shows the results of the verification of the site specific analysis when statistical filters are relevant. The top portion of this table is similar to the other verifications, and contains columns that show the criteria, the value entered into the tool for both statistical and non-statistical filters, and the actual values for each criterion for each case study included in the analysis. The second and third sections of the table show verification of the “Reduction in DNAPL Mass Report”, which includes statistical filters.
for the technologies provided in this example, and for the “Treatment Duration Report”, for which there are no statistical filters for the technologies provided.

As shown in Table G.3, for SEAR and anaerobic EISB, the technologies included in this verification scenario, the following statistical correlations exist:

- For anaerobic EISB, reduction in DNAPL mass is correlated to hydraulic conductivity in unconsolidated media; and
- For SEAR, reduction in DNAPL mass is correlated with areal extent, volume, and pre-remediation DNAPL mass.

For the Reduction in DNAPL Mass Report, user specified inputs that are not statistically correlated for these technologies with the removal in DNAPL mass performance metric, verification that each case study should be included was conducted by confirming that the actual value for the case study matched the scenario input values. Input parameters that are statistically correlated were validated as follows:

For parameters source treatment area, pre-remediation DNAPL mass and volume of impacted soils: these inputs are only correlated to in the removal of DNAPL mass performance for the SEAR technology. The SEAR case studies were therefore verified by confirming the values for each SEAR study fell within the range of the value input for the statistical filter plus/minus the value shown in Table G.3 for each correlation.

For site parameter hydraulic conductivity: this input is only correlated to the removal of DNAPL mass performance metric for anaerobic EISB in unconsolidated media. The EISB case studies were verified by confirming the values for each EISB study fell within the range of the value input for the statistical filter plus/minus the value shown in Table G.3 for each correlation.

Note that if multiple statistical filters exist for one performance metric, case studies will be included if any of the statistical filter criteria are met (i.e., there is an OR criterion for case study selection). For example, in Case Study 1, the actual values for the source treatment area and volume are not within the statistical filter range for these inputs, but the case study is included because the value for pre-remediation DNAPL mass is within the statistical filter range.

Verification of the treatment duration report, because there are no statistical filters, involved confirming that the actual values for each criteria were consistent with all of the input criteria (i.e., there is an AND criterion for case study selection). This check also confirmed that Sites that were included in the analysis, but did not meet the non-statistical criteria ranges specified (e.g. Case Study 2), were not included in the treatment duration output report.
Table G.1. Summary of the General Analysis Verification.

<table>
<thead>
<tr>
<th>Study Identifier</th>
<th>Technology</th>
<th>Data Quality Ranking</th>
<th>Study Type</th>
<th>Source Treatment Area</th>
<th>Geochemistry</th>
<th>Degree of Heterogeneity</th>
<th>Hydraulic Conductivity (m/s)</th>
<th>Permeation Mass</th>
<th>Case Study Chemistry</th>
<th>Acronyms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Low heterogeneity (2 orders of magnitude variation in hydraulic conductivity)</td>
<td>1E-6 to 1E-4 cc/s (1E-6 to 1E-4 cc/s)</td>
<td>100 to 000 kg (200 - 050 kg)</td>
<td>Chlorinated Ethene, PCE, TCE, VC</td>
<td>1, 2, 4-TCB, 1, 3, 6-AHBA, Azo, Aromatic</td>
</tr>
<tr>
<td>Study Identifier</td>
<td>50</td>
<td>26</td>
<td>59</td>
<td>53</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study Type</td>
<td>Field - Full Scale, Field - Pilot Scale</td>
<td>Field - Pilot Scale</td>
<td>Field - Pilot Scale</td>
<td>Field - Pilot Scale</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>BSCO - KMnO₄</td>
<td>BSCO - KMnO₄</td>
<td>BSCO - KMnO₄</td>
<td>BSCO - KMnO₄</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNAPL Constituents</td>
<td>TCE</td>
<td>TCE</td>
<td>TCE</td>
<td>TCE</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geology</td>
<td>Unconsolidated</td>
<td>Unconsolidated</td>
<td>Unconsolidated</td>
<td>Unconsolidated</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree of Heterogeneity</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biosolubility</td>
<td>Site with and without</td>
<td>n/a - ISCO</td>
<td>n/a - BSCO</td>
<td>n/a - ISCO</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source Treatment Area - Range for Non-statistical filters</td>
<td>not entered</td>
<td>1839 m³</td>
<td>348 m³</td>
<td>not provided</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Source Treatment Area - Value for Statistical Filters</td>
<td>3750 ft³</td>
<td>1839 m³</td>
<td>348 m³</td>
<td>not provided</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic Conductivity - Range for Non-statistical filters</td>
<td>not entered</td>
<td>0.00706 cm/s</td>
<td>0.001235 cm/s</td>
<td>0.00001 cm/s</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic Conductivity - Value for Statistical Filters</td>
<td>3.4 ft/d</td>
<td>0.00706 cm/s</td>
<td>0.001235 cm/s</td>
<td>0.00001 cm/s</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume of Impacted Soils - Range for Non-statistical filters</td>
<td>not entered</td>
<td>3364 m³</td>
<td>4247 m³</td>
<td>not provided</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume of Impacted Soils Value for Statistical Filters</td>
<td>150,000 ft³</td>
<td>3364 m³</td>
<td>4247 m³</td>
<td>not provided</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Remediation DNAPL Mass - Range for Non-statistical filters</td>
<td>not entered</td>
<td>124 kg</td>
<td>5,049 kg</td>
<td>not provided</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-Remediation DNAPL Mass - Value for Statistical Filters</td>
<td>7,110 kg</td>
<td>124 kg</td>
<td>5,049 kg</td>
<td>not provided</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Correct Values for Performance Metrics in Reports?

<table>
<thead>
<tr>
<th>Summary Output</th>
<th>Individual</th>
<th>Summary Output Verified?</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNAPL Mass Removal Report</td>
<td>average: 77%</td>
<td>77%</td>
</tr>
<tr>
<td>Groundwater Concentration Decrease Report</td>
<td>average: 77%</td>
<td>77%</td>
</tr>
<tr>
<td>Soil Concentration Decrease Report</td>
<td>No Report</td>
<td>NR</td>
</tr>
<tr>
<td>Achievement of MCLs Report</td>
<td>100% of studies reported achieved MCLs</td>
<td>NR</td>
</tr>
<tr>
<td>Rebound Report</td>
<td>50% of studies reported observed rebound</td>
<td>Yes</td>
</tr>
<tr>
<td>Treatment Duration Report</td>
<td>average: 5 weeks min: 0.01 weeks max: 12 weeks</td>
<td>5 weeks</td>
</tr>
<tr>
<td>Unit Cost of Source Zone Treatment Report</td>
<td>average: $158/m³ min: $35/m³ max: $240/m³</td>
<td>$170/m³</td>
</tr>
</tbody>
</table>

Notes:
1 - There are no statistical correlations for ISCO, therefore this Verification Scenario evaluates only non-statistical filters
2 - When values are not entered to specify ranges in site characteristics to include in the analyses (in 'Step 4 - Input Non-Statistical Filters', all case studies are included, with the exception of cases where statistical correlations are present (in which case the value input on 'Step 5 - Input Statistical Filters' will be used)

Acronyms:
cm/s - centimeters per second
f/d - feet per day
m² - square meters
m³ - cubic meters
KMnO₄ - potassium permanganate
n/a - not applicable
MCL - maximum contaminant level
TCE - trichloroethene
kg - kilograms
ISCO - in situ chemical oxidation
NR - not reported

Table G.2. Summary of the Site Specific Analysis Verification for Non-Statistical Filters
Table G.3. Summary of the Verification of the Site Specific Analysis Site Selection Protocol for Statistical Filters

<table>
<thead>
<tr>
<th>Study Identifier</th>
<th>Study Type</th>
<th>Technology</th>
<th>DNAPL Constituents</th>
<th>Geology</th>
<th>Degree of Heterogeneity</th>
<th>Biosaturated</th>
<th>Volume of Impacted Soils - Range for Non-statistical Filters</th>
<th>Pre-Removal DNAPL Mass - Range for Non-statistical Filters</th>
<th>Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/a</td>
<td>ES-4-A; ES-4-A, STAR, Thermal - ES-4-A</td>
<td>PCE, TCE, DCE, VC</td>
<td>Consolidated/ Unconsolidated</td>
<td>n/a</td>
<td>Yes/No</td>
<td>12,810 ft³ (60.0 m³)</td>
<td>160 kg</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>n/a</td>
<td>ES-4-A; ES-2-A, STAR, Thermal - ES-2-A</td>
<td>PCE, TCE, DCE, VC</td>
<td>Consolidated/ Unconsolidated</td>
<td>n/a</td>
<td>Yes/No</td>
<td>12,810 ft³ (60.0 m³)</td>
<td>160 kg</td>
<td>Yes/No</td>
</tr>
<tr>
<td></td>
<td>n/a</td>
<td>ES-4-A; ES-4-A, STAR, Thermal - ES-4-A</td>
<td>PCE, TCE, DCE, VC</td>
<td>Consolidated/ Unconsolidated</td>
<td>n/a</td>
<td>Yes/No</td>
<td>12,810 ft³ (60.0 m³)</td>
<td>160 kg</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

*Note: The verification criteria are marked with a check mark (✓) if the study matches the criteria. The Cases Study Output From Tool column includes Case Study 1 to Case Study 4.*
<table>
<thead>
<tr>
<th>Treatment Duration Report</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Study Type</td>
<td>All</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Technology</td>
<td>ENSB-A, RISS-A, SEAR, Thermal - ESI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DNAPL Constituents</td>
<td>PC, TCE, dDCE, tDCE, VC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Geology</td>
<td>Consolidated: Unconsolidated</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Degree of Heterogeneity</td>
<td>All</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Disaggregated</td>
<td>With and Without</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Source Treatment Area</td>
<td>100 - 1,000 ft² (6.3 m² - 93 m²)</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Hydraulic Conductivity</td>
<td>0.0007 - 0.07 cm/s</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Volume of Impacted Area</td>
<td>50 - 6,000 ft³ (113 - 566 m³)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pre-Remediation DNAPL Mass</td>
<td>50 - 400 kg</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Data Reported For this Metric?</td>
<td>n/a</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Site In Treatment Duration Report?</td>
<td>n/a</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Non-statistical Filter Verification: Treatment Duration Report?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Notes:
1. Verification Scenario 2 is based on Lebron et al. (2007) and involves verification of both statistical and non-statistical filters.
2. Where more than one statistical filter exists for the same performance metric and technology combination, if any one of the statistical filters match, they will be included in the analysis. Case Study 1 is therefore included because pre-remediation DNAPL mass falls within the criteria, and Case Study 3 is included because source treatment area and pre-remediation DNAPL mass fall within the criteria.

**Acronyms**
- TCA - 1,1,1-trichloroethane
- dDCE - 1,2-dichloroethene
- m3 - cubic meters
- m2 - square meters
- ft/day - feet per day
- kg - kilograms
- µg/g - micrograms per gram
- K2MnO4 - potassium permanganate
- ENSB-A - anaerobic enhanced in-situ bioremediation
- SEAR - solvent enhanced aquifer remediation
- RSI - reduced site integrity
- ESI - enhance site integrity
- TCE - trichloroethene
- VC - vinyl chloride
- ESSUS - enhanced source site unconfined source
- SEAR - solvent enhanced aquifer remediation
- tDCE - trans-1,2-dichloroethene
- PCE - perchloroethene
- ISCO - in situ chemical oxidation
- VC - vinyl chloride
- tDCE - trans-1,2-dichloroethene
- VC - vinyl chloride

<table>
<thead>
<tr>
<th>Entered into Test (Verification Scenario 2)</th>
<th>Case Studies Output From Tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical Filters</td>
<td>Non Statistical Filters</td>
</tr>
<tr>
<td>Study Type</td>
<td>All</td>
</tr>
<tr>
<td>Technology</td>
<td>ENSB-A, RISS-A, SEAR, Thermal - ESI</td>
</tr>
<tr>
<td>DNAPL Constituents</td>
<td>PC, TCE, dDCE, tDCE, VC</td>
</tr>
<tr>
<td>Geology</td>
<td>Consolidated: Unconsolidated</td>
</tr>
<tr>
<td>Degree of Heterogeneity</td>
<td>All</td>
</tr>
<tr>
<td>Disaggregated</td>
<td>With and Without</td>
</tr>
</tbody>
</table>