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1 Objectives

Given data samples, inferring the rules underlying behind the data is a major challenge in the area of machine learning. Such a learning method can be applied to solving a wide range of real-world problems such as robot control, bioinformatics, brain signal analysis, computer vision, speech recognition, and natural language processing. For this reason, a great deal of effort has been made recently to develop various machine learning algorithms. Our goal is to propose a general machine learning framework that can be employed for improving the state-of-the-art performance in these application domains.

More specifically, we establish a novel approach that accommodates various challenging machine learning tasks such as non-stationarity adaptation, outlier detection, dimensionality reduction, and conditional probability estimation. Our key idea is to directly estimate the ratio of two probability densities without going through density estimation, which is a novel paradigm in the machine learning community. Under the common concept of direct density-ratio estimation, we develop tailored machine learning algorithms for each task and show their usefulness in various application domains.

2 Status of effort

My project consists of four layers: (A) theory of density ratio estimation, (B) algorithms of density ratio estimation, (C) machine learning algorithms based on density ratio estimation, and (D) real-world application of density ratio estimation.

For the layer (B), we developed a new method of direct density-ratio estimation that is significantly more accurate than naively estimating the ratio via density estimation. We also developed density-ratio estimation algorithms that can handle correlated and rank-deficient data. We further proposed to combine density ratio estimation with dimensionality reduction, which improves the estimation accuracy in high-dimensional problems.

For the layer (A), we elucidated statistical properties of density ratio estimators for parametric and non-parametric cases. Such results are expected to contribute to further improving the estimation accuracy and computational efficiency of density ratio estimators.

For the layer (C), we employed our density-ratio estimation methods for designing practical machine learning algorithms including non-stationarity adaptation, outlier detection, supervised dimensionality reduction, causal direction inference, independent component analysis, conditional density estimation, probabilistic classification, and multi-task classification.

Finally, for the layer (D), we demonstrated the usefulness of the above machine learning algorithms in several real-world applications such as brain-computer interface, robot control, speech and audio recognition, image processing, and sensor data analysis.
Abstract

The basis of our project is a method to accurately estimate the ratio of probability densities. First, we developed a new method of density-ratio estimation that can avoid density estimation (publication 1). This method gives the solution analytically just by solving a system of linear equations, so it can be applied to large-scale problems. Furthermore, we developed methods of direct density-ratio estimation suitable for highly-correlated data (publication 2) and rank-deficient data (publication 3). We also proposed two methods for handling high-dimensional data: The first method is heuristic but computationally efficient (publication 4), and the other method is theoretically justifiable but computationally expensive (publication 5). We have also theoretically investigated statistical properties of density ratio estimators for parametric models (publication 6) and non-parametric models (publication 7).

Then we designed practical machine learning algorithms based on density ratio estimators. This includes outlier detection (publication 8) supervised dimensionality reduction (publication 9), causal direction inference (publication 10), independent component analysis (publication 11), conditional density estimation (publication 12), probabilistic classification (publication 13), and its multi-task version (publication 14). Through extensive experiments, these methods were shown to compare favorably with existing approaches in terms of accuracy and/or computational efficiency.

We also explored various real-world applications using the density ratio approaches. This includes speaker identification (publication 15), audio tagging (publication 16), non-stationarity adaptation in brain-computer interface (publication 17), efficient sample reuse in robot control (publications 18 and 19), active exploration in robot control (publication 20), feature selection in robot control (publication 21), adaptation of lighting-condition change in face-based age recognition (publication 22), detection of regions of interest in images (publication 23), and multi-user adaptation in accelerometer-based human activity recognition (publication 24).

Finally, the framework of density ratio estimation was published as review articles (publication 25 and 26). We will also publish a book from the MIT Press on our density-ratio-based non-stationarity adaptation approach (publication 27; approx. 300 pages, the final version was already sent to the publisher). Furthermore, the entire framework of the density ratio estimation will be published as a book from the Cambridge University Press (publication 28; beyond 400 pages, 90% of the material was already prepared).
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Abstract

We address the problem of estimating the ratio of two probability density functions, which is often referred to as the importance. The importance values can be used for various succeeding tasks such as covariate shift adaptation or outlier detection. In this paper, we propose a new importance estimation method that has a closed-form solution; the leave-one-out cross-validation score can also be computed analytically. Therefore, the proposed method is computationally highly efficient and simple to implement. We also elucidate theoretical properties of the proposed method such as the convergence rate and approximation error bounds. Numerical experiments show that the proposed method is comparable to the best existing method in accuracy, while it is computationally more efficient than competing approaches.

Keywords: importance sampling, covariate shift adaptation, novelty detection, regularization path, leave-one-out cross validation

1. Introduction

In the context of importance sampling (Fishman, 1996), the ratio of two probability density functions is called the importance. The problem of estimating the importance is attracting a great deal of attention these days since the importance can be used for various succeeding tasks such as covariate shift adaptation or outlier detection.

Covariate Shift Adaptation: Covariate shift is a situation in supervised learning where the distributions of inputs change between the training and test phases but the conditional distribution of outputs given inputs remains unchanged (Shimodaira, 2000; Quiñonero-Candela et al., 2008). Covariate shift is conceivable in many real-world

* A MATLAB® or R implementation of the proposed importance estimation algorithm, unconstrained Least-Squares Importance Fitting (uLSIF), is available from http://sugiyama-www.cs.titech.ac.jp/~sugi/software/uLSIF/.
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applications such as bioinformatics (Baldi and Brunak, 1998; Borgwardt et al., 2006), brain-computer interfaces (Wolpaw et al., 2002; Sugiyama et al., 2007), robot control (Sutton and Barto, 1998; Hachiya et al., 2008), spam filtering (Bickel and Scheffer, 2007), and econometrics (Heckman, 1979). Under covariate shift, standard learning techniques such as maximum likelihood estimation or cross-validation are biased and therefore unreliable—the bias caused by covariate shift can be compensated by weighting the loss function according to the importance (Shimodaira, 2000; Zadrozny, 2004; Sugiyama and Müller, 2005; Sugiyama et al., 2007; Huang et al., 2007; Bickel et al., 2007).

**Outlier Detection:** The outlier detection task addressed here is to identify irregular samples in a validation data set based on a model data set that only contains regular samples (Schölkopf et al., 2001; Tax and Duin, 2004; Hodge and Austin, 2004; Hido et al., 2008). The values of the importance for regular samples are close to one, while those for outliers tend to be significantly deviated from one. Thus the values of the importance could be used as an index of the degree of outlyingness.

Below, we refer to the two sets of samples as the *training* set and the *test* set.

A naive approach to estimating the importance is to first estimate the training and test density functions from the sets of training and test samples separately, and then take the ratio of the estimated densities. However, density estimation is known to be a hard problem particularly in high-dimensional cases if we do not have simple and good parametric density models (Vapnik, 1998; Härdle et al., 2004). In practice, such an appropriate parametric model may not be available and therefore this naive approach is not so effective.

To cope with this problem, direct importance estimation methods which do not involve density estimation have been developed recently. The *kernel mean matching* (KMM) method (Huang et al., 2007) directly gives estimates of the importance at the training inputs by matching the two distributions efficiently based on a special property of *universal reproducing kernel Hilbert spaces* (Steinwart, 2001). The optimization problem involved in KMM is a convex quadratic program, so the unique global optimal solution can be obtained using a standard optimization software. However, the performance of KMM depends on the choice of tuning parameters such as the kernel parameter and the regularization parameter. For the kernel parameter, a popular heuristic of using the median distance between samples as the Gaussian width could be useful in some cases (Schölkopf and Smola, 2002; Song et al., 2007). However, there seems no strong justification for this heuristic and the choice of other tuning parameters is still open.

A probabilistic classifier that separates training samples from test samples can be used for directly estimating the importance, for example, a *logistic regression* (LogReg) classifier (Qin, 1998; Cheng and Chu, 2004; Bickel et al., 2007). Maximum likelihood estimation of LogReg models can be formulated as a convex optimization problem, so the unique global optimal solution can be obtained. Furthermore, since the LogReg-based method only involves a standard supervised classification problem, the tuning parameters such as the kernel width and the regularization parameter can be optimized based on the standard cross-validation procedure. This is a very useful property in practice.

The *Kullback-Leibler importance estimation procedure* (KLI EP) (Sugiyama et al., 2008b; Nguyen et al., 2008) also directly gives an estimate of the importance function by matching the two distributions in terms of the Kullback-Leibler divergence (Kullback and Leibler, 1951). The optimization
problem involved in KLIEP is convex, so the unique global optimal solution—which tends to be sparse—can be obtained, when linear importance models are used. In addition, the tuning parameters in KLIEP can be optimized based on a variant of cross-validation.

As reviewed above, LogReg and KLIEP are more advantageous than KMM since the tuning parameters can be objectively optimized based on cross-validation. However, optimization procedures of LogReg and KLIEP are less efficient in computation than KMM due to high non-linearity of the objective functions to be optimized—more specifically, exponential functions induced by the LogReg model or the log function induced by the Kullback-Leibler divergence. The purpose of this paper is to develop a new importance estimation method that is equipped with a build-in model selection procedure as LogReg and KLIEP and is computationally more efficient than LogReg and KLIEP.

Our basic idea is to formulate the direct importance estimation problem as a least-squares function fitting problem. This formulation allows us to cast the optimization problem as a convex quadratic program, which can be efficiently solved using a standard quadratic program solver. Cross-validation can be used for optimizing the tuning parameters such as the kernel width or the regularization parameter. We call the proposed method least-squares importance fitting (LSIF). We further show that the solutions of LSIF is piecewise linear with respect to the $\ell_1$-regularization parameter and the entire regularization path (that is, all solutions for different regularization parameter values) can be computed efficiently based on the parametric optimization technique (Best, 1982; Efron et al., 2004; Hastie et al., 2004). Thanks to this regularization path tracking algorithm, LSIF is computationally efficient in model selection scenarios. Note that in the regularization path tracking algorithm, we can trace the solution path without a quadratic program solver—we just need to compute matrix inverses.

LSIF is shown to be efficient in computation, but it tends to share a common weakness of regularization path tracking algorithms, that is, accumulation of numerical errors (Scheinberg, 2006). The numerical problem tends to be severe if there are many change points in the regularization path. To cope with this problem, we develop an approximation algorithm in the same least-squares framework. The approximation version of LSIF, which we call unconstrained LSIF (uLSIF), allows us to obtain the closed-form solution that can be computed just by solving a system of linear equations. Thus uLSIF is numerically stable when regularized properly. Moreover, the leave-one-out cross-validation score for uLSIF can also be computed analytically (cf. Wahba, 1990; Cawley and Talbot, 2004), which significantly improves the computational efficiency in model selection scenarios. We experimentally show that the accuracy of uLSIF is comparable to the best existing method while its computation is faster than other methods in covariate shift adaptation and outlier detection scenarios.

Our contributions in this paper are summarized as follows. A proposed density-ratio estimation method, LSIF, is equipped with cross-validation (which is an advantage over KMM) and is computationally efficient thanks to regularization path tracking (which is an advantage over KLIEP and LogReg). Furthermore, uLSIF is computationally even more efficient since its solution and leave-one-out cross-validation score can be computed analytically in a stable manner. The proposed methods, LSIF and uLSIF, are similar in spirit to KLIEP, but the loss functions are different: KLIEP uses the log loss while LSIF and uLSIF use the squared loss. The difference of the log functions allows us to improve computational efficiency significantly.

The rest of this paper is organized as follows. In Section 2, we propose a new importance estimation procedure based on least-squares fitting (LSIF) and show its theoretical properties. In
Section 3, we develop an approximation algorithm (uLSIF) which can be computed efficiently. In Section 4, we illustrate how the proposed methods behave using a toy data set. In Section 5, we discuss the characteristics of existing approaches in comparison with the proposed methods and show that uLSIF could be a useful alternative to the existing methods. In Section 6, we experimentally compare the performance of uLSIF and existing methods. Finally in Section 7, we summarize our contributions and outline future prospects. Those who are interested in practical implementation may skip the theoretical analyses in Sections 2.3, 3.2, and 3.3.

2. Direct Importance Estimation

In this section, we propose a new method of direct importance estimation.

2.1 Formulation and Notation

Let $\mathcal{D} \subset (\mathbb{R}^d)$ be the data domain and suppose we are given independent and identically distributed (i.i.d.) training samples \( \{x_{tr}^i\}_{i=1}^{n_t} \) from a training distribution with density $p_{tr}(x)$ and i.i.d. test samples \( \{x_{te}^j\}_{j=1}^{n_e} \) from a test distribution with density $p_{te}(x)$:

\[
\{x_{tr}^i\}_{i=1}^{n_t} \sim i.i.d. p_{tr}(x), \\
\{x_{te}^j\}_{j=1}^{n_e} \sim i.i.d. p_{te}(x).
\]

We assume that the training density is strictly positive, that is,

\[ p_{tr}(x) > 0 \text{ for all } x \in \mathcal{D}. \]

The goal of this paper is to estimate the importance $w(x)$ from \( \{x_{tr}^i\}_{i=1}^{n_t} \) and \( \{x_{te}^j\}_{j=1}^{n_e} \):

\[ w(x) = \frac{p_{te}(x)}{p_{tr}(x)}, \]

which is non-negative by definition. Our key restriction is that we want to avoid estimating densities $p_{te}(x)$ and $p_{tr}(x)$ when estimating the importance $w(x)$.

2.2 Least-squares Approach to Direct Importance Estimation

Let us model the importance $w(x)$ by the following linear model:

\[ \hat{w}(x) = \sum_{\ell=1}^{b} \alpha_\ell \phi_{\ell}(x), \]  

where $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_b)^\top$ are parameters to be learned from data samples, $^\top$ denotes the transpose of a matrix or a vector, and \( \{\phi_{\ell}(x)\}_{\ell=1}^{b} \) are basis functions such that

\[ \phi_{\ell}(x) \geq 0 \text{ for all } x \in \mathcal{D} \text{ and for } \ell = 1, 2, \ldots, b. \]

Note that $b$ and \( \{\phi_{\ell}(x)\}_{\ell=1}^{b} \) could be dependent on the samples \( \{x_{tr}^i\}_{i=1}^{n_t} \) and \( \{x_{te}^j\}_{j=1}^{n_e} \), for example, kernel models are also allowed. We explain how the basis functions \( \{\phi_{\ell}(x)\}_{\ell=1}^{b} \) are chosen in Section 2.5.
We determine the parameters \( \{ \alpha_{\ell} \}^b_{\ell=1} \) in the model \( \hat{w}(x) \) so that the following squared error \( J_0 \) is minimized:

\[
J_0(\alpha) = \frac{1}{2} \int (\hat{w}(x) - w(x))^2 p_{\text{tr}}(x) dx
\]

\[
= \frac{1}{2} \int \hat{w}(x)^2 p_{\text{tr}}(x) dx - \int \hat{w}(x)w(x) p_{\text{tr}}(x) dx + \frac{1}{2} \int w(x)^2 p_{\text{tr}}(x) dx
\]

\[
= \frac{1}{2} \int \hat{w}(x)^2 p_{\text{tr}}(x) dx - \int \hat{w}(x)p_{\text{te}}(x) dx + \frac{1}{2} \int w(x)^2 p_{\text{tr}}(x) dx,
\]

where in the second term the probability density \( p_{\text{tr}}(x) \) is canceled with that included in \( w(x) \). The squared loss \( J_0(\alpha) \) is defined as the expectation under the probability of training samples. In covariate shift adaptation (see Section 6.2) and outlier detection (see Section 6.3), the importance values on the training samples are used. Thus, the definition of \( J_0(\alpha) \) well agrees with our goal.

The last term of \( J_0(\alpha) \) is a constant and therefore can be safely ignored. Let us denote the first two terms by \( J \):

\[
J(\alpha) = \frac{1}{2} \int \hat{w}(x)^2 p_{\text{tr}}(x) dx - \int \hat{w}(x)p_{\text{te}}(x) dx
\]

\[
= \frac{1}{2} \sum_{\ell,\ell'=1}^b \alpha_{\ell} \alpha_{\ell'} \left( \int \varphi_{\ell}(x) \varphi_{\ell'}(x) p_{\text{tr}}(x) dx \right) - \sum_{\ell=1}^b \alpha_{\ell} \left( \int \varphi_{\ell}(x) p_{\text{te}}(x) dx \right)
\]

\[
= \frac{1}{2} \alpha^\top H \alpha - h^\top \alpha,
\]

where \( H \) is the \( b \times b \) matrix with the \((\ell, \ell')\)-th element

\[
H_{\ell,\ell'} = \int \varphi_{\ell}(x) \varphi_{\ell'}(x) p_{\text{tr}}(x) dx,
\]

and \( h \) is the \( b \)-dimensional vector with the \( \ell \)-th element

\[
h_{\ell} = \int \varphi_{\ell}(x) p_{\text{te}}(x) dx.
\]

Approximating the expectations in \( J \) by empirical averages, we obtain

\[
\hat{J}(\alpha) = \frac{1}{2n_{\text{tr}}} \sum_{i=1}^{n_{\text{tr}}} \hat{w}(x^i_{\text{tr}})^2 - \frac{1}{n_{\text{te}}} \sum_{j=1}^{n_{\text{te}}} \hat{w}(x^i_{\text{te}})
\]

\[
= \frac{1}{2} \sum_{\ell,\ell'=1}^b \alpha_{\ell} \alpha_{\ell'} \left( \frac{1}{n_{\text{tr}}} \sum_{i=1}^{n_{\text{tr}}} \varphi_{\ell}(x^i_{\text{tr}}) \varphi_{\ell'}(x^i_{\text{tr}}) \right) - \sum_{\ell=1}^b \alpha_{\ell} \left( \frac{1}{n_{\text{te}}} \sum_{j=1}^{n_{\text{te}}} \varphi_{\ell}(x^i_{\text{te}}) \right)
\]

\[
= \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha,
\]

where \( \hat{H} \) is the \( b \times b \) matrix with the \((\ell, \ell')\)-th element

\[
\hat{H}_{\ell,\ell'} = \frac{1}{n_{\text{tr}}} \sum_{i=1}^{n_{\text{tr}}} \varphi_{\ell}(x^i_{\text{tr}}) \varphi_{\ell'}(x^i_{\text{tr}}),
\]
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and \( \hat{h} \) is the \( b \)-dimensional vector with the \( \ell \)-th element
\[
\hat{h}_\ell = \frac{1}{n_t} \sum_{j=1}^{n_t} \varphi_t(x_j^\ell).
\]

Taking into account the non-negativity of the importance function \( w(x) \), we can formulate our optimization problem as follows.
\[
\min_{\alpha \in \mathbb{R}^b} \left[ \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha + \lambda 1_b^\top \alpha \right]
\]
subject to \( \alpha \geq 0_b \),
\[
\text{(6)}
\]
where \( 0_b \) and \( 1_b \) are the \( b \)-dimensional vectors with all zeros and ones, respectively; the vector inequality \( \alpha \geq 0_b \) is applied in the element-wise manner, that is, \( \alpha_\ell \geq 0 \) for \( \ell = 1, 2, \ldots, b \). In Eq. (6), we included a penalty term \( \lambda 1_b^\top \alpha \) for regularization purposes, where \( \lambda (\geq 0) \) is a regularization parameter. The above is a convex quadratic programming problem and therefore the unique global optimal solution can be computed efficiently by a standard optimization package. We call this method Least-Squares Importance Fitting (LSIF).

We can also use the \( \ell_2 \)-regularizer \( \alpha^\top \alpha \) instead of the \( \ell_1 \)-regularizer \( 1_b^\top \alpha \) without changing the computational property. However, using the \( \ell_1 \)-regularizer would be more advantageous since the solution tends to be sparse (Williams, 1995; Tibshirani, 1996; Chen et al., 1998). Furthermore, as shown in Section 2.6, the use of the \( \ell_1 \)-regularizer allows us to compute the entire regularization path efficiently (Best, 1982; Efron et al., 2004; Hastie et al., 2004). The \( \ell_2 \)-regularization method will be used for theoretical analysis in Section 3.3.

2.3 Convergence Analysis of LSIF

Here, we theoretically analyze the convergence property of the solution \( \hat{\alpha} \) of the LSIF algorithm; practitioners may skip this theoretical analysis.

Let \( \hat{\alpha}(\lambda) \) be the solution of the LSIF algorithm with regularization parameter \( \lambda \), and let \( \alpha^* (\lambda) \) be the optimal solution of the ‘ideal’ problem:
\[
\min_{\alpha \in \mathbb{R}^b} \left[ \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha + \lambda 1_b^\top \alpha \right]
\]
subject to \( \alpha \geq 0_b \),
\[
\text{(7)}
\]
Below, we theoretically investigate the learning curve (Amari et al., 1992) of LSIF, that is, we elucidate the relation between \( J(\hat{\alpha}(\lambda)) \) and \( J(\alpha^* (\lambda)) \) in terms of the expectation over all possible training and test samples as a function of the number of samples.

Let \( \mathbb{E} \) be the expectation over all possible training samples of size \( n_t \) and all possible test samples of size \( n_{te} \). Let \( \mathcal{A} \subset \{1, 2, \ldots, b\} \) be the set of active indices (Boyd and Vandenberghe, 2004), that is,
\[
\mathcal{A} = \{ \ell \mid \alpha_\ell^* (\lambda) = 0, \ \ell = 1, 2, \ldots, b \}.
\]
For the active set \( \mathcal{A} = \{ j_1, j_2, \ldots, j_{|\mathcal{A}|} \} \) with \( j_1 < j_2 < \cdots < j_{|\mathcal{A}|} \), let \( E \) be the \( |\mathcal{A}| \times b \) indicator matrix with the \((i, j)\)-th element
\[
E_{i,j} = \begin{cases} 
1 & j = j_i, \\
0 & \text{otherwise}.
\end{cases}
\]
Similarly, let \( \hat{\mathcal{A}} \) be the active set of \( \hat{\alpha}(\lambda) \):

\[
\hat{\mathcal{A}} = \{ \ell \mid \hat{\alpha}_\ell(\lambda) = 0, \ \ell = 1, 2, \ldots, b \}.
\]

For the active set \( \hat{\mathcal{A}} = \{ \hat{j}_1, \hat{j}_2, \ldots, \hat{j}_{|\hat{\mathcal{A}}|} \} \) with \( \hat{j}_1 < \hat{j}_2 < \cdots < \hat{j}_{|\hat{\mathcal{A}}|} \), let \( \hat{E} \) be the \( |\hat{\mathcal{A}}| \times b \) indicator matrix with the \((i, j)\)-th element similarly defined by

\[
\hat{E}_{i,j} = \begin{cases} 
1 & j = \hat{j}_i, \\
0 & \text{otherwise}.
\end{cases}
\]  

First, we show the optimality condition of (6) which will be used in the following theoretical analyses. The Lagrangian of the optimization problem (6) is given as

\[
L(\alpha, \xi) = \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha + \lambda_1^\top \alpha - \xi^\top \alpha,
\]

where \( \xi \) is the \( b \)-dimensional Lagrange multiplier vector. Then the Karush-Kuhn-Tucker (KKT) conditions (Boyd and Vandenberghe, 2004) are expressed as follows:

\[
\hat{H} \alpha - \hat{h} + \lambda_1 b - \xi = 0_b, \\
\alpha \geq 0_b, \\
\xi \geq 0_b, \\
\xi_\ell \alpha_\ell = 0 \text{ for } \ell = 1, 2, \ldots, b.
\]  

Let \( \hat{\xi}'(\lambda) \) be the \( |\hat{\mathcal{A}}| \)-dimensional vector with the \( i \)-th element being the \( \hat{j}_i \)-th element of \( \hat{\xi}(\lambda) \):

\[
\hat{\xi}'_i(\lambda) = \hat{\xi}_{\hat{j}_i}(\lambda), \quad i = 1, \ldots, |\hat{\mathcal{A}}|.
\]  

We assume that \( \hat{\xi}'(\lambda) \) only contains non-zero elements of \( \hat{\xi}(\lambda) \). Let \( \hat{G} \) be

\[
\hat{G} = \begin{pmatrix} \hat{H} & -\hat{E}^\top \\ -\hat{E} & O_{|\hat{\mathcal{A}}| \times |\hat{\mathcal{A}}|} \end{pmatrix},
\]

where \( O_{|\hat{\mathcal{A}}| \times |\hat{\mathcal{A}}|} \) is the \( |\hat{\mathcal{A}}| \times |\hat{\mathcal{A}}| \) matrix with all zeros. Then Eqs. (9) and (10) are together expressed in a matrix form as

\[
\hat{G} \begin{pmatrix} \hat{\alpha}(\lambda) \\ \hat{\xi}'(\lambda) \end{pmatrix} = \begin{pmatrix} \hat{h} - \lambda_1 b \\ 0_{|\hat{\mathcal{A}}|} \end{pmatrix}.
\]  

Regarding the matrix \( \hat{G} \), we have the following lemma:

**Lemma 1** The matrix \( \hat{G} \) is invertible if \( \hat{H} \) is invertible.

The proof of the above lemma is given in Appendix A. Below, we assume that \( \hat{H} \) is invertible. Then the inverse of \( \hat{G} \) exists and multiplying \( \hat{G}^{-1} \) from the left-hand side of Eq. (12) yields

\[
\begin{pmatrix} \hat{\alpha}(\lambda) \\ \hat{\xi}'(\lambda) \end{pmatrix} = \hat{G}^{-1} \begin{pmatrix} \hat{h} - \lambda_1 b \\ 0_{|\hat{\mathcal{A}}|} \end{pmatrix}.
\]
The following inversion formula holds for block matrices (Petersen and Pedersen, 2007):

\[
\begin{pmatrix}
M_1 & M_2 \\
M_3 & M_4
\end{pmatrix}^{-1} = \begin{pmatrix}
M_1^{-1} + M_1^{-1} M_2 M_0^{-1} M_3 M_1^{-1} & -M_1^{-1} M_2 M_0^{-1} \\
-M_0^{-1} M_3 M_1^{-1} & M_0^{-1}
\end{pmatrix},
\]

(14)

where

\[M_0 = M_4 - M_3 M_1^{-1} M_2.\]

Applying Eq. (14) to Eq. (13), we have

\[\widehat{\alpha}(\lambda) = \widehat{\beta}(\lambda_0),\]

(15)

where \(\widehat{\beta}\) is defined by

\[
\widehat{\beta} = \widehat{H}^{-1} - \widehat{H}^{-1} E^\top (\widehat{E} H^{-1} E^\top)^{-1} \widehat{E} H^{-1}.
\]

(16)

When the Lagrange multiplier vector satisfies

\[\xi^*_\ell(\lambda) > 0 \text{ for all } \ell \in \mathcal{A},\]

(17)

we say that the strict complementarity condition is satisfied (Bertekas et al., 2003). An important consequence of strict complementarity is that the optimal solution and the Lagrange multipliers of convex quadratic problems are uniquely determined. Then we have the following theorem.

**Theorem 2** Let \(P\) be the probability over all possible training samples of size \(n_{tr}\) and test samples of size \(n_{te}\). Let \(\xi^*_\ell(\lambda)\) be the Lagrange multiplier vector of the problem (7) and suppose \(\xi^*_\ell(\lambda)\) satisfies the strict complementarity condition (17). Then, there exists a positive constant \(c > 0\) and a natural number \(N\) such that for \(\min\{n_{tr}, n_{te}\} \geq N\),

\[P(\widehat{\mathcal{A}} \neq \mathcal{A}) < e^{-c \min\{n_{tr}, n_{te}\}}.\]

The proof of the above theorem is given in Appendix B. Theorem 2 shows that the probability that the active set \(\widehat{\mathcal{A}}\) of the empirical problem (6) is different from the active set \(\mathcal{A}\) of the ideal problem (7) is exponentially small. Thus we may regard \(\widehat{\mathcal{A}} = \mathcal{A}\) in practice.

Let \(A\) be the ‘ideal’ counterpart of \(\widehat{A}\):

\[A = H^{-1} - H^{-1} E^\top (E H^{-1} E^\top)^{-1} E H^{-1},\]

and let \(C_{w,w'}\) be the \(b \times b\) covariance matrix with the \((\ell, \ell')\)-th element being the covariance between \(w(x) \varphi_{\ell}(x)\) and \(w'(x) \varphi_{\ell'}(x)\) under \(p_{tr}(x)\). Let

\[w^*(x) = \sum_{\ell=1}^{b} \alpha^*_\ell(\lambda) \varphi_{\ell}(x),\]

\[v(x) = \sum_{\ell=1}^{b} [A1_b]_\ell \varphi_{\ell}(x).\]

Let

\[f(n) = \omega(g(n))\]

denote that \(f(n)\) asymptotically dominates \(g(n)\); more precisely, for all \(C > 0\), there exists \(n_0\) such that

\[|C g(n)| < |f(n)| \text{ for all } n > n_0.\]

Then we have the following theorem.
Theorem 3 Assume that

(a) The optimal solution of the problem (7) satisfies the strict complementarity condition (17).
(b) \( n_t \) and \( n_e \) satisfy

\[ n_e = \omega(n_t^2). \] (18)

Then, for any \( \lambda \geq 0 \), we have

\[
\mathbb{E}[J(\hat{\alpha}(\lambda))] = J(\alpha^*(\lambda)) + \frac{1}{2n_t} \text{tr}(A(C_{w^*,w^*} - 2\lambda C_{w^*,v}^*)) + o\left(\frac{1}{n_t}\right). \] (19)

The proof of the above theorem is given in Appendix C. This theorem elucidates the learning curve of LSIF up to the order of \( n_t^{-1} \). In Section 2.4.1, we discuss practical implications of this theorem.

2.4 Model Selection for LSIF

The practical performance of LSIF depends on the choice of the regularization parameter \( \lambda \) and basis functions \( \{\phi_\ell(x)\}_{\ell=1}^b \) (which we refer to as a model). Since our objective is to minimize the cost function \( J \) defined in Eq. (2), it is natural to determine the model such that \( J \) is minimized.

However, the value of the cost function \( J \) is inaccessible since it includes the expectation over unknown probability density functions \( p_{tr}(x) \) and \( p_{te}(x) \). The value of the empirical cost \( \hat{J} \) may be regarded as an estimate of \( J \), but this is not useful for model selection purposes since it is heavily biased—the bias is caused by the fact that the same samples are used twice for learning the parameter \( \alpha \) and estimating the value of \( J \). Below, we give two practical methods of estimating the value of \( J \) in more precise ways.

2.4.1 INFORMATION CRITERION

In the same way as Theorem 3, we can obtain an asymptotic expansion of the empirical cost \( \mathbb{E}[\hat{J}(\hat{\alpha}(\lambda))] \) as follows:

\[
\mathbb{E}[\hat{J}(\hat{\alpha}(\lambda))] = J(\alpha^*(\lambda)) - \frac{1}{2n_t} \text{tr}(A(C_{w^*,w^*} + 2\lambda C_{w^*,v}^*)) + o\left(\frac{1}{n_t}\right). \] (20)

Combining Eqs. (19) and (20), we have

\[
\mathbb{E}[J(\hat{\alpha}(\lambda))] = \mathbb{E}[\hat{J}(\hat{\alpha}(\lambda))] + \frac{1}{n_t} \text{tr}(\hat{A}\hat{C}_{\hat{w},\hat{w}}^*) + o\left(\frac{1}{n_t}\right). \]

From this, we can immediately obtain an information criterion (Akaike, 1974; Konishi and Kitagawa, 1996) for LSIF:

\[ \hat{J}^{(IC)} = \hat{J}(\hat{\alpha}(\lambda)) + \frac{1}{n_t} \text{tr}(\hat{A}\hat{C}_{\hat{w},\hat{w}}^*), \]

where \( \hat{A} \) is defined by Eq. (16). \( \hat{E} \) is defined by Eq. (8) and \( \hat{C}_{w,w'} \) is the \( b \times b \) covariance matrix with the \((\ell,\ell')\)-th element being the covariance between \( w(x)\phi_\ell(x) \) and \( w'(x)\phi_{\ell'}(x) \) over \( \{x_i^m\}_{i=1}^{n_u} \). Since \( \hat{A} \) and \( \hat{C}_{\hat{w},\hat{w}} \) are consistent estimators of \( A \) and \( C_{w^*,w^*} \), the above information criterion is unbiased up to the order of \( n_t^{-1} \).
Note that the term $\text{tr}(\hat{A}C_{\hat{w}, \hat{w}})$ may be interpreted as the effective dimension of the model (Moody, 1992). Indeed, when $\hat{w}(x) = 1$, we have $\hat{H} = C_{\hat{w}, \hat{w}}$ and thus

$$\text{tr}(\hat{A}C_{\hat{w}, \hat{w}}) = \text{tr}(I_b) - \text{tr}(E\hat{C}_{\hat{w}, \hat{w}}^{-1}E^\top(E\hat{C}_{\hat{w}, \hat{w}}^{-1}E^\top)^{-1}) = b - |\hat{A}|,$$

which is the dimension of the face on which $\hat{\alpha}(\lambda)$ lies.

### 2.4.2 Cross-Validation

Although the information criterion derived above is more accurate than just a naive empirical estimator, its accuracy is guaranteed only asymptotically. Here, we employ cross-validation for estimating $J(\hat{\alpha})$, which has an accuracy guarantee for finite samples.

First, the training samples $\{X_j^\text{tr}\}_{j=1}^{n\text{tr}}$ and test samples $\{X_j^\text{te}\}_{j=1}^{n\text{te}}$ are divided into $R$ disjoint subsets $\{X_j^\text{tr}\}_{r=1}^R$ and $\{X_j^\text{te}\}_{r=1}^R$, respectively. Then an importance estimate $\hat{w}X_{\text{tr}, X_{\text{te}}}(x)$ is obtained using $\{X_{j}^\text{tr}\}_{j \neq r}$ and $\{X_{j}^\text{te}\}_{j \neq r}$ (that is, without $X_{j}^\text{tr}$ and $X_{j}^\text{te}$), and the cost $J$ is approximated using the held-out samples $X_{\text{tr}}^\text{te}$ and $X_{\text{te}}^\text{te}$ as

$$\hat{J}^{(CV)}_{X_{\text{tr}}, X_{\text{te}}} = \frac{1}{2|X_{\text{tr}}^\text{te}|} \sum_{x^\text{tr} \in X_{\text{tr}}^\text{te}} \hat{w}X_{\text{tr}, X_{\text{te}}}(x^\text{tr})^2 - \frac{1}{|X_{\text{te}}^\text{te}|} \sum_{x^\text{te} \in X_{\text{te}}^\text{te}} \hat{w}X_{\text{tr}, X_{\text{te}}}(x^\text{te}).$$

This procedure is repeated for $r = 1, 2, \ldots, R$ and its average $\hat{J}^{(CV)}$ is used as an estimate of $J$:

$$\hat{J}^{(CV)} = \frac{1}{R} \sum_{r=1}^{R} \hat{J}^{(CV)}_{X_{\text{tr}}, X_{\text{te}}}.$$ 

We can show that $\hat{J}^{(CV)}$ gives an almost unbiased estimate of the true cost $J$, where the ‘almost’-ness comes from the fact that the number of samples is reduced in the cross-validation procedure due to data splitting (Luntz and Brailovsky, 1969; Wahba, 1990; Schölkopf and Smola, 2002).

Cross-validation would be more accurate than the information criterion for finite samples. However, it is computationally more expensive than the information criterion since the learning procedure should be repeated $R$ times.

### 2.5 Heuristics of Basis Function Design for LSIF

A good model may be chosen by cross-validation or the information criterion, given that a family of promising model candidates is prepared. As model candidates, we propose using a Gaussian kernel model centered at the test points $\{x_j^\text{te}\}_{j=1}^{n\text{te}}$, that is,

$$\hat{w}(x) = \sum_{\ell=1}^{n\text{te}} \alpha_\ell K_{\sigma}(x, x_j^\text{te}),$$

where $K_{\sigma}(x, x')$ is the Gaussian kernel with kernel width $\sigma$:

$$K_{\sigma}(x, x') = \exp\left(-\frac{||x-x'||^2}{2\sigma^2}\right). \quad (21)$$

The reason why we chose the test points $\{x_j^\text{te}\}_{j=1}^{n\text{te}}$ as the Gaussian centers, not the training points $\{x_j^\text{tr}\}_{j=1}^{n\text{tr}}$, is as follows (Sugiyama et al., 2008b). By definition, the importance $w(x)$ tends to take
large values if the training density $p_{tr}(x)$ is small and the test density $p_{te}(x)$ is large; conversely, $w(x)$ tends to be small (that is, close to zero) if $p_{tr}(x)$ is large and $p_{te}(x)$ is small. When a function is approximated by a Gaussian kernel model, many kernels may be needed in the region where the output of the target function is large; on the other hand, only a small number of kernels would be enough in the region where the output of the target function is close to zero. Following this heuristic, we allocate many kernels at high test density regions, which can be achieved by setting the Gaussian centers at the test points $\{x_{tej}\}_{j=1}^{n_{te}}$.

Alternatively, we may locate $(n_{tr} + n_{te})$ Gaussian kernels at both $\{x_{tri}\}_{i=1}^{n_{tr}}$ and $\{x_{tej}\}_{j=1}^{n_{te}}$. However, in our preliminary experiments, this did not further improve the performance, but just slightly increased the computational cost. When $n_{te}$ is large, just using all the test points $\{x_{tej}\}_{j=1}^{n_{te}}$ as Gaussian centers is already computationally rather demanding. To ease this problem, we practically propose using a subset of $\{x_{tej}\}_{j=1}^{n_{te}}$ as Gaussian centers for computational efficiency, that is,

$$\hat{w}(x) = \sum_{\ell=1}^{b} \alpha_\ell K_\sigma(x, c_\ell),$$

where $c_\ell$, $\ell = 1, 2, \ldots, b$ are template points randomly chosen from $\{x_{tej}\}_{j=1}^{n_{te}}$, without replacement and $b$ ($\leq n_{te}$) is a prefixed number. In the rest of this paper, we usually fix the number of template points at

$$b = \min(100, n_{te}),$$

and optimize the kernel width $\sigma$ and the regularization parameter $\lambda$ by cross-validation with grid search.

### 2.6 Entire Regularization Path for LSIF

We can show that the LSIF solution $\hat{\alpha}$ is piecewise linear with respect to the regularization parameter $\lambda$ (see Appendix D). Therefore, the regularization path (that is, solutions for all $\lambda$) can be computed efficiently based on the parametric optimization technique (Best, 1982; Efron et al., 2004; Hastie et al., 2004).

A basic idea of regularization path tracking is to check violation of the KKT conditions—which are necessary and sufficient for optimality of convex programs—when the regularization parameter $\lambda$ is changed. The KKT conditions of LSIF are summarized in Section 2.3. The strict complementarity condition (17) assures the uniqueness of the optimal solution for a fixed $\lambda$, and thus the uniqueness of the regularization path. A pseudo code of the regularization path tracking algorithm for LSIF is described in Figure 1—it's detailed derivation is summarized in Appendix D. Thanks to the regularization path algorithm, LSIF is computationally efficient in model selection scenarios.

The pseudo code implies that we no longer need a quadratic programming solver for obtaining the solution of LSIF—just computing matrix inverses is enough. Furthermore, the regularization path algorithm is computationally more efficient when the solution is sparse, that is, most of the elements are zero since the number of change points tends to be small for such sparse solutions.

Even though the regularization path tracking algorithm is computationally efficient, it tends to be numerically unreliable, as we experimentally show in Section 4. This numerical instability is caused by near singularity of the matrix $\hat{G}$. When $\hat{G}$ is nearly singular, it is not easy to accurately obtain the solutions $u, v$ in Figure 1, and therefore the change point $\lambda_{T+1}$ cannot be accurately computed. As a result, we cannot accurately update the active set of the inequality constraints and thus
Input: $\hat{H}$ and $\hat{h}$  \% see Eqs. (4) and (5) for the definitions
Output: entire regularization path $\hat{\alpha}(\lambda)$ for $\lambda \geq 0$

$\tau \leftarrow 0$;
$k \leftarrow \text{argmax}_i \{\hat{h}_i \mid i = 1, 2, \ldots, b\}$;
$\lambda_\tau \leftarrow \hat{h}_k$;
$\hat{\mathcal{A}} \leftarrow \{1, 2, \ldots, b\} \setminus \{k\}$;
$\hat{\alpha}(\lambda_\tau) \leftarrow 0_b$;  \% the vector with all zeros

While $\lambda_\tau > 0$

$\hat{E} \leftarrow O_{|\hat{\mathcal{A}}| \times b}$;  \% the matrix with all zeros

For $i = 1, 2, \ldots, |\hat{\mathcal{A}}|$

$\hat{E}_{i,j} \leftarrow 1$;  \% $\hat{\mathcal{A}} = \{\hat{j}_1, \hat{j}_2, \ldots, \hat{j}_{|\hat{\mathcal{A}}|} \mid \hat{j}_1 < \hat{j}_2 < \cdots < \hat{j}_{|\hat{\mathcal{A}}|}\}$

end

$\hat{G} \leftarrow \begin{pmatrix} \hat{H} & -\hat{E}^\top \\ -\hat{E} & O_{|\hat{\mathcal{A}}| \times |\hat{\mathcal{A}}|} \end{pmatrix}$;

$u \leftarrow \hat{G}^{-1} \begin{pmatrix} \hat{h} \\ 0_{|\hat{\mathcal{A}}|} \end{pmatrix}$;

$v \leftarrow \hat{G}^{-1} \begin{pmatrix} 1_b \\ 0_{|\hat{\mathcal{A}}|} \end{pmatrix}$;

If $v \leq 0_{b+|\hat{\mathcal{A}}|}$  \% the final interval

$\lambda_{\tau+1} \leftarrow 0$;

$\hat{\alpha}(\lambda_{\tau+1}) \leftarrow (u_1, u_2, \ldots, u_b)^\top$;

else  \% an intermediate interval

$k \leftarrow \text{argmax}_i \{u_i / v_i \mid v_i > 0, i = 1, 2, \ldots, b + |\hat{\mathcal{A}}|\}$;

$\lambda_{\tau+1} \leftarrow \max \{0, u_k / v_k\}$;

$\hat{\alpha}(\lambda_{\tau+1}) \leftarrow (u_1, u_2, \ldots, u_b)^\top - \lambda_{\tau+1} (v_1, v_2, \ldots, v_b)^\top$;

If $1 \leq k \leq b$

$\hat{\mathcal{A}} \leftarrow \hat{\mathcal{A}} \cup \{k\}$;

else

$\hat{\mathcal{A}} \leftarrow \hat{\mathcal{A}} \setminus \{\hat{j}_{k-b}\}$;

end

end

$\tau \leftarrow \tau + 1$;

end

$\hat{\alpha}(\lambda) \leftarrow \begin{cases} 0_b & \text{if } \lambda \geq \lambda_0 \\ \frac{\lambda - \lambda_{\tau+1}}{\lambda_{\tau+1} - \lambda_\tau} \hat{\alpha}(\lambda_\tau) + \frac{\lambda_\tau - \lambda_{\tau+1}}{\lambda_{\tau+1} - \lambda_\tau} \hat{\alpha}(\lambda_{\tau+1}) & \text{if } \lambda_{\tau+1} \leq \lambda \leq \lambda_\tau \end{cases}$

Figure 1: Pseudo code for computing the entire regularization path of LSIF. When the computation of $\hat{G}^{-1}$ is numerically unstable, we may add small positive diagonals to $\hat{H}$ for stabilization purposes.
the obtained solution \( \hat{\alpha}(\lambda) \) becomes unreliable; furthermore, such numerical error tends to be accumulated through the path-tracking process. This instability issue seems to be a common pitfall of solution path tracking algorithms in general (see Scheinberg, 2006).

When the Gaussian width \( \sigma \) is very small or very large, the matrix \( \tilde{H} \) tends to be nearly singular and thus the matrix \( \tilde{G} \) also becomes nearly singular. On the other hand, when the Gaussian width \( \sigma \) is not too small or too large compared with the dispersion of samples, the matrix \( \tilde{G} \) is well-conditioned and therefore the path-following algorithm would be stable and reliable.

3. Approximation Algorithm

Within the quadratic programming formulation, we have proposed a new importance estimation procedure LSIF and showed its theoretical properties. We also gave a regularization path tracking algorithm that can be computed efficiently. However, as we experimentally show in Section 4, it tends to suffer from a numerical problem and therefore is not practically reliable. In this section, we give a practical alternative to LSIF which gives an approximate solution to LSIF in a computationally efficient and reliable manner.

3.1 Unconstrained Least-squares Formulation

The approximation idea we introduce here is very simple: we ignore the non-negativity constraint of the parameters in the optimization problem (6). This results in the following unconstrained optimization problem.

\[
\min_{\beta \in \mathbb{R}^b} \left[ \frac{1}{2} \beta^\top \tilde{H} \beta - \tilde{h}^\top \beta + \frac{\lambda}{2} \beta^\top \beta \right].
\]  
(23)

In the above, we included a quadratic regularization term \( \beta^\top \beta / 2 \), instead of the linear one \( 1_b^\top \beta \) since the linear penalty term does not work as a regularizer without the non-negativity constraint. Eq. (23) is an unconstrained convex quadratic program, so the solution can be analytically computed as

\[
\tilde{\beta}(\lambda) = (\tilde{H} + \lambda I_b)^{-1} \tilde{h},
\]

where \( I_b \) is the \( b \)-dimensional identity matrix. Since we dropped the non-negativity constraint \( \beta \geq 0_b \), some of the learned parameters could be negative. To compensate for this approximation error, we modify the solution by

\[
\hat{\beta}(\lambda) = \max(0_b, \tilde{\beta}(\lambda)),
\]

where the ‘\( \max \)’ operation for a pair of vectors is applied in the element-wise manner. This is the solution of the approximation method we propose in this section.

An advantage of the above unconstrained formulation is that the solution can be computed just by solving a system of linear equations. Therefore, its computation is stable when \( \lambda \) is not too small. We call this method \textit{unconstrained LSIF} (uLSIF). Due to the \( \ell_2 \) regularizer, the solution tends to be close to \( 0_b \) to some extent. Thus, the effect of ignoring the non-negativity constraint may not be so strong—later, we analyze the approximation error both theoretically and experimentally in more detail in Sections 3.3 and 4.5.

Note that LSIF and uLSIF differ only in parameter learning. Thus, the basis design heuristic of LSIF given in Section 2.5 is also valid for uLSIF.
3.2 Convergence Analysis of uLSIF

Here, we theoretically analyze the convergence property of the solution \( \hat{\beta}(\lambda) \) of the uLSIF algorithm; practitioners may skip Sections 3.2 and 3.3.

Let \( \beta^\circ(\lambda) \) be the optimal solution of the ‘ideal’ version of the problem (23):

\[
\min_{\beta \in \mathbb{R}^b} \left[ \frac{1}{2} \beta^\top H \beta - h^\top \beta + \frac{\lambda}{2} \beta^\top \beta \right].
\]

Then the ideal solution \( \beta^*(\lambda) \) is given by

\[
\begin{align*}
\beta^*(\lambda) &= \max(0, \beta^\circ(\lambda)), \\
\beta^\circ(\lambda) &= B^{-1}_\lambda h, \\
B_\lambda &= H + \lambda I_b.
\end{align*}
\]

Below, we theoretically investigate the learning curve of uLSIF.

Let \( B \subset \{1, 2, \ldots, b\} \) be the set of negative indices of \( \beta^\circ(\lambda) \), that is,

\[
B = \{ \ell | \beta^\circ_\ell(\lambda) < 0, \ell = 1, 2, \ldots, b \},
\]

and \( \widetilde{B} \subset \{1, 2, \ldots, b\} \) be the set of negative indices of \( \tilde{\beta}(\lambda) \), that is,

\[
\widetilde{B} = \{ \ell | \tilde{\beta}_\ell(\lambda) < 0, \ell = 1, 2, \ldots, b \}.
\]

Then we have the following theorem.

**Theorem 4** Assume that \( \beta^\circ_\ell(\lambda) \neq 0 \) for \( \ell = 1, 2, \ldots, b \). Then, there exists a positive constant \( c \) and a natural number \( N \) such that for \( \min\{n_\pi, n_\omega\} \geq N \),

\[
P(B \neq \widetilde{B}) < e^{-c \min\{n_\pi, n_\omega\}}.
\]

The proof of the above theorem is given in Appendix E. The assumption that \( \beta^\circ_\ell(\lambda) \neq 0 \) for \( \ell = 1, 2, \ldots, b \) corresponds to the strict complementarity condition (17) in LSIF. Theorem 4 shows that the probability that \( B \) is different from \( \widetilde{B} \) is exponentially small. Thus we may regard \( \widetilde{B} = B \) in practice.

Let \( D \) be the \( b \)-dimensional diagonal matrix with the \( \ell \)-th diagonal element

\[
D_{\ell,\ell} = \begin{cases} 
0 & \ell \in B, \\
1 & \text{otherwise}.
\end{cases}
\]

Let

\[
\begin{align*}
w_\circ(x) &= \sum_{\ell=1}^b \beta^\circ_\ell(\lambda) \phi_\ell(x), \\
u(x) &= \sum_{\ell=1}^b [B^{-1}_\lambda D(H\beta^*(\lambda) - h)]_\ell \phi_\ell(x).
\end{align*}
\]

Then we have the following theorem.
Theorem 5 Assume that

(a) \( \beta^\ell_0(\lambda) \neq 0 \) for \( \ell = 1, 2, \ldots, b \).

(b) \( n_{\text{tr}} \) and \( n_{\text{te}} \) satisfy Eq. (18).

Then, for any \( \lambda \geq 0 \), we have

\[
\mathbb{E}[J(\hat{\beta}(\lambda))] = J(\beta^*(\lambda)) + \frac{1}{2n_{\text{tr}}} \text{tr}(B^{-1}_\lambda DB^{-1}_\lambda C_{\hat{w}^*, \hat{w}^*} + 2B^{-1}_\lambda C_{\hat{w}^*, u}) + o\left(\frac{1}{n_{\text{tr}}}\right).
\] (25)

The proof of the above theorem is given in Appendix F. Theorem 5 elucidates the learning curve of uLSIF up to the order of \( n^{-1} \). An information criterion may be obtained in the same way as Section 2.4.1. However, as shown in Section 3.4, we can have a closed-form expression of the leave-one-out cross-validation score for uLSIF, which would be practically more useful. For this reason, we do not go into the detail of information criterion.

3.3 Approximation Error Bounds for uLSIF

The uLSIF method is introduced as an approximation of LSIF. Here, we theoretically evaluate the difference between the uLSIF solution \( \hat{\beta}(\lambda) \) and the LSIF solution \( \hat{\alpha}(\lambda) \). More specifically, we use the following normalized \( L_2 \)-norm on the training samples as the difference measure and derive its upper bounds:

\[
\text{diff}(\lambda) = \inf_{\lambda' \geq 0} \sqrt{\frac{\sum_{i=1}^{n_{\text{tr}}} (\hat{\nu}(x_{\text{tr}}^i; \hat{\alpha}(\lambda')) - \hat{\nu}(x_{\text{tr}}^i; \hat{\beta}(\lambda)))^2}{\sum_{i=1}^{n_{\text{tr}}} \hat{\nu}(x_{\text{tr}}^i; \hat{\beta}(\lambda))}},
\] (26)

where the importance function \( \hat{\nu}(x; \alpha) \) is given by

\[
\hat{\nu}(x; \alpha) = \sum_{\ell=1}^{b} \alpha_\ell \varphi_\ell(x).
\]

In the theoretical analysis below, we assume

\[
\sum_{i=1}^{n_{\text{tr}}} \hat{\nu}(x_{\text{tr}}^i; \hat{\beta}(\lambda)) \neq 0.
\]

For \( p \in \mathbb{N} \cup \{\infty\} \), let \( \|\cdot\|_p \) be the \( L_p \)-norm, and let \( \|\alpha\|_{\hat{H}} \) be

\[
\|\alpha\|_{\hat{H}} = \sqrt{\alpha^\top \hat{H} \alpha},
\] (27)

where \( \hat{H} \) is the \( b \times b \) matrix defined by Eq. (4). Then we have the following theorem.

**Theorem 6 (Norm bound)** Assume that all basis functions satisfy

\[
0 < \varphi_\ell(x) \leq 1.
\]
Then we have

\[
\text{diff}(\lambda) \leq \frac{\|\hat{\beta}(\lambda)\|_{\tilde{H}}}{\sum_{i=1}^{n_t} \tilde{w}(x_i^t; \hat{\beta}(\lambda))} \leq b^2 \left(1 + \frac{b}{\lambda}\right) \min_{\sum_{i=1}^{n_t} \varphi_x(x_i^t)} \cdot \min_{\sum_{j=1}^{n_e} \varphi_x(x_j^e)},
\]

where \(b\) is the number of basis functions. The upper bound (29) is reduced as the regularization parameter \(\lambda\) increases. For the Gaussian basis function model (22), the upper bound (29) is reduced as the Gaussian width \(\sigma\) increases.

The proof of the above theorem is given in Appendix G. We call Eq. (28) the norm bound since it is governed by the norm of \(\hat{\beta}\). Intuitively, the approximation error of uLSIF would small if \(\lambda\) is large since \(\hat{\beta} \geq 0\) may not be severely violated due to the strong regularization effect. The upper bound (29) justifies this intuitive claim since the error bound tends to be small if the Gaussian width \(\sigma\) is large. This is also intuitive since the Gaussian basis functions are nearly flat when the Gaussian width \(\sigma\) is large—a difference in parameters does not cause a significant change in the learned importance function \(\tilde{w}(x)\). From the above theorem, we expect that uLSIF is a nice approximation of LSIF when \(\lambda\) is large and \(\sigma\) is large. In Section 4.5, we numerically investigate this issue.

Below, we give a more sophisticated bound on \(\text{diff}(\lambda)\). To this end, let us introduce an intermediate optimization problem defined by

\[
\min_{\gamma \in \mathbb{R}^b} \left[ \frac{1}{2} \gamma^T \hat{H}_\gamma - \hat{h}^T \gamma + \frac{\lambda}{2} \gamma^T \gamma \right]
\]

subject to \(\gamma \geq 0_b\),

which we refer to as \(\text{LSIF with quadratic penalty (LSIFq)}\). LSIFq bridges LSIF and uLSIF since the ‘goodness-of-fit’ part is the same as LSIF but the ‘regularization’ part is the same as uLSIF. Let \(\hat{\gamma}(\lambda)\) be the optimal solution of LSIFq (30). Based on the solution of LSIFq, we have the following upper bound.

**Theorem 7 (Bridge bound)** For any \(\lambda \geq 0\), the following inequality holds:

\[
\text{diff}(\lambda) \leq \sqrt{\frac{\lambda \left(\|\hat{\gamma}(\lambda)\|_1 \cdot \|\hat{\gamma}(\lambda)\|_\infty - \|\hat{\gamma}(\lambda)\|_2^2\right) + \|\hat{\gamma}(\lambda) - \hat{\beta}(\lambda)\|_{\tilde{H}}}{\sum_{i=1}^{n_t} \tilde{w}(x_i^t; \hat{\beta}(\lambda))}}.
\]

The proof of the above theorem is given in Appendix H. We call the above bound the bridge bound since the bridged estimator \(\hat{\gamma}(\lambda)\) plays a central role in the bound. Note that, in the bridge bound, the inside of the square root is assured to be non-negative due to Hölder’s inequality (see Appendix H for detail). The bridge bound is generally much sharper than the norm bound (28), but not always (see Section 4.5 for numerical examples).
3.4 Efficient Computation of Leave-one-out Cross-validation Score for uLSIF

A practically important advantage of uLSIF over LSIF is that the score of leave-one-out cross-validation (LOOCV) can be computed analytically—thanks to this property, the computational complexity for performing LOOCV is the same order as just computing a single solution.

In the current setup, we are given two sets of samples, \( \{x_{tr}^i\}_{i=1}^{n_{tr}} \) and \( \{x_{te}^j\}_{j=1}^{n_{te}} \), which generally have different sample size. For simplicity, we assume that \( n_{tr} < n_{te} \) and the \( i \)-th training sample \( x_{tr}^i \) and the \( i \)-th test sample \( x_{te}^i \) are held out at the same time; the test samples \( \{x_{te}^j\}_{j=n_{tr}+1}^{n_{te}} \) are always used for importance estimation. Note that this assumption is only for the sake of simplicity; we can change the order of test samples without sacrificing the computational advantages.

Let \( \hat{w}^{(i)}(x) \) be an estimate of the importance obtained without the \( i \)-th training sample \( x_{tr}^i \) and the \( i \)-th test sample \( x_{te}^i \). Then the LOOCV score is expressed as

\[
\text{LOOCV} = \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \left[ \frac{1}{2} (\hat{w}^{(i)}(x_{tr}^i))^2 - \hat{w}^{(i)}(x_{te}^i) \right].
\]  

(32)

Our approach to efficiently computing the LOOCV score is to use the Sherman-Woodbury-Morrison formula (Golub and Loan, 1996) for computing matrix inverses: for an invertible square matrix \( A \) and vectors \( u \) and \( v \) such that \( v^\top A^{-1} u \neq -1 \),

\[
(A + uv^\top)^{-1} = A^{-1} - \frac{A^{-1}uv^\top A^{-1}}{1 + v^\top A^{-1} u}.
\]  

(33)

Efficient approximation schemes of LOOCV have often been investigated under asymptotic setups (Stone, 1974; Hansen and Larsen, 1996). On the other hand, we provide the exact LOOCV score of uLSIF, which follows the same line as that of ridge regression (Hoerl and Kennard, 1970; Wahba, 1990).

A pseudo code of uLSIF with LOOCV-based model selection is summarized in Figure 2—its detailed derivation is described in Appendix I. Note that the basis-function design heuristic given in Section 2.5 is used in the pseudo code, but the analytic form of the LOOCV score is available for any basis functions.

4. Illustrative Examples

In this section, we illustrate the behavior of LSIF and uLSIF using a toy data set.

4.1 Setup

Let the dimension of the domain be \( d = 1 \) and the training and test densities be

\[
p_{tr}(x) = \mathcal{N}(x; 1, (1/2)^2),
\]

\[
p_{te}(x) = \mathcal{N}(x; 2, (1/4)^2),
\]

where \( \mathcal{N}(\mu, \sigma^2) \) denotes the Gaussian density with mean \( \mu \) and variance \( \sigma^2 \). These densities are depicted in Figure 3. The task is to estimate the importance \( w(x) = p_{te}(x) / p_{tr}(x) \).
Input: \( \{x_i^u\}_{i=1}^{n_u} \) and \( \{x_j^e\}_{j=1}^{n_e} \)
Output: \( \tilde{w}(x) \)

\[ b \leftarrow \min(100, n_e); \quad n \leftarrow \min(n_u, n_e); \]
Randomly choose \( b \) centers \( \{c_{\ell}^b\}_{\ell=1}^{b} \) from \( \{x_j^e\}_{j=1}^{n_e} \) without replacement;

For each candidate of Gaussian width \( \sigma \)
\[ \tilde{H}_{\ell, \ell'} \leftarrow \frac{1}{n_u} \sum_{i=1}^{n_u} \exp \left( -\frac{\|x_i^u - c_{\ell}^b\|^2 + \|x_i^u - c_{\ell'}^b\|^2}{2\sigma^2} \right) \]
for \( \ell, \ell' = 1, 2, \ldots, b; \]
\[ \tilde{h}_{\ell} \leftarrow \frac{1}{n_e} \sum_{j=1}^{n_e} \exp \left( -\frac{\|x_j^e - c_{\ell}^b\|^2}{2\sigma^2} \right) \]
for \( \ell = 1, 2, \ldots, b; \]
\[ X_{\ell, \ell'}^{ur} \leftarrow \exp \left( \frac{\|x_i^u - c_{\ell}^b\|^2}{2\sigma^2} \right) \]
for \( i = 1, 2, \ldots, n \) and \( \ell = 1, 2, \ldots, b; \]
\[ X_{\ell, \ell'}^{re} \leftarrow \exp \left( \frac{\|x_j^e - c_{\ell}^b\|^2}{2\sigma^2} \right) \]
for \( i = 1, 2, \ldots, n \) and \( \ell = 1, 2, \ldots, b; \]

For each candidate of regularization parameter \( \lambda \)
\[ \tilde{B} \leftarrow \tilde{H} + \frac{\lambda(n_u - 1)}{n_u} I_b; \]
\[ B_0 \leftarrow \tilde{B}^{-1} h_1^{\top} + \tilde{B}^{-1} X_u \text{ diag} \left( h_1^{\top} \tilde{B}^{-1} X_u \right); \]
\[ B_1 \leftarrow \tilde{B}^{-1} X_e + \tilde{B}^{-1} X_e \text{ diag} \left( \frac{1}{n_u} \frac{X_e^\top \tilde{B}^{-1} X_e}{\sigma^2} \right), \]
\[ B_2 \leftarrow \max \left( O_{b \times n}, \frac{n_u - 1}{n_u(n_u - 1)} (n_e B_0 - B_1) \right); \]
\[ w_{ur} \leftarrow \left( X_u^\top B_2 \right)^{-1}; \quad w_{re} \leftarrow \left( X_e^\top B_2 \right)^{-1}; \]
\[ \text{LOOCV}(\sigma, \lambda) \leftarrow \frac{w_{ur} w_{re}}{2n} \left( \frac{n}{n_e} \right); \]

end

\( (\tilde{\lambda}, \lambda) \leftarrow \arg \min_{(\sigma, \lambda)} \text{LOOCV}(\sigma, \lambda); \)
\[ \hat{H}_{\ell, \ell'} \leftarrow \frac{1}{n_u} \sum_{i=1}^{n_u} \exp \left( -\frac{\|x_i^u - c_{\ell}^b\|^2 + \|x_i^u - c_{\ell'}^b\|^2}{2\sigma^2} \right) \]
for \( \ell, \ell' = 1, 2, \ldots, b; \]
\[ \hat{h}_{\ell} \leftarrow \frac{1}{n_e} \sum_{j=1}^{n_e} \exp \left( -\frac{\|x_j^e - c_{\ell}^b\|^2}{2\sigma^2} \right) \]
for \( \ell = 1, 2, \ldots, b; \]
\[ \hat{\alpha} \leftarrow \max \left( O_{b \times n}, (\tilde{H} + \hat{\lambda} I_b)^{-1} \tilde{h} \right); \]
\[ \hat{w}(x) \leftarrow \sum_{\ell=1}^{b} \hat{\alpha}_{\ell} \exp \left( -\frac{\|x - c_{\ell}^b\|^2}{2\sigma^2} \right); \]

Figure 2: Pseudo code of uLSIF algorithm with LOOCV. \( B \ast B' \) denotes the element-wise multiplication of matrices \( B \) and \( B' \) of the same size, that is, the \((i, j)\)-th element is given by \( B_{i,j} B'_{i,j} \). For \( n \)-dimensional vectors \( b \) and \( b' \), \( \text{diag} \left( \frac{b}{b} \right) \) denotes the \( n \times n \) diagonal matrix with \( i \)-th diagonal element \( b_i / b_i \). A MATLAB® or R implementation of uLSIF is available from http://sugiyama-www.cs.titech.ac.jp/~sugi/software/uLSIF/.
4.2 Importance Estimation

First, we illustrate the behavior of LSIF and uLSIF in importance estimation. We set the number of training and test samples at \( n_{\text{tr}} = 200 \) and \( n_{\text{te}} = 1000 \), respectively. We use the Gaussian kernel model (22), and the number of basis functions is set at \( b = 100 \). The centers of the kernel function are randomly chosen from the test points \( \{x_{\text{te}}^i\}_{i=1}^{n_{\text{te}}} \) without replacement (see Section 2.5).

We test different Gaussian widths \( \sigma \) and different regularization parameters \( \lambda \). The following two setups are examined:

(A) \( \lambda \) is fixed at \( \lambda = 0.2 \) and \( \sigma \) is changed as \( 0.1 \leq \sigma \leq 1.0 \).

(B) \( \sigma \) is fixed at \( \sigma = 0.3 \) and \( \lambda \) is changed as \( 0 \leq \lambda \leq 0.5 \).

Figure 4 depicts the true importance and its estimates obtained by LSIF and uLSIF, where all importance functions are normalized so that \( \int w(x)dx = 1 \) for better comparison. Figures 4(a) and 4(b) show that the estimated importance \( \hat{w}(x) \) tends to be too peaky when the Gaussian width \( \sigma \) is small, while it tends to be overly smoothed when \( \sigma \) is large. If the Gaussian width is chosen appropriately, both LSIF and uLSIF seem to work reasonably well. As shown in Figures 4(c) and 4(d), the solutions of LSIF and uLSIF also significantly change when different regularization parameters \( \lambda \) are used. Again, given that the regularization parameter is chosen appropriately, both LSIF and uLSIF tend to perform well.

From the graphs, we also observe that model selection based on cross-validation works reasonably well for both LSIF (5-fold) and uLSIF (leave-one-out) to choose appropriate values of the Gaussian width or the regularization parameter; this will be analyzed in more detail in Section 4.4.

4.3 Regularization Path

Next, we illustrate how the regularization path tracking algorithm for LSIF behaves. We set the number of training and test samples at \( n_{\text{tr}} = 50 \) and \( n_{\text{te}} = 100 \), respectively. For better illustration, we set the number of basis functions at a small value as \( b = 30 \) in the Gaussian kernel model (22) and use the Gaussian kernels centered at equidistant points in \([0,3]\) as basis functions.

We use the algorithm described in Figure 1 for regularization path tracking. Theoretically, the inequality \( \lambda_{\tau+1} < \lambda_\tau \) is assured. In numerical computation, however, the inequality is occasionally violated. In order to avoid this numerical problem, we slightly regularize \( \hat{H} \) for stabilization (see also the caption of Figure 1).

Figure 5 depicts the values of the estimated coefficients \( \{\alpha_\ell\}_{\ell=1}^{b} \) as functions of \( \|\alpha\|_1 \) for \( \sigma = 0.1, 0.3, \) and \( 0.5 \). Note that small \( \|\alpha\|_1 \) corresponds to large \( \lambda \). The figure indicates that the regularization parameter \( \lambda \) works as a sparseness controlling factor of the solution, that is, the larger (smaller) the value of \( \lambda (\|\alpha\|_1) \) is, the sparser the solution is.

The path following algorithm is computationally efficient and therefore practically very attractive. However, as the above experiments illustrate, the path following algorithm is numerically rather unstable. Modification of \( \hat{H} \) can ease to solve this problem, but this in turn results in accumulating numerical errors through the path tracking process. Consequently, the solutions for small \( \lambda \) tend to be inaccurate. This problem becomes prominent if the number of change points in the regularization path is large.
Figure 3: The solid line is the probability density of training data, and the dashed line is the probability density of test data.

Figure 4: True and estimated importance functions obtained by LSIF and uLSIF for various different Gaussian widths \( \sigma \) and regularization parameters \( \lambda \).
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Figure 5: Regularization path of LSIF: the values of the estimated coefficients $\{\alpha^b_i\}_{i=1}^b$ are depicted as functions of the $L_1$-norm of the estimated parameter vector for $\sigma = 0.1$, $0.3$, and $0.5$. Small $\|\alpha\|_1$ corresponds to large $\lambda$.

4.4 Cross-validation

Here we illustrate the behavior of the cross-validation scores of LSIF and uLSIF. We set the number of training and test samples at $n_t = 200$ and $n_e = 1000$, respectively. The number of template points is $b = 100$ and the Gaussian kernel model (22) is used. The centers of the kernel functions are randomly chosen from the test points as described in Section 4.2. The left column of Figure 6 depicts the expectation of the true cost $J(\tilde{\alpha})$ over 50 runs for LSIF and its estimate by 5-fold CV (25, 50, and 75 percentiles are plotted in the figure) as functions of the Gaussian width $\sigma$ for $\lambda = 0.2$, $0.5$, and $0.8$. We used the regularization path tracking algorithm for computing the solutions of LSIF.
Figure 6: The true cost $J$ and its cross-validation estimate as functions of Gaussian width $\sigma$ for different values of $\lambda$. The solid line denotes the expectation of the true cost $J$ over 50 runs, while ‘◦’ and error bars denote the 25, 50, and 75 percentiles of the cross-validation score.
The right column shows the expected true cost and its LOOCV estimates for uLSIF in the same manner.

The graphs show that overall CV gives reasonably good approximations of the expected cost, although CV for LSIF with small $\lambda$ and small $\sigma$ is rather inaccurate due to numerical problems—the solution path of LSIF is computed from $\lambda = \infty$ to $\lambda = 0$, and the numerical error is accumulated as the tracking process approaches to $\lambda = 0$. This phenomenon seems problematic when $\sigma$ is small.

### 4.5 Difference between LSIF and uLSIF

In Section 3.3, we analyzed the approximation error of uLSIF against LSIF. Here we numerically investigate the behavior of the approximation error (26) as well as the norm bound (28) and the bridge bound (31). We set the number of training and test samples at $n_{tr} = 200$ and $n_{te} = 1000$, respectively. The number of template points in the Gaussian kernel model (22) is set at $b = 100$. The centers of the kernel functions are randomly chosen from the test points (see Section 4.2).

Figure 7 depicts the true approximation error as well as its upper bounds as functions of the regularization parameter $\lambda$; $\lambda$ is varied from 0.001 to 10 and the three Gaussian widths $\sigma = 0.1, 0.5, 1.0$ are tested. The graphs show that when $\lambda$ and $\sigma$ are large, the approximation error tends to be small; this is in good agreement with the theoretical analysis given in Section 3.3. The bridge bound is fairly tight in the entire range and is sharper than the norm bound except when $\sigma$ is small and $\lambda$ is large.

### 4.6 Summary

Through the numerical examples, we overall found that LSIF and uLSIF give qualitatively similar results. However, the computation of the solution-path tracking algorithm for LSIF tends to be numerically unstable, which can result in unreliable model selection performance. On the other hand, only a system of linear equations needs to be solved in uLSIF, which turned out to be much more stable than LSIF. Thus, uLSIF would be practically more reliable than LSIF.

Based on the above findings, we will focus on uLSIF in the rest of this paper.

### 5. Relation to Existing Methods

In this section, we discuss the characteristics of existing approaches in comparison with the proposed methods.

#### 5.1 Kernel Density Estimator

The *kernel density estimator* (KDE) is a non-parametric technique to estimate a probability density function $p(x)$ from its i.i.d. samples $\{x_k\}_{k=1}^n$. For the Gaussian kernel (21), KDE is expressed as

$$
\hat{p}(x) = \frac{1}{n_{tr}(2\pi\sigma^2)^{d/2}} \sum_{k=1}^n K_\sigma(x,x_k).
$$

The performance of KDE depends on the choice of the kernel width $\sigma$. The kernel width $\sigma$ can be optimized by *likelihood cross-validation* (LCV) as follows (Härdle et al., 2004): First, divide the samples $\{x_i\}_{i=1}^n$ into $R$ disjoint subsets $\{X_r\}_{r=1}^R$. Then obtain a density estimate $\hat{p}_{X_r}(x)$ from
Figure 7: The approximation error of uLSIF against LSIF as functions of the regularization parameter $\lambda$ for different Gaussian width $\sigma$. Its upper bounds are also plotted in the graphs.

$\{X_r\}_{r \neq k}$ (i.e., without $X_k$) and compute its log-likelihood for $X_k$:

$$\frac{1}{|X_k|} \sum_{x \in X_k} \log \hat{p}_{X_k}(x).$$

Repeat this procedure for $r = 1, 2, \ldots, R$ and choose the value of $\sigma$ such that the average of the above hold-out log-likelihood over all $r$ is maximized. Note that the average hold-out log-likelihood is an almost unbiased estimate of the Kullback-Leibler divergence from $p(x)$ to $\hat{p}(x)$, up to an irrelevant constant.

KDE can be used for importance estimation by first obtaining density estimators $\hat{p}_u(x)$ and $\hat{p}_{te}(x)$ separately from $\{x_{tr}^r\}_{i=1}^{nu}$ and $\{x_{te}^{re}\}_{j=1}^{ne}$, and then estimating the importance by $\hat{w}(x) = \frac{\hat{p}_{te}(x)}{\hat{p}_u(x)}$. A potential limitation of this approach is that KDE suffers from the curse of dimensionality (Vapnik, 1998; Härdele et al., 2004), that is, the number of samples needed to maintain the
same approximation quality grows exponentially as the dimension of the domain increases. This is critical when the number of available samples is limited. Therefore, the KDE-based approach may not be reliable in high-dimensional problems.

5.2 Kernel Mean Matching

The kernel mean matching (KMM) method allows us to directly obtain an estimate of the importance values at training points without going through density estimation (Huang et al., 2007). The basic idea of KMM is to find \( \hat{w}(x) \) such that the mean discrepancy between nonlinearly transformed samples drawn from \( p_{te}(x) \) and \( p_{tr}(x) \) is minimized in a universal reproducing kernel Hilbert space (Steinwart, 2001). The Gaussian kernel (21) is an example of kernels that induce universal reproducing kernel Hilbert spaces and it has been shown that the solution of the following optimization problem agrees with the true importance:

\[
\min_{w(x)} \left\| \int K_\sigma(x, \cdot) p_{te}(x) dx - \int K_\sigma(x, \cdot) w(x) p_{tr}(x) dx \right\|^2_{\mathcal{H}}
\]

subject to \( \int w(x) p_{tr}(x) dx = 1 \) and \( w(x) \geq 0 \),

where \( \| \cdot \|_{\mathcal{H}} \) denotes the norm in the Gaussian reproducing kernel Hilbert space and \( K_\sigma(x, x') \) is the Gaussian kernel (21).

An empirical version of the above problem is reduced to the following quadratic program:

\[
\min_{\{w_i\}_{i=1}^{n_{tr}}} \left[ \frac{1}{2} \sum_{i,j=1}^{n_{tr}} w_i w_j K_\sigma(x_i^{tr}, x_j^{tr}) - \sum_{i=1}^{n_{tr}} w_i \kappa_i \right]
\]

subject to \( \sum_{i=1}^{n_{tr}} w_i - n_{tr} \leq n_{tr} \epsilon \) and \( 0 \leq w_1, w_2, \ldots, w_{n_{tr}} \leq B \),

where

\[
\kappa_i = \frac{n_{tr}}{n_{te}} \sum_{j=1}^{n_{te}} K_\sigma(x_i^{tr}, x_j^{te}).
\]

\( B (\geq 0) \) and \( \epsilon (\geq 0) \) are tuning parameters that control the regularization effects. The solution \( \{\hat{w}_i\}_{i=1}^{n_{tr}} \) is an estimate of the importance at the training points \( \{x_i^{tr}\}_{i=1}^{n_{tr}} \).

Since KMM does not involve density estimation, it is expected to work well even in high-dimensional cases. However, the performance is dependent on the tuning parameters \( B, \epsilon, \) and \( \sigma \), and they cannot be simply optimized, for example, by CV since estimates of the importance are available only at the training points. A popular heuristic is to use the median distance between samples as the Gaussian width \( \sigma \), which is shown to be useful (Schölkopf and Smola, 2002; Song et al., 2007). However, there seems no strong justification for this heuristic. For the choice of \( \epsilon \), a theoretical result given in Huang et al. (2007) could be used as guidance, although it is still hard to determine the best value of \( \epsilon \) in practice.

5.3 Logistic Regression

Another approach to directly estimating the importance is to use a probabilistic classifier. Let us assign a selector variable \( \eta = -1 \) to training samples and \( \eta = 1 \) to test samples, that is, the training
and test densities are written as
\[ p(t|x) = p(x|\eta = -1), \]
\[ p(e|x) = p(x|\eta = 1). \]

Note that \( \eta \) is regarded as a random variable.

Application of the Bayes theorem yields that the importance can be expressed in terms of \( \eta \) as follows (Qin, 1998; Cheng and Chu, 2004; Bickel et al., 2007):
\[ w(x) = \frac{p(\eta = -1) p(\eta = 1|x)}{p(\eta = 1) p(\eta = -1|x)}. \]

The probability ratio of test and training samples may be simply estimated by the ratio of the numbers of samples:
\[ \frac{p(\eta = -1)}{p(\eta = 1)} \approx \frac{n_t}{n_e}. \]

The conditional probability \( p(\eta|x) \) could be approximated by discriminating test samples from training samples using a logistic regression (LogReg) classifier, where \( \eta \) plays the role of a class variable. Below we briefly explain the LogReg method.

The LogReg classifier employs a parametric model of the following form for expressing the conditional probability \( p(\eta|x) \):
\[ \hat{p}(\eta|x) = \frac{1}{1 + \exp(-\eta \sum_{\ell=1}^{m} \zeta \phi_{\ell}(x))}, \]
where \( m \) is the number of basis functions and \( \{\phi_{\ell}(x)\}_{\ell=1}^{m} \) are fixed basis functions. The parameter \( \zeta \) is learned so that the negative regularized log-likelihood is minimized:
\[ \hat{\zeta} = \arg\min_{\zeta} \left[ \sum_{t=1}^{n_t} \log \left( 1 + \exp \left( \sum_{\ell=1}^{m} \zeta \phi_{\ell}(x^{tr}_t) \right) \right) \\
+ \sum_{j=1}^{n_e} \log \left( 1 + \exp \left( -\sum_{\ell=1}^{m} \zeta \phi_{\ell}(x^{te}_j) \right) \right) + \lambda \zeta^{\top} \zeta \right]. \]

Since the above objective function is convex, the global optimal solution can be obtained by standard nonlinear optimization methods such as Newton’s method, the conjugate gradient method, and the BFGS method (Minka, 2007). Then the importance estimate is given by
\[ \hat{w}(x) = \frac{n_t}{n_e} \exp \left( \sum_{\ell=1}^{m} \zeta \phi_{\ell}(x) \right). \]

An advantage of the LogReg method is that model selection (that is, the choice of the basis functions \( \{\phi_{\ell}(x)\}_{\ell=1}^{m} \) as well as the regularization parameter \( \lambda \)) is possible by standard CV since the learning problem involved above is a standard supervised classification problem.
5.4 Kullback-Leibler Importance Estimation Procedure

The Kullback-Leibler importance estimation procedure (KLIEP) (Sugiyama et al., 2008a) also directly gives an estimate of the importance function without going through density estimation by matching the two distributions in terms of the Kullback-Leibler divergence (Kullback and Leibler, 1951).

Let us model the importance \( w(x) \) by the linear model (1). An estimate of the test density \( p_{te}(x) \) is given by using the model \( \tilde{w}(x) \) as

\[
\hat{p}_{te}(x) = \tilde{w}(x)p_{tr}(x).
\]

In KLIEP, the parameters \( \alpha \) are determined so that the Kullback-Leibler divergence from \( p_{te}(x) \) to \( \hat{p}_{te}(x) \) is minimized:

\[
\text{KL}[p_{te}(x) \| \hat{p}_{te}(x)] = \int_{\mathcal{D}} p_{te}(x) \log \frac{p_{te}(x)}{\tilde{w}(x)p_{tr}(x)} \, dx
\]

\[
= \int_{\mathcal{D}} p_{te}(x) \log \frac{p_{te}(x)}{p_{tr}(x)} \, dx - \int_{\mathcal{D}} p_{te}(x) \log \tilde{w}(x) \, dx.
\] (35)

The first term is a constant, so it can be safely ignored. Since \( \hat{p}_{te}(x) \) \((= \hat{w}(x)p_{tr}(x))\) is a probability density function, it should satisfy

\[
1 = \int_{\mathcal{D}} \hat{p}_{te}(x) \, dx = \int_{\mathcal{D}} \tilde{w}(x)p_{tr}(x) \, dx.
\] (36)

Then the KLIEP optimization problem is given by replacing the expectations in Eqs. (35) and (36) with empirical averages as follows:

\[
\max_{\{\alpha_{\ell}\}_{\ell=1}^{b}} \left[ \frac{1}{n_{te}} \sum_{j=1}^{n_{te}} \log \left( \sum_{\ell=1}^{b} \alpha_{\ell} \phi_{\ell}(x_{j}^{te}) \right) \right]
\]

subject to \( \sum_{\ell=1}^{b} \alpha_{\ell} \left( \sum_{i=1}^{n_{tr}} \phi_{\ell}(x_{i}^{tr}) \right) = n_{tr} \) and \( \alpha_{1}, \alpha_{2}, \ldots, \alpha_{b} \geq 0 \).

This is a convex optimization problem and the global solution—which tends to be sparse (Boyd and Vandenberghe, 2004)—can be obtained, for example, by simply performing gradient ascent and feasibility satisfaction iteratively. Model selection of KLIEP is possible by LCV.

Properties of KLIEP-type algorithms have been theoretically investigated in Nguyen et al. (2008) and Sugiyama et al. (2008b) (see also Qin, 1998; Cheng and Chu, 2004). Note that the importance model of KLIEP is the linear model (1), while that of LogReg is the log-linear model (34). A variant of KLIEP for log-linear models has been studied in Tsuboi et al. (2008).

5.5 Discussions

Table 1 summarizes properties of proposed and existing methods.

KDE is efficient in computation since no optimization is involved, and model selection is possible by LCV. However, KDE may suffer from the curse of dimensionality due to the difficulty of density estimation in high dimensions.
KNN can potentially overcome the curse of dimensionality by directly estimating the importance. However, there is no objective model selection method. Therefore, model parameters such as the Gaussian width need to be determined by hand, which is highly unreliable unless we have strong prior knowledge. Furthermore, the computation of KNN is rather demanding since a quadratic programming problem has to be solved.

LogReg and KLIEP also do not involve density estimation, but different from KNN, they give an estimate the entire importance function, not only the values of the importance at training points. Therefore, the values of the importance at unseen points can be estimated by LogReg and KLIEP. This feature is highly useful since it enables us to employ CV for model selection, which is a significant advantage over KNN. However, LogReg and KLIEP are computationally rather expensive since non-linear optimization problems have to be solved. Note that the LogReg method is slightly different in motivation from other methods, but has some similarity in computation and implementation, for example, the LogReg method also involves a kernel smoother.

The proposed LSIF method is qualitatively similar to LogReg and KLIEP, that is, it can avoid density estimation, model selection is possible, and non-linear optimization is involved. LSIF is advantageous over LogReg and KLIEP in that it is equipped with a regularization path tracking algorithm. Thanks to this, model selection of LSIF is computationally much more efficient than LogReg and KLIEP. However, the regularization path tracking algorithm tends to be numerically unstable.

The proposed uLSIF method inherits good properties of existing methods such as no density estimation involved and a build-in model selection method equipped. In addition to these preferable properties, the solution of uLSIF can be computed in an efficient and numerically stable manner. Furthermore, thanks to the availability of the closed-form solution of uLSIF, the LOOCV score can be analytically computed without repeating hold-out loops, which highly contributes to reducing the computation time in the model selection phase.

In the next section, we experimentally show that uLSIF is computationally more efficient than existing direct importance estimation methods, while its estimation accuracy is comparable to the best existing methods.

6. Experiments

In this section, we compare the experimental performance of the proposed and existing methods.
6.1 Importance Estimation

Let the dimension of the domain be \( d \) and
\[
\begin{align*}
    p_u(x) &= \mathcal{N}(x; (0, 0, \ldots, 0)^\top, I_d), \\
    p_{tc}(x) &= \mathcal{N}(x; (1, 0, \ldots, 0)^\top, I_d).
\end{align*}
\]

The task is to estimate the importance at training points:
\[
w_i = w(x_{tr}^i) = \frac{p_{tc}(x_{tr}^i)}{p_u(x_{tr}^i)} \quad \text{for } i = 1, 2, \ldots, n_{tr}.
\]

We compare the following methods:

**KDE(CV):** The Gaussian kernel (21) is used, where the kernel widths of the training and test densities are separately optimized based on 5-fold LCV.

**KMM(med):** The performance of KMM is dependent on \( B, \epsilon, \) and \( \sigma \). We set \( B = 1000 \) and \( \epsilon = (\sqrt{n_{tr}} - 1)/\sqrt{n_{tr}} \) following the original paper (Huang et al., 2007), and the Gaussian width \( \sigma \) is set at the median distance between samples within the training set and the test set (Schölkopf and Smola, 2002; Song et al., 2007).

**LogReg(CV):** The Gaussian kernel model (22) are used as basis functions. The kernel width \( \sigma \) and the regularization parameter \( \lambda \) are chosen based on 5-fold CV.

**KLIEP(CV):** The Gaussian kernel model (22) is used. The kernel width \( \sigma \) is selected based on 5-fold CV.\(^1\)

**uLSIF(CV):** The Gaussian kernel model (22) is used. The kernel width \( \sigma \) and the regularization parameter \( \lambda \) are determined based on LOOCV.

All the methods are implemented using the \textit{MATLAB}® environment, where the \textit{CPLEX}® optimizer is used for solving quadratic programs in KMM and the \textit{LIBLINEAR} implementation is used for LogReg (Lin et al., 2007).

We fixed the number of test points at \( n_{te} = 1000 \) and consider the following two setups for the number \( n_{tr} \) of training samples and the input dimensionality \( d \):

\((a)\) \( n_{tr} \) is fixed at \( n_{tr} = 100 \) and \( d \) is changed as \( d = 1, 2, \ldots, 20 \),

\((b)\) \( d \) is fixed at \( d = 10 \) and \( n_{tr} \) is changed as \( n_{tr} = 50, 60, \ldots, 150 \).

We run the experiments 100 times for each \( d \), each \( n_{tr} \), and each method, and evaluate the quality of the importance estimates \( \{\hat{w}_i\}_{i=1}^{n_{te}} \) by the normalized mean squared error (NMSE):
\[
\text{NMSE} = \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \left( \frac{\hat{w}_i}{\sum_{j=1}^{n_{te}} \hat{w}_j} - \frac{w_i}{\sum_{j=1}^{n_{te}} w_j} \right)^2.
\]

---

\(^1\) In Sugiyama et al. (2008b) where KLIEP has been proposed, the performance of LogReg has been experimentally investigated in the same setup. In that paper, however, LogReg was not regularized since KLIEP was not also regularized. On the other hand, we use a regularized LogReg method and choose the regularization parameter in addition to the Gaussian kernel width by CV here. Thanks to the regularization effect, the results of LogReg in the current paper tends to be better than that reported in Sugiyama et al. (2008b).
In practice, the scale of the importance is not significant and the relative magnitude among $w_i$ is important. Thus the above NMSE would be a suitable error metric for evaluating the performance of each method.

NMSEs averaged over 100 trials (a) as a function of input dimensionality $d$ and (b) as a function of the training sample size $n_t$ are plotted in log scale in Figure 8. Error bars are omitted for clear visibility—instead, the best method in terms of the mean error and comparable ones based on the t-test at the significance level 1% are indicated by ‘◦’; the methods with significant difference from the best methods are indicated by ‘×’.

Figure 8(a) shows that the error of KDE(CV) sharply increases as the input dimensionality grows, while LogReg, KLIEP, and uLSIF tend to give much smaller errors than KDE. This would be the fruit of directly estimating the importance without going through density estimation. KMM tends to perform poorly, which is caused by an inappropriate choice of the Gaussian kernel width. On the other hand, model selection in LogReg, KLIEP, and uLSIF seems to work quite well. Figure 8(b) shows that the errors of all methods tend to decrease as the number of training samples grows. Again LogReg, KLIEP, and uLSIF tend to give much smaller errors than KDE and KMM.

Next we investigate the computation time. Each method has a different model selection strategy, that is, KMM does not involve CV, KDE and KLIEP involve CV over the kernel width, and LogReg and uLSIF involve CV over both the kernel width and the regularization parameter. Thus the naive comparison of the total computation time is not so meaningful. For this reason, we first investigate the computation time of each importance estimation method after the model parameters are fixed.

The average CPU computation time over 100 trials are summarized in Figure 9. Figure 9(a) shows that the computation time of KDE, KLIEP, and uLSIF is almost independent of the input dimensionality, while that of KMM and LogReg is rather dependent on the input dimensionality. Note that LogReg for $d \leq 3$ is slow due to some convergence problem of the LIBLINEAR package. Among them, the proposed uLSIF is one of the fastest methods. Figure 9(b) shows that the computation time of LogReg, KLIEP, and uLSIF is nearly independent of the number of training samples, while that of KDE and KMM sharply increase as the number of training samples increases.

Both LogReg and uLSIF have high accuracy and their computation time after model selection is comparable. Finally, we compare the entire computation time of LogReg and uLSIF including CV, which is summarized in Figure 10. We note that the Gaussian width $\sigma$ and the regularization parameter $\lambda$ are chosen over the $9 \times 9$ grid in this experiment for both LogReg and uLSIF. Therefore, the comparison of the entire computation time is fair. Figures 10(a) and 10(b) show that uLSIF is approximately 5 times faster than LogReg.

Overall, uLSIF is shown to be comparable to the best existing method (LogReg) in terms of the accuracy, but is computationally more efficient than LogReg.

6.2 Covariate Shift Adaptation in Regression and Classification

Next, we illustrate how the importance estimation methods could be used in covariate shift adaptation (Shimodaira, 2000; Zadrozny, 2004; Sugiyama and Müller, 2005; Huang et al., 2007; Bickel and Scheffer, 2007; Bickel et al., 2007; Sugiyama et al., 2007). Covariate shift is a situation in supervised learning where the input distributions change between the training and test phase but the conditional distribution of outputs given inputs remains unchanged. Under covariate shift, standard learning techniques such as maximum likelihood estimation or cross-validation are biased—the bias
Figure 8: NMSEs averaged over 100 trials in log scale for the artificial data set. Error bars are omitted for clear visibility. Instead, the best method in terms of the mean error and comparable ones based on the t-test at the significance level 1% are indicated by ‘◦’; the methods with significant difference from the best methods are indicated by ‘×’.
Figure 9: Average computation time (after model selection) over 100 trials for the artificial data set.
Figure 10: Average computation time over 100 trials for the artificial data set (including model selection of the Gaussian width $\sigma$ and the regularization parameter $\lambda$ over the $9 \times 9$ grid).
caused by covariate shift can be asymptotically canceled by weighting the loss function according to the importance.

In addition to training input samples \( \{x_{ij}^{tr}\}_{j=1}^{n_{tr}} \) drawn from a training input density \( p_{tr}(x) \) and test input samples \( \{x_{ij}^{te}\}_{j=1}^{n_{te}} \) drawn from a test input density \( p_{te}(x) \), suppose that we are given training output samples \( \{y_{ij}^{tr}\}_{j=1}^{n_{tr}} \) at the training input points \( \{x_{ij}^{tr}\}_{j=1}^{n_{tr}} \). The task is to predict the outputs for test inputs \( \{x_{ij}^{te}\}_{j=1}^{n_{te}} \) based on the input-output training samples \( \{(x_{ij}^{tr}, y_{ij}^{tr})\}_{j=1}^{n_{tr}} \).

We use the following kernel model for function learning:

\[
\hat{f}(x; \theta) = \sum_{i=1}^{t} \theta_i K_h(x, m_i),
\]

where \( K_h(x, x') \) is the Gaussian kernel (21) and \( m_t \) is a template point randomly chosen from \( \{x_{ij}^{tr}\}_{j=1}^{n_{tr}} \) without replacement. We set the number of kernels at \( t = 50 \). We learn the parameter \( \theta \) by \textit{importance weighted regularized least-squares} (IWRLS) (Evgeniou et al., 2000; Sugiyama and Müller, 2005):

\[
\hat{\theta}_{\text{IWRLS}} \equiv \arg\min_{\theta} \left[ \sum_{i=1}^{n_{tr}} \hat{w}(x_{ij}^{tr}) \left( \hat{f}(x_{ij}^{tr}, \theta) - y_{ij}^{tr} \right)^2 + \gamma \|\theta\|^2 \right].
\]  

(37)

It is known that IWRLS is consistent when the true importance \( w(x_{ij}^{tr}) \) is used as weights—unweighted RLS is not consistent due to covariate shift, given that the true learning target function \( f(x) \) is not realizable by the model \( \hat{f}(x) \) (Shimodaira, 2000).

The solution \( \hat{\theta}_{\text{IWRLS}} \) is analytically given by

\[
\hat{\theta}_{\text{IWRLS}} = (K^T \hat{W} K + \gamma I_b)^{-1} K^T \hat{W} y^{tr},
\]

where

\[
K_{i, l} = K_h(x_{ij}^{tr}, m_l),
\]

\( \hat{W} = \text{diag}\left( \hat{w}(x_{1j}^{tr}), \hat{w}(x_{2j}^{tr}), \ldots, \hat{w}(x_{nj}^{tr}) \right) \),

\( y^{tr} = (y_{1j}^{tr}, y_{2j}^{tr}, \ldots, y_{nj}^{tr})^T \).

diag \((a, b, \ldots, c)\) denotes the diagonal matrix with the diagonal elements \( a, b, \ldots, c \).

The kernel width \( h \) and the regularization parameter \( \gamma \) in IWRLS (37) are chosen by \textit{importance weighted CV} (IWCV) (Sugiyama et al., 2007). More specifically, we first divide the training samples \( \{z_{ij}^{tr} = (x_{ij}^{tr}, y_{ij}^{tr})\}_{j=1}^{n_{te}} \) into \( R \) disjoint subsets \( \{Z_{ij}^{tr}\}_{r=1}^{R} \). Then a function \( \hat{f}_r(x) \) is learned using \( \{Z_{ij}^{tr}\}_{j\neq r} \) by IWRLS and its mean test error for the remaining samples \( Z_{ij}^{tr} \) is computed:

\[
\frac{1}{|Z_{ij}^{tr}|} \sum_{(x, y) \in Z_{ij}^{tr}} \hat{w}(x) \text{loss} \left( \hat{f}_r(x), y \right),
\]

where

\[
\text{loss} (\hat{y}, y) = \begin{cases} 
(\hat{y} - y)^2 & \text{(Regression)}, \\
\frac{1}{2} (1 - \text{sign}\{\hat{y} - y\}) & \text{(Classification)}.
\end{cases}
\]

We repeat this procedure for \( r = 1, 2, \ldots, R \) and choose the kernel width \( h \) and the regularization parameter \( \gamma \) so that the average of the above mean test error over all \( r \) is minimized. We set the number of folds in IWCV at \( R = 5 \). IWCV is shown to be an (almost) unbiased estimator of the
Table 2: Mean test error averaged over 100 trials for covariate shift adaptation in regression and classification. The numbers in the brackets are the standard deviation. All the error values are normalized by that of ‘Uniform’ (uniform weighting, or equivalently no importance weighting). For each data set, the best method in terms of the mean error and comparable ones based on the Wilcoxon signed rank test at the significance level 1% are described in bold face. The upper half corresponds to regression data sets taken from DELVE (Rasmussen et al., 1996), while the lower half correspond to classification data sets taken from IDA (Rätsch et al., 2001). All the methods are implemented using the MATLAB® environment, where the CPLEX® optimizer is used for solving quadratic programs in KMM and the LIBLINEAR implementation is used for LogReg (Lin et al., 2007).

<table>
<thead>
<tr>
<th>Data</th>
<th>Uniform (CV)</th>
<th>KDE (CV)</th>
<th>KMM (med)</th>
<th>LogReg (CV)</th>
<th>KLIPE (CV)</th>
<th>uLSIF (CV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>kin-8fh</td>
<td>1.00(0.34)</td>
<td>1.22(0.52)</td>
<td>1.55(0.39)</td>
<td>1.31(0.39)</td>
<td>0.95(0.31)</td>
<td>1.02(0.33)</td>
</tr>
<tr>
<td>kin-8fm</td>
<td>1.00(0.39)</td>
<td>1.12(0.57)</td>
<td>1.84(0.58)</td>
<td>1.38(0.57)</td>
<td>0.86(0.35)</td>
<td>0.88(0.39)</td>
</tr>
<tr>
<td>kin-8nh</td>
<td><strong>1.00(0.26)</strong></td>
<td>1.09(0.20)</td>
<td>1.19(0.29)</td>
<td>1.09(0.19)</td>
<td><strong>0.99(0.22)</strong></td>
<td>1.02(0.18)</td>
</tr>
<tr>
<td>kin-8nm</td>
<td><strong>1.00(0.30)</strong></td>
<td>1.14(0.26)</td>
<td>1.20(0.20)</td>
<td>1.12(0.21)</td>
<td><strong>0.97(0.25)</strong></td>
<td>1.04(0.25)</td>
</tr>
<tr>
<td>abalone</td>
<td><strong>1.00(0.50)</strong></td>
<td>1.02(0.41)</td>
<td><strong>0.91(0.38)</strong></td>
<td>0.97(0.49)</td>
<td><strong>0.94(0.67)</strong></td>
<td>0.96(0.61)</td>
</tr>
<tr>
<td>image</td>
<td><strong>1.00(0.51)</strong></td>
<td>0.98(0.45)</td>
<td>1.08(0.54)</td>
<td><strong>0.98(0.46)</strong></td>
<td><strong>0.94(0.44)</strong></td>
<td>0.98(0.47)</td>
</tr>
<tr>
<td>ringnorm</td>
<td>1.00(0.04)</td>
<td>0.87(0.04)</td>
<td><strong>0.87(0.04)</strong></td>
<td>0.95(0.08)</td>
<td>0.99(0.06)</td>
<td>0.91(0.08)</td>
</tr>
<tr>
<td>twonorm</td>
<td>1.00(0.58)</td>
<td>1.16(0.71)</td>
<td><strong>0.94(0.57)</strong></td>
<td><strong>0.91(0.61)</strong></td>
<td><strong>0.91(0.52)</strong></td>
<td><strong>0.88(0.57)</strong></td>
</tr>
<tr>
<td>waveform</td>
<td>1.00(0.45)</td>
<td>1.05(0.47)</td>
<td>0.98(0.31)</td>
<td><strong>0.93(0.32)</strong></td>
<td><strong>0.93(0.34)</strong></td>
<td><strong>0.92(0.32)</strong></td>
</tr>
<tr>
<td>Average</td>
<td>1.00(0.38)</td>
<td>1.07(0.40)</td>
<td>1.17(0.37)</td>
<td>1.07(0.37)</td>
<td>0.94(0.35)</td>
<td>0.96(0.36)</td>
</tr>
<tr>
<td>Comp. time</td>
<td>—</td>
<td>0.82</td>
<td>3.50</td>
<td>3.27</td>
<td>2.23</td>
<td>1.00</td>
</tr>
</tbody>
</table>

generalization error, while unweighted CV with misspecified models is biased due to covariate shift (Zadrozny, 2004; Sugiyama et al., 2007).

The data sets provided by DELVE (Rasmussen et al., 1996) and IDA (Rätsch et al., 2001) are used for performance evaluation. Each data set consists of input/output samples \( \{(x_i, y_i)\}_{i=1}^n \). We normalize all the input samples \( \{x_k\}_{k=1}^n \) into \([0,1]^d\) and choose the test samples \( \{(x_{j}^{tr}, y_{j}^{tr})\}_{j=1}^{n_{tr}} \) from the pool \( \{(x_k, y_k)\}_{k=1}^n \) as follows. We randomly choose one sample \( x_k \) from the pool and accept this with probability \( \min(1,4(x_k^{(c)})^2) \), where \( x_k^{(c)} \) is the \( c \)-th element of \( x_k \) and \( c \) is randomly determined and fixed in each trial of the experiments. Then we remove \( x_k \) from the pool regardless of its rejection or acceptance, and repeat this procedure until \( n_{te} \) samples are accepted. We choose the training samples \( \{(x_{j}^{tr}, y_{j}^{tr})\}_{j=1}^{n_{tr}} \) uniformly from the rest. Thus, in this experiment, the test input density tends to be lower than the training input density when \( x_k^{(c)} \) is small. We set the number of samples at \( n_{tr} = 100 \) and \( n_{te} = 500 \) for all data sets. Note that we only use \( \{(x_{j}^{tr}, y_{j}^{tr})\}_{j=1}^{n_{tr}} \) and \( \{(x_{j}^{te}, y_{j}^{te})\}_{j=1}^{n_{te}} \) for training regressors or classifiers; the test output values \( \{y_{j}^{te}\}_{j=1}^{n_{te}} \) are used only for evaluating the generalization performance.

We run the experiments 100 times for each data set and evaluate the mean test error:

\[
\frac{1}{n_{te}} \sum_{j=1}^{n_{te}} \text{loss} \left( \hat{f}(x_{j}^{te}), y_{j}^{te} \right).
\]
The results are summarized in Table 2, where ‘Uniform’ denotes uniform weights (or equivalently, no importance weight). The numbers in the brackets are the standard deviation. All the error values are normalized so that the mean error of Uniform is one. For each data set, the best method in terms of the mean error and comparable ones based on the Wilcoxon signed rank test at the significance level 1% are described in bold face. The upper half of the table corresponds to regression data sets taken from DELVE (Rasmussen et al., 1996), while the lower half correspond to classification data sets taken from IDA (Rätsch et al., 2001). All the methods are implemented using the MATLAB® environment, where the CPLEX® optimizer is used for solving quadratic programs in KMM and the LIBLINEAR implementation is used for LogReg (Lin et al., 2007).

The table shows that the generalization performance of uLSIF tends to be better than that of Uniform, KDE, KMM, and LogReg, while it is comparable to the best existing method (KLIEP). The mean computation time over 100 trials is described in the bottom row of the table, where the value is normalized so that the computation time of uLSIF is one. This shows that the computation time of uLSIF is much shorter than KLIEP. Thus, uLSIF is overall shown to be useful in covariate shift adaptation.

### 6.3 Outlier Detection

Finally, we apply importance estimation methods in outlier detection.

Here, we consider an outlier detection problem of finding irregular samples in a data set (“evaluation data set”) based on another data set (“model data set”) that only contains regular samples. Defining the importance over two sets of samples, we can see that the importance values for regular samples are close to one, while those for outliers tend to be significantly deviated from one. Thus the importance values could be used as an index of the degree of outlyingness in this scenario. Since the evaluation data set has wider support than the model data set, we regard the evaluation data set as the training set \( \left\{ x_k^{tr}\right\}_{n_{tr}=1} \) (that is, the denominator in the importance) and the model data set as the test set \( \left\{ x_k^{te}\right\}_{n_{te}=1} \) (that is, the numerator in the importance). Then outliers tend to have smaller importance values (that is, close to zero).

We again test KMM(med), LogReg(CV), KLIEP(CV), and uLSIF(CV) for importance estimation; in addition, we include native outlier detection methods for comparison purposes. The outlier detection problem that the native methods used below solve is to find outliers in a single data set \( \left\{ x_k \right\}_{n_{k}=1} \) —the native methods can be employed in the current scenario just by finding outliers from all samples:

\[
\left\{ x_k \right\}_{k=1}^n = \left\{ x_k^{tr}\right\}_{i=1}^{n_{tr}} \cup \left\{ x_k^{te}\right\}_{j=1}^{n_{te}}.
\]

**One-class support vector machine (OSVM):** The support vector machine (SVM) (Vapnik, 1998; Schölkopf and Smola, 2002) is one of the most successful classification algorithms in machine learning. The core idea of SVM is to separate samples in different classes by the maximum margin hyperplane in a kernel-induced feature space.

OSVM is an extension of SVM to outlier detection (Schölkopf et al., 2001). The basic idea of OSVM is to separate data samples \( \left\{ x_k \right\}_{k=1}^n \) into outliers and inliers by a hyperplane in a Gaussian reproducing kernel Hilbert space. More specifically, the solution of OSVM is given
as the solution of the following convex quadratic programming problem:

\[
\min_{\{w_k\}_{k=1}^n} \frac{1}{2} \sum_{k,k'=1}^n w_k w_{k'} K_\sigma(x_k, x_{k'})
\]

subject to \( \sum_{k=1}^n w_k = 1 \) and \( 0 \leq w_1, w_2, \ldots, w_n \leq \frac{1}{\nu} \),

where \( 0 \leq \nu \leq 1 \) is the maximum fraction of outliers.

We use the inverse distance of a sample from the separating hyperplane as an outlier score.

The OSVM solution is dependent on the outlier ratio \( \nu \) and the Gaussian kernel width \( \sigma \), and there seems to be no systematic method to determine the values of these tuning parameters.

Here we use the median distance between samples as the Gaussian width, which is a popular heuristic (Schölkopf and Smola, 2002; Song et al., 2007). The value of \( \nu \) is fixed at the true output ratio, that is, the ideal optimal value. Thus the simulation results below should be slightly in favor of OSVM.

**Local outlier factor (LOF):** LOF is the score to detect a local outlier which lies relatively far from the nearest dense region (Breunig et al., 2000). For a prefixed natural number \( k \), the LOF value of a sample \( x \) is defined by

\[
\text{LOF}_R(x) = \frac{1}{k} \sum_{i=1}^k \frac{\text{imd}_k(\text{nearest}_i(x))}{\text{imd}_k(x)},
\]

where \( \text{nearest}_i(x) \) denotes the \( i \)-th nearest neighbor of \( x \) and \( \text{imd}_k(x) \) denotes the inverse mean distance from \( x \) to its \( k \) nearest neighbors:

\[
\text{imd}_k(x) = \frac{1}{k} \sum_{i=1}^k \frac{1}{\|x - \text{nearest}_i(x)\|}.
\]

If \( x \) alone is apart from a cloud of points, \( \text{imd}_k(x) \) tends to become smaller than \( \text{imd}_k(\text{nearest}_i(x)) \) for all \( i \). Then the LOF value gets large and therefore such a point is regarded as an outlier.

The performance of LOF depends on the choice of the parameter \( k \) and there seems no systematic way to find an appropriate value of \( k \). Here we test several different values of \( k \).

**Kernel density estimator (KDE’):** A naive density estimation of all data samples \( \{x_k\}_{k=1}^n \) can also be used for outlier detection since the density value itself could be regarded as an outlier score.

We use KDE with the Gaussian kernel (21) for density estimation, where the kernel width is determined based on 5-fold LCV.

All the methods are implemented using the R environment—we use the \texttt{ksvm} routine in the \textit{kernlab} package for OSVM (Karatzoglou et al., 2004) and the \texttt{lofactor} routine in the \textit{dprep} package for LOF (Fernandez, 2005).

The data sets provided by IDA (Rätsch et al., 2001) are used for performance evaluation. These data sets are binary classification data sets consisting of positive/negative and training/test samples. We allocate all positive training samples for the “model” set, while all positive test samples and a fraction \( \rho (=0.01, 0.02, 0.05) \) of negative test samples are assigned in the “evaluation” set. Thus, we regard the positive samples as regular and the negative samples as irregular.
In the evaluation of the performance of outlier detection methods, it is important to take into account both the detection rate (the amount of true outliers an outlier detection algorithm can find) and the detection accuracy (the amount of true inliers that an outlier detection algorithm misjudges as outliers). Since there is a trade-off between the detection rate and the detection accuracy, we adopt the area under the ROC curve (AUC) as our error metric (Bradley, 1997).

The mean AUC values over 20 trials as well as the computation time are summarized in Table 3, showing that uLSIF works fairly well. KLIEP works slightly better than uLSIF, but uLSIF is computationally much more efficient. LogReg overall works reasonably well, but it performs poorly for some data sets and the average AUC performance is not as good as uLSIF or KLIEP. KMM and OSVM are not comparable to uLSIF in AUC and they are computationally inefficient. Note that we also tested KMM and OSVM with several different Gaussian widths and experimentally found that the heuristic of using the median sample distance as the Gaussian kernel width works reasonably well in this experiment. Thus the AUC values of KMM and OSVM are close to optimal. LOF with large \( k \) is shown to work well, although it is not clear whether the heuristic of simply using large \( k \) is always appropriate or not. The computational cost of LOF is high since nearest neighbor search is computationally expensive. KDE’ works reasonably well, but its performance is not as good as uLSIF and KLIEP.

Overall, uLSIF is shown to work well with low computational costs.

7. Conclusions

The importance is useful in various machine learning scenarios such as covariate shift adaptation and outlier detection. In this paper, we proposed a new method of importance estimation that can avoid solving a substantially more difficult task of density estimation. We formulated the importance estimation problem as least-squares function fitting and casted the optimization problem as a convex quadratic program (we referred to it as LSIF). We theoretically elucidated the convergence property of LSIF and showed that the entire regularization path of LSIF can be efficiently computed based on a parametric optimization technique. We further developed an approximation algorithm (we called it uLSIF), which allows us to obtain the closed-form solution. We showed that the leave-one-out cross-validation score can be computed analytically for uLSIF—this makes the computation of uLSIF highly efficient. We carried out extensive simulations in covariate shift adaptation and outlier detection, and experimentally confirmed that the proposed uLSIF is computationally more efficient than existing approaches, while the accuracy of uLSIF is comparable to the best existing methods. Thanks to the low computational cost, uLSIF would be highly scalability to large data sets, which is very important in practical applications.

We have given convergence proofs for LSIF and uLSIF. A possible future direction to pursue along this line is to show the convergence of LSIF and uLSIF in non-parametric cases, for example, following Nguyen et al. (2008) and Sugiyama et al. (2008b). We are currently exploring various possible applications of important estimation methods beyond covariate shift adaptation or outlier detection, for example, feature selection, conditional distribution estimation, independent component analysis, and dimensionality reduction—we believe that importance estimation could be used as a new versatile tool in statistical machine learning.
### Table 3:  Mean AUC values for outlier detection over 20 trials for the benchmark data sets. All the methods are implemented using the R environment, where quadratic programs in KMM are solved by the `ipop` optimizer (Karatzoglou et al., 2004), the `ksvm` routine is used for OSVM (Karatzoglou et al., 2004), and the `lofactor` routine is used for LOF (Fernandez, 2005).
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Appendix A. Existence of the Inverse Matrix of \( \hat{G} \)

Here we prove Lemma 1.

Let us consider the following system of linear equations:

\[
\begin{pmatrix}
\hat{H} - \hat{E}^\top & -\hat{E} \\
-\hat{E} & O_{|\mathcal{A}| \times |\mathcal{A}|}
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} =
\begin{pmatrix}
0_b \\
0_{|\mathcal{A}|}
\end{pmatrix},
\]

(38)

where \( x \) and \( y \) are \( b \)- and \( |\mathcal{A}| \)-dimensional vectors, respectively. From the upper half of Eq. (38), we have

\[ x = \hat{H}^{-1}\hat{E}^\top y. \]

Substituting this into the lower half of Eq. (38), we have

\[ \hat{E}\hat{H}^{-1}\hat{E}^\top y = 0_{|\mathcal{A}|}. \]

From the definition, the rank of the matrix \( \hat{E} \) is \( |\mathcal{A}| \), that is, \( \hat{E} \) is a row-full rank matrix. As a result, the matrix \( \hat{E}\hat{H}^{-1}\hat{E}^\top \) is invertible. Therefore, Eq. (38) has the unique solution \( x = 0_b \) and \( y = 0_{|\mathcal{A}|} \). This implies that \( \hat{G} \) is invertible.

Appendix B. Active Set of LSIF

Here, we prove Theorem 2.

We prove that the active set \( \mathcal{A} \) does not change under the infinitesimal shift of \( H \) and \( h \) if the strict complementarity condition is satisfied. We regard the pair of a symmetric matrix and a vector \((H', h')\) as an element in the \((\frac{b(b+1)}{2} + b)\)-dimensional Euclidean space. We consider the following linear equation:

\[
\begin{pmatrix}
\alpha' \\
\xi'
\end{pmatrix} =
\begin{pmatrix}
H' - E^\top & -E \\
-\hat{E} & O_{|\mathcal{A}| \times |\mathcal{A}|}
\end{pmatrix}^{-1}
\begin{pmatrix}
h' - \lambda 1_b \\
0_{|\mathcal{A}|}
\end{pmatrix},
\]

where \( E \) is the \( |\mathcal{A}| \times b \) indicator matrix determined from the active set \( \mathcal{A} \) (see Section 2.3 for the detailed definition). If \( H' = H \) and \( h' = h \) hold, the solution \((\alpha', \xi') = (\alpha^*(\lambda), \xi^*(\lambda))\) satisfies

\begin{align*}
\alpha'_\ell &= 0, \quad \xi'_\ell > 0, \quad \forall \ell \in \mathcal{A}, \\
\alpha'_\ell &> 0, \quad \xi'_\ell = 0, \quad \forall \ell \notin \mathcal{A},
\end{align*}

(39)

because of the strict complementarity condition. On the other hand, if the norm of \((H', h') - (H, h)\) is infinitesimal, the solution \((\alpha', \xi')\) also satisfies Eq. (39) because of the continuity of the relation between \((H', h')\) and \((\alpha', \xi')\).
As a result, there exists an $\varepsilon$-ball $B_\varepsilon$ in $\mathbb{R}^{\frac{B(\varepsilon+1)}{2}+b}$ such that the equality $A = \{ \ell \mid \alpha'_\ell = 0 \}$ holds for any $(H', h') \in B_\varepsilon$. Therefore, we have $P(A \neq \tilde{A}) \leq P((\tilde{H}, \tilde{h}) \notin B_\varepsilon)$. Due to the large deviation principle (Dembo and Zeitouni, 1998), there is a positive constant $c$ such that

$$-\frac{1}{\min\{n_{tr}, n_{te}\}} \log P((\tilde{H}, \tilde{h}) \notin B_\varepsilon) > c > 0,$$

if $\min\{n_{tr}, n_{te}\}$ is large enough. Thus, asymptotically $P(\tilde{A} \neq A) < e^{-c\min\{n_{tr}, n_{te}\}}$ holds.

### Appendix C. Learning Curve of LSIF

Here, we prove Theorem 3.

Let us consider the ideal problem (7). Let $\alpha^*(\lambda)$ and $\xi^*(\lambda)$ be the optimal parameter and Lagrange multiplier (that is, the KKT conditions are fulfilled; see Section 2.3) and let $\xi'^*(\lambda)$ be the vector of non-zero elements of $\xi^*(\lambda)$ defined in the same way as Eq. (11). Then $\alpha^*(\lambda)$ and $\xi'^*(\lambda)$ satisfy

$$G\left(\alpha^*(\lambda) \xi'^*(\lambda)\right) = \left(h - \lambda 1_b \right) 0_{|A|},$$

where

$$G = \begin{pmatrix}
H & -E^T \\
-E & O_{|A| \times |A|}
\end{pmatrix}.$$

From the central limit theorem and the assumption (18), we have

$$\hat{h} = h + O_p\left(\frac{1}{\sqrt{n_{te}}}\right) = h + o_p\left(\frac{1}{n_{tr}}\right),$$

where $O_p$ and $o_p$ denote the asymptotic order in probability. The assumption (a) implies that the equality

$$\hat{E} = E$$

holds with exponentially high probability due to Theorem 2. Note that $\hat{G}$ is the same size as $G$ if $\hat{E} = E$. Thus we have

$$\hat{G} = G + \delta G,$$

where

$$\delta G = \begin{pmatrix}
\delta H & O_{b \times |A|} \\
O_{|A| \times b} & O_{|A| \times |A|}
\end{pmatrix},$$

$$\delta H = \hat{H} - H.$$

Combining Eqs. (12), (40), (41), and (42), we have

$$\begin{pmatrix}
\hat{\alpha}(\lambda) \\
\hat{\xi}'(\lambda)
\end{pmatrix} = \hat{G}^{-1} \begin{pmatrix}
\alpha^*(\lambda) \\
\xi'^*(\lambda)
\end{pmatrix} + o_p\left(\frac{1}{n_{tr}}\right).$$

The matrix Taylor expansion (Petersen and Pedersen, 2007) yields

$$\hat{G}^{-1} = G^{-1} - G^{-1} \delta G G^{-1} + G^{-1} \delta G G^{-1} \delta G G^{-1} - \cdots,$$
and the central limit theorem asserts that
\[ \delta H = O_p \left( \frac{1}{\sqrt{n_t}} \right). \]  
(46)

Combining Eqs. (44), (45), (14), and (46), we have
\[
\delta \alpha = \hat{\alpha}(\lambda) - \alpha^*(\lambda) \\
= -A \delta H \alpha^*(\lambda) + A \delta H A \delta H \alpha^*(\lambda) + o \left( \frac{1}{n_t} \right).
\]  
(48)

Through direct calculation, we can confirm that
\[ AHA = A. \]  
(49)

Similar to Eq. (15), it holds that
\[ \alpha^*(\lambda) = A(h - \lambda 1_b). \]  
(50)

From Eqs. (49) and (50), we have
\[ A(H \alpha^*(\lambda) - h) = -\lambda A 1_b. \]  
(51)

Eqs. (43), (4), and (3) imply
\[ \mathbb{E}[\delta H] = O_{b \times b}. \]  
(52)

From Eqs. (2) and (47), we have
\[ J(\hat{\alpha}(\lambda)) = J(\alpha^*(\lambda)) + \frac{1}{2} \delta \alpha^\top H \delta \alpha + (H \alpha^*(\lambda) - h)^\top \delta \alpha. \]  
(53)

From Eqs. (46), (48), and (49), we have
\[
\mathbb{E} \left[ \delta \alpha^\top H \delta \alpha \right] = \text{tr}(H \mathbb{E} \left[ \delta \alpha \delta \alpha^\top \right]) \\
= \text{tr}(AHA \mathbb{E} \left[ (\delta H \alpha^*(\lambda))(\delta H \alpha^*(\lambda))^\top \right]) + o \left( \frac{1}{n_t} \right) \\
= \text{tr}(A \mathbb{E} \left[ (\delta H \alpha^*(\lambda))(\delta H \alpha^*(\lambda))^\top \right]) + o \left( \frac{1}{n_t} \right). \]  
(54)

From Eqs. (48), (51), and (52), we have
\[
\mathbb{E} \left[ \delta \alpha^\top (H \alpha^*(\lambda) - h) \right] = -\mathbb{E} \left[ (\delta H \alpha^*(\lambda) - \delta H A \delta H \alpha^*(\lambda))^\top A(\alpha^*(\lambda) - h) \right] + o \left( \frac{1}{n_t} \right) \\
= -\mathbb{E} \left[ (\delta H \alpha^*(\lambda) - \delta H A \alpha^*(\lambda))^\top \lambda 1_b \right] + o \left( \frac{1}{n_t} \right) \\
= -\lambda \text{tr}(A \mathbb{E} \left[ (\delta H \alpha^*(\lambda))(\delta H A 1_b)^\top \right]) + o \left( \frac{1}{n_t} \right). \]  
(55)
Combining Eqs. (53), (54), and (55), we have
\[
\mathbb{E} [J(\hat{\alpha}(\lambda))] = J(\alpha^*(\lambda)) + \frac{1}{2n_{tr}} \text{tr}(A \mathbb{E} \left[ (\sqrt{n_{tr}} \delta H \alpha^*(\lambda))(\sqrt{n_{tr}} \delta H \alpha^*(\lambda))^\top \right])
- \frac{\lambda}{n_{tr}} \text{tr}(A \mathbb{E} \left[ (\sqrt{n_{tr}} \delta H \alpha^*(\lambda))(\sqrt{n_{tr}} \delta H A 1_b)^\top \right]) + o \left( \frac{1}{n_{tr}} \right).
\]

According to the central limit theorem, \(\sqrt{n_{tr}} \delta H_{i,j}\) asymptotically follows the normal distribution with mean zero and variance
\[
\int \phi_i^2(x) \phi_j^2(x) p_u(x) dx - H_{i,j}^2,
\]
and the asymptotic covariance between \(\sqrt{n_{tr}} \delta H_{i,j}\) and \(\sqrt{n_{tr}} \delta H_{\ell',j}\) is given by
\[
\int \phi_i(x) \phi_j(x) \phi_{\ell'}(x) p_u(x) dx - H_{i,j} H_{\ell',j}.
\]
Then we have
\[
\lim_{n_{tr} \to \infty} \mathbb{E} \left[ (\sqrt{n_{tr}} \delta H \alpha^*(\lambda))(\sqrt{n_{tr}} \delta H \alpha^*(\lambda))^\top \right] = C_{w^*,w^*},
\]
\[
\lim_{n_{tr} \to \infty} \mathbb{E} \left[ (\sqrt{n_{tr}} \delta H \alpha^*(\lambda))(\sqrt{n_{tr}} \delta H 1_b)^\top \right] = C_{w^*,1_b},
\]
where \(C_{w,w'}\) is the \(b \times b\) covariance matrix with the \((\ell, \ell')\)-th element being the covariance between \(w(x)\phi_\ell(x)\) and \(w'(x)\phi_{\ell'}(x)\) under \(p_u(x)\). Then we obtain Eq. (19).

**Appendix D. Regularization Path of LSIF**

Here, we derive the regularization path tracking algorithm given in Figure 1.

When \(\lambda\) is greater than or equal to \(\max_k \hat{\mu}_k\), the solution of the KKT conditions (9)–(10) is provided as \(\alpha = 0_b, \xi = \lambda 1_b - \hat{\mu} \geq 0_b\). Therefore, the initial value of \(\hat{\lambda}_0\) is \(\max_k \hat{\mu}_k\), and the corresponding optimal solution is \(\hat{\alpha}(\hat{\lambda}_0) = 0_b\).

Since \(\tilde{\xi}(\lambda)\) corresponds to non-zero elements of \(\hat{\xi}(\lambda)\) as shown in Eq. (11), we have
\[
\tilde{\xi}_j(\lambda) = \begin{cases} 
\hat{\xi}_j(\lambda) & \text{if } j = \hat{i}, \\
0 & \text{otherwise}.
\end{cases}
\tag{56}
\]

When \(\lambda\) is decreased, the solutions \(\hat{\alpha}(\lambda)\) and \(\tilde{\xi}(\lambda)\) still satisfy Eqs. (12) and (56) as long as the active set \(\mathcal{A}\) remains unchanged. Change points of the active set can be found by examining the non-negativity conditions of \(\hat{\alpha}(\lambda)\) and \(\tilde{\xi}(\lambda)\) as follows. Suppose \(\lambda\) is decreased and the non-negativity condition
\[
\begin{pmatrix} 
\hat{\alpha}(\lambda) \\
\tilde{\xi}(\lambda)
\end{pmatrix} \geq 0_b
\]
is violated at \(\lambda = \lambda'\). That is, both \(\hat{\alpha}(\lambda') \geq 0_b\) and \(\tilde{\xi}(\lambda') \geq 0_b\) hold, and either \(\hat{\alpha}(\lambda' - \varepsilon) \geq 0_b\) or \(\tilde{\xi}(\lambda' - \varepsilon) \geq 0_b\) is violated for any \(\varepsilon > 0\). If \(\tilde{\xi}_j(\lambda') = 0\) for \(j \notin \mathcal{A}\), \(j\) should be added to the active set.
on the other hand, if $\tilde{\xi}_j(\lambda^*) = 0$ for some $j \in \tilde{A}$, $\tilde{\alpha}_j(\lambda^*)$ will take a positive value and therefore $j$ should be removed from the active set $\tilde{A}$. Then, for the updated active set, we compute the solutions by Eqs. (12) and (56). Iterating this procedure until $\lambda$ reaches zero, we can obtain the entire regularization path.

Note that we omitted some minor exceptional cases for the sake of simplicity—treatments for all possible exceptions and the rigorous convergence property are exhaustively studied in Best (1982).

Appendix E. Negative Index Set of $\beta^\circ(\lambda)$

Here we prove Theorem 4.

As explained in Appendix B, we regard the pair of a symmetric matrix and a vector $(H', h')$ as an element in the $\binom{b+b+1}{2}+b$-dimensional Euclidean space.

We consider the linear equation

$$\beta' = (H' + \lambda I_b)^{-1}h'.$$

Due to the assumption, for $H' = H$ and $h' = h$, we have

$$\beta' \neq 0, \ell = 1, 2, \ldots, b. \quad (57)$$

On the other hand, if the norm of $(H', h') - (H, h)$ is infinitesimal, the solution $\beta'$ also satisfies Eq. (57), and the sign of $\beta'_\ell$ is same as that of $\beta_\ell$ for $\ell = 1, 2, \ldots, b$, because of the continuity of the relation between $(H', h')$ and $\beta'$.

As a result, there exists an $\varepsilon$-ball $B_\varepsilon$ in $\mathbb{R}^{\binom{b+b+1}{2}+b}$ such that the equality $\beta = \tilde{\beta}$ holds for any $(H', h') \in B_\varepsilon$. Therefore, we have $P(\beta \neq \tilde{\beta}) \leq P((\tilde{H}, \tilde{h}) \notin B_\varepsilon)$. Due to the large deviation principle (Dembo and Zeitouni, 1998), there is a positive constant $c$ such that

$$-\frac{1}{\min\{n_{\alpha}, n_{\text{te}}\}} \log P((\tilde{H}, \tilde{h}) \notin B_\varepsilon) > c > 0,$$

if $\min\{n_{\alpha}, n_{\text{te}}\}$ is large enough. Thus, asymptotically $P(\beta \neq \tilde{\beta}) < e^{-c\min\{n_{\alpha}, n_{\text{te}}\}}$ holds.

Appendix F. Learning Curve of uLSIF

Here, we prove Theorem 5.

Let

$$\hat{B}_\lambda = \hat{H} + \lambda I_b.$$

The matrix Taylor expansion (Petersen and Pedersen, 2007) yields

$$\hat{B}^{-1}_\lambda = B^{-1}_\lambda - B^{-1}_\lambda \delta HB^{-1}_\lambda + B^{-1}_\lambda \delta HB^{-1}_\lambda \delta HB^{-1}_\lambda - \cdots. \quad (58)$$

Let $\bar{B} \subset \{1, 2, \ldots, b\}$ be the set of negative indices of $\hat{\beta}(\lambda)$, that is,

$$\bar{B} = \{ \ell | \hat{\beta}_\ell(\lambda) < 0, \ell = 1, 2, \ldots, b \}.$$

Let $\tilde{D}$ be the $b$-dimensional diagonal matrix with the $\ell$-th diagonal element

$$\tilde{D}_{\ell, \ell} = \begin{cases} 0 & \ell \in \bar{B}, \\ 1 & \text{otherwise}. \end{cases}$$
The assumption (a) implies that the equality
\[ \hat{D} = D \]  \hspace{1cm} (59)
holds with exponentially high probability due to Theorem 4. Combining Eqs. (59), (41), (58), and (24), we have
\[ \delta \beta = \hat{\beta}(\lambda) - \beta^*(\lambda) = \hat{D} B^{-1}_\lambda \hat{h} - DB^{-1}_\lambda h \]
\[ = -DB^{-1}_\lambda \delta \beta^*(\lambda) + DB^{-1}_\lambda \delta H \beta - DB^{-1}_\lambda \delta H \beta^*(\lambda) + o\left(\frac{1}{n tr}\right). \]  \hspace{1cm} (60)

From Eqs. (46) and (60), we have
\[ E\left[ \delta \beta^\top H \delta \beta \right] = tr(B^{-1}_\lambda DHDB^{-1}_\lambda E\left[ (\delta \beta^*(\lambda))(\delta \beta^*(\lambda))^\top \right]) + o\left(\frac{1}{n tr}\right). \]  \hspace{1cm} (61)

From Eqs. (52) and (24), we have
\[ E\left[ \delta \beta^\top (H \beta^*(\lambda) - h) \right] = E\left[ (-\delta \beta^*(\lambda) + \delta H \beta^*(\lambda))^\top B^{-1}_\lambda D(H \beta^*(\lambda) - h) \right] \]
\[ + o\left(\frac{1}{n tr}\right) \]
\[ = E\left[ tr(B^{-1}_\lambda (\delta \beta^*(\lambda))(\delta H \beta^*(\lambda))^\top B^{-1}_\lambda D(H \beta^*(\lambda) - h))^\top \right] \]
\[ + o\left(\frac{1}{n tr}\right). \]  \hspace{1cm} (62)

Combining Eqs. (53), (61), and (62), we have
\[ E\left[ J(\hat{\beta}(\lambda)) \right] = J(\beta^*(\lambda)) + \frac{1}{2ntr} tr(B^{-1}_\lambda DHDB^{-1}_\lambda E[ (\sqrt{ntr}\delta \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))^\top ]) \]
\[ + \frac{1}{ntr} tr(B^{-1}_\lambda E[ (\sqrt{ntr}\delta \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))^\top D(H \beta^*(\lambda) - h))^\top ] + o\left(\frac{1}{n tr}\right). \]

According to the central limit theorem, we have
\[ \lim_{n tr \to \infty} E[ (\sqrt{ntr}\delta \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))^\top ] = C_{w^e,w^e}, \]
\[ \lim_{n tr \to \infty} E[ (\sqrt{ntr}\delta H \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))(\sqrt{ntr}\delta H \beta^*(\lambda))^\top D(H \beta^*(\lambda) - h))^\top ] = C_{w^e,u}. \]

Then we obtain Eq. (25).

**Appendix G. ‘Norm’ Upper Bound of Approximation Error for uLSIF**

Here we prove Theorem 6.

Using the weighted norm (27), we can express diff(\lambda) as
\[ \text{diff}(\lambda) = \inf_{\lambda' \geq 0} \frac{\parallel \hat{\alpha}(\lambda') - \hat{\beta}(\lambda) \parallel_{H}}{\Sigma_{i=1}^{n tr} \hat{w}(x_i \lambda', \hat{\beta}(\lambda))}. \]
As shown in Appendix D, \( \hat{\alpha}(\lambda') = 0 \) holds for some large \( \lambda' \). Then we immediately have

\[
\text{diff}(\lambda) \leq \frac{\|\hat{\beta}(\lambda)\|_{\tilde{H}}}{\sum_{i=1}^{n_u} w(x_i^r; \hat{\beta}(\lambda))},
\]

which proves Eq. (28). Let \( \kappa_{\max} \) be the largest eigenvalue of \( \tilde{H} \). Then \( \|\hat{\beta}(\lambda)\|_{\tilde{H}} \) can be upper bounded as

\[
\|\hat{\beta}(\lambda)\|_{\tilde{H}} \leq \sqrt{\kappa_{\max}} \|\hat{\beta}(\lambda)\|_2 \leq \sqrt{\kappa_{\max}} \|\hat{\beta}(\lambda)\|_2,
\]

where the first inequality may be confirmed by eigen-decomposing \( \tilde{H} \) and the second inequality is clear from the definitions of \( \hat{\beta}(\lambda) \) and \( \hat{\beta}(\lambda) \). Let \( \kappa_{\min} \) be the smallest eigenvalue of \( \tilde{H} \). Then an upper bound of \( \|\hat{\beta}(\lambda)\|_2^2 \) is given as

\[
\|\hat{\beta}(\lambda)\|_2^2 = \hat{h}^\top (\hat{H} + \lambda \mathbf{I})^{-2} \hat{h} \leq \frac{1}{(\kappa_{\min} + \lambda)^2} \|\hat{h}\|_2^2 \leq \frac{1}{\lambda^2} \|\hat{h}\|_2^2,
\]

where the last inequality follows from \( \kappa_{\min} > 0 \).

Now we have

\[
\frac{\|\hat{\beta}(\lambda)\|_{\tilde{H}}}{\sum_{i=1}^{n_u} w(x_i^r; \hat{\beta}(\lambda))} \leq \frac{1}{\sum_{i=1}^{n_u} w(x_i^r; \hat{\beta}(\lambda))} \frac{\sqrt{\kappa_{\max}} \|\hat{h}\|_2}{\lambda} = \frac{1}{\sum_{i=1}^{n_u} \sum_{\ell=1}^b \varphi_\ell(x_i^r) \beta_\ell(\lambda)/\|\hat{\beta}(\lambda)\|_1} \frac{\sqrt{\kappa_{\max}} \|\hat{h}\|_2}{\lambda \|\hat{\beta}(\lambda)\|_1}.
\]

For the denominator of the above expression, we have

\[
\sum_{i=1}^{n_u} \sum_{\ell=1}^b \varphi_\ell(x_i^r) \frac{\hat{\beta}_\ell(\lambda)}{\|\hat{\beta}(\lambda)\|_1} \geq \min_{\ell'} \left( \sum_{i=1}^{n_u} \varphi_{\ell'}(x_i^r) \right) \cdot \min_{\ell} \left( \sum_{i=1}^{n_u} \|\hat{\beta}_\ell(\lambda)\|_1 \right) = \min_{\ell} \sum_{i=1}^{n_u} \varphi_\ell(x_i^r),
\]

where the last equality follows from the non-negativity of \( \hat{\beta}_\ell(\lambda) \). The reciprocal of \( \|\hat{h}\|_2/\|\hat{\beta}(\lambda)\|_1 \) is lower bounded as follows:

\[
\frac{\|\hat{\beta}(\lambda)\|_1}{\|\hat{h}\|_2} = \left\| \max \left\{ \frac{\hat{\beta}(\lambda)}{\|\hat{h}\|_2}, 0 \right\} \right\|_1 \geq \left\| \max \left\{ \frac{\hat{\beta}(\lambda)}{\|\hat{h}\|_2}, 0 \right\} \right\|_\infty = \max_{\ell} \frac{\hat{\beta}_\ell(\lambda)}{\|\hat{h}\|_2},
\]

where the last equality follows from the fact that there is an \( \ell \) such that \( \hat{\beta}_\ell(\lambda) > 0 \); otherwise, we have \( \sum_{i=1}^{n_u} w(x_i^r; \hat{\beta}) = 0 \) which contradicts to the assumption of the theorem. Let us put

\[
\kappa e = \frac{\hat{\beta}(\lambda)}{\|\hat{h}\|_2},
\]

where \( \kappa > 0 \) and \( e \in \mathbb{R}^b \) such that \( \|e\|_2 = 1 \). Then we have

\[(\kappa_{\max} + \lambda)^{-1} \leq \kappa \text{ and } e^\top \hat{h} > 0.\]
Note that there exists an $\ell$ such that $e_\ell > 0$. Then, we have
\[
\max_\ell \frac{\tilde{\beta}_\ell(\lambda)}{\|\hat{h}\|_2} = \max_\ell \kappa e_\ell = \kappa \max_\ell e_\ell \geq \frac{1}{\kappa_{\max} + \lambda} \max_\ell e_\ell \\
\geq \frac{1}{\kappa_{\max} + \lambda} \min_e \{\max_\ell e_\ell \mid e^\top e = 1, e^\top \hat{h}/\|\hat{h}\|_1 > 0\}.
\]

Now we prove the following lemma.

**Lemma 8** Let $p_1, p_2, \ldots, p_b$ ($b \geq 2$) be positive numbers such that
\[
\sum_{\ell=1}^b p_\ell = 1,
\]
and let
\[
e = \frac{1}{\sqrt{b}} \min_\ell \frac{p_\ell}{1 - p_\ell}.
\]
Then, there exists no $e = (e_1, e_2, \ldots, e_b) \in \mathbb{R}^b$ such that the three conditions,
\[
\sum_{\ell=1}^b e_\ell^2 = 1, \sum_{\ell=1}^b p_\ell e_\ell > 0, \text{ and } e_\ell < e \text{ for } \ell = 1, 2, \ldots, b
\]
are satisfied at the same time.

**Proof** We suppose that $e \in \mathbb{R}^b$ satisfies the three conditions. If $\min_\ell p_\ell/(1 - p_\ell) > 1$, we have $p_\ell > 1/2$ for all $\ell$. However, this is contradictory to $\sum_{\ell=1}^b p_\ell = 1$. Therefore, we have
\[
\min_\ell p_\ell/(1 - p_\ell) \leq 1,
\]
from which we have
\[
e \leq 1/\sqrt{b}.
\]
The equality constraint $\sum_{\ell=1}^b e_\ell^2 = 1$ implies the condition that there exists an $e_i$ such that $|e_i| \geq 1/\sqrt{b}$. Moreover, we have $e_1, e_2, \ldots, e_b < e \leq 1/\sqrt{b}$, and thus there is an $e_i$ such that $e_i \leq -1/\sqrt{b}$. Hence, we have
\[
\frac{p_i}{\sqrt{b}} \leq -p_ie_i < \sum_{\ell \neq i} p_\ell e_\ell < \sum_{\ell \neq i} p_\ell \frac{\min_k p_k}{1 - p_k} = (1 - p_i) \frac{1}{\sqrt{b}} \sum_{\ell \neq i} p_\ell \frac{p_k}{1 - p_k} \leq \frac{p_i}{\sqrt{b}}.
\]
This results in contradiction. 

Let $p_\ell = \hat{h}_\ell/\|\hat{h}\|_1$ and we use Lemma 8. Note that any element of $\hat{h}$ is positive. Then, we have
\[
\frac{\|\hat{h}(\lambda)\|_1}{\|\hat{h}\|_2} \geq \frac{1}{\kappa_{\max} + \lambda} \cdot \frac{1}{\sqrt{b}} \frac{\min_\ell p_\ell}{\sum_{\ell \neq i} p_i}.
\]
Moreover, we have
\[
\min_\ell \frac{p_\ell}{\sum_{\ell \neq i} p_i} \geq \min_\ell \hat{h}_\ell \quad = \min_\ell \sum_{j=1}^{n_e} \Phi_\ell(x_j^e) \quad \sum_{\ell=1}^b \sum_{j=1}^{n_e} \Phi_\ell(x_j^e) \geq \frac{\min_\ell \sum_{j=1}^{n_e} \Phi_\ell(x_j^e)}{n_e b},
\]
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where the last inequality follows from the assumption $0 < \varphi_r(x) \leq 1$. Therefore, we have the inequality

$$\frac{1}{\sum_{i=1}^{n} w(x_i^r, \beta(\lambda))} \leq b \sqrt{b} \frac{\kappa_{\text{max}}}{\lambda} \left( 1 + \kappa_{\text{max}} \right) \frac{1}{\min_r \sum_{i=1}^{n} \varphi_r(x_i^r)} \min_r \sum_{i=1}^{n} \varphi_r(x_i^r)^2. \quad (63)$$

An upper bound of $\kappa_{\text{max}}$ is given as follows. For all $a \in \mathbb{R}^b$, the inequality

$$-\sum_{\ell=1}^{b} |a_{\ell}| \varphi_r(x) \leq \sum_{\ell=1}^{b} a_{\ell} \varphi_r(x) \leq \sum_{\ell=1}^{b} |a_{\ell}| \varphi_r(x)$$

holds because of the positivity of $\varphi_r(x)$. Let us define $\bar{a} \in \mathbb{R}^b$ for given $a \in \mathbb{R}^b$ as

$$\bar{a} = (|a_1|, |a_2|, \ldots, |a_b|)^T.$$  

Note that $\|\bar{a}\|_2 = \|a\|_2$ holds. Then, using Eq. (64), we obtain the inequality

$$a^T \hat{H}a = \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} a_{\ell} \varphi_r(x_i^r) \right)^2 \leq \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} |a_{\ell}| \varphi_r(x_i^r) \right)^2 = \bar{a}^T \hat{H} \bar{a},$$

for any $a \in \mathbb{R}^b$. Therefore, we obtain

$$\max_{\|a\|_2=1} a^T \hat{H}a \leq \max_{\|a\|_2=1} \bar{a}^T \hat{H} \bar{a} = \max_{\|a\|_2=1, a \geq 0_b} a^T \hat{H}a, \quad (65)$$

where the last equality is derived from the relation,

$$\{ \bar{a} | \|a\|_2 = 1, a \in \mathbb{R}^b \} = \{ a | \|a\|_2 = 1, a \geq 0_b, a \in \mathbb{R}^b \}.$$

On the other hand, due to the additional constraint $a \geq 0_b$, the inequality

$$\max_{\|a\|_2=1, a \geq 0_b} a^T \hat{H}a \leq \max_{\|a\|_2=1} a^T \hat{H}a$$

holds. From Eqs. (65) and (66), we have

$$\kappa_{\text{max}} = \max_{\|a\|_2=1} a^T \hat{H}a = \max_{\|a\|_2=1, a \geq 0_b} a^T \hat{H}a = \max_{\|a\|_2=1, a \geq 0_b} \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} a_{\ell} \varphi_r(x_i^r) \right)^2 \geq \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} a_{\ell} \right)^2 \quad (66).$$

Using the assumption $0 < \varphi_r(x) \leq 1$, we have

$$\kappa_{\text{max}} = \max_{\|a\|_2=1, a \geq 0_b} \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} a_{\ell} \varphi_r(x_i^r) \right)^2 \leq \max_{\|a\|_2=1, a \geq 0_b} \frac{1}{n_r} \sum_{i=1}^{n_r} \left( \sum_{\ell=1}^{b} a_{\ell} \right)^2 \leq \max_{\|a\|_2=1, a \geq 0_b} b \sum_{\ell=1}^{b} a_{\ell}^2 \quad (67),$$

where the Schwarz inequality for $a$ and $1_b$ is used in the last inequality. The inequalities (63) and (67) lead to the inequality (29).

It is clear that the upper bound (29) is a decreasing function of $\lambda$ ($>0$). For the Gaussian basis function, $\varphi_r(x)$ is an increasing function with respect to the Gaussian width $\sigma$. Thus, Eq. (29) is a decreasing function of $\sigma$. 
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Appendix H. ‘Bridge’ Upper Bound of Approximation Error for uLSIF

Here we prove Theorem 7.

From the triangle inequality, we obtain

$$\text{diff}(\lambda) \leq \inf_{\lambda' \geq 0} \| \tilde{\alpha}(\lambda') - \tilde{\gamma}(\lambda) \|_H + \| \tilde{\gamma}(\lambda) - \tilde{\beta}(\lambda) \|_H.$$  

We derive an upper bound of the first term.

First, we show that the LSIF optimization problem (6) is equivalently expressed as

$$\min_{\alpha \in \mathbb{H}} \left[ \frac{1}{2} \alpha^\top \tilde{H} \alpha - \tilde{h}^\top \alpha \right]$$

subject to $\alpha \geq 0_b, \ 1_b^\top \alpha \leq c$, which we refer to as LSIF'. The KKT conditions of LSIF (6) are given as

$$\begin{cases}
\tilde{H} \alpha - \tilde{h} + \lambda 1_b - \mu = 0_b, \\
\alpha \geq 0_b, \ \mu \geq 0_b, \ \alpha^\top \mu = 0,
\end{cases}$$

where $\mu$ is the Lagrange multiplier vector. Similarly, the KKT conditions of LSIF' are given as

$$\begin{cases}
\tilde{H} \alpha - \tilde{h} + \mu_0 1_b - \mu = 0_b, \\
\alpha \geq 0_b, \ \mu \geq 0_b, \ \alpha^\top \mu = 0, \\
1_b^\top \alpha - c \leq 0, \ \mu_0 \geq 0, \ (1_b^\top \alpha - c) \mu_0 = 0,
\end{cases}$$

where $\mu$ and $\mu_0$ are the Lagrange multipliers. Let $(\tilde{\alpha}(\lambda), \tilde{\mu}(\lambda))$ be the solution of the KKT conditions of LSIF. Then, we find that $(\alpha, \mu, \mu_0) = (\tilde{\alpha}(\lambda), \tilde{\mu}(\lambda), \lambda)$ is the solution of Eq. (69) with $c = 1_b^\top \tilde{\alpha}(\lambda)$. Note that LSIF' is a strictly convex optimization problem, and thus $\tilde{\alpha}(\lambda)$ is the unique optimal solution. Conversely, when the solution of Eq. (69) is provided as $(\tilde{\alpha}, \tilde{\mu}, \mu_0)$, LSIF with $\lambda = \mu_0$ has the same optimal solution $\tilde{\alpha}$.

When the optimal solution of LSIFq is $\tilde{\gamma}(\lambda)$, the KKT conditions of LSIFq (30) are given as

$$\begin{align}
\tilde{H} \tilde{\gamma}(\lambda) - \tilde{h} + \lambda \tilde{\gamma}(\lambda) - \tilde{\eta} &= 0_b, \\
\tilde{\gamma}(\lambda) &\geq 0_b, \ \tilde{\eta} \geq 0_b, \ \tilde{\gamma}(\lambda)^\top \tilde{\eta} = 0,
\end{align}$$

where $\tilde{\eta}$ is the Lagrange multiplier vector.

Let $\tilde{\alpha}(\lambda_1)$ be the optimal solution of LSIF’ with $c = 1_b^\top \tilde{\gamma}(\lambda)$, and suppose that the solution $\tilde{\alpha}(\lambda_1)$ coincides with that of LSIF with $\lambda = \lambda_1$. Then, from Eq. (69), we have

$$\begin{align}
\tilde{H} \tilde{\alpha}(\lambda_1) - \tilde{h} + \lambda_1 1_b - \tilde{\mu}(\lambda_1) &= 0_b, \\
\tilde{\alpha}(\lambda_1) &\geq 0_b, \ \tilde{\mu}(\lambda_1) \geq 0_b, \ \tilde{\alpha}(\lambda_1)^\top \tilde{\mu}(\lambda_1) = 0, \\
1_b^\top \tilde{\alpha}(\lambda_1) - 1_b^\top \tilde{\gamma}(\lambda) &\leq 0, \ \lambda_1 \geq 0, \ (1_b^\top \tilde{\alpha}(\lambda_1) - 1_b^\top \tilde{\gamma}(\lambda)) \lambda_1 = 0.
\end{align}$$

From Eqs. (70) and (72), we obtain

$$\tilde{H}(\tilde{\alpha}(\lambda_1) - \tilde{\gamma}(\lambda)) = -\lambda_1 1_b + \lambda \tilde{\gamma}(\lambda) + \tilde{\mu}(\lambda_1) - \tilde{\eta}. \quad (75)$$
Applying Eqs. (71), (73), (74), and (75), we have

$$\inf_{\lambda' \geq 0} \| \tilde{\alpha}(\lambda') - \tilde{\gamma}(\lambda') \|_H^2 \leq (\tilde{\alpha}(\lambda_1) - \tilde{\gamma}(\lambda))^\top \hat{H}(\tilde{\alpha}(\lambda_1) - \tilde{\gamma}(\lambda))$$

$$= -\lambda_1 (\tilde{\alpha}(\lambda_1) - \tilde{\gamma}(\lambda))^\top b + \lambda (\tilde{\alpha}(\lambda_1) - \tilde{\gamma}(\lambda))^\top \hat{\eta}$$

$$= \lambda (\tilde{\alpha}(\lambda_1))^\top \tilde{\gamma}(\lambda) - \| \tilde{\gamma}(\lambda) \|_2^2 - \lambda (\tilde{\alpha}(\lambda_1))^\top \hat{\eta} - \tilde{\gamma}(\lambda)^\top \hat{\mu}(\lambda_1)$$

$$\leq \lambda (\tilde{\alpha}(\lambda_1))^\top \tilde{\gamma}(\lambda) - \| \tilde{\gamma}(\lambda) \|_2^2. \tag{76}$$

From $\tilde{\alpha}(\lambda_1) \geq 0$, $\tilde{\gamma}(\lambda) \geq 0$, and $1_b^\top \tilde{\alpha}(\lambda_1) \leq 1_b^\top \tilde{\gamma}(\lambda)$, we have

$$\| \tilde{\alpha}(\lambda_1) \|_1 = 1_b^\top \tilde{\alpha}(\lambda_1) \leq 1_b^\top \tilde{\gamma}(\lambda) \leq \| \tilde{\gamma}(\lambda) \|_1.$$

Then we have the following inequality:

$$\tilde{\alpha}(\lambda_1)^\top \tilde{\gamma}(\lambda) \leq \tilde{\alpha}(\lambda_1)^\top (\| \tilde{\gamma}(\lambda) \|_\infty 1_b)$$

$$= \| \tilde{\alpha}(\lambda_1) \|_1 \cdot \| \tilde{\gamma}(\lambda) \|_\infty \leq \| \tilde{\gamma}(\lambda) \|_1 \cdot \| \tilde{\gamma}(\lambda) \|_\infty. \tag{77}$$

For $p$ and $q$ such that $1/p + 1/q = 1$ and $1 \leq p, q \leq \infty$, Hölder’s inequality states that

$$\| \alpha \ast \beta \|_1 \leq \| \alpha \|_p \cdot \| \beta \|_q,$$

where $\alpha \ast \beta$ denotes the element-wise product of $\alpha$ and $\beta$. Setting $p = 1$, $q = \infty$, and $\alpha = \beta = \tilde{\gamma}(\lambda)$ in Hölder’s inequality, we have

$$\| \tilde{\gamma}(\lambda) \|_1 \cdot \| \tilde{\gamma}(\lambda) \|_\infty - \| \tilde{\gamma}(\lambda) \|_2^2 \geq 0. \tag{78}$$

Combining Eqs. (68), (76), (77), and (78), we obtain

$$\text{diff}(\lambda)^2 \leq \frac{\sqrt{\lambda (\| \tilde{\gamma}(\lambda) \|_1 \cdot \| \tilde{\gamma}(\lambda) \|_\infty - \| \tilde{\gamma}(\lambda) \|_2^2 + \| \tilde{\gamma}(\lambda) - \hat{\beta}(\lambda) \|_H^2 \}}}{\sum_{j=1}^{n_b} \hat{w}(x_j^r; \hat{\beta}(\lambda))}.$$

**Appendix I. Closed Form of LOOCV Score for uLSIF**

Here we derive a closed form expression of the LOOCV score for uLSIF (see Figure 2 for the pseudo code).

Let

$$\varphi(x) = (\varphi_1(x), \varphi_2(x), \ldots, \varphi_b(x))^\top.$$ 

Then the matrix $\hat{H}$ and the vector $\hat{h}$ are expressed as

$$\hat{H} = \frac{1}{n_{tr}} \sum_{i=1}^{n_b} \varphi(x_i^{tr}) \varphi(x_i^{tr})^\top,$$

$$\hat{h} = \frac{1}{n_{te}} \sum_{j=1}^{n_{te}} \varphi(x_j^{te}).$$
and the coefficients \( \tilde{\beta}(\lambda) \) can be computed by

\[
\tilde{\beta}(\lambda) = \tilde{B}_\lambda^{-1}\tilde{h}.
\]

Let \( \tilde{\beta}^{(i)} \) be the estimator obtained without the \( i \)-th training sample \( x_i^t \) and the \( i \)-th test sample \( x_i^e \). Then the estimator has the following closed form:

\[
\tilde{\beta}^{(i)}(\lambda) = \max(0, \tilde{\beta}^{(i)}(\lambda)),
\]

\[
\tilde{\beta}^{(i)}(\lambda) = \left( \frac{1}{n_{tr}} (n_{tr}\hat{H} - \varphi(x_i^t)\varphi(x_i^t)^\top) + \lambda I_b \right)^{-1} \frac{1}{n_{te}} (n_{te}\hat{h} - \varphi(x_i^e)).
\]

Let \( \hat{B} = \hat{H} + \frac{\lambda(n_{te}-1)}{n_{tr}}I_b \) and \( \tilde{\beta} = \hat{B}^{-1}\tilde{h} \) in the following calculation. Using the Sherman-Woodbury-Morrison formula (33), we can simplify the expression of \( \tilde{\beta}^{(i)}(\lambda) \) as follows:

\[
\tilde{\beta}^{(i)}(\lambda) = \frac{n_{tr} - 1}{n_{tr}} \left( \hat{B} - \frac{1}{n_{tr}} \varphi(x_i^t)\varphi(x_i^t)^\top \right)^{-1} \left( \frac{n_{te}}{n_{te} - 1} \tilde{h} - \frac{1}{n_{te} - 1} \varphi(x_i^e) \right)
\]

\[
= \frac{n_{tr} - 1}{n_{tr}} \left( \hat{B}^{-1} + \frac{1}{n_{tr} - \varphi(x_i^t)^\top\hat{B}^{-1}\varphi(x_i^t)} \hat{B}^{-1} \varphi(x_i^t)\varphi(x_i^t)^\top \hat{B}^{-1} \right)
\]

\[
\times \left( \frac{n_{te}}{n_{te} - 1} \tilde{h} - \frac{1}{n_{te} - 1} \varphi(x_i^e) \right)
\]

\[
= \frac{(n_{tr} - 1)n_{te}}{n_{tr}(n_{te} - 1)} \left( \hat{B} + \frac{\varphi(x_i^t)^\top\tilde{\beta}}{n_{tr} - \varphi(x_i^t)^\top\hat{B}^{-1}\varphi(x_i^t)} \hat{B}^{-1} \varphi(x_i^t) \right)
\]

\[
- \frac{(n_{tr} - 1)}{n_{tr}(n_{te} - 1)} \left( \hat{B}^{-1} \varphi(x_i^e) + \frac{\varphi(x_i^t)^\top\hat{B}^{-1}\varphi(x_i^e)}{n_{tr} - \varphi(x_i^t)^\top\hat{B}^{-1}\varphi(x_i^t)} \hat{B}^{-1} \varphi(x_i^t) \right).
\]

Thus the matrix inversion required for computing \( \tilde{\beta}^{(i)}(\lambda) \) for all \( i = 1, 2, \ldots, n_{tr} \) is only \( \hat{B} \). Applying this to Eq. (32) and rearrange the formula, we can compute the LOOCV score analytically.
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Abstract

Methods for directly estimating the ratio of two probability density functions have been actively explored recently since they can be used for various data processing tasks such as non-stationarity adaptation, outlier detection, and feature selection. In this paper, we develop a new method which incorporates dimensionality reduction into a direct density-ratio estimation procedure. Our key idea is to find a low-dimensional subspace in which densities are significantly different and perform density ratio estimation only in this subspace. The proposed method, D³-LHSS (Direct Density-ratio estimation with Dimensionality reduction via Least-squares Heterodistributional Subspace Search), is shown to overcome the limitation of baseline methods.
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1 Introduction

Recently, it has been demonstrated that various machine learning and data mining tasks can be formulated in terms of the ratio of two probability density functions (Sugiyama et al., 2009; Sugiyama et al., 2011). Examples of such tasks include covariate shift adaptation (Shimodaira, 2000; Zadrozny, 2004; Sugiyama et al., 2007; Sugiyama & Kawanabe, 2010), transfer learning (Storkey & Sugiyama, 2007), multi-task learning (Bickel et al., 2008), outlier detection (Hido et al., 2008; Smola et al., 2009; Hido et al., 2010), conditional density estimation (Sugiyama et al., 2010c), probabilistic classification (Sugiyama, 2010), variable selection (Suzuki et al., 2009a), independent component analysis (Suzuki & Sugiyama, 2009), supervised dimensionality reduction (Suzuki & Sugiyama, 2010), and causal inference (Yamada & Sugiyama, 2010). For this reason, estimating the density ratio has been attracting a great deal of attention, and various approaches have been explored (Silverman, 1978; Ćwik & Mielniczuk, 1989; Gijbels & Mielniczuk, 1995; Sun & Woodroofe, 1997; Jacob & Oliveira, 1997; Qin, 1998; Cheng & Chu, 2004; Huang et al., 2007; Bensaid & Fabre, 2007; Bickel et al., 2007; Sugiyama et al., 2008; Kanamori et al., 2009a; Chen et al., 2009; Sugiyama et al., 2010b; Nguyen et al., 2010).

A naive approach to density ratio estimation is to approximate the two densities in the ratio (i.e., the numerator and the denominator) separately using a flexible technique such as non-parametric kernel density estimation (Silverman, 1986; Härdle et al., 2004), and then take the ratio of the estimated densities. However, this naive two-step approach is not reliable in practical situations since kernel density estimation performs poorly in high-dimensional cases; furthermore, division by an estimated density tends to magnify the estimation error. To improve the estimation accuracy, various methods have been developed for directly estimating the density ratio without going through density estimation, e.g., the moment matching method using reproducing kernels (Aronszajn, 1950;
Knowing two densities

\[ p_{nu}(x), p_{de}(x) \]

Knowing ratio

\[ r(x) = \frac{p_{nu}(x)}{p_{de}(x)} \]

Figure 1: Density ratio estimation is substantially easier than density estimation. The density ratio \( r(x) \) can be computed if two densities \( p_{nu}(x) \) and \( p_{de}(x) \) are known. However, even if the density ratio is known, the two densities cannot be computed in general.

Steinwart, 2001) called kernel mean matching (KMM) (Huang et al., 2007; Quiñonero-Candela et al., 2009), the method based on logistic regression (LR) (Qin, 1998; Cheng & Chu, 2004; Bickel et al., 2007), the distribution matching method under the Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) called the KL importance estimation procedure (KLIEP) (Sugiyama et al., 2008; Nguyen et al., 2010), and the density-ratio matching methods under the squared-loss called least-squares importance fitting (LSIF) and unconstrained LSIF (uLSIF) (Kanamori et al., 2009a). These methods have been shown to compare favorably with naive kernel density estimation through extensive experiments.

The success of these direct density-ratio estimation methods could be intuitively understood through Vapnik’s principle (Vapnik, 1998): “When solving a problem of interest, one should not solve a more general problem as an intermediate step”. The support vector machine would be a successful example following this principle—instead of estimating the data generation model, it directly models the decision boundary which is simpler and sufficient for pattern recognition. In the current context, estimating the densities is more general than estimating the density ratio since knowing the two densities implies knowing the ratio, but not vice versa (Figure 1). Thus directly estimating the density ratio would be more promising than density ratio estimation via density estimation.

However, density ratio estimation in high-dimensional cases is still challenging even when the ratio is estimated directly without going through density estimation. Recently, an approach called Direct Density-ratio estimation with Dimensionality reduction (D\(^3\)) has been proposed (Sugiyama et al., 2010a). The basic idea of D\(^3\) is the following two-step procedure: First a subspace in which the numerator and denominator densities are significantly different (called the hetero-distributional subspace) are identified, and then density ratio estimation is performed in this subspace. The rationale behind this approach is that, in practice, the distribution change does not occur in the entire space, but is often confined in a subspace. For example, in non-stationarity adaptation scenarios, the distribution change often occurs only for some attributes and other variables are stable; in
outlier detection scenarios, only a small number of attributes would cause a data sample to be an outlier.

In the D^3 algorithm, the hetero-distributional subspace is identified by searching a subspace in which samples drawn from the two distributions (i.e., the numerator and the denominator of the ratio) are separated from each other—this search is carried out in a computationally efficient manner using a supervised dimensionality reduction method called local Fisher discriminant analysis (LFDA) (Sugiyama, 2007). Then, within the identified hetero-distributional subspace, a direct density-ratio estimation method called unconstrained least-squares importance Fitting (uLSIF)—which was shown to be computationally efficient (Kanamori et al., 2009a) and numerically stable (Kanamori et al., 2009b)—is employed for obtaining the final density-ratio estimator. Through experiments, this D^3 procedure (which we refer to as D^3-LFDA/uLSIF) was shown to improve the performance in high-dimensional cases.

Although the framework of D^3 is promising, the above D^3-LFDA/uLSIF method possesses two fundamental weaknesses: the restrictive definition of the hetero-distributional subspace and the limiting ability of its search method. More specifically, the component inside the hetero-distributional subspace and its complementary component are assumed to be statistically independent in the original formulation (Sugiyama et al., 2010a). However, this assumption is rather restrictive and may not be fulfilled in practice. Also, in the above D^3 procedure, the hetero-distributional subspace is identified by searching a subspace in which samples drawn from the numerator and denominator distributions are separated from each other. If samples from the two distributions are separable, the two distributions would be significantly different. However, the opposite may not be always true, i.e., non-separability does not necessarily imply that the two distributions are different (consider two similar distributions with the common support). Thus LFDA (and any other supervised dimensionality reduction methods) does not necessarily identify the correct hetero-distributional subspace.

The goal of this paper is to give a new procedure of D^3 that can overcome the above weaknesses. First, we adopt a more general definition of the hetero-distributional subspace. More precisely, we remove the independence assumption between the component inside the hetero-distributional subspace and its complementary component. This allows us to apply the concept of D^3 to a wider class of problems. However, this general definition in turn makes the problem of searching the hetero-distributional subspace more challenging—supervised dimensionality reduction methods for separating samples drawn from the two distributions cannot be used anymore, but we need an alternative method that identifies the largest subspace such that the two conditional distributions are equivalent in its complementary subspace.

We prove that the hetero-distributional subspace can be identified by finding a subspace in which two marginal distributions are maximally different under the Pearson divergence, which is a squared-loss variant of the Kullback-Leibler divergence and is an instance of the f-divergences (Ali & Silvey, 1966; Csiszár, 1967). Then we propose a new method, which we call Least-squares Hetero-distributional Subspace Search (LHSS), for searching a subspace such that the Pearson divergence between two marginal distri-
Direct Density-ratio Estimation with Dimensionality Reduction

Goal: Estimate density ratio $\tau(x) = \frac{p_{nu}(x)}{p_{de}(x)}$ from samples

- Naive density estimation

- Direct density-ratio estimation (the above two steps are merged into a single process)

- Direct density-ratio estimation with dimensionality reduction ($D^3$-LFDA/uLSIF)

- Proposed approach: Direct density-ratio estimation with dimensionality reduction ($D^3$-LHSS; the above two steps are merged into a single process)

Figure 2: Existing and proposed density-ratio estimation approaches.

In this section, we formulate the problem of density ratio estimation and review a relevant density-ratio estimation method. We briefly summarize possible usage of density ratios in various data processing tasks in Appendix A.
2.1 Problem Formulation

Let $\mathcal{D} \subset \mathbb{R}^d$ be the data domain and suppose we are given independent and identically distributed (i.i.d.) samples $\{x_{ni}^{nu}\}_{i=1}^{n_{nu}}$ from a distribution with density $p_{nu}(x)$ and i.i.d. samples $\{x_{dj}^{de}\}_{j=1}^{n_{de}}$ from another distribution with density $p_{de}(x)$. We assume that

$$p_{de}(x) > 0 \text{ for all } x \in \mathcal{D}.$$ 

The problem we address in this paper is to estimate the density ratio

$$r(x) := \frac{p_{nu}(x)}{p_{de}(x)}$$

from samples $\{x_{ni}^{nu}\}_{i=1}^{n_{nu}}$ and $\{x_{dj}^{de}\}_{j=1}^{n_{de}}$. The subscripts ‘nu’ and ‘de’ denote ‘numerator’ and ‘denominator’, respectively.

2.2 Directly Estimating Density Ratios by Unconstrained Least-squares Importance Fitting (uLSIF)

As described in Appendix A, density ratios are useful in various data processing tasks. Since the density ratio is usually unknown and needs to be estimated from data, methods of estimating the density ratio have been actively explored recently (Qin, 1998; Cheng & Chu, 2004; Huang et al., 2007; Bickel et al., 2007; Sugiyama et al., 2008; Kanamori et al., 2009a). Here, we briefly review a direct density-ratio estimation method called unconstrained least-squares importance fitting (uLSIF) proposed by Kanamori et al. (2009a). For convenience in later sections, we replace the symbol $x$ with $u$, i.e., let us consider the problem of estimating the density ratio

$$r(u) := \frac{p_{nu}(u)}{p_{de}(u)}$$

from the i.i.d. samples $\{u_{i}^{nu}\}_{i=1}^{n_{nu}}$ and $\{u_{j}^{de}\}_{j=1}^{n_{de}}$.

2.2.1 Linear Least-squares Estimation of Density Ratios

Let us model the density ratio $r(u)$ by the following linear model:

$$\hat{r}(u) := \sum_{\ell=1}^{b} \alpha_{\ell} \psi_{\ell}(u),$$

where

$$\alpha := (\alpha_1, \alpha_2, \ldots, \alpha_b)^\top.$$
are parameters to be learned from data samples, \( b \) denotes the number of parameters, \( \top \) denotes the transpose of a matrix or a vector, and \( \{ \psi_\ell(u) \}_{\ell=1}^b \) are basis functions such that
\[
\psi_\ell(u) \geq 0 \quad \text{for all } u \quad \text{and for } \ell = 1, 2, \ldots, b.
\]
Note that \( b \) and \( \{ \psi_\ell(u) \}_{\ell=1}^b \) could be dependent on the samples \( \{ u_{ni}^{\text{nu}} \}_{i=1}^{n_{\text{nu}}} \) and \( \{ u_{nj}^{\text{de}} \}_{j=1}^{n_{\text{de}}} \), meaning that kernel models are also allowed. We explain how the basis functions \( \{ \psi_\ell(u) \}_{\ell=1}^b \) are designed in Section 2.2.2.

The parameters \( \{ \alpha_\ell \}_{\ell=1}^b \) in the model \( \hat{r}(u) \) are determined so that the following squared error \( J_0 \) is minimized:
\[
J_0(\alpha) := \frac{1}{2} \int (\hat{r}(u) - r(u))^2 p_{\text{de}}(u) du
= \frac{1}{2} \int \hat{r}(u)^2 p_{\text{de}}(u) du - \int \hat{r}(u)p_{\text{mu}}(u) du + \frac{1}{2} \int r(u)p_{\text{mu}}(u) du,
\]
where the last term is a constant and therefore can be safely ignored. Let us denote the first two terms by \( J \):
\[
J(\alpha) := \frac{1}{2} \int \hat{r}(u)^2 p_{\text{de}}(u) du - \int \hat{r}(u)p_{\text{mu}}(u) du.
\]
Note that the same objective function can be obtained via the Legendre-Fenchel duality of a divergence (Nguyen et al., 2010).

Approximating the expectations in \( J \) by empirical averages, we obtain
\[
\hat{J}(\alpha) := \frac{1}{2n_{\text{de}}} \sum_{j=1}^{n_{\text{de}}} \hat{r}(u_{j}^{\text{de}})^2 - \frac{1}{n_{\text{mu}}} \sum_{i=1}^{n_{\text{mu}}} \hat{r}(u_{i}^{\text{mu}})
= \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha,
\]
where \( \hat{H} \) is the \( b \times b \) matrix with the \((\ell, \ell')\)-th element
\[
\hat{H}_{\ell,\ell'} := \frac{1}{n_{\text{de}}} \sum_{j=1}^{n_{\text{de}}} \psi_\ell(u_{j}^{\text{de}}) \psi_{\ell'}(u_{j}^{\text{de}}),
\]
and \( \hat{h} \) is the \( b \)-dimensional vector with the \( \ell \)-th element
\[
\hat{h}_\ell := \frac{1}{n_{\text{mu}}} \sum_{i=1}^{n_{\text{mu}}} \psi_\ell(u_{i}^{\text{mu}}).
\]

Now the optimization problem is formulated as follows.
\[
\hat{\alpha} := \arg\min_{\alpha \in \mathbb{R}^b} \left[ \frac{1}{2} \alpha^\top \hat{H} \alpha - \hat{h}^\top \alpha + \frac{\lambda}{2} \alpha^\top \alpha \right],
\]
where a penalty term $\lambda \alpha^T \alpha / 2$ is included for regularization purposes, and $\lambda (\geq 0)$ is a regularization parameter that controls the strength of regularization. It is easy to confirm that the solution $\hat{\alpha}$ can be analytically computed as

$$\hat{\alpha} = (\mathbf{H} + \lambda \mathbf{I}_b)^{-1} \mathbf{h},$$  \hspace{1cm} (5)$$

where $\mathbf{I}_b$ is the $b$-dimensional identity matrix. Thanks to this analytic-form expression, uLSIF is computationally efficient compared with other density-ratio estimators which involve non-linear optimization (Qin, 1998; Cheng & Chu, 2004; Huang et al., 2007; Bickel et al., 2007; Sugiyama et al., 2008; Nguyen et al., 2010).

In the original uLSIF paper (Kanamori et al., 2009a), the above solution is further modified as

$$\hat{\alpha}_\ell \leftarrow \max(0, \hat{\alpha}_\ell).$$

This modification may improve the estimation accuracy in finite sample cases since the true density ratio is non-negative. Even so, we still use Eq.(5) as it is since it is differentiable with respect to $\mathbf{U}$, where $\mathbf{u} = \mathbf{Ux}$. This differentiability will play a crucial role in the next section. Note that, even without the above round-up modification, the solution is guaranteed to converge to the optimal vector asymptotically both in parametric and non-parametric cases (Kanamori et al., 2009a; Kanamori et al., 2009b). Thus omitting the above modification step may not have a strong effect.

It was theoretically shown that uLSIF possesses superior theoretical properties in statistical convergence and numerical stability (Kanamori et al., 2009a; Kanamori et al., 2009b).

### 2.2.2 Basis Function Design

The performance of uLSIF depends on the choice of the basis functions $\{\psi_\ell(\mathbf{u})\}_{\ell=1}^b$. As explained below, the use of Gaussian basis functions would be reasonable:

$$\hat{r}(\mathbf{u}) = \sum_{\ell=1}^{nm} \alpha_\ell K(\mathbf{u}, \mathbf{u}_\ell^{\text{nu}}),$$

where $K(\mathbf{u}, \mathbf{u}')$ is the Gaussian kernel with kernel width $\sigma (> 0)$:

$$K(\mathbf{u}, \mathbf{u}') = \exp \left( -\frac{\|\mathbf{u} - \mathbf{u}'\|^2}{2\sigma^2} \right).$$

By definition, the density ratio $r(\mathbf{u})$ tends to take large values if $p_{\text{nu}}(\mathbf{u})$ is large and $p_{\text{de}}(\mathbf{u})$ is small; conversely, $r(\mathbf{u})$ tends to be small (i.e., close to zero) if $p_{\text{nu}}(\mathbf{u})$ is small and $p_{\text{de}}(\mathbf{u})$ is large. When a non-negative function is approximated by a Gaussian kernel model, many kernels may be needed in the region where the output of the target function is large; on the other hand, only a small number of kernels would be enough in the region where the output of the target function is close to zero (see Figure 3). Following this
heuristic, we allocate many kernels in the region where $p_{nu}(u)$ takes large values, which may be approximately achieved by setting the Gaussian centers at $\{u_{nui}^{mu}\}_{i=1}^{n_{nu}}$.

Alternatively, we may locate $(n_{nu} + n_{de})$ Gaussian kernels at both $\{u_{nui}^{mu}\}_{i=1}^{n_{nu}}$ and $\{u_{dej}^{de}\}_{j=1}^{n_{de}}$. However, in our preliminary experiments, this did not further improve the performance, but slightly increased the computational cost. When $n_{nu}$ is very large, just using all the test input points $\{u_{nui}^{mu}\}_{i=1}^{n_{nu}}$ as Gaussian centers is already computationally rather demanding. To ease this problem, a subset of $\{u_{nui}^{mu}\}_{i=1}^{n_{nu}}$ may be used as Gaussian centers for computational efficiency, i.e., for a prefixed $b (\in \{1, 2, \ldots, n_{nu}\})$, we use

$$\hat{r}(u) = \sum_{\ell=1}^{b} \alpha_{\ell} K(u, c_{\ell}),$$

where $\{c_{\ell}\}_{\ell=1}^{b}$ are template points randomly chosen from $\{u_{nui}^{mu}\}_{i=1}^{n_{nu}}$ without replacement.

The performance of uLSIF depends on the kernel width $\sigma$ and the regularization parameter $\lambda$. Model selection of uLSIF is possible based on cross-validation (CV) with respect to the error criterion (1) (Kanamori et al., 2009a).

3 Direct Density-ratio Estimation with Dimensionality Reduction

Although uLSIF was shown to be a useful density ratio estimation method (Kanamori et al., 2009a), estimating the density ratio in high-dimensional spaces is still challenging. In this section, we propose a new method of direct density-ratio estimation that involves dimensionality reduction.

3.1 Hetero-distributional Subspace

Our basic idea is to first find a low-dimensional subspace in which the two densities are significantly different from each other, and then perform density ratio estimation only in this subspace. Although a similar framework has been explored in Sugiyama et al. (2010a), the current formulation is substantially more general than the previous approach, as explained below.
Let \( u \) be an \( m \)-dimensional vector (\( 1 \leq m \leq d \)) and \( v \) be a \((d - m)\)-dimensional vector defined as
\[
\begin{bmatrix}
u \\
v
\end{bmatrix} := \begin{bmatrix} U \\ V \end{bmatrix} x,
\]
where \( U \) is an \( m \times d \) matrix and \( V \) is a \((d - m) \times d\) matrix. In order to ensure the uniqueness of the decomposition, we assume (without loss of generality) that the row vectors of \( U \) and \( V \) form an orthonormal basis, i.e., \( U \) and \( V \) correspond to “projection” matrices that are orthogonally complementary to each other (see Figure 4). Then the two densities \( p_{nu}(x) \) and \( p_{de}(x) \) can be decomposed as
\[
p_{nu}(x) = p_{nu}(v|u)p_{nu}(u),
p_{de}(x) = p_{de}(v|u)p_{de}(u).
\]

The key theoretical assumption which forms the basis of our proposed algorithm is that the conditional densities \( p_{nu}(v|u) \) and \( p_{de}(v|u) \) agree with each other, i.e., the two densities \( p_{nu}(x) \) and \( p_{de}(x) \) are decomposed as
\[
p_{nu}(x) = p(v|u)p_{nu}(u),
p_{de}(x) = p(v|u)p_{de}(u),
\]
where \( p(v|u) \) is the common conditional density. This assumption implies that the marginal densities of \( u \) are different, but the conditional density of \( v \) given \( u \) is common to \( p_{nu}(x) \) and \( p_{de}(x) \). Then the density ratio is simplified as
\[
r(x) = \frac{p_{nu}(u)}{p_{de}(u)} =: r(u).
\]
Thus, the density ratio does not have to be estimated in the entire \( d \)-dimensional space, but it is sufficient to estimate the ratio only in the \( m \)-dimensional subspace specified by \( U \).

Below, we will use the term, the hetero-distributional subspace, for indicating the subspace specified by \( U \) in which \( p_{nu}(u) \) and \( p_{de}(u) \) are different. More precisely, let \( S \) be a subspace specified by \( U \) and \( V \) such that
\[
S = \{U^\top Ux \mid p_{nu}(v|u) = p_{de}(v|u), \ u = Ux, \ v = Vx\}.
\]
Then the hetero-distributional subspace is defined as the intersection of all subspaces \( S \). Intuitively, the hetero-distributional subspace is the ‘smallest’ subspace specified by \( U \) such that \( p_{nu}(v|u) \) and \( p_{de}(v|u) \) agree with each other. We refer to the orthogonal complement of the hetero-distributional subspace as the homo-distributional subspace (see Figure 4).

This formulation is a generalization of the one proposed in Sugiyama et al. (2010a) in which the components in the hetero-distributional subspace and its complimentary subspace are assumed to be independent of each other. On the other hand, we do not impose
such an independence assumption in the current paper. As will be demonstrated in Section 4.1, this generalization has a remarkable effect in extending the range of applications of direct density-ratio estimation with dimensionality reduction.

For the moment, we assume that the true dimensionality $m$ of the hetero-distributional subspace is known. Later, we explain how $m$ is estimated from data.

### 3.2 Estimating Pearson Divergence Using uLSIF

Here, we introduce a criterion for hetero-distributional subspace search and how it is estimated from data.

We use the *Pearson divergence* (PD) as our criterion for evaluating the discrepancy between two distributions. PD is a squared-loss variant of the *Kullback-Leibler divergence* (Kullback & Leibler, 1951), and is an instance of the *f-divergences*, which are also known as the Csiszár $f$-divergences (Csiszár, 1967) or the Ali-Silvey distances (Ali & Silvey, 1966). PD from $p_{nu}(x)$ to $p_{de}(x)$ is defined and expressed as

$$
\text{PD}[p_{nu}(x), p_{de}(x)] := \frac{1}{2} \int \left( \frac{p_{nu}(x)}{p_{de}(x)} - 1 \right)^2 p_{de}(x) dx
$$

$$
= \frac{1}{2} \int \frac{p_{nu}(x)}{p_{de}(x)} p_{nu}(x) dx - \frac{1}{2}.
$$

PD$[p_{nu}(x), p_{de}(x)]$ vanishes if and only if $p_{nu}(x) = p_{de}(x)$.

The following lemma (called the “data processing” inequality) characterizes the hetero-distributional subspace in terms of PD.

**Lemma 1** Let

$$
\text{PD}[p_{nu}(u), p_{de}(u)] = \frac{1}{2} \int \left( \frac{p_{nu}(u)}{p_{de}(u)} - 1 \right)^2 p_{de}(u) du
$$

$$
= \frac{1}{2} \int \frac{p_{nu}(u)}{p_{de}(u)} p_{nu}(u) du - \frac{1}{2}.
$$

Figure 4: Hetero-distributional subspace.
Then we have
\[
\frac{1}{2} \int \left( \frac{p_{nu}(x)}{p_{de}(x)} - \frac{p_{nu}(u)}{p_{de}(u)} \right)^2 p_{de}(x) \, dx
\]

Figure 5: Since \(PD[p_{nu}(x), p_{de}(x)]\) is constant, minimizing \(\frac{1}{2} \int \left( \frac{p_{nu}(x)}{p_{de}(x)} - \frac{p_{nu}(u)}{p_{de}(u)} \right)^2 p_{de}(x) \, dx\) is equivalent to maximizing \(PD[p_{nu}(u), p_{de}(u)]\).

Then we have
\[
PD[p_{nu}(x), p_{de}(x)] - PD[p_{nu}(u), p_{de}(u)] = \frac{1}{2} \int \left( \frac{p_{nu}(x)}{p_{de}(x)} - \frac{p_{nu}(u)}{p_{de}(u)} \right)^2 p_{de}(x) \, dx \geq 0. \quad (7)
\]

A proof of the above lemma (for a class of \(f\)-divergences) is provided in Appendix B. The right-hand side of Eq.(7) is non-negative, and it vanishes if and only if \(p_{nu}(v|u) = p_{de}(v|u)\). Since \(PD[p_{nu}(x), p_{de}(x)]\) is a constant with respect to \(U\), maximizing \(PD[p_{nu}(u), p_{de}(u)]\) with respect to \(U\) leads to \(p_{nu}(v|u) = p_{de}(v|u)\) (Figure 5). That is, the hetero-distributional subspace can be characterized as the maximizer\(^1\) of \(PD[p_{nu}(u), p_{de}(u)]\).

Although the hetero-distributional subspace can be characterized as the maximizer of \(PD[p_{nu}(u), p_{de}(u)]\), we cannot directly find the maximizer since \(p_{nu}(u)\) and \(p_{de}(u)\) are unknown. Here, we utilize a direct density-ratio estimator uLSIF (see Section 2.2) for approximating \(PD[p_{nu}(u), p_{de}(u)]\) from samples. Let us replace the density ratio \(p_{nu}(u)/p_{de}(u)\) in Eq.(6) by a density ratio estimator \(\hat{r}(u)\). Approximating the expectation over \(p_{nu}(u)\) by an empirical average over \(\{\hat{u}_i^{nu}\}_{i=1}^{n_{nu}}\), we have the following PD estimator.

\[
\hat{PD}[p_{nu}(u), p_{de}(u)] := \frac{1}{2n_{nu}} \sum_{i=1}^{n_{nu}} \hat{r}(\hat{u}_i^{nu}) - \frac{1}{2}.
\]

Since uLSIF was shown to be consistent (i.e., the solution converges to the optimal value) both in parametric and non-parametric cases (Kanamori et al., 2009a; Kanamori et al., 2009b), \(\hat{PD}\) would be a consistent estimator of the true PD.

\(^1\)As shown in Appendix B, the data processing inequality holds not only for PD, but also for any \(f\)-divergences. Thus the characterization of the hetero-distributional subspace is not limited to PD, but is applicable to all \(f\)-divergences.
3.3 Least-squares Hetero-distributional Subspace Search (LHSS)

Given the uLSIF-based PD estimator $\tilde{\mathcal{D}}[p_{nu}(u), p_{de}(u)]$, our next task is to find a maximizer of $\tilde{\mathcal{D}}[p_{nu}(u), p_{de}(u)]$ with respect to $U$, and identify the hetero-distributional subspace (cf. the data processing inequality given in Lemma 1). We call this procedure Least-squares Hetero-distributional Subspace Search (LHSS).

We may employ various optimization techniques to find a maximizer of $\tilde{\mathcal{D}}[p_{nu}(u), p_{de}(u)]$. Here we describe several possibilities.

3.3.1 Plain Gradient Algorithm

A gradient ascent algorithm would be a fundamental approach to non-linear smooth optimization. We utilize the following lemma.

**Lemma 2** The gradient of $\tilde{\mathcal{D}}[p_{nu}(u), p_{de}(u)]$ with respect to $U$ is expressed as

$$\frac{\partial \tilde{\mathcal{D}}}{\partial U} = \sum_{\ell=1}^{b} \hat{\alpha}_\ell \frac{\partial \hat{h}_\ell}{\partial U} - \frac{1}{2} \sum_{\ell, \ell' = 1}^{b} \hat{\alpha}_\ell \hat{\alpha}_{\ell'} \frac{\partial \hat{H}_{\ell, \ell'}}{\partial U},$$

where $\hat{\alpha}$ is given by Eq.(5) and

$$\frac{\partial \hat{h}_\ell}{\partial U} = \frac{1}{n_{nu}} \sum_{i=1}^{n_{nu}} \frac{\partial \psi_\ell(u_{nu}^i)}{\partial U},$$

$$\frac{\partial \hat{H}_{\ell, \ell'}}{\partial U} = \frac{1}{n_{de}} \sum_{j=1}^{n_{de}} \left( \frac{\partial \psi_\ell(u_{de}^j)}{\partial U} \psi_{\ell'}(u_{de}^j) + \psi_\ell(u_{de}^j) \frac{\partial \psi_{\ell'}(u_{de}^j)}{\partial U} \right),$$

$$\frac{\partial \psi_\ell(u)}{\partial U} = -\frac{1}{\sigma^2} (u - c_\ell)(x - c_\ell')^T \psi_\ell(u).$$

$c_\ell' (\in \mathbb{R}^d)$ is a pre-image of $c_\ell (\in \mathbb{R}^m)$:

$$c_\ell = U c_\ell'.$$

A proof of the above lemma is provided in Appendix C. Note that $\{\hat{\alpha}_\ell\}_{\ell=1}^{b}$ in Eq.(8) depend on $\hat{U}$ through $\hat{H}$ and $\hat{h}$ in Eq.(5), which was taken into account when deriving the gradient (see Appendix C). A plain gradient update rule is then given as

$$U \leftarrow U + t \frac{\partial \tilde{\mathcal{D}}}{\partial U},$$

where $t (> 0)$ is a learning rate. $t$ may be chosen in practice by some approximate line search method such as Armijo’s rule (Patriksson, 1999) or backtracking line search (Boyd & Vandenberghe, 2004).

A naive gradient update does not necessarily fulfill the orthonormality $UU^\top = I_m$, where $I_m$ is the $m$-dimensional identity matrix. Thus, after every gradient step, we need to orthonormalize $U$ by, e.g., the Gram-Schmidt process (Golub & Loan, 1996) to guarantee its orthonormality. However, this may be rather time-consuming.
3.3.2 Natural Gradient Algorithm

In the Euclidean space, the ordinary gradient \( \frac{\partial \hat{P}_D}{\partial U} \) gives the steepest direction. On the other hand, in the current setup, the matrix \( U \) is restricted to be a member of the Stiefel manifold \( S_d^m(\mathbb{R}) \):

\[
S_d^m(\mathbb{R}) := \{ U \in \mathbb{R}^{m \times d} \mid UU^\top = I_m \}.
\]

On a manifold, it is known that, not the ordinary gradient, but the natural gradient (Amari, 1998) gives the steepest direction. The natural gradient \( \nabla \hat{P}_D(U) \) at \( U \) is the projection of the ordinary gradient \( \frac{\partial \hat{P}_D}{\partial U} \) onto the tangent space of \( S_d^m(\mathbb{R}) \) at \( U \).

If the tangent space is equipped with the canonical metric, i.e., for any \( G \) and \( G' \) in the tangent space,

\[
\langle G, G' \rangle = \frac{1}{2} \text{tr} \left( G^\top G' \right),
\]

the natural gradient is given by

\[
\nabla \hat{P}_D(U) = \frac{1}{2} \left( \frac{\partial \hat{P}_D}{\partial U} - U \frac{\partial \hat{P}_D}{\partial U}^\top U \right).
\]

Then the geodesic from \( U \) to the direction of the natural gradient \( \nabla \hat{P}_D(U) \) over \( S_d^m(\mathbb{R}) \) can be expressed using \( t \in \mathbb{R} \) as

\[
U_t := U \exp \left\{ t \left( U^\top \frac{\partial \hat{P}_D}{\partial U} - U \frac{\partial \hat{P}_D}{\partial U}^\top U \right) \right\},
\]

where ‘exp’ for a matrix denotes the matrix exponential, i.e., for a square matrix \( T \),

\[
\exp(T) := \sum_{k=0}^{\infty} \frac{1}{k!} T^k.
\]

Thus, line search along the geodesic in the natural gradient direction is equivalent to finding a maximizer from

\[
\{ U_t \mid t \geq 0 \}.
\]

More details of geometric structure of the Stiefel manifold can be found in Nishimori and Akaho (2005).

A natural gradient update rule is then given as

\[
U \leftarrow U_t,
\]

where \( t (> 0) \) is the learning rate. Since the orthonormality of \( U \) is automatically satisfied in the natural gradient method, it would be computationally more efficient than the plain gradient method. However, optimizing the \( m \times d \) matrix \( U \) is still computationally expensive.
3.3.3 Givens Rotation

Another simple strategy for optimizing $U$ is to rotate the matrix in the plane spanned by two coordinate axes (which is called the Givens rotations; see Golub & Loan, 1996). That is, we randomly choose a two-dimensional subspace spanned by the $i$-th and $j$-th variables, and rotate the matrix $U$ within this subspace:

$$U \leftarrow R_{\theta}^{(i,j)}U,$$

where $R_{\theta}^{(i,j)}$ is the rotation matrix by angle $\theta$ within the subspace spanned by the $i$-th and $j$-th variables. $R_{\theta}^{(i,j)}$ is equal to the identity matrix except that its elements $(i,i)$, $(i,j)$, $(j,i)$, and $(j,j)$ form a two-dimensional rotation matrix:

$$
\begin{bmatrix}
R_{\theta}^{(i,j)}_{i,i} & R_{\theta}^{(i,j)}_{i,j} \\
R_{\theta}^{(i,j)}_{j,i} & R_{\theta}^{(i,j)}_{j,j}
\end{bmatrix}
= \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}.
$$

The rotation angle $\theta$ $(0 \leq \theta \leq \pi)$ may be optimized by some secant method (Press et al., 1992).

As shown above, the update rule of the Givens rotations is computationally very efficient. However, since the update direction is not optimized as in the plain/natural gradient methods, the Givens-rotation method could be potentially less efficient as an optimization strategy.

3.3.4 Subspace Rotation

Since we are searching for a subspace, rotation within the subspace does not have any influence on the objective value $PD$ (see Figure 6). This implies that the number of parameters to be optimized in the gradient algorithm can be reduced.
For a skew-symmetric matrix $M (\in \mathbb{R}^{d \times d})$, i.e., $M^\top = -M$, rotation of $U$ can be expressed as follows (Plumbley, 2005):

$$[I_m \ O_{m,(d-m)}] \ \exp(M) \ \begin{bmatrix} U \\ V \end{bmatrix},$$

where $O_{d,d}$ is the $d \times d$ matrix with all zeros, and $\exp(M)$ is the matrix exponential of $M$ (see Eq.(13)). $M = O_{d,d}$ (i.e., $\exp(O_{d,d}) = I_d$) corresponds to no rotation. Here we update $U$ through the matrix $M$.

Let us adopt Eq.(12) as the inner product in the space of skew-symmetric matrices. Then we have the following lemma.

**Lemma 3** The derivative of $\hat{PD}$ with respect to $M$ at $M = O_{d,d}$ is given by

$$\frac{\partial \hat{PD}}{\partial M} \bigg|_{M=O_{d,d}} = \begin{bmatrix} O_{m,m} & \frac{\partial \hat{PD}}{\partial U} V^\top \\ -(\frac{\partial \hat{PD}}{\partial U} V^\top)^\top & O_{(d-m),(d-m)} \end{bmatrix}.$$  \hfill (14)

A proof of the above lemma is provided in Appendix D. The block structure of Eq.(14) has an intuitive explanation: the non-zero off-diagonal blocks correspond to the rotation angles between the hetero-distributional subspace and its orthogonal complement which do affect the objective function $\hat{PD}$. On the other hand, the derivative of rotation within the two subspaces vanishes because this does not change the objective value. Thus the variables to be optimized are only the angles corresponding to the non-zero off-diagonal blocks $\frac{\partial \hat{PD}}{\partial U} V^\top$, which includes only $m(d-m)$ variables. In contrast, the plain/natural gradient algorithms optimize the matrix $U$, which contains $md$ variables. Thus, when $m$ is large, the subspace rotation approach may be computationally more efficient than the plain/natural gradient algorithms.

The gradient ascent update rule of $M$ is given by

$$M \leftarrow t \frac{\partial \hat{PD}}{\partial M} \bigg|_{M=O_{d,d}},$$

where $t$ is a step-size. Then $U$ is updated as

$$U \leftarrow [I_m \ O_{m,(d-m)}] \ \exp(M) \ \begin{bmatrix} U \\ V \end{bmatrix}.$$  

The conjugate gradient method (Golub & Loan, 1996) may be used for the update of $M$.

Following the update of $U$, its counterpart $V$ also needs to be updated accordingly since the hetero-distributional subspace and its complement specified by $U$ and $V$ should be orthogonal to each other (see Figure 4). This can be achieved by setting

$$V \leftarrow [\varphi_1 \ \varphi_2 \ \cdots \ \varphi_{d-m}]^\top,$$

where $\varphi_1, \varphi_2, \cdots, \varphi_{d-m}$ are orthonormal basis vectors in the orthogonal complement of the hetero-distributional subspace.
3.4 Proposed Algorithm: $D^3$-LHSS

Finally, we estimate the density ratio in the hetero-distributional subspace detected by the above LHSS method.

A notable fact of the LHSS algorithm is that the density ratio estimator in the hetero-distributional subspace has already been obtained during the hetero-distributional subspace search procedure. Thus, we do not need an additional estimation procedure—our final solution is simply given by

$$\hat{r}(\mathbf{x}) = \sum_{\ell=1}^{b} \hat{\alpha}_\ell \psi_\ell(\hat{\mathbf{U}}\mathbf{x}),$$

where $\hat{\mathbf{U}}$ is a projection matrix obtained by the LHSS algorithm. $\{\hat{\alpha}_\ell\}_{\ell=1}^{b}$ are the learned parameters for $\hat{\mathbf{U}}$, which have been obtained and used when computing the gradient (see Lemma 2).

This expression implies that if the dimensionality is not reduced (i.e., $m = d$), the proposed method agrees with the original uLSIF (see Section 2.2). Thus, the proposed method could be regarded as a natural extension of uLSIF to high-dimensional data.

Given the true dimensionality $m$ of the hetero-distributional subspace, we can estimate the hetero-distributional subspace by the LHSS algorithm. When $m$ is unknown, we may choose the best dimensionality based on the CV score of the uLSIF estimator. We refer to our proposed procedure $D^3$-LHSS (D-cube LHSS; Direct Density-ratio estimation with Dimensionality reduction via Least-squares Hetero-distributional Subspace Search).

The complete procedure of $D^3$-LHSS is summarized in Figure 7. A MATLAB® implementation of $D^3$-LHSS is available from


4 Experiments

In this section, we investigate the experimental performance of the proposed method. We employ the subspace rotation algorithm explained in Section 3.3.4 in our $D^3$-LHSS implementation. In uLSIF, the number of parameters is fixed to $b = 100$; the Gaussian width $\sigma$ and the regularization parameter $\lambda$ are chosen based on cross-validation.

4.1 Illustrative Examples

First, we illustrate how the $D^3$-LHSS algorithm behaves.

As explained in Section 1, the previous $D^3$ method, $D^3$-LFDA/uLSIF (Sugiyama et al., 2010a), has two potential weaknesses:

- The component $\mathbf{u}$ inside the hetero-distributional subspace and its complementary component $\mathbf{v}$ are assumed to be statistically independent (cf. Section 3.1).
Input: Two sets of samples \( \{x_{ni}^m\}_{i=1}^{n_{ni}} \) and \( \{x_{nj}^{de}\}_{j=1}^{n_{de}} \) on \( \mathbb{R}^d \)

Output: Density ratio estimator \( \hat{r}(x) \)

For each reduced dimension \( m = 1, 2, \ldots, d \)
  Initialize embedding matrix \( U_m \in \mathbb{R}^{m \times d} \);
  Repeat until \( U_m \) converges
    Choose Gaussian width \( \sigma \) and regularization parameter \( \lambda \) by CV;
    Update \( U \) by some optimization method (see Section 3.3);
  end
  Obtain embedding matrix \( \hat{U}_m \) and corresponding density-ratio estimator \( \hat{r}_m(x) \);
  Compute its CV value as a function of \( m \);
end
Choose the best reduced dimensionality \( \hat{m} \) that minimizes the CV score;
Set \( \hat{r}(x) = \hat{r}_{\hat{m}}(x) \);

Figure 7: Pseudo code of D\(^3\)-LHSS.

- Separability of samples drawn from two distributions implies that the two distributions are different, but non-separability does not necessarily imply that the two distributions are equivalent. Thus, D\(^3\)-LFDA/uLSIF may not be able to detect the subspace in which the two distributions are different, but samples are not really separable.

Here, through numerical examples, we illustrate these weaknesses of D\(^3\)-LFDA/uLSIF, and show these problems can be overcome by D\(^3\)-LHSS. Let us consider two-dimensional examples (i.e., \( d = 2 \)), and suppose that the two densities \( p_{nu}(x) \) and \( p_{de}(x) \) are different only in the one-dimensional subspace (i.e., \( m = 1 \)) spanned by \((1,0)^\top\):

\[
\begin{align*}
x &= (x^{(1)}, x^{(2)})^\top = (u, v)^\top, \\
p_{nu}(x) &= p(v|u)p_{nu}(u), \\
p_{de}(x) &= p(v|u)p_{de}(u).
\end{align*}
\]

Let \( n_{nu} = n_{de} = 1000 \). We use the following three datasets:

“Rather-separate” dataset (Figure 8):

\[
\begin{align*}
p(v|u) &= p(v) = N(v; 0, 1^2), \\
p_{nu}(u) &= N(u; 0, 0.5^2), \\
p_{de}(u) &= 0.5N(u; -1, 1^2) + 0.5N(u; 1, 1^2),
\end{align*}
\]

where \( N(u; \mu, \sigma^2) \) denotes the Gaussian density with mean \( \mu \) and variance \( \sigma^2 \) with respect to \( u \). This is an easy and simple dataset for the purpose of illustrating the usefulness of dimensionality reduction in density ratio estimation.
“Highly-overlapped” dataset (Figure 9):

\[ p(v|u) = p(v) = N(v; 0, 1^2), \]
\[ p_{nu}(u) = N(u; 0, 0.6^2), \]
\[ p_{de}(u) = N(u; 0, 1.2^2). \]

Since \( v \) is independent of \( u \), \( D^3\)-LFDA/uLSIF is still applicable in principle. However, \( u^{nu} \) and \( u^{de} \) are highly overlapped and are not clearly separable. Thus this dataset would be hard for \( D^3\)-LFDA/uLSIF.

“Dependent” dataset (Figure 10):

\[ p(v|u) = N(v; u, 1^2), \]
\[ p_{nu}(u) = N(u; 0, 0.5^2), \]
\[ p_{de}(u) = 0.5N(u; -1, 1^2) + 0.5N(u; 1, 1^2). \]

In this dataset, the conditional distribution \( p(v|u) \) is common, but the marginal distributions \( p_{nu}(v) \) and \( p_{de}(v) \) are different. Since \( v \) is not independent of \( u \), this dataset would be out of scope for \( D^3\)-LFDA/uLSIF.

The true hetero-distributional subspace for the “rather-separate” dataset is depicted by the dotted line in Figure 8(a); the solid line and the dashed line depict the hetero-distributional subspace found by LHSS and LFDA with reduced dimensionality \( m = 1 \), respectively. This graph shows that LHSS and LFDA both give very good estimates of the true hetero-distributional subspace. In Figure 8(c), Figure 8(d), and Figure 8(e), density ratio functions estimated by the plain uLSIF without dimensionality reduction, \( D^3\)-LFDA/uLSIF, and \( D^3\)-LHSS for the “rather-separate” dataset are depicted. These graphs show that both \( D^3\)-LHSS and \( D^3\)-LFDA/uLSIF give much better estimates of the density ratio function (see Figure 8(b) for the profile of the true density ratio function) than the plain uLSIF without dimensionality reduction. Thus, the usefulness of dimensionality reduction in density ratio estimation was illustrated.

For the “highly-overlapped” dataset (Figure 9), LHSS gives a reasonable estimate of the hetero-distributional subspace, while LFDA is highly erroneous due to less separability. As a result, the density ratio function obtained by \( D^3\)-LFDA/uLSIF does not reflect the true redundant structure appropriately. On the other hand, \( D^3\)-LHSS still works well.

Finally, for the “dependent” dataset (Figure 10), LHSS gives an accurate estimate of the hetero-distributional subspace. However, LFDA gives a highly biased solution since the marginal distributions \( p_{nu}(v) \) and \( p_{de}(v) \) are no longer common in the “dependent” dataset. Consequently, the density ratio function obtained by \( D^3\)-LFDA/uLSIF is highly erroneous. In contrast, \( D^3\)-LHSS still works very well for the “dependent” dataset.

The experimental results for the “highly-overlapped” and “dependent” datasets illustrated typical failure modes of LFDA, and LHSS was shown to be able to successfully overcome these weaknesses of LFDA.
Figure 8: “Rather-separate” dataset.
Figure 9: “Highly-overlapped” dataset.
Figure 10: “Dependent” dataset.
4.2 Evaluation on Artificial Data

Next, we systematically compare the performance of the proposed $D^3$-LHSS with that of the plain uLSIF and $D^3$-LFDA/uLSIF for high-dimensional artificial data.

For the three datasets used in the previous experiments, we increase the entire dimensionality as $d = 2, 3, \ldots, 10$ by adding dimensions consisting of standard normal noise. The dimensionality of the hetero-distributional subspace is estimated based on the CV score of uLSIF. We evaluate the error of a density ratio estimator $\hat{r}(x)$ by

$$\text{Error} := \frac{1}{2} \int (\hat{r}(x) - r(x))^2 p(x)dx,$$

which uLSIF tries to minimize (see Section 2.2).

The left graphs in Figure 11 show the density-ratio estimation error averaged over 100 runs as functions of the entire input dimensionality $d$. The best method in terms of the mean error and comparable methods according to the $t$-test (Henkel, 1979) at the significance level 1% are specified by ‘◦’; otherwise methods are specified by ‘×’.

These plots show that, while the error of the plain uLSIF increases rapidly as the entire dimensionality $d$ increases, that of the proposed $D^3$-LHSS is kept moderate. Consequently, the proposed method consistently outperforms the plain uLSIF. $D^3$-LHSS is comparable to $D^3$-LFDA/uLSIF for the “rather-separate” dataset, and $D^3$-LHSS significantly outperforms $D^3$-LFDA/uLSIF for the “highly-overlapped” and “dependent” datasets. Thus, $D^3$-LHSS was overall shown to compare favorably with the other approaches.

The choice of the dimensionality of the hetero-distributional subspace in $D^3$-LHSS and $D^3$-LFDA/uLSIF is illustrated in the middle and right columns of Figure 11; the darker the color is, the more frequently the corresponding dimensionality is chosen. The plots show that $D^3$-LHSS reasonably identifies the true dimensionality ($m = 1$ in the current setup) for all the three datasets, while $D^3$-LFDA/uLSIF performs well only for the “rather-separate” dataset. This happened because $D^3$-LFDA/uLSIF cannot find appropriate low-dimensional subspaces for the “highly-overlapped” and “dependent” datasets, and therefore the CV scores misled the choice of subspace dimensionality.

4.3 Inlier-based Outlier Detection for Benchmark Data

Finally, we apply the proposed method to inlier-based outlier detection, i.e., finding outliers in an evaluation dataset based on another “model” dataset that only contains inliers (see Section A.2 for details).

We use the USPS hand-written digit dataset taken from the UCI Machine Learning Repository (Asuncion & Newman, 2007). We regard samples in the class ‘1’ as inliers and samples in other classes as outliers. We randomly take 500 samples from the class ‘1’, and assign them to the model dataset. Then we randomly take 500 samples from the class ‘1’ without overlap, and 25 samples from one of the other classes. From these samples, density ratio estimation is performed and the outlier score is computed. Since the USPS hand-written digit dataset contains 10 classes (i.e., from ‘0’ to ‘9’), we have 9
Figure 11: Top: “Rather-separate” dataset. Middle: “Highly-overlapped” dataset. Bottom: “Dependent” dataset. Left: Density-ratio estimation error (15) averaged over 100 runs as a function of the entire data dimensionality $d$. The best method in terms of the mean error and comparable methods according to the $t$-test at the significance level 1% are specified by ‘o’; otherwise methods are specified by ‘x’. Center: The dimensionality of the hetero-distributional subspace chosen by CV in LHSS. Right: The dimensionality of the hetero-distributional subspace chosen by CV in LFDA.
different tasks in total. The dimensionality of the samples is $d = 256$. For the $D^3$-LHSS and $D^3$-LFDA/uLSIF methods, we choose the dimensionality of the hetero-distributional subspace from $m = 1, 2, \ldots, 5$ by cross-validation.

When evaluating the performance of outlier detection methods, it is important to take into account both the detection rate (i.e., the amount of true outliers an outlier detection algorithm can find) and the detection accuracy (i.e., the amount of true inliers an outlier detection algorithm misjudges as outliers). Since there is a trade-off between the detection rate and the detection accuracy, we adopt the area under the ROC curve (AUC) as our error metric (Bradley, 1997).

The mean and standard deviation of AUC scores over 100 runs with different random seeds are summarized in Table 1, where the best method in terms of the mean AUC and comparable methods according to the $t$-test at the significance level 1% are specified by $^{*}$'. The table shows that the proposed $D^3$-LHSS tends to outperform the plain uLSIF and $D^3$-LFDA/uLSIF. It is also noteworthy that $D^3$-LFDA/uLSIF is actually outperformed by the plain uLSIF—the baseline method. This is perhaps because the numerator and denominator datasets are highly overlapped in outlier detection scenarios, so $D^3$-LFDA/uLSIF performs rather poorly (cf. Figure 9).

We also evaluate the performance of each method for an additional test dataset which is not used for density ratio estimation. The test dataset consists of 100 randomly chosen samples from the class ‘1’ and 5 randomly chosen samples from the outlier class (which is the same as the evaluation dataset). The results are summarized in Table 2, showing that the advantage of the proposed method is still valid in this more challenging scenario.

5 Conclusions

Density ratios are becoming quantities of interest in the machine learning and data mining communities since it can be used for solving various important data processing tasks such as non-stationarity adaptation, outlier detection, and feature selection (Sugiyama et al., 2009; Sugiyama et al., 2011). In this paper, we tackled a challenging problem of estimating density ratios in high-dimensional spaces, and gave a new procedure in the framework of Direct Density-ratio estimation with Dimensionality reduction ($D^3$; D-cube). The basic idea of $D^3$ is to identify a subspace called the hetero-distributional subspace, in which two distributions (corresponding to the numerator and denominator of the density ratio) are different.

In the existing approach of $D^3$ (Sugiyama et al., 2010a), the hetero-distributional subspace is identified by finding a subspace in which samples drawn from the two distributions are maximally separated from each other. To this end, supervised dimensionality reduction methods such as local Fisher discriminant analysis (LFDA) (Sugiyama, 2007) are utilized. This approach was shown to work well when the components inside and outside the hetero-distributional subspace are statistically independent, and samples drawn from the two distributions are highly separable from each other in the hetero-distributional subspace.
Table 1: Outlier detection for the USPS hand-written digit dataset ($d = 256$). The means (and standard deviations in the bracket) of AUC scores over 100 runs for the evaluation dataset are summarized. The best method in terms of the mean AUC value and comparable methods according to the t-test at the significance level 1% are specified by °. The means (and standard deviations in the bracket) of the chosen dimensionality by cross-validation are also included in the table.

<table>
<thead>
<tr>
<th>Data</th>
<th>D³-LHSS</th>
<th>D³-LFDA/uLSIF</th>
<th>Plain uLSIF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>$\hat{m}$</td>
<td>AUC</td>
</tr>
<tr>
<td>Digit 2</td>
<td>0.956 (0.035)</td>
<td>4.3 (0.8)</td>
<td>0.889 (0.104)</td>
</tr>
<tr>
<td>Digit 3</td>
<td>0.967 (0.032)</td>
<td>4.4 (0.8)</td>
<td>0.868 (0.136)</td>
</tr>
<tr>
<td>Digit 4</td>
<td>0.907 (0.061)</td>
<td>4.4 (0.9)</td>
<td>0.825 (0.104)</td>
</tr>
<tr>
<td>Digit 5</td>
<td>0.965 (0.037)</td>
<td>4.3 (0.9)</td>
<td>0.882 (0.109)</td>
</tr>
<tr>
<td>Digit 6</td>
<td>0.974 (0.022)</td>
<td>4.4 (0.8)</td>
<td>0.891 (0.090)</td>
</tr>
<tr>
<td>Digit 7</td>
<td>0.924 (0.072)</td>
<td>4.4 (0.9)</td>
<td>0.642 (0.139)</td>
</tr>
<tr>
<td>Digit 8</td>
<td>0.929 (0.051)</td>
<td>4.2 (1.0)</td>
<td>0.804 (0.147)</td>
</tr>
<tr>
<td>Digit 9</td>
<td>0.942 (0.048)</td>
<td>4.6 (0.7)</td>
<td>0.790 (0.136)</td>
</tr>
<tr>
<td>Digit 0</td>
<td>0.986 (0.019)</td>
<td>4.2 (0.9)</td>
<td>0.920 (0.071)</td>
</tr>
<tr>
<td>Average</td>
<td>0.950 (0.051)</td>
<td>4.4 (0.9)</td>
<td>0.835 (0.142)</td>
</tr>
</tbody>
</table>

Table 2: Outlier detection for the USPS hand-written digit dataset ($d = 256$). The means (and standard deviations in the bracket) of AUC scores over 100 runs for unlearned test dataset are summarized.

<table>
<thead>
<tr>
<th>Data</th>
<th>D³-LHSS</th>
<th>D³-LFDA/uLSIF</th>
<th>Plain uLSIF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>$\hat{m}$</td>
<td>AUC</td>
</tr>
<tr>
<td>Digit 2</td>
<td>0.946 (0.047)</td>
<td>4.3 (0.8)</td>
<td>0.817 (0.132)</td>
</tr>
<tr>
<td>Digit 3</td>
<td>0.953 (0.061)</td>
<td>4.4 (0.8)</td>
<td>0.780 (0.161)</td>
</tr>
<tr>
<td>Digit 4</td>
<td>0.880 (0.094)</td>
<td>4.4 (0.9)</td>
<td>0.767 (0.121)</td>
</tr>
<tr>
<td>Digit 5</td>
<td>0.954 (0.057)</td>
<td>4.3 (0.9)</td>
<td>0.813 (0.142)</td>
</tr>
<tr>
<td>Digit 6</td>
<td>0.959 (0.052)</td>
<td>4.4 (0.8)</td>
<td>0.806 (0.141)</td>
</tr>
<tr>
<td>Digit 7</td>
<td>0.909 (0.079)</td>
<td>4.4 (0.9)</td>
<td>0.689 (0.173)</td>
</tr>
<tr>
<td>Digit 8</td>
<td>0.903 (0.078)</td>
<td>4.2 (1.0)</td>
<td>0.741 (0.173)</td>
</tr>
<tr>
<td>Digit 9</td>
<td>0.932 (0.072)</td>
<td>4.6 (0.7)</td>
<td>0.793 (0.128)</td>
</tr>
<tr>
<td>Digit 0</td>
<td>0.982 (0.039)</td>
<td>4.2 (0.9)</td>
<td>0.859 (0.098)</td>
</tr>
<tr>
<td>Average</td>
<td>0.935 (0.073)</td>
<td>4.4 (0.9)</td>
<td>0.785 (0.150)</td>
</tr>
</tbody>
</table>
However, as illustrated in Section 4.1, violation of these conditions can cause significant performance degradation. This problem can be overcome in principle by finding a subspace such that two conditional distributions are similar to each other in its complementary subspace. However, comparing conditional distributions is a cumbersome task. To cope with this problem, we first proved that the hetero-distributional subspace can be characterized as the subspace in which two marginal distributions are maximally different under the Pearson divergence (Lemma 1). Based on this lemma, we proposed a new algorithm for finding the hetero-distributional subspace called Least-squares Hetero-distributional Subspace Search (LHSS). Since a density-ratio estimation method is utilized during hetero-distributional subspace search in the LHSS procedure, an additional density-ratio estimation step is not needed after hetero-distributional subspace search. Thus, two steps in the previous method (hetero-distributional subspace search followed by density ratio estimation in the identified subspace) were merged into a single step (see Figure 2). The proposed single-shot procedure, $D^3$-LHSS (D-cube LHSS), was shown to be able to overcome the limitations of the $D^3$-LFDA/uLSIF approach through experiments.

In the experiments in Section 4, we employed the subspace rotation algorithm explained in Section 3.3.4 in our $D^3$-LHSS implementation. Although we experimentally found that the subspace rotation algorithm is useful, this does not necessarily mean that subspace rotation is always the best performing algorithm. Other approaches explained in Section 3.3 may also be useful in some situations. Further investigating the optimization issue is an important future work.

We gave a general proof of the data processing inequality (Lemma 1) for a class of $f$-divergences (Ali & Silvey, 1966; Csiszár, 1967). Thus, the hetero-distributional subspace is characterized not only by the Pearson divergence, but also by any $f$-divergences. Since a framework of density ratio estimation for $f$-divergences has been provided in Nguyen et al. (2010), an interesting future direction is to develop hetero-distributional subspace search methods for general $f$-divergences.
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We are interested in estimating density ratios since they are useful in various data processing tasks. Here, we briefly review possible usage of density ratios (Sugiyama et al., 2009; Sugiyama et al., 2011).

### A.1 Covariate Shift Adaptation

Covariate shift (Shimodaira, 2000) is a situation in supervised learning where input distributions change between the training and test phases, but the conditional distribution of outputs given inputs remains unchanged. Extrapolation (i.e., prediction is made outside the training region) would be a typical example of covariate shift. Standard learning techniques such as maximum likelihood estimation are biased under covariate shift; the bias caused by covariate shift can be asymptotically canceled by weighting the loss function according to the importance\(^2\) (Shimodaira, 2000; Zadrozny, 2004; Sugiyama & Müller, 2005; Sugiyama et al., 2007; Quiñonero-Candela et al., 2009; Sugiyama & Kawanabe, 2010).

\(^2\)The test input density over the training input density is referred to as the importance in the context of importance sampling (Fishman, 1996).
The basic idea of covariate shift adaptation is summarized in the following importance sampling identity:

$$\mathbb{E}_{p_{nu}(x)} [\text{loss}(x)] = \int \text{loss}(x) p_{nu}(x) dx$$

$$= \int \text{loss}(x) r(x) p_{de}(x) dx = \mathbb{E}_{p_{de}(x)} [\text{loss}(x) r(x)].$$

That is, the expectation of a function $\text{loss}(x)$ over $p_{nu}(x)$ can be computed by the importance-weighted expectation of $\text{loss}(x)$ over $p_{de}(x)$. Similarly, standard model selection criteria such as cross-validation (Stone, 1974; Wahba, 1990) or Akaike’s information criterion (Akaike, 1974) lose their unbiasedness under covariate shift; proper unbiasedness can be recovered by modifying the methods based on importance weighting (Shimodaira, 2000; Zadrozny, 2004; Sugiyama & Müller, 2005; Sugiyama et al., 2007). Furthermore, the performance of active learning or the experiment design, i.e., the training input distribution is designed by the user to enhance the generalization performance, could also be improved by the use of the importance (Wiens, 2000; Kanamori & Shimodaira, 2003; Sugiyama, 2006; Sugiyama & Nakajima, 2009).

Thus, the importance plays a central role in covariate shift adaptation, and density-ratio estimation methods could be used for reducing the estimation bias under covariate shift. Examples of successful real-world applications include brain-computer interface (Sugiyama et al., 2007), robot control (Hachiya et al., 2009a; Akiyama et al., 2010; Hachiya et al., 2009b), speaker identification (Yamada et al., 2010), age prediction from face images (Ueki et al., 2010), wafer alignment in semiconductor exposure apparatus (Sugiyama & Nakajima, 2009), and natural language processing (Tsuboi et al., 2009). A similar importance-weighting idea also plays a central role in domain adaptation (Storkey & Sugiyama, 2007) and multi-task learning (Bickel et al., 2008).

### A.2 Inlier-based Outlier Detection

Let us consider an outlier detection problem of finding irregular samples in a dataset (“evaluation dataset”) based on another dataset (“model dataset”) that only contains regular samples. Defining the density ratio over the two sets of samples, we can see that the density ratio values for regular samples are close to one, while those for outliers tend to be significantly deviated from one. Thus, the density ratio value could be used as an index of the degree of outlyingness (Hido et al., 2008; Smola et al., 2009; Hido et al., 2010). Since the evaluation dataset usually has a wider support than the model dataset, we regard the evaluation dataset as samples corresponding to $p_{de}(x)$ and the model dataset as samples corresponding to $p_{nu}(x)$. Then outliers tend to have smaller density-ratio values (i.e., close to zero). As such, density-ratio estimation methods could be employed in outlier detection scenarios.

A similar idea could be used for change-point detection in time-series (Kawahara & Sugiyama, 2009).
A.3 Conditional Density Estimation

Suppose we are given $n$ i.i.d. paired samples $\{(x_k, y_k)\}_{k=1}^n$ drawn from a joint distribution with density $q(x, y)$. The goal is to estimate the conditional density $q(y|x)$. When the domain of $x$ is continuous, conditional density estimation is not straightforward since a naive empirical approximation cannot be used (Bishop, 2006; Takeuchi et al., 2009).

In the context of density ratio estimation, let us regard $\{(x_k, y_k)\}_{k=1}^n$ as samples corresponding to the numerator of the density ratio and $\{x_k\}_{k=1}^n$ as samples corresponding to the denominator of the density ratio, i.e., we consider the density ratio defined by

$$r(x, y) := \frac{q(x, y)}{q(x)} = q(y|x),$$

where $q(x)$ is the marginal density of $x$. Then a density-ratio estimation method directly gives an estimate of the conditional density (Sugiyama et al., 2010c).

When $y$ is categorical, the same method can be used for probabilistic classification (Sugiyama, 2010).

A.4 Mutual Information Estimation

Suppose we are given $n$ i.i.d. paired samples $\{(x_k, y_k)\}_{k=1}^n$ drawn from a joint distribution with density $q(x, y)$. Let us denote the marginal densities of $x$ and $y$ by $q(x)$ and $q(y)$, respectively. Then mutual information $\text{MI}(X, Y)$ between random variables $X$ and $Y$ is defined by

$$\text{MI}(X, Y) := \int \int q(x, y) \log \frac{q(x, y)}{q(x)q(y)} \, dx \, dy,$$

which plays a central role in information theory (Cover & Thomas, 2006).

Let us regard $\{(x_k, y_k)\}_{k=1}^n$ as samples corresponding to the numerator of the density ratio and $\{(x_k, y'_k)\}_{k,k'=1}^n$ as samples corresponding to the denominator of the density ratio, i.e.,

$$r(x, y) := \frac{q(x, y)}{q(x)q(y)}.$$

Then mutual information can be directly estimated using a density-ratio estimation method (Suzuki et al., 2008; Suzuki et al., 2009b). General divergence functionals can also be estimated in a similar way (Nguyen et al., 2010).

Mutual information can be used for measuring independence between random variables (Kraskov et al., 2004; Hulle, 2005) since it vanishes if and only if $X$ and $Y$ are statistically independent. Thus density-ratio estimation methods are applicable, e.g., to variable selection (Suzuki et al., 2009a), independent component analysis (Suzuki & Sugiyama, 2009), supervised dimensionality reduction (Suzuki & Sugiyama, 2010), and causal inference (Yamada & Sugiyama, 2010).
B Proof of Lemma 1

Here, let us consider the $f$-divergences (Ali & Silvey, 1966; Csiszár, 1967) and prove a similar inequality for a broader class of divergences. An $f$-divergence is defined using a convex function $f$ such that $f(1) = 0$ as

$$I_f[p_{nu}(x), p_{de}(x)] := \int p_{de}(x) f \left( \frac{p_{nu}(x)}{p_{de}(x)} \right) dx.$$

The $f$-divergence is reduced to the Kullback-Leibler divergence if

$$f(t) = -\log t,$$

and the Pearson divergence if

$$f(t) = \frac{1}{2} (t - 1)^2.$$

Using Jensen’s inequality (Bishop, 2006), we have

$$I_f[p_{nu}(x), p_{de}(x)] = \int \int p_{de}(v|u) p_{de}(u) f \left( \frac{p_{nu}(v|u) p_{nu}(u)}{p_{de}(v|u) p_{de}(u)} \right) dv du$$

$$\geq \int p_{de}(u) f \left( \int p_{de}(v|u) p_{nu}(v|u) p_{nu}(u) p_{de}(u) dv \right) du$$

$$= \int p_{de}(u) f \left( \frac{p_{nu}(u)}{p_{de}(u)} \int p_{nu}(v|u) dv \right) du$$

$$= \int p_{de}(u) f \left( \frac{p_{nu}(u)}{p_{de}(u)} \right) du$$

$$= I_f[p_{nu}(u), p_{de}(u)].$$

Thus, we have

$$I_f[p_{nu}(x), p_{de}(x)] - I_f[p_{nu}(u), p_{de}(u)] \geq 0,$$

and the equality holds if and only if $p_{nu}(v|u) = p_{de}(v|u)$. $\blacksquare$

C Proof of Lemma 2

For

$$F = (\hat{H} + \lambda I_b)^{-1},$$

$\hat{PD}[p_{nu}(u), p_{de}(u)]$ can be expressed as

$$\hat{PD}[p_{nu}(u), p_{de}(u)] = \frac{1}{2} \sum_{\ell=1}^{b} \hat{\alpha}_\ell \hat{h}_\ell - \frac{1}{2}$$

$$= \frac{1}{2} \sum_{\ell, \ell' = 1}^{b} \hat{h}_\ell \hat{h}_{\ell'} F_{\ell, \ell'} - \frac{1}{2}. $$
Thus, its partial derivative with respect to $U$ is given by

$$\frac{\partial \hat{PD}}{\partial U} = \sum_{\ell=1}^{b} \hat{a}_\ell \frac{\partial \hat{h}_\ell}{\partial U} + \frac{1}{2} \sum_{\ell,\ell' = 1}^{b} \hat{h}_\ell \hat{h}_{\ell'} \frac{\partial F_{\ell,\ell'}}{\partial U}. \quad (16)$$

Since

$$\frac{\partial B^{-1}}{\partial t} = -B^{-1} \frac{\partial B}{\partial t} B^{-1}$$

holds for a square invertible matrix $B$ (Petersen & Pedersen, 2008), it holds that

$$\frac{\partial F}{\partial U_{k,k'}} = -(\tilde{H} + \lambda I_b)^{-1} \frac{\partial \tilde{H}}{\partial U_{k,k'}} (\tilde{H} + \lambda I_b)^{-1}.$$

Then we have

$$\sum_{\ell,\ell' = 1}^{b} \hat{h}_\ell \hat{h}_{\ell'} \left[ \frac{\partial F}{\partial U_{k,k'}} \right]_{\ell,\ell'} = -\hat{h}^\top (\tilde{H} + \lambda I_b)^{-1} \frac{\partial \tilde{H}}{\partial U_{k,k'}} (\tilde{H} + \lambda I_b)^{-1} \hat{h}$$

$$= - \sum_{\ell,\ell' = 1}^{b} \hat{a}_\ell \hat{a}_{\ell'} \left[ \frac{\partial \tilde{H}}{\partial U_{k,k'}} \right]_{\ell,\ell'}.$$

Substituting this into Eq.(16), we obtain Eq.(8). Eqs.(9) and (10) are clear from Eqs.(3) and (2). Finally, we prove Eq.(11). The basis function $\psi_\ell(u)$ can be expressed as

$$\psi_\ell(u) = \psi_\ell(Ux) = \exp \left( -\frac{\|U(x - c'_\ell)\|^2}{2\sigma^2} \right).$$

Since $\frac{\partial a^\top A^\top A a}{\partial A} = 2 A a^\top a$ (Petersen & Pedersen, 2008), we have

$$\frac{\partial \psi_\ell(u)}{\partial U} = -\frac{1}{\sigma^2} U(x - c'_\ell)(x - c'_\ell)^\top \exp \left( -\frac{\|U(x - c'_\ell)\|^2}{2\sigma^2} \right),$$

from which we obtain Eq.(11).

\[\blacksquare\]

## D Proof of Lemma 3

The proof we provide here essentially follows the argument in Plumbley (2005). For

$$W = \begin{bmatrix} U \\ V \end{bmatrix}, \quad W_0 = \begin{bmatrix} U_0 \\ V_0 \end{bmatrix},$$
rotation $W$ from some $W_0$ can be expressed as follows (Plumbley, 2005):

$$W = \exp(M)W_0,$$

(17)

where $M$ is some skew-symmetric matrix. Let us consider the space of skew-symmetric matrices, and let $E$ be an element in that space with unit length. Then the gradient of a function $\hat{\mathcal{P}}D(M)$ with respect to $M$, $\frac{\partial \hat{\mathcal{P}}D}{\partial M}$, in this space is given as an element whose inner product $\langle \frac{\partial \hat{\mathcal{P}}D}{\partial M}, E \rangle$ is equal to the derivative of $\hat{\mathcal{P}}D(M)$ in the direction $E$ (Plumbley, 2005). Thus, for $M = tE$ with $t$ being a scalar, we have

$$\frac{\partial \hat{\mathcal{P}}D(tE)}{\partial t} = \langle \frac{\partial \hat{\mathcal{P}}D(M)}{\partial M}, E \rangle.$$

If we adopt Eq.(12) as the inner product of the space of skew-symmetric matrices, we have

$$\frac{\partial \hat{\mathcal{P}}D(tE)}{\partial t} = \frac{1}{2} \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D(M)}{\partial M} E^\top \right).$$

(18)

On the other hand, from Eq.(17) with $M = tE$, $\frac{\partial W}{\partial t}$ can be expressed as follows (Petersen & Pedersen, 2008):

$$\frac{\partial W}{\partial t} = E \exp(tE)W_0 = EW.$$

Then $\frac{\partial \hat{\mathcal{P}}D(tE)}{\partial t}$ can be expressed as

$$\frac{\partial \hat{\mathcal{P}}D(tE)}{\partial t} = \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} \frac{\partial W}{\partial t} \right) = \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} W^\top E^\top \right).$$

(19)

Since $E$ is skew-symmetric, it can be expressed as

$$E = \frac{1}{2}E + \frac{1}{2}E = \frac{1}{2}E - \frac{1}{2}E^\top.$$

Substituting this into Eq.(19), we have

$$\frac{\partial \hat{\mathcal{P}}D(tE)}{\partial t} = \frac{1}{2} \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} W^\top E^\top \right) - \frac{1}{2} \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} W^\top E^\top \right)$$

$$= \frac{1}{2} \text{tr} \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} W^\top E^\top \right) - \frac{1}{2} \text{tr} \left( W \frac{\partial \hat{\mathcal{P}}D}{\partial W} E^\top \right)$$

$$= \frac{1}{2} \text{tr} \left( \left( \frac{\partial \hat{\mathcal{P}}D}{\partial W} W^\top - W \frac{\partial \hat{\mathcal{P}}D}{\partial W} \right) E^\top \right).$$

(20)
Combining Eqs.(18) and (20), we have
\[
\frac{\partial \hat{P}D}{\partial M} = \frac{\partial \hat{P}D}{\partial W} W^\top - W \frac{\partial \hat{P}D}{\partial W}^\top = \begin{bmatrix}
\frac{\partial \hat{P}D}{\partial U} U^\top - U \left( \frac{\partial \hat{P}D}{\partial U} \right)^\top & \frac{\partial \hat{P}D}{\partial U} V^\top - U \left( \frac{\partial \hat{P}D}{\partial V} \right)^\top \\
\frac{\partial \hat{P}D}{\partial V} U^\top - V \left( \frac{\partial \hat{P}D}{\partial U} \right)^\top & \frac{\partial \hat{P}D}{\partial V} V^\top - V \left( \frac{\partial \hat{P}D}{\partial V} \right)^\top
\end{bmatrix}.
\]

(21)

Eq.(11) implies that \( \frac{\partial \psi}{\partial U} U^\top \) is symmetric. Then Eqs.(8) and (9) imply that \( \frac{\partial \hat{h}}{\partial U} U^\top \) and \( \frac{\partial \hat{h}'}{\partial U} U^\top \) are also symmetric. Consequently, Eq.(10) imply that \( \frac{\partial \hat{P}D}{\partial U} U^\top \) is symmetric:
\[
\frac{\partial \hat{P}D}{\partial U} U^\top = \left( \frac{\partial \hat{P}D}{\partial U} U^\top \right)^\top = U \frac{\partial \hat{P}D}{\partial U}^\top.
\]

Since the range of \( V \) is assumed to be orthogonal to the range of \( U \) (see Section 3.1), \( \hat{P}D \) is independent of \( V \), and thus we have
\[
\frac{\partial \hat{P}D}{\partial V} = O_{(d-m),d},
\]
where \( O_{d,d'} \) is the \( d \times d' \) matrix with all zeros. Then Eq.(21) yields
\[
\frac{\partial \hat{P}D}{\partial M} = \begin{bmatrix}
O_{m,m} & \frac{\partial \hat{P}D}{\partial U} V^\top \\
-(\frac{\partial \hat{P}D}{\partial V} V^\top)^\top & O_{(d-m),(d-m)}
\end{bmatrix},
\]
which concludes the proof.
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Abstract

Density ratio estimation has gathered a great deal of attention recently since it can be used for various data processing tasks. In this paper, we consider three methods of density ratio estimation: (A) the numerator and denominator densities are separately estimated and then the ratio of the estimated densities is computed, (B) a logistic regression classifier discriminating denominator samples from numerator samples is learned and then the ratio of the posterior probabilities is computed, and (C) the density ratio function is directly modeled and learned by minimizing the empirical Kullback-Leibler divergence. We first prove that when the numerator and denominator densities are known to be members of the exponential family, (A) is better than (B) and (B) is better than (C). Then we show that once the model assumption is violated, (C) is better than (A) and (B). Thus in practical situations where no exact model is available, (C) would be the most promising approach to density ratio estimation.
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1 Introduction

The ratio of two probability density functions has been demonstrated to be useful in various data processing tasks [21], such as non-stationarity adaptation [18, 35, 23, 22, 17, 27], outlier detection [7, 19], conditional density estimation [26], feature selection [31, 30], feature extraction [29], and independent component analysis [28]. Thus accurately estimating the density ratio is an important and challenging research topic in the machine learning and data mining communities.

A naive approach to density ratio estimation is (A) density ratio estimation by separate maximum likelihood density estimation—first the numerator and denominator densities are separately estimated and then the ratio of the estimated densities is computed. However, density estimation is substantially more difficult than density ratio estimation and the above two-shot process of first estimating the densities and then taking their ratio is thought to be less accurate. To cope with this problem, various alternative methods have been developed recently, which allow one to estimate the density ratio without going through density estimation [16, 8, 15, 25, 10].

In this paper, we consider the following two methods in addition to the method (A): (B) density ratio estimation by logistic regression [16, 3, 1]—a logistic regression classifier discriminating numerator samples from denominator samples is used for density ratio estimation, and (C) direct density ratio estimation by empirical Kullback-Leibler divergence minimization [15, 25]—the density ratio function is directly modeled and learned. The goal of this paper is to theoretically compare the accuracy of these three density ratio estimation schemes.

We first prove that when the numerator and denominator densities are known to be members of the exponential family, (A) is better than (B) and (B) is better than (C). The fact that (A) is better than (B) could be regarded as an extension of the existing result for binary classification [5]—estimating data generating densities by maximum likelihood estimation has higher statistical efficiency than logistic regression in classification scenarios. On the other hand, the fact that (B) is better than (C) follows from the fact that (B) has the smallest asymptotic variance in a class of semi-parametric estimators [16].

We then show that when the model assumption is violated, (C) is better than (A) and (B). Our statement is that the estimator obtained by (C) converges to the projection of the true density ratio function onto the target parametric model (i.e., the optimal approximation in the model), while the estimators obtained by (A) and (B) do not generally converge to the projection.

Since model misspecification would be a usual situation in practice, (C) is the most promising approach in density ratio estimation. In a regression framework, an asymptotic analysis with a similar spirit exists [14].

2 Density Ratio Estimation

In this section, we formulate the problem of density ratio estimation and review three density ratio estimators.
2.1 Problem Formulation

Let $\mathcal{X} (\subset \mathbb{R}^d)$ be the data domain and suppose we are given independent and identically distributed (i.i.d.) samples $\{x_{i}^{\text{nu}}\}_{i=1}^{n}$ drawn from a distribution with density $p_{\text{nu}}^{*}(x)$ and i.i.d. samples $\{x_{j}^{\text{de}}\}_{j=1}^{n}$ drawn from another distribution with density $p_{\text{de}}^{*}(x)$:

$$\{x_{i}^{\text{nu}}\}_{i=1}^{n} \overset{\text{i.i.d.}}{\sim} p_{\text{nu}}^{*}(x),$$

$$\{x_{j}^{\text{de}}\}_{j=1}^{n} \overset{\text{i.i.d.}}{\sim} p_{\text{de}}^{*}(x).$$

The subscripts ‘nu’ and ‘de’ denote ‘numerator’ and ‘denominator’, respectively. We assume that the latter density $p_{\text{de}}^{*}(x)$ is strictly positive, i.e.,

$$p_{\text{de}}^{*}(x) > 0, \quad \forall x \in \mathcal{X}.$$

The problem we address in this paper is to estimate the density ratio

$$r^{*}(x) := \frac{p_{\text{nu}}^{*}(x)}{p_{\text{de}}^{*}(x)}$$

from samples $\{x_{i}^{\text{nu}}\}_{i=1}^{n}$ and $\{x_{j}^{\text{de}}\}_{j=1}^{n}$.

The goal of this paper is to theoretically compare the performance of the following three density ratio estimators:

(A) Density ratio estimation by separate maximum likelihood density estimation (see Section 2.3 for details),

(B) Density ratio estimation by logistic regression [16, 3, 1] (see Section 2.4 for details),

(C) Direct density ratio estimation by empirical Kullback-Leibler divergence minimization [15, 25] (see Section 2.5 for details).

2.2 Measure of Accuracy

Let us consider the unnormalized Kullback-Leibler divergence [2] from the true density $p_{\text{nu}}^{*}(x)$ to its estimator $\widehat{r}(x)p_{\text{de}}^{*}(x)$:

$$\text{UKL}(p_{\text{nu}}^{*}\|\widehat{r} \cdot p_{\text{de}}^{*}) := \int p_{\text{nu}}^{*}(x) \log \frac{p_{\text{nu}}^{*}(x)}{\widehat{r}(x)p_{\text{de}}^{*}(x)} \, dx - 1 + \int \widehat{r}(x)p_{\text{de}}^{*}(x) \, dx. \quad (1)$$

$\text{UKL}(p_{\text{nu}}^{*}(x)\|\widehat{r}(x)p_{\text{de}}^{*}(x))$ is non-negative for all $\widehat{r}$ and vanishes if and only if $\widehat{r} = r^{*}$. If $\widehat{r}(x)p_{\text{de}}^{*}(x)$ is normalized to be a probability density function, i.e.,

$$\int \widehat{r}(x)p_{\text{de}}^{*}(x) \, dx = 1,$$
then the unnormalized Kullback-Leibler divergence is reduced to the ordinary Kullback-Liebler divergence [12]:

$$\text{KL}(p^*_{\text{nu}} \| \tilde{r} \cdot p^*_{\text{de}}) := \int p^*_{\text{nu}}(x) \log \frac{p^*_{\text{nu}}(x)}{\tilde{r}(x)p^*_{\text{de}}(x)} \, dx.$$  (2)

In our theoretical analysis, we use the expectation of $\text{UKL}(p^*_{\text{nu}} \| \tilde{r} \cdot p^*_{\text{de}})$ over $\{x^\text{nu}_i\}_{i=1}^n$ and $\{x^\text{de}_j\}_{j=1}^n$ as the measure of accuracy of a density ratio estimator $\tilde{r}(x)$:

$$J(\tilde{r}) := \mathbb{E} [\text{UKL}(p^*_{\text{nu}} \| \tilde{r} \cdot p^*_{\text{de}})],$$  (3)

where $\mathbb{E}$ denotes the expectation over $\{x^\text{nu}_i\}_{i=1}^n$ and $\{x^\text{de}_j\}_{j=1}^n$.

In the rest of this section, the three methods of density ratio estimation we are dealing with are described in detail.

2.3 Method (A): Density Ratio Estimation by Separate Maximum Likelihood Density Estimation

For $p^*_{\text{nu}}(x)$ and $p^*_{\text{de}}(x)$, two parametric models $p_{\text{nu}}(x; \theta_{\text{nu}})$ and $p_{\text{de}}(x; \theta_{\text{de}})$ such that

$$\int p_{\text{nu}}(x; \theta_{\text{nu}}) \, dx = 1, \quad \forall \theta_{\text{nu}} \in \Theta_{\text{nu}},$$

$$p_{\text{nu}}(x; \theta_{\text{nu}}) \geq 0, \quad \forall x \in \mathcal{X}, \quad \forall \theta_{\text{nu}} \in \Theta_{\text{nu}},$$

$$\int p_{\text{de}}(x; \theta_{\text{de}}) \, dx = 1, \quad \forall \theta_{\text{de}} \in \Theta_{\text{de}},$$

$$p_{\text{de}}(x; \theta_{\text{de}}) \geq 0, \quad \forall x \in \mathcal{X}, \quad \forall \theta_{\text{de}} \in \Theta_{\text{de}},$$

are prepared. Then the maximum likelihood estimators $\hat{\theta}_{\text{nu}}$ and $\hat{\theta}_{\text{de}}$ are computed separately from $\{x^\text{nu}_i\}_{i=1}^n$ and $\{x^\text{de}_j\}_{j=1}^n$:

$$\hat{\theta}_{\text{nu}} := \arg\max_{\theta_{\text{nu}} \in \Theta_{\text{nu}}} \left[ \sum_{i=1}^n \log p_{\text{nu}}(x^\text{nu}_i; \theta_{\text{nu}}) \right],$$

$$\hat{\theta}_{\text{de}} := \arg\max_{\theta_{\text{de}} \in \Theta_{\text{de}}} \left[ \sum_{j=1}^n \log p_{\text{de}}(x^\text{de}_j; \theta_{\text{de}}) \right].$$

Note that the maximum likelihood estimators $\hat{\theta}_{\text{nu}}$ and $\hat{\theta}_{\text{de}}$ minimize the empirical Kullback-Leibler divergences from the true densities $p^*_{\text{nu}}(x)$ and $p^*_{\text{de}}(x)$ to their models $p_{\text{nu}}(x; \theta_{\text{nu}})$ and $p_{\text{de}}(x; \theta_{\text{de}})$, respectively:

$$\hat{\theta}_{\text{nu}} = \arg\min_{\theta_{\text{nu}} \in \Theta_{\text{nu}}} \left[ \frac{1}{n} \sum_{i=1}^n \log \frac{p^*_{\text{nu}}(x^\text{nu}_i)}{p_{\text{nu}}(x^\text{nu}_i; \theta_{\text{nu}})} \right]$$

$$\hat{\theta}_{\text{de}} = \arg\min_{\theta_{\text{de}} \in \Theta_{\text{de}}} \left[ \frac{1}{n} \sum_{j=1}^n \log \frac{p^*_{\text{de}}(x^\text{de}_j)}{p_{\text{de}}(x^\text{de}_j; \theta_{\text{de}})} \right].$$
Finally, a density ratio estimator is constructed by taking the ratio of the estimated densities:

$$
\hat{r}_A(x) := \frac{p_{nu}(x; \hat{\theta}_{nu})}{p_{de}(x; \hat{\theta}_{de})} \left( \frac{1}{n} \sum_{j=1}^{n} \frac{p_{nu}(x_{j}^{de}; \hat{\theta}_{nu})}{p_{de}(x_{j}^{de}; \hat{\theta}_{de})} \right)^{-1},
$$

where the estimator is normalized so that

$$
\frac{1}{n} \sum_{j=1}^{n} \hat{r}_A(x_{j}^{de}) = 1.
$$

### 2.4 Method (B): Density Ratio Estimation by Logistic Regression

Let us assign a selector variable $y = \text{’nu’}$ to samples drawn from $p^{*}_{nu}(x)$ and $y = \text{’de’}$ to samples drawn from $p^{*}_{de}(x)$, i.e., the two densities are written as

$$
p^{*}_{nu}(x) = q^{*}(x | y = \text{’nu’}), \quad p^{*}_{de}(x) = q^{*}(x | y = \text{’de’}).
$$

Since

$$
q^{*}(x | y = \text{’nu’}) = \frac{q^{*}(y = \text{’nu’} | x)q^{*}(x)}{q^{*}(y = \text{’nu’})},
$$

$$
q^{*}(x | y = \text{’de’}) = \frac{q^{*}(y = \text{’de’} | x)q^{*}(x)}{q^{*}(y = \text{’de’})},
$$

the density ratio can be expressed in terms of $y$ as

$$
r^{*}(x) = \frac{q^{*}(y = \text{’nu’} | x)}{q^{*}(y = \text{’de’} | x)} \frac{q^{*}(y = \text{’de’})}{q^{*}(y = \text{’nu’})} \frac{q^{*}(y = \text{’de’} | x)}{q^{*}(y = \text{’de’} | x)}
$$

where we used the fact that

$$
q^{*}(y = \text{’nu’}) = q^{*}(y = \text{’de’}) = \frac{1}{2}
$$

in the current setup.

The conditional probability $q^{*}(y | x)$ could be approximated by discriminating $\{x_{i}^{nu}\}_{i=1}^{n}$ from $\{x_{j}^{de}\}_{j=1}^{n}$ using a logistic regression classifier, i.e., for a parametric function $r(x; \theta)$ such that

$$
r(x; \theta) \geq 0, \quad \forall x \in \mathcal{X}, \forall \theta \in \Theta,
$$

(4)
the conditional probabilities \( q^*(y = \text{`nu'}|x) \) and \( q^*(y = \text{`de'}|x) \) are modeled by

\[
q(y = \text{`nu'}|x; \theta) = \frac{r(x; \theta)}{1 + r(x; \theta)},
\]

\[
q(y = \text{`de'}|x; \theta) = \frac{1}{1 + r(x; \theta)}.
\]

Then the maximum likelihood estimator \( \hat{\theta}_B \) is computed from \( \{x_{\text{nu}}^i\}_{i=1}^n \) and \( \{x_{\text{de}}^j\}_{j=1}^n \):

\[
\hat{\theta}_B := \operatorname{argmax}_{\theta \in \Theta} \left[ \sum_{i=1}^n \log \frac{r(x_i^{\text{nu}}; \theta)}{1 + r(x_i^{\text{nu}}; \theta)} + \sum_{j=1}^n \log \frac{1}{1 + r(x_j^{\text{de}}; \theta)} \right]. \tag{5}
\]

Note that the maximum likelihood estimator \( \hat{\theta}_B \) minimizes the empirical Kullback-Leibler divergences from the true density \( q^*(x, y) \) to its estimator \( q(y|x; \theta)q^*(x) \):

\[
\hat{\theta}_B = \operatorname{argmin}_{\theta \in \Theta} \left[ \frac{1}{2n} \sum_{i=1}^n \log \frac{q^*(x_i^{\text{nu}}, y = \text{`nu'})}{q(y = \text{`nu'}|x_i^{\text{nu}}; \theta)q^*(x_i^{\text{nu}})} + \frac{1}{2n} \sum_{j=1}^n \log \frac{q^*(x_j^{\text{de}}, y = \text{`de'})}{q(y = \text{`de'}|x_j^{\text{de}}; \theta)q^*(x_j^{\text{de}})} \right].
\]

Finally, a density ratio estimator is constructed by taking the ratio of \( q(y = \text{`nu'}|x; \hat{\theta}_B) \) and \( q(y = \text{`de'}|x; \hat{\theta}_B) \) with proper normalization:

\[
\hat{\gamma}_B(x) := \frac{q(y = \text{`nu'}|x; \hat{\theta}_B)}{q(y = \text{`de'}|x; \hat{\theta}_B)} \left( \frac{1}{n} \sum_{i=1}^n q(y = \text{`nu'}|x_i^{\text{de}}; \hat{\theta}_B) \right)^{-1} = r(x; \hat{\theta}_B) \left( \frac{1}{n} \sum_{j=1}^n r(x_j^{\text{de}}; \hat{\theta}_B) \right)^{-1}.
\]

### 2.5 Method (C): Direct Density Ratio Estimation by Empirical Unnormalized Kullback-Leibler Divergence Minimization

For the density ratio function \( r^*(x) \), a parametric model \( r(x; \theta) \) such that Eq. (4) is fulfilled is prepared. Then the following estimator \( \hat{\theta}_C \) is computed from \( \{x_{\text{nu}}^i\}_{i=1}^n \) and \( \{x_{\text{de}}^j\}_{j=1}^n \):

\[
\hat{\theta}_C := \operatorname{argmax}_{\theta \in \Theta} \left[ \sum_{i=1}^n \log r(x_i^{\text{nu}}; \theta) - \sum_{j=1}^n r(x_j^{\text{de}}; \theta) \right]. \tag{6}
\]

Note that \( \hat{\theta}_C \) minimizes the empirical unnormalized Kullback-Leibler divergence from the true density \( p_{\text{nu}}^*(x) \) to its estimator \( \hat{\gamma}(x)p_{\text{de}}^*(x) \):

\[
\hat{\theta}_C = \operatorname{argmin}_{\theta \in \Theta} \left[ \frac{1}{n} \sum_{i=1}^n \log \frac{p_{\text{nu}}^*(x_i^{\text{nu}})}{r(x_i^{\text{nu}})p_{\text{de}}^*(x_i^{\text{nu}})} - 1 + \frac{1}{n} \sum_{j=1}^n \hat{\gamma}(x_j^{\text{de}}) \right].
\]
Finally, a density ratio estimator is obtained by

$$\hat{r}_C(x) := r(x; \hat{\theta}_C) \left( \frac{1}{n} \sum_{j=1}^{n} r(x_{dj}, \hat{\theta}_C) \right)^{-1}.$$ 

3 Exponential Models

In our theoretical analysis, we employ the exponential model, which is explained in this section.

3.1 Exponential Models for Densities and Ratios

We use the following exponential model for the densities \( p^*_\nu(x) \) and \( p^*_d(x) \).

$$p(x; \theta) = h(x) \exp \left\{ \theta^\top \xi(x) - \varphi(\theta) \right\}, \quad \theta \in \Theta,$$  

(7)

where \( h(x) \) is a base measure, \( \xi(x) \) is a sufficient statistic, \( \varphi(\theta) \) is a normalization factor, and \( \top \) denotes the transpose of a vector [13]. The exponential model includes various popular models as special cases, e.g., the normal, exponential, gamma, chi-square, and beta distributions.

Correspondingly, we use the following exponential model for the ratio \( r^*(x) \).

$$r(x; \theta, \theta_0) = \exp \left\{ \theta_0 + \theta^\top \xi(x) \right\}, \quad \theta \in \Theta, \quad \theta_0 \in \mathbb{R}.$$  

(8)

3.2 Method (A)

For the exponential model (7), the maximum likelihood estimators \( \hat{\theta}_{\nu} \) and \( \hat{\theta}_{d} \) are given by

$$\hat{\theta}_{\nu} = \operatorname{argmax}_{\theta_{\nu} \in \Theta} \left[ \sum_{i=1}^{n} \theta^\top \xi(x_{i\nu}) - n\varphi(\theta) \right],$$

$$\hat{\theta}_{d} = \operatorname{argmax}_{\theta_{d} \in \Theta} \left[ \sum_{j=1}^{n} \theta^\top \xi(x_{dj}) - n\varphi(\theta) \right],$$

where irrelevant constants are ignored. The density ratio estimator \( \hat{r}_A(x) \) for the exponential density model is expressed as

$$\hat{r}_A(x) = \exp \left\{ \hat{\theta}_A^\top \xi(x) \right\} \left( \frac{1}{n} \sum_{j=1}^{n} \exp \left\{ \hat{\theta}_A^\top \xi(x_{dj}) \right\} \right)^{-1},$$

where

$$\hat{\theta}_A := \hat{\theta}_{\nu} - \hat{\theta}_{d}.$$
One can use the other estimator such as
\[
\tilde{r}_A(x) = \exp \left\{ \hat{\theta}_A^\top \xi(x) - \varphi(\hat{\theta}_{nu}) + \varphi(\hat{\theta}_{de}) \right\}
\]
instead of \( \hat{r}_A(x) \). We compare \( \hat{r}_A(x) \) to Method (B) and Method (C), since the same normalization factor as \( \hat{r}_A(x) \) appears in the other methods as shown below. This fact facilitates the theoretical analysis.

### 3.3 Method (B)

For the exponential model (8), the optimization problem (5) is expressed as
\[
(\hat{\theta}_B, \hat{\theta}_{B,0}) = \arg\max_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \frac{1}{n} \sum_{i=1}^{n} \log \frac{r(x_i^{nu}; \theta, \theta_0)}{1 + r(x_i^{nu}; \theta, \theta_0)} + \frac{1}{n} \sum_{j=1}^{n} \log \frac{1}{1 + r(x_j^{de}; \theta, \theta_0)} \right]
\]
\[
= \arg\max_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \frac{1}{n} \sum_{i=1}^{n} \log \frac{\exp \{ \theta_0 + \theta^\top \xi(x_i^{nu}) \}}{1 + \exp \{ \theta_0 + \theta^\top \xi(x_i^{nu}) \}} + \frac{1}{n} \sum_{j=1}^{n} \log \frac{1}{1 + \exp \{ \theta_0 + \theta^\top \xi(x_j^{de}) \}} \right].
\]

The density ratio estimator \( \hat{r}_B(x) \) for the exponential ratio model is expressed as
\[
\hat{r}_B(x) = \exp \left\{ \hat{\theta}_B^\top \xi(x) \right\} \left( \frac{1}{n} \sum_{j=1}^{n} \exp \left\{ \hat{\theta}_B^\top \xi(x_j^{de}) \right\} \right)^{-1}.
\]

### 3.4 Method (C)

For the exponential model (8), the optimization problem (6) is expressed as
\[
(\hat{\theta}_C, \hat{\theta}_{C,0}) = \arg\max_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \frac{1}{n} \sum_{i=1}^{n} \log r(x_i^{nu}; \theta, \theta_0) - \frac{1}{n} \sum_{j=1}^{n} r(x_j^{de}; \theta, \theta_0) \right]
\]
\[
= \arg\max_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \frac{1}{n} \sum_{i=1}^{n} (\theta_0 + \theta^\top \xi(x_i^{nu})) - \frac{1}{n} \sum_{j=1}^{n} \exp \{ \theta_0 + \theta^\top \xi(x_j^{de}) \} \right]. \quad (9)
\]

The density ratio estimator \( \hat{r}_C(x) \) for the exponential ratio model is expressed as
\[
\hat{r}_C(x) = \exp \left\{ \hat{\theta}_C^\top \xi(x) \right\} \left( \frac{1}{n} \sum_{j=1}^{n} \exp \left\{ \hat{\theta}_C^\top \xi(x_j^{de}) \right\} \right)^{-1}.
\]
4 Accuracy Analysis for Correctly Specified Exponential Models

In this section, we theoretically analyze the accuracy of the above three density ratio estimators under the assumption that the true densities $p^*_\text{nu}(x)$ and $p^*_\text{de}(x)$ both belong to the exponential family, i.e., there exist $\theta^*_\text{nu} \in \Theta$ and $\theta^*_\text{de} \in \Theta$ such that

$$p^*_\text{nu}(x) = p(x; \theta^*_\text{nu}),$$
$$p^*_\text{de}(x) = p(x; \theta^*_\text{de}).$$

Since the ratio of two exponential densities also belongs to the exponential model, the above assumption implies that there exist $\theta^* \in \Theta$ and $\theta^*_0 \in \mathbb{R}$ such that

$$r^*(x) = r(x; \theta^*, \theta^*_0). \quad (10)$$

It is straightforward to extended the results in this section to general parametric models, since we focus on the first-order asymptotics of the estimators. An arbitrary parametric model $p(x; \theta)$ has the same first-order asymptotics as the exponential model of the form

$$p_{\exp}(x; \theta) \propto \exp\{\log p(x; \theta^*) + (\theta - \theta^*)^\top \nabla \log p(x; \theta^*)\}$$

around the parameter $\theta^*$. Thus the same theoretical property holds.

First, we analyze the asymptotic behavior of $J(\hat{r}_A)$. Then we have the following lemma (proofs of all lemmas, theorems, and corollaries are provided in Appendix).

**Lemma 1** $J(\hat{r}_A)$ can be asymptotically expressed as

$$J(\hat{r}_A) = \frac{1}{2n} \left[ \dim \Theta + \text{tr} \left( F(\theta^*_\text{nu}) F(\theta^*_\text{de})^{-1} \right) + \text{PE}(p^*_\text{de} || p^*_\text{nu}) \right] + O(n^{-3/2}),$$

where $O(\cdot)$ denotes the asymptotic order. $F(\theta)$ denote the Fisher information matrix of the exponential model $p(x; \theta)$:

$$F(\theta) := \int \nabla \log p(x; \theta) \nabla \log p(x; \theta)^\top p(x; \theta) \, dx,$$

where $\nabla$ denotes the partial differential operator with respect to $\theta$. $\text{PE}(p||q)$ denotes the Pearson divergence of two densities $p$ and $q$ defined as

$$\text{PE}(p||q) := \frac{1}{2} \int \frac{(p(x) - q(x))^2}{p(x)} \, dx. \quad (11)$$

Next, we investigate the asymptotic behavior of $J(\hat{r}_B)$ and $J(\hat{r}_C)$. Let $y$ be the selector variable taking ‘nu’ or ‘de’ as defined in Section 2.4. The statistical model of the joint probability for $z = (x, y)$ is defined as

$$q(z; \theta, \theta_0) = q(y|x; \theta, \theta_0) \times \frac{p^*_\text{nu}(x) + p^*_\text{de}(x)}{2}, \quad (12)$$
where \( q(y|x; \theta, \theta_0) \) is the conditional probability of \( y \) such that

\[
q(y = \text{'nu'} | x; \theta, \theta_0) = \frac{r(x; \theta, \theta_0)}{1 + r(x; \theta, \theta_0)} = \frac{\exp \left\{ \theta_0 + \theta^\top \xi(x) \right\}}{1 + \exp \left\{ \theta_0 + \theta^\top \xi(x) \right\}},
\]

\[
q(y = \text{'de'} | x; \theta, \theta_0) = \frac{1}{1 + r(x; \theta, \theta_0)} = \frac{1}{1 + \exp \left\{ \theta_0 + \theta^\top \xi(x) \right\}}.
\]

The Fisher information matrix of the model (12) is denoted as

\[
\tilde{F}(\theta, \theta_0) \in \mathbb{R}^{(\text{dim } \Theta + 1) \times (\text{dim } \Theta + 1)}.
\]

The submatrix of \( \tilde{F}(\theta, \theta_0) \) formed by the first (\text{dim } \Theta) rows and the first (\text{dim } \Theta) columns is defined as

\[
\int \nabla \log q(z; \theta, \theta_0) \nabla \log q(z; \theta, \theta_0)^\top q(z; \theta, \theta_0) dz.
\]

The inverse matrix of \( \tilde{F}(\theta, \theta_0) \) is expressed as

\[
\tilde{F}(\theta, \theta_0)^{-1} = \begin{pmatrix}
H_{11}(\theta, \theta_0) & h_{12}(\theta, \theta_0) \\
h_{12}(\theta, \theta_0)^\top & h_{22}(\theta, \theta_0)
\end{pmatrix},
\]

where \( H_{11}(\theta, \theta_0) \) is a (\text{dim } \Theta) \times (\text{dim } \Theta) matrix. Then we have the following lemmas.

**Lemma 2** \( J(\tilde{\gamma}_B) \) can be asymptotically expressed as

\[
J(\tilde{\gamma}_B) = \frac{1}{2n} \left[ \text{tr} \left( \mathbf{F}(\theta_{\text{nu}}^*) H_{11}(\theta^*, \theta_0^*) \right) + \text{PE}(p_{\text{de}}^* \| p_{\text{nu}}^*) \right] + O(n^{-3/2}),
\]

where \( (\theta^*, \theta_0^*) \) is defined in Eq.(10).

**Lemma 3** \( J(\tilde{\gamma}_C) \) can be asymptotically expressed as

\[
J(\tilde{\gamma}_C) = \frac{1}{2n} \left[ \text{dim } \Theta + \text{tr} \left( \mathbf{F}(\theta_{\text{nu}}^*)^{-1} G \right) + \text{PE}(p_{\text{de}}^* \| p_{\text{nu}}^*) \right] + O(n^{-3/2}),
\]

where

\[
G := \int r^*(x) (\xi(x) - \eta_{\text{nu}})(\xi(x) - \eta_{\text{nu}})^\top p_{\text{nu}}^*(x) dx.
\]
Based on the above lemmas, we compare the accuracy of the three methods. For the accuracy of (A) and (B), we have the following theorem.

**Theorem 4** *Asymptotically, the inequality*  
\[ J(\hat{r}_A) \leq J(\hat{r}_B) \]  
*holds.*

Thus the method (A) is more accurate than the method (B) in terms of the expected unnormalized Kullback-Leibler divergence (3). Theorem 4 may be regarded as an extension of the result for binary classification [5]: estimating data generating Gaussian densities by maximum likelihood estimation has high statistical efficiency than logistic regression in the sense of classification error rate.

Next, we compare the accuracy of (B) and (C).

**Theorem 5** *Asymptotically, the inequality*  
\[ J(\hat{r}_B) \leq J(\hat{r}_C) \]  
*holds.*

Thus the method (B) is more accurate than the method (C) in terms of the expected unnormalized Kullback-Leibler divergence (3). This inequality is a direct consequence of the paper by Qin [16]. In that paper, it was shown that the method (B) has the smallest asymptotic variance in a class of semi-parametric estimators. It is easy to see the method (C) is included in the class.

Finally, we compare the accuracy of (A) and (C). From Theorem 4 and Theorem 5, we immediately have the following corollary.

**Corollary 6** *The inequality*  
\[ J(\hat{r}_A) \leq J(\hat{r}_C) \]  
*holds.*

It was advocated that one should avoid solving more difficult intermediate problems when solving a target problem [33]. This statement is sometimes referred to as “Vapnik’s principle”, and the support vector machine [4] would be a successful example of this principle—instead of estimating a data generation model, it directly models the decision boundary which is sufficient for pattern recognition.

If we followed Vapnik’s principle, directly estimating the ratio \( r^*(x) \) would be more promising than estimating the two densities \( p^*_{nu}(x) \) and \( p^*_{de}(x) \) since knowing \( p^*_{nu}(x) \) and \( p^*_{de}(x) \) implies knowing \( r^*(x) \) but not vice versa; indeed, \( r^*(x) \) cannot be uniquely decomposed into \( p^*_{nu}(x) \) and \( p^*_{de}(x) \). Thus Corollary 6 is at a glance counter-intuitive. However, Corollary 6 would be reasonable since the method (C) does not make use of the knowledge that each density is exponential, but only the knowledge that the ratio is exponential. Thus the method (A) can utilize the a priori model information more effectively. Thanks to the additional knowledge that the both densities belong to the exponential model, the intermediate problems (i.e., density estimation) were actually made easier in terms of Vapnik’s principle.
5 Accuracy Analysis for Misspecified Exponential Models

In this section, we theoretically analyze the approximation error of the three density ratio estimators for misspecified exponential models, i.e., the true densities and ratio are not necessarily included in the exponential models. The unnormalized Kullback-Leibler divergence is employed to measure the approximation error.

First, we study the convergence of the method (A). Let $\overline{p}_{\text{nu}}(x)$ and $\overline{p}_{\text{de}}(x)$ be the projections of the true densities $p^*_\text{nu}(x)$ and $p^*_\text{de}(x)$ onto the model $p(x; \theta)$ in terms of the Kullback-Leibler divergence (2):

$$
\overline{p}_{\text{nu}}(x) := p(x; \overline{\theta}_{\text{nu}}),
\overline{p}_{\text{de}}(x) := p(x; \overline{\theta}_{\text{de}}),
$$

where

$$
\overline{\theta}_{\text{nu}} := \arg\min_{\theta \in \Theta} \left[ \int p^*_\text{nu}(x) \log \frac{p^*_\text{nu}(x)}{p(x; \theta)} \, dx \right],
\overline{\theta}_{\text{de}} := \arg\min_{\theta \in \Theta} \left[ \int p^*_\text{de}(x) \log \frac{p^*_\text{de}(x)}{p(x; \theta)} \, dx \right].
$$

This means that $\overline{p}_{\text{nu}}(x)$ and $\overline{p}_{\text{de}}(x)$ are the optimal approximations to $p^*_\text{nu}(x)$ and $p^*_\text{de}(x)$ in the model $p(x; \theta)$ in terms of the Kullback-Leibler divergence. Let

$$
\overline{r}_A(x) := \frac{\overline{p}_{\text{nu}}(x)}{\overline{p}_{\text{de}}(x)}.
$$

Since the ratio of two exponential densities also belongs to the exponential model, there exists $\overline{\theta}_A \in \Theta$ such that

$$
\overline{r}_A(x) = r(x; \overline{\theta}_A, \bar{\theta}_A). \tag{14}
$$

Then we have the following lemma.

**Lemma 7** $\hat{r}_A$ converges in probability to $r_A$ as $n \to \infty$.

Next, we investigate the convergence of the method (B). Let $q^*(x, y)$ be the joint probability defined as

$$
q^*(x, y) = q^*(y|x) \times \frac{p^*_\text{nu}(x) + p^*_\text{de}(x)}{2}, \tag{14}
$$

where $q^*(y|x)$ is the conditional probability of $y$ such that

$$
q^*(y = \text{nu}|x) = \frac{r^*(x)}{1 + r^*(x)},
q^*(y = \text{de}|x) = \frac{1}{1 + r^*(x)}.
$$
The model (12) is used to estimate $q^*(x, y)$, and let $\overline{q}(x, y)$ be the projection of the true density $q^*(x, y)$ onto the model (12) in terms of the Kullback-Leibler divergence (2):

$$\overline{q}(x, y) := q(x, y; \overline{\theta}_B, \overline{\theta}_B, 0),$$

where

$$(\overline{\theta}_B, \overline{\theta}_B, 0) := \arg\min_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \int y \in \{\text{nu}', \text{de}'\} q^*(x, y) \log \frac{q^*(y|x)}{q(y|x; \theta, \theta_0)} \, dx \right].$$

This means that $\overline{q}(x, y)$ is the optimal approximation to $q^*(x, y)$ in the model $q(y|x; \theta, \theta_0) p^*_\text{nu}(x) + p^*_\text{de}(x)$ in terms of the Kullback-Leibler divergence. Let

$$\tau_B(x) := r(x; \overline{\theta}_B, \overline{\theta}_B, 0).$$

Then we have the following lemma.

**Lemma 8** $\hat{r}_B$ converges in probability to $\tau_B$ as $n \to \infty$.

Finally, we study the convergence of the method (C). Suppose that the model $r(x; \theta, \theta_0)$ in Eq.(8) is employed. Let $\tau_C(x)$ be the projection of the true ratio function $r^*(x)$ onto the model $r(x; \theta, \theta_0)$ in terms of the unnormalized Kullback-Leibler divergence (1):

$$\tau_C(x) := r(x; \overline{\theta}_C, \overline{\theta}_C, 0),$$

where

$$(\overline{\theta}_C, \overline{\theta}_C, 0) := \arg\min_{(\theta, \theta_0) \in \Theta \times \mathbb{R}} \left[ \int p^*_\text{nu}(x) \log \frac{r^*(x)}{r(x; \theta, \theta_0)} \, dx - 1 + \int p^*_\text{de}(x) r(x; \theta, \theta_0) \, dx \right].$$

This means that $\tau_C(x)$ is the optimal approximation to $r^*(x)$ in the model $r^*(x)$ in terms of the unnormalized Kullback-Leibler divergence. Then we have the following lemma.

**Lemma 9** $\hat{r}_C$ converges in probability to $\tau_C$ as $n \to \infty$.

Based on the above lemmas, we investigate the relation among the three methods. Lemma 9 implies that the method (C) is consistent to the optimal approximation $\tau_C$. However, as we will show below, the methods (A) and (B) are not consistent to the optimal approximation $\tau_C$ in general. Let us measure the deviation of a density ratio function $\tau'$ from $\tau$ by

$$D(\tau', \tau) := \int p^*_\text{de}(x) (\tau'(x) - \tau(x))^2 \, dx.$$ 

Then we have the following theorem.
Theorem 10 The inequalities

\[ D(\bar{r}_A, \bar{r}_C) \geq \int p^*_\text{de}(x) \bar{r}_A(x) dx - 1 \]

\[ D(\bar{r}_B, \bar{r}_C) \geq \int p^*_\text{de}(x) \bar{r}_B(x) dx - 1 \]

hold. More generally, for any \( \bar{r} \) in the exponential model,

\[ D(\bar{r}, \bar{r}_C) \geq \int p^*_\text{de}(x) \bar{r}(x) dx - 1 \]  \hspace{1cm} (17)

holds.

When the model is misspecified, \( p^*_\text{de}(x) \bar{r}_A(x) \) and \( p^*_\text{de}(x) \bar{r}_B(x) \) are not probability densities in general. Then Theorem 10 implies that the method (A) and the method (B) are not consistent to the optimal approximation \( \bar{r}_C \).

Since model misspecification would be a usual situation in practice, the method (C) is the most promising approach in density ratio estimation.

Finally, for the consistency of the method (A), we also have the following additional result.

Corollary 11 If \( p^*_\text{de}(x) \) belongs to the exponential model (7), i.e., there exists \( \bar{\theta}_\text{de} \in \Theta \) such that

\[ p^*_\text{de}(x) = p(x; \bar{\theta}_\text{de}), \]

then

\[ \bar{r}_A = \bar{r}_C \]

holds even when \( p^*_\text{nu}(x) \) does not belong to the exponential model (7).

This corollary means that, as long as \( p^*_\text{de}(x) \) is correctly specified, the method (A) is still consistent.

6 Conclusions

In this paper, we theoretically investigated the accuracy of three density ratio estimation approaches: (A) density ratio estimation by separate maximum likelihood density estimation, (B) density ratio estimation by logistic regression, and (C) direct density ratio estimation by empirical Kullback-Leibler divergence minimization. Intuitively, the method (C) seems to be better than the other approaches due to “Vapnik’s principle”—one should not solve more difficult intermediate problems (density estimation in the current context) when solving a target problem (density ratio estimation in the current context).
However, as we proved in Section 4, the method (A) is more accurate than the other approaches when the numerator and denominator densities are known to be members of the exponential family. This result is at first sight counter-intuitive, but it would be reasonable because the methods (B) and (C) do not make use of the knowledge that each density is exponential, but only the knowledge that their ratio is exponential. Thus the method (A) can utilize the a priori model information more effectively than the other methods. We note that this result is not contradictory to Vapnik’s principle since the additional knowledge that the densities belong to the exponential model is utilized to make the intermediate problems (density estimation) substantially easier.

On the other hand, once the correct model assumption is not fulfilled, the method (C) was shown to be consistent to the optimal approximation in the model, while the methods (A) and (B) are not consistent in general (see Section 5). The fact that the direct method outperforms the other approaches in the absence of the additional knowledge would follow Vapnik’s principle.

It seems to be a common phenomenon in various situations that a method which works optimally for correctly specified models performs poorly for misspecified models and conversely a method which works well for misspecified models performs poorly for correctly specified models. For example, in active learning (or the experiment design), the traditional variance-only approach works optimally for correctly specified models [6]. However, it was shown that the traditional method works poorly once the correct model assumption is slightly violated [20]. To cope with this problem, various active learning methods which do not require the correct model assumption have been developed and shown to work better than the traditional method for misspecified models [34, 11, 20, 9, 24]. However, these methods cannot outperform the traditional method when the model is correctly specified. Thus the performance loss for correctly specified models would be the price one has to pay for acquiring robustness against model misspecification.

Model misspecification would almost always occur in practice, so developing methods for misspecified models is crucial. Based on these observations, we conclude that the direct density ratio approach (C) is the most promising density ratio estimation method.
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A  Asymptotic Expansion of Measure of Accuracy

First, we show some fundamental results used for proving Lemma 1, Lemma 2, and Lemma 3.

Using the Taylor expansion

\[ \log(1 + t) = t - \frac{t^2}{2} + O(t^3), \]
we have the following expansion:

\[
\log \frac{p^*_n(x)}{\tilde{r}(x)p^*_de(x)} = \log \frac{r^*(x)}{\tilde{r}(x)} = -\log \frac{\hat{r}(x)}{r^*(x)} = -\left( \frac{\hat{r}(x)}{r^*(x)} - 1 \right) + \frac{1}{2} \left( \frac{\hat{r}(x)}{r^*(x)} - 1 \right)^2 + O_p \left( \frac{1}{n} \right),
\]

where \(O_p(\cdot)\) denotes the stochastic order. Substituting this expansion into the unnormalized Kullback-Leibler divergence \(\text{UKL}(p^*_n \parallel b^* \cdot p^*_de)\), we obtain

\[
\text{UKL}(p^*_n \parallel b^* \cdot p^*_de) = \text{PE}(p^*_n \parallel b^* \cdot p^*_de) + O\left( \frac{1}{n} \right),
\]

(18)

where ‘PE’ denotes the Pearson divergence defined by Eq.(11) and \(\|r^*/r - 1\|\) is defined as

\[
\|r^*/r - 1\| := \left( \int p^*_n(x)|\hat{r}(x)/r^*(x) - 1|^2 \, dx \right)^{1/2}.
\]

Under a regularity condition of asymptotic statistics, the expectation \(\mathbb{E}[\|\hat{r}/r^* - 1\|]\) is of order \(O(n^{-3/2})\):

\[
\mathbb{E}[\|\hat{r}/r^* - 1\|^3] = O(n^{-3/2}).
\]

See Theorem 5.23 in [32] for the details of the regularity condition on general M-estimators. Hence, the measure of accuracy \(J(\hat{r})\) can be represented as

\[
J(\hat{r}) = \mathbb{E}[\text{PE}(p^*_n \parallel b^* \cdot p^*_de)] + O(n^{-3/2}).
\]

(19)

Then we have the following lemma.

**Lemma 12 (Asymptotics of measure of accuracy)** Let \(\hat{\theta}\) be an estimator of the parameter \(\theta^*\) in \(r^*\), and \(\hat{r}(x)\) be the estimator defined as

\[
\hat{r}(x) := \exp \left\{ \hat{\theta}^\top \xi(x) \right\} \left( \frac{1}{n} \sum_{j=1}^n \exp \left\{ \hat{\theta}^\top \xi(x_j) \right\} \right)^{-1}.
\]

Then, the measure of accuracy of \(\hat{r}\) is asymptotically given as

\[
J(\hat{r}) = \frac{1}{2} \text{tr} \left\{ F(\theta^*_{mu}) \cdot \mathbb{E} [\delta \theta \delta \theta^\top] \right\} + \frac{1}{2n} \text{PE}(p^*_de \parallel p^*_n) + O(n^{-3/2}),
\]

(20)

where \(\delta \theta\) denotes the deviation of \(\hat{\theta}\) from the parameter \(\theta^*\):

\[
\delta \theta = \hat{\theta} - \theta^*.
\]
Proof: The probabilistic order of $\delta \theta$ is $O_p(n^{-1/2})$. Let $\eta_{nu}$ be

$$\eta_{nu} := \int \xi(x)p_{nu}^*(x)dx.$$ Using the Taylor expansion

$$\exp(t) = 1 + t + O(t^2),$$

$$\log(1 + t) = t + O(t^2),$$

we have the following asymptotic expansion of $\hat{r}$:

$$\log \hat{r}(x) = \log \frac{r^*(x) \exp \{\delta \theta^\top \xi(x)\}}{\frac{1}{n} \sum_{j=1}^{n} r^*(x_{dej}) \exp \{\delta \theta^\top \xi(x_{dej})\}}$$

$$= \log r^*(x) + \delta \theta^\top \xi(x)$$

$$- \log \left(1 + \left(\frac{1}{n} \sum_{j=1}^{n} r^*(x_{dej}) - 1\right) + \delta \theta^\top \cdot \frac{1}{n} \sum_{j=1}^{n} r^*(x_{dej}) \xi(x_{dej}) + O_p(n^{-1})\right)$$

$$= \log r^*(x) + \delta \theta^\top (\xi(x) - \eta_{nu}) - \left(\frac{1}{n} \sum_{j=1}^{n} r^*(x_{dej}) - 1\right) + O_p(n^{-1}).$$

Therefore, we have

$$\frac{\hat{r}(x)}{r^*(x)} - 1 = \delta \theta^\top (\xi(x) - \eta_{nu}) - \left(\frac{1}{n} \sum_{j=1}^{n} r^*(x_{dej}) - 1\right) + O_p(n^{-1}).$$

Substituting the above expression into the Pearson divergence in Eq.(19), we obtain

$$PE(p_{nu}^* \parallel \hat{r} \cdot p_{de}^* ) = \frac{1}{2} \int p_{nu}^*(x) \left(\frac{\hat{r}(x)}{r^*(x)} - 1\right)^2 dx$$

$$= \frac{1}{2} \text{tr} \left( F(\theta_{nu}^*) \delta \theta \delta \theta^\top \right) + \frac{1}{2} \left(\frac{1}{n} \sum_{j=1}^{n} (r^*(x_{dej}) - 1)\right)^2 + O_p(n^{-3/2}).$$

Therefore,

$$\mathbb{E}[PE(p_{nu}^* \parallel \hat{r} \cdot p_{de}^* )] = \frac{1}{2} \text{tr} \left( F(\theta_{nu}^*) : \mathbb{E} [\delta \theta \delta \theta^\top] \right) + \frac{1}{2n} \int p_{de}^*(x)(r^*(x) - 1)^2 dx$$

$$+ O(n^{-3/2})$$

$$= \frac{1}{2} \text{tr} \left( F(\theta_{nu}^*) : \mathbb{E} [\delta \theta \delta \theta^\top] \right) + \frac{1}{2n} \mathbb{E}(p_{de}^* \parallel p_{nu}^*) + O(n^{-3/2}).$$

Applying Eq (18) to the above equation, we obtain Eq.(20). □
B Proof of Lemma 1

According to Lemma 1, we need to compute the asymptotic variance of estimator \( \hat{\theta}_A \) in order to compute the measure of accuracy of \( \hat{\tau}_A \). Based on the standard asymptotic statistics, the asymptotic variance of the maximum likelihood estimator for the exponential family is given as

\[
\sqrt{n}(\hat{\theta}_{nu} - \theta^*_{nu}) \sim N(0, F(\theta^*_{nu})^{-1}),
\]

\[
\sqrt{n}(\hat{\theta}_{de} - \theta^*_{de}) \sim N(0, F(\theta^*_{de})^{-1}),
\]

when the sample size \( n \) goes to infinity. Under the regularity condition of parametric estimation, the bias of estimator is given as

\[
E[\hat{\theta}_{nu} - \theta^*_{nu}] = O(n^{-1}),
\]

\[
E[\hat{\theta}_{de} - \theta^*_{de}] = O(n^{-1}).
\]

Then, for

\[
\delta \hat{\theta}_A := \hat{\theta}_A - (\theta^*_{nu} - \theta^*_{de}) = (\hat{\theta}_{nu} - \theta^*_{nu}) - (\hat{\theta}_{de} - \theta^*_{de}),
\]

we have

\[
E[\delta \hat{\theta}_A \delta \hat{\theta}_A^\top] = \frac{1}{n} F(\theta^*_{nu})^{-1} + \frac{1}{n} F(\theta^*_{de})^{-1} + O(n^{-3/2}),
\]

where we used the fact that \( \hat{\theta}_{nu} \) and \( \hat{\theta}_{de} \) are independent. Substituting the above asymptotic variance of \( \delta \hat{\theta}_A \) into the first term of Eq.(20), we obtain

\[
J(\hat{\tau}_A) = \frac{1}{2n} \left[ \text{tr} \left( F(\theta^*_{nu}) (F(\theta^*_{nu})^{-1} + F(\theta^*_{de})^{-1}) \right) + \text{PE}(p^*_{de} || p^*_{nu}) \right] + O(n^{-3/2}),
\]

\[
= \frac{1}{2n} \left[ \dim \Theta + \text{tr} \left( F(\theta^*_{nu}) F(\theta^*_{de})^{-1} \right) + \text{PE}(p^*_{de} || p^*_{nu}) \right] + O(n^{-3/2}),
\]

which concludes the proof.

C Proof of Lemma 2

Let \( (\hat{\theta}_B, \hat{\theta}_B, 0) \) be the maximum likelihood estimator with the model (12). Let

\[
\delta \hat{\theta}_B := \hat{\theta}_B - \theta^* = \hat{\theta}_B - (\theta^*_{nu} - \theta^*_{de}).
\]
Based on the standard asymptotic statistics, the asymptotic variance of the maximum likelihood estimator for the exponential family is given as
\[ \sqrt{n} \delta_B \sim N(0, H_{11}(\theta^*, \theta_0^*)) \]
when the sample size \( n \) goes to infinity. \( H_{11}(\theta, \theta_0) \) is the submatrix of the inverse matrix of the Fisher information matrix as defined in Eq.(13) and \((\theta^*, \theta_0^*)\) is the parameter corresponding to the density ratio \( r^*(x) \). Hence, the asymptotic variance of \( \delta B \) is given as
\[ \mathbb{E} [\delta_B \delta_B^\top] = \frac{1}{n} H_{11}(\theta^*, \theta_0^*) + \mathcal{O}(n^{-3/2}). \]
Substituting the asymptotic variance of \( \delta B \) into the first term of Eq.(20), we establish the lemma.

### D Proof of Lemma 3

By simple calculation, we find that the optimal solution \((\hat{\theta}_C, \hat{\theta}_{C,0})\) satisfies
\[ \hat{\theta}_{C,0} = -\log \left( \frac{1}{n} \sum_{j=1}^{n} \exp \left( \hat{\theta}_C^\top \xi(x_{de}^j) \right) \right). \]
The extremal condition for Eq.(9) with the above expression provides the following equation:
\[ \frac{1}{n} \sum_{i=1}^{n} \xi(x_{i}^{nu}) = \frac{\sum_{j=1}^{n} \exp \left( \hat{\theta}_C^\top \xi(x_{de}^j) \right) \xi(x_{de}^j)}{\sum_{j=1}^{n} \exp \left( \hat{\theta}_C^\top \xi(x_{de}^j) \right)} . \tag{21} \]
Let \( \delta \hat{\theta}_C \) be
\[ \delta \hat{\theta}_C := \hat{\theta}_C - \theta^* \\
= \hat{\theta}_C - (\theta_0^* - \theta_{de}^*). \]
Then, Eq.(21) is represented as
\[ \frac{1}{n} \sum_{i=1}^{n} \xi(x_{i}^{nu}) = \frac{\sum_{j=1}^{n} r^*(x_{de}^j) \exp \left( \delta \hat{\theta}_C^\top \xi(x_{de}^j) \right) \xi(x_{de}^j)}{\sum_{j=1}^{n} r^*(x_{de}^j) \exp \left( \delta \hat{\theta}_C^\top \xi(x_{de}^j) \right)}. \]
Using the Taylor expansion
\[ \exp(t) = 1 + t + \mathcal{O}(t^2), \]
\[ \frac{1}{1 - t} = 1 + t + \mathcal{O}(t^2), \]
the asymptotic expansion of the right-hand side of the above equation yields

\[
\frac{1}{n} \sum_{i=1}^{n} \xi(x_i^{nu}) = \left\{ \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) + \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de})^\top \delta \theta_C \right\} \\
\times \left\{ 1 - \left( \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) - 1 \right) - \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de})^\top \delta \theta_C \right\} + O_p(n^{-1})
\]

\[
= \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) - \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) \left( \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) - 1 \right) + \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de})^\top
\]

\[
\cdot \left( \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) - \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de})^\top \delta \theta_C + O_p(n^{-1}) \right) - \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) \left( \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) - 1 \right)
\]

\[
+ \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de})\xi(x_j^{de}) - (\eta_{mu} + O_p(n^{-1/2})) \left( \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) - 1 \right)
\]

\[
+ F(\theta_{mu}^*)\delta \theta_C + O_p(n^{-1})
\]

\[
= \eta_{mu} + \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) (\xi(x_j^{de}) - \eta_{mu}) + F(\theta_{mu}^*)\delta \theta_C + O_p(n^{-1}).
\]

Hence, we obtain

\[
F(\theta_{mu}^*)\delta \theta_C = \frac{1}{n} \sum_{i=1}^{n} (\xi(x_i^{nu}) - \eta_{mu}) - \frac{1}{n} \sum_{j=1}^{n} r^*(x_j^{de}) (\xi(x_j^{de}) - \eta_{mu}) + O_p(n^{-1}). \tag{22}
\]

When the sample size goes to infinity, the central limit theorem provides

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\xi(x_i^{nu}) - \eta_{mu}) \sim N(0, F(\theta_{mu}^*)),
\]

\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} r^*(x_j^{de}) (\xi(x_j^{de}) - \eta_{mu}) \sim N(0, G), \tag{23}
\]

where \( G \) is the matrix defined in Lemma 3. Combining Eqs. (22) and (23), we obtain the following expression of the asymptotic variance of \( \delta \theta_C \):

\[
E \left[ \delta \theta_C \delta \theta_C^\top \right] = \frac{1}{n} F(\theta_{mu}^*)^{-1} + \frac{1}{n} F(\theta_{mu}^*)^{-1} GF(\theta_{mu}^*)^{-1} + O(n^{-3/2}).
\]

Substituting the asymptotic variance of \( \delta \theta_C \) into the first term of Eq.(20), we establish the lemma.
E Proof of Theorem 4

We compare the coefficients of order $O(n^{-1})$ in $J(\tilde{r}_A)$ and $J(\tilde{r}_B)$, and prove the following inequality:

$$\dim \Theta + \text{tr} \left( F(\theta^*_{\text{nu}})F(\theta^*_{\text{de}})^{-1} \right) \leq \text{tr} \left( F(\theta^*_{\text{nu}})H_{11}(\theta^*, \theta^*_0) \right).$$

(24)

Let $\tilde{F}_\eta(\theta, \theta_0)$ be the Fisher information matrix of the logistic model

\begin{align*}
q_n(y = '\text{nu}'|x; \theta, \theta_0) &= \frac{\exp \left\{ \theta_0 + \theta^\top (\xi(x) - \eta) \right\}}{1 + \exp \left\{ \theta_0 + \theta^\top (\xi(x) - \eta) \right\}}, \\
q_n(y = '\text{de}'|x; \theta, \theta_0) &= \frac{1}{1 + \exp \left\{ \theta_0 + \theta^\top (\xi(x) - \eta) \right\}},
\end{align*}

(25)

where $\eta$ is a fixed vector. Let us represent $\tilde{F}_\eta(\theta, \theta_0)^{-1}$ in a block form as

$$\tilde{F}_\eta(\theta, \theta_0)^{-1} = \begin{pmatrix} H_{\eta,11}(\theta, \theta_0) & h_{\eta,12}(\theta, \theta_0) \\ h_{\eta,12}(\theta, \theta_0)^\top & h_{\eta,22}(\theta, \theta_0) \end{pmatrix}.$$ 

When the functions $1, \xi_1(x), \ldots, \xi_k(x)$ are linearly independent, the maximum likelihood estimator (mle) of $\theta$ for model (25) is given by $\tilde{\theta}_B$. The equality

$$\theta_0 + \theta^\top \xi(x) = \tilde{\theta}_0 + \tilde{\theta}^\top (\xi(x) - \eta)$$

implies $\theta = \tilde{\theta}$ and $\theta_0 = \tilde{\theta}_0 - \tilde{\theta}^\top \eta = \tilde{\theta}_0 - \theta^\top \eta$. Due to the equality $\theta = \tilde{\theta}$, we see that the mle of $\theta$ is equal to that of $\tilde{\theta}$, and hence, the variance is unchanged under the parameter transformation, that is, $H_{\eta,11}(\tilde{\theta}, \tilde{\theta}_0) = H_{\eta,11}(\theta, \theta_0 + \theta^\top \eta) = H_{11}(\theta, \theta_0)$

holds for any $\eta$. The Fisher information matrix $\tilde{F}_\eta$ can be represented as

$$\tilde{F}_\eta(\theta^*, \theta^*_0 + \theta^*\eta) = \frac{1}{2} \int \left( p_{\text{nu}}^*(x) p_{\text{de}}^*(x) \left( \frac{\xi(x) - \eta}{1} \right) (\xi(x) - \eta)^\top \right) \, dx
$$

$$= \begin{pmatrix} \tilde{F}_{\eta,11} & \tilde{f}_{\eta,12} \\ \tilde{f}_{\eta,12}^\top & \tilde{f}_{\eta,22} \end{pmatrix}.$$ 

The first equality is obtained by the straightforward calculation of the Fisher information matrix. Applying the matrix inversion formula to the block form, we obtain

$$H_{11}(\theta^*, \theta^*_0) = H_{\eta,11}(\theta^*, \theta^*_0 + \theta^*\eta)$$

$$= \tilde{F}_{\eta,11}^{-1} + \frac{\tilde{F}_{\eta,11}^{-1} \tilde{f}_{\eta,12} \tilde{f}_{\eta,12}^\top \tilde{F}_{\eta,11}^{-1}}{\tilde{f}_{\eta,22} - \tilde{f}_{\eta,12} \tilde{F}_{\eta,11}^{-1} \tilde{f}_{\eta,12}}.$$
Since $\bar{F}_\eta$ is positive definite, we have
\[ \bar{f}_{\eta,22} - \bar{f}_{\eta,12} \bar{F}_{\eta,11} \bar{f}_{\eta,12} > 0, \]
and hence, we obtain the inequality
\[ H_{11}(\theta^*, \theta_0^*) \succeq \bar{F}_{\eta,11}^{-1}, \]
for any $\eta$. In the above formula, $A \succeq B$ indicates the fact that the matrix $A - B$ is positive semidefinite. On the other hand, the inequalities
\[
\bar{F}_{\eta_{nu},11} = \frac{1}{2} \int \frac{p_{nu}^*(x)p_{de}^*(x)}{p_{nu}^*(x) + p_{de}^*(x)}(\xi(x) - \eta_{nu})(\xi(x) - \eta_{nu})^\top \, dx \\
\succeq \frac{1}{2} \int p_{de}^*(x)(\xi(x) - \eta_{de})(\xi(x) - \eta_{de})^\top \, dx \\
= \frac{1}{2} F(\theta_{nu}^*), \\
\bar{F}_{\eta_{de},11} = \frac{1}{2} \int \frac{p_{nu}^*(x)p_{de}^*(x)}{p_{nu}^*(x) + p_{de}^*(x)}(\xi(x) - \eta_{de})(\xi(x) - \eta_{de})^\top \, dx \\
\succeq \frac{1}{2} \int p_{de}^*(x)(\xi(x) - \eta_{de})(\xi(x) - \eta_{de})^\top \, dx \\
= \frac{1}{2} F(\theta_{de}^*)
\]
hold. Therefore, we obtain
\[
H_{11}(\theta^*, \theta_0^*) \succeq \frac{1}{2} \bar{F}_{\eta_{nu},11}^{-1} + \frac{1}{2} \bar{F}_{\eta_{de},11}^{-1} \\
\succeq F(\theta_{nu}^*)^{-1} + F(\theta_{de}^*)^{-1}.
\]
By multiplying $F(\theta_{nu}^*)$ from the left-hand side and taking the trace of both sides, we obtain the inequality (24).

\section{Proof of Theorem 10}

We prove the general expression (17) for any $\tau$ in the exponential model. The optimality condition of Eq.(16) provides the equality
\[
\int p_{de}^*(x)\tau_C(x) \, dx = \int p_{nu}^*(x) \, dx = 1.
\]
Hence, we have
\[
\int p_{de}^*(x)(\tau(x) - \tau_C(x)) \, dx = \int p_{de}^*(x)\tau(x) \, dx - 1.
\]
Applying the Schwarz inequality to the above equality, we obtain
\[ D(\hat{\mathbf{r}}, \mathbf{r}_C) \geq \left| \int p_{de}^*(x) \hat{\mathbf{r}}(x) dx - 1 \right|^2. \]
Thus, \( \hat{\mathbf{r}} \) is different from \( \mathbf{r}_C \) unless \( p_{de}^* \cdot \hat{\mathbf{r}} \) is a probability density.

\section{Proof of Corollary 11}

The optimality condition of the method (A) provides the equality
\[ \int p_{nu}^*(x) \xi(x) dx = \int \Omega_{nu}(x) \xi(x) dx. \]
Substituting the equality \( \Omega_{nu}(x) = \Omega_{de}(x) \Omega_A(x) \) into the above expression, we have
\[ \int p_{nu}^*(x) \xi(x) dx = \int \Omega_{de}(x) \Omega_A(x) \xi(x) dx. \]
When \( p_{de}^* \) belongs to the exponential model, we have \( p_{de}^* = \Omega_{de} \) and thus, the equality
\[ \int p_{nu}^*(x) \xi(x) dx = \int p_{de}^*(x) \Omega_A(x) \xi(x) dx \]
holds. The above equation is exactly the same as the optimality condition of Eq.(16) for the method (C). Thus, \( \hat{\mathbf{r}}_A = \mathbf{r}_C \) holds.
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Abstract
Accurately evaluating statistical independence among random variables is a key element of Independent Component Analysis (ICA). In this paper, we employ a squared-loss variant of mutual information as an independence measure and give its estimation method. Our basic idea is to estimate the ratio of probability densities directly without going through density estimation, by which a hard task of density estimation can be avoided. In this density ratio approach, a natural cross-validation procedure is available for hyper-parameter selection. Thus, all tuning parameters such as the kernel width or the regularization parameter can be objectively optimized. This is an advantage over recently developed kernel-based independence measures and is a highly useful property in unsupervised learning problems such as ICA. Based on this novel independence measure, we develop an ICA algorithm named Least-squares Independent Component Analysis (LICA).

1 Introduction
The purpose of Independent Component Analysis (ICA) (Hyvärinen et al., 2001) is to obtain a transformation matrix that separates mixed signals into statistically-independent source signals. A direct approach to ICA is to find a transformation matrix such that independence among separated signals is maximized under some independence measure such as mutual information (MI).

*A MATLAB® implementation of the proposed algorithm, LICA, is available from 'http://www.simplex.t.u-tokyo.ac.jp/~s-taiji/software/LICA/index.html'.
Various approaches to evaluating the independence among random variables from samples have been explored so far. A naive approach is to estimate probability densities based on parametric or non-parametric density estimation methods. However, finding an appropriate parametric model is not easy without strong prior knowledge and non-parametric estimation is not accurate in high-dimensional problems. Thus this naive approach is not reliable in practice. Another approach is to approximate the negentropy (or negative entropy) based on the Gram-Charlier expansion (Cardoso & Souloumiac, 1993; Comon, 1994; Amari et al., 1996) or the Edgeworth expansion (Hulle, 2008). An advantage of this negentropy-based approach is that a hard task of density estimation is not directly involved. However, these expansion techniques are based on the assumption that the target density is close to normal and violation of this assumption can cause large approximation error.

The above approaches are based on the probability densities of signals. Another line of research that does not explicitly involve probability densities employs non-linear correlation—signals are statistically independent if and only if all non-linear correlations among the signals vanish. Following this line, computationally efficient algorithms have been developed based on a contrast function (Jutten & Herault, 1991; Hyvärinen, 1999), which is an approximation of negentropy or mutual information. However, these methods require to pre-specify non-linearities in the contrast function, and thus could be inaccurate if the predetermined non-linearities do not match the target distribution. To cope with this problem, the kernel trick has been applied in ICA, which allows one to evaluate all non-linear correlations in a computationally efficient manner (Bach & Jordan, 2002). However, its practical performance depends on the choice of kernels (more specifically, the Gaussian kernel width) and there seems no theoretically justified method to determine the kernel width (see also Fukumizu et al., 2009). This is a critical problem in unsupervised learning problems such as ICA.

In this paper, we develop a new ICA algorithm that resolves the problems mentioned above. We adopt a squared-loss variant of MI (which we call squared-loss MI; SMI) as an independence measure and approximate it by estimating the ratio of probability densities contained in SMI directly without going through density estimation. This approach—which follows the line of Sugiyama et al. (2008), Kanamori et al. (2009), and Nguyen et al. (2010)—allows us to avoid a hard task of density estimation. Another practical advantage of this density-ratio approach is that a natural cross-validation (CV) procedure is available for hyper-parameter selection. Thus all tuning parameters such as the kernel width or the regularization parameter can be objectively and systematically optimized through CV.

From an algorithmic point of view, our density-ratio approach analytically provides a non-parametric estimator of SMI; furthermore its derivative can also be computed analytically and these properties are utilized in deriving a new ICA algorithm. The proposed method is named Least-squares Independent Component Analysis (LICA).

Characteristics of existing and proposed ICA methods are summarized in Table 1, highlighting the advantage of the proposed LICA approach.

The structure of this paper is as follows. In Section 2, we formulate our estimator of
SMI. In Section 3, we derive the LICA algorithm based on the SMI estimator. Section 4 is devoted to numerical experiments where we show that our method properly estimate the true demixing matrix using toy datasets, and compare the performances of the proposed and existing methods on artificial and real datasets.

## 2 SMI Estimation for ICA

In this section, we formulate the ICA problem and introduce our independence measure, SMI. Then we give an estimation method of SMI and derive an ICA algorithm.

### 2.1 Problem Formulation

Suppose there is a $d$-dimensional random signal

$$\mathbf{x} = (x^{(1)}, \ldots, x^{(d)})^\top$$

drawn from a distribution with density $p(\mathbf{x})$, where $\{x^{(m)}\}_{m=1}^d$ are statistically independent of each other, and $\top$ denotes the transpose of a matrix or a vector. Thus, $p(\mathbf{x})$ can be factorized as

$$p(\mathbf{x}) = \prod_{m=1}^d p_m(x^{(m)}).$$

We cannot directly observe the source signal $\mathbf{x}$, but only a linearly mixed signal $\mathbf{y}$:

$$\mathbf{y} = (y^{(1)}, \ldots, y^{(d)})^\top := A\mathbf{x},$$

where $A$ is a $d \times d$ invertible matrix called the mixing matrix. The goal of ICA is, given samples of the mixed signals $\{\mathbf{y}_i\}_{i=1}^n$, to obtain a demixing matrix $\mathbf{W}$ that recovers the original source signal $\mathbf{x}$. We denote the demixed signal by $\mathbf{z}$:

$$\mathbf{z} = \mathbf{W}\mathbf{y}.$$
The ideal solution is $\mathbf{W} = \mathbf{A}^{-1}$, but we can only recover the source signals up to permutation and scaling of components of $\mathbf{x}$ due to non-identifiability of the ICA setup (Hyvärinen et al., 2001).

A direct approach to ICA is to determine $\mathbf{W}$ so that components of $\mathbf{z}$ are as independent as possible. Here, we adopt SMI as the independence measure:

$$I_s(\mathbf{Z}^{(1)}, \ldots, \mathbf{Z}^{(d)}) := \frac{1}{2} \int \left( \frac{q(\mathbf{z})}{r(\mathbf{z})} - 1 \right)^2 r(\mathbf{z}) d\mathbf{z},$$

(1)

where $q(\mathbf{z})$ denotes the joint density of $\mathbf{z}$ and $r(\mathbf{z})$ denotes the product of marginal densities $\{q_m(z^{(m)})\}_{m=1}^{d}$:

$$r(\mathbf{z}) = \prod_{m=1}^{d} q_m(z^{(m)}).$$

Note that SMI is the Pearson divergence (Pearson, 1900; Paninsky, 2003; Liese & Vajda, 2006; Cichocki et al., 2009) between $q(\mathbf{z})$ and $r(\mathbf{z})$, while ordinary MI is the Kullback-Leibler divergence (Kullback & Leibler, 1951). Since $I_s$ is non-negative and it vanishes if and only if $q(\mathbf{z}) = r(\mathbf{z})$, the degree of independence among $\{z^{(m)}\}_{m=1}^{d}$ may be measured by SMI. Note that Eq.(1) corresponds to the $f$-divergence (Ali & Silvey, 1966; Csiszár, 1967) between $q(\mathbf{x})$ and $r(\mathbf{z})$ with the squared-loss, while ordinary MI corresponds to the $f$-divergence with the log-loss. Thus SMI could be regarded as a natural generalization of ordinary MI.

Based on the independence detection property of SMI, we try to find the demixing matrix $\mathbf{W}$ that minimizes SMI. Let us denote the demixed samples by

$$\{\mathbf{z}_i | \mathbf{z}_i = (z_i^{(1)}, \ldots, z_i^{(d)})^\top := \mathbf{Wy}_i\}_{i=1}^{n}.$$

Our key constraint when estimating SMI is that we want to avoid density estimation since it is a hard task (Vapnik, 1998). Below, we show how this could be accomplished.

### 2.2 SMI Approximation via Density Ratio Estimation

We approximate SMI via density ratio estimation. Let us denote the ratio of the densities $q(\mathbf{z})$ and $r(\mathbf{z})$ by

$$g^*(\mathbf{z}) := \frac{q(\mathbf{z})}{r(\mathbf{z})}.$$

(2)

Then SMI can be written as

$$I_s(\mathbf{Z}^{(1)}, \ldots, \mathbf{Z}^{(d)}) = \frac{1}{2} \int (g^*(\mathbf{z}) - 1)^2 r(\mathbf{z}) d\mathbf{z}$$

$$= \frac{1}{2} \int (g^*(\mathbf{z})^2 r(\mathbf{z}) - 2g^*(\mathbf{z}) r(\mathbf{z}) + r(\mathbf{z})) d\mathbf{z}$$

$$= \frac{1}{2} \int (g^*(\mathbf{z}) q(\mathbf{z}) - 2q(\mathbf{z}) + r(\mathbf{z})) d\mathbf{z}$$

$$= \frac{1}{2} \int g^*(\mathbf{z}) q(\mathbf{z}) d\mathbf{z} - \frac{1}{2}.$$

(3)
Therefore, SMI can be approximated through the estimation of \( \int g^*(z)q(z)dz \), the expectation of \( g^*(z) \) over \( q(z) \). This can be achieved by taking the sample average of an estimator of the density ratio \( g^*(z) \), say \( \hat{g}(z) \):

\[
\hat{I}_s = \frac{1}{2n} \sum_{i=1}^{n} \hat{g}(z_i) - \frac{1}{2}.
\] (4)

We take the least-squares approach to estimating the density ratio \( g^*(z) \):

\[
\inf_g \left[ \frac{1}{2} \int (g(z) - g^*(z))^2 r(z)dz \right] = \inf_g \left[ \int \left( \frac{1}{2}g(z)^2r(z) - g(z)q(z) \right) dz \right] + \text{constant},
\] (5)

where \( \inf_g \) is taken over all measurable functions. Obviously the optimal solution is the density ratio \( g^* \). Thus computing \( I_s \) is now reduced to solving the following optimization problem:

\[
\inf_g \left[ \int \left( \frac{1}{2}g(z)^2r(z) - g(z)q(z) \right) dz \right].
\] (5)

However, directly solving the problem (5) is not possible due to the following two reasons. The first reason is that finding the minimizer over all measurable functions is not tractable in practice since the search space is too vast. To overcome this problem, we restrict the search space to some linear subspace \( G \):

\[
G = \{ \alpha^\top \varphi(z) | \alpha = (\alpha_1, \ldots, \alpha_b)^\top \in \mathbb{R}^b \},
\] (6)

where \( \alpha \) is a parameter to be learned from samples, and \( \varphi(z) \) is a basis function vector such that

\[
\varphi(z) = (\varphi_1(z), \ldots, \varphi_b(z))^\top \geq 0_b \quad \text{for all } z.
\]

\( 0_b \) denotes the \( b \)-dimensional vector with all zeros. Note that \( \varphi(z) \) could be dependent on the samples \( \{z_i\}_{i=1}^{n} \), i.e., kernel models are also allowed. We explain how the basis functions \( \varphi(z) \) are chosen in Section 2.3.

The second reason why directly solving the problem (5) is not possible is that the expectations over the true probability densities \( q(z) \) and \( r(z) \) cannot be computed since \( q(z) \) and \( r(z) \) are unknown. To cope with this problem, we approximate the expectations by their empirical averages—then the optimization problem is reduced to

\[
\hat{\alpha} := \arg\min_{\alpha \in \mathbb{R}^b} \left[ \frac{1}{2} \alpha^\top \hat{H}\alpha - \hat{\alpha}^\top \alpha + \lambda \alpha^\top R\alpha \right],
\] (7)

where we included \( \lambda \alpha^\top R\alpha \) (\( \lambda > 0 \)) for avoiding overfitting. \( \lambda \) is called the regularization
parameter, and \( R \) is some positive definite matrix. \( \widehat{H} \) and \( \widehat{h} \) are defined as

\[
\widehat{H} := \frac{1}{n^d} \sum_{i_1, \ldots, i_d=1}^{n} \varphi(z_{i_1}^{(1)}, \ldots, z_{i_d}^{(d)}) \varphi(z_{i_1}^{(1)}, \ldots, z_{i_d}^{(d)})^\top,
\]

\[
\widehat{h} := \frac{1}{n} \sum_{i=1}^{n} \varphi(z_{i}^{(1)}, \ldots, z_{i}^{(d)}).
\]

Differentiating the objective function in Eq.(7) with respect to \( \alpha \) and equating it to zero, we can obtain an analytic-form solution as

\[
\widehat{\alpha} = (\widehat{H} + \lambda R)^{-1} \widehat{h}.
\]

Thus, the solution can be computed very efficiently just by solving a system of linear equations.

Once the density ratio (2) has been estimated, SMI can be approximated by plugging the estimated density ratio \( \widehat{g}(z) = \widehat{\alpha}^\top \varphi(z) \) in Eq.(4): \( \widehat{I}_s = \frac{1}{2} \widehat{\alpha}^\top \widehat{h} - \frac{1}{2} \).

Note that we may obtain various expressions of SMI using the following identities:

\[
\int g^*(z)^2 r(z) dz = \int g^*(z) q(z) dz,
\]

\[
\int g^*(z) r(z) dz = \int q(z) dz = 1.
\]

Ordinary MI based on the Kullback-Leibler divergence can also be estimated similarly using the density ratio (Suzuki et al., 2008). However, the use of SMI is more advantageous due to the analytic-form solution, as described in Section 3.

2.3 Design of Basis Functions and Hyper-parameter Selection

As basis functions, we propose to use a Gaussian kernel:

\[
\varphi_{\ell}(z) = \exp\left(-\frac{\|z - \mathbf{v}\|^2}{2\sigma^2}\right) = \prod_{m=1}^{d} \exp\left(-\frac{(z^{(m)} - v_{\ell}^{(m)})^2}{2\sigma^2}\right),
\]

where

\[
\{\mathbf{v}_{\ell} \mid \mathbf{v}_{\ell} = (v_{\ell}^{(1)}, \ldots, v_{\ell}^{(d)})^\top \}_{\ell=1}^{b}
\]

are Gaussian centers randomly chosen from \( \{z_i\}_{i=1}^{n} \)—more precisely, we set \( \mathbf{v}_{\ell} = \mathbf{z}_{c(\ell)} \), where \( \{c(\ell)\}_{\ell=1}^{b} \) are randomly chosen from \( \{1, \ldots, n\} \) without replacement. An advantage
of the Gaussian kernel lies in the factorizability in Eq.(11), contributing to reducing the computational cost of the matrix $\bar{H}$ significantly:

$$
\hat{H}_{\ell,\ell'} = \frac{1}{n^d} \prod_{m=1}^{d} \left[ \sum_{i=1}^{n} \exp \left( -\frac{(z^{(m)}_i - v^{(m)}_{\ell})^2 + (z^{(m)}_i - v^{(m)}_{\ell'})^2}{2\sigma^2} \right) \right].
$$

We use the RKHS (Reproducing Kernel Hilbert Space) norm of $\alpha^\top \varphi(z)$ induced by the Gaussian kernel as the regularization term $\alpha^\top R\alpha$, which is a popular choice in the kernel method community (Schölkopf & Smola, 2002):

$$
R_{\ell,\ell'} = \exp \left( -\frac{\|v_{\ell} - v_{\ell'}\|^2}{2\sigma^2} \right).
$$

In the experiments, we fix the number of basis functions to $b = \min(300, n)$, and choose the Gaussian width $\sigma$ and the regularization parameter $\lambda$ by CV with grid search as follows. First, the samples $\{z_i\}_{i=1}^{n}$ are divided into $K$ disjoint subsets $\{Z_k\}_{k=1}^{K}$ of (approximately) the same size (we use $K = 5$ in the experiments). Then an estimator $\hat{\alpha}_{Z\setminus Z_k}$ is obtained using $Z\setminus Z_k$ (i.e., $Z$ without $Z_k$) and the approximation error for the hold-out samples $Z_k$ is computed:

$$
J^{(K-CV)}_{Z_k} = \frac{1}{2} \hat{\alpha}^\top_{Z\setminus Z_k} \hat{H}_{Z_k} \hat{\alpha}_{Z\setminus Z_k} - \hat{h}^\top_{Z_k} \hat{\alpha}_{Z\setminus Z_k},
$$

where the matrix $\hat{H}_{Z_k}$ and the vector $\hat{h}_{Z_k}$ are defined in the same way as $\bar{H}$ and $\bar{h}$, but computed only using $Z_k$. This procedure is repeated for $k = 1, \ldots, K$ and its average $J^{(K-CV)}$ is computed:

$$
J^{(K-CV)} = \frac{1}{K} \sum_{k=1}^{K} J^{(K-CV)}_{Z_k}.
$$

For parameter selection, we compute $J^{(K-CV)}$ for all hyper-parameter candidates (the Gaussian width $\sigma$ and the regularization parameter $\lambda$ in the current setting) and choose the parameter that minimizes $J^{(K-CV)}$. We can show that $J^{(K-CV)}$ is an almost unbiased estimator of the objective function in Eq.(5), where the ‘almost’-ness comes from the fact that the number of samples is reduced in the CV procedure due to data splitting (Geisser, 1975; Kohave, 1995).

### 3 The LICA Algorithms

In this section, we show how the above SMI estimation idea could be employed in the context of ICA. Here, we derive two algorithms, which we call Least-squares Independent Component Analysis (LICA), for obtaining a minimizer of $\tilde{I}_s$ with respect to the demixing matrix $W$—one is based on a plain gradient method (which we refer to as PG-LICA) and the other is based on a natural gradient method for whitened samples (which we refer to as NG-LICA). A MATLAB® implementation of LICA is available from
3.1 Plain Gradient Algorithm: PG-LICA

Based on the plain gradient technique, an update rule of \( W \) is given by

\[
W \leftarrow W - \varepsilon \frac{\partial \hat{I}_s}{\partial W},
\]

where \( \varepsilon (> 0) \) is the step size. As shown in Appendix, the gradient is given by \( \frac{\partial \hat{I}_s}{\partial W_{k,k'}} = \frac{\partial \hat{h}_{k,k'}}{\partial W_{k,k'}} \hat{\alpha} - \frac{1}{2} \hat{\alpha} \left( \frac{\partial \hat{H}}{\partial W_{k,k'}} + \lambda \frac{\partial R}{\partial W_{k,k'}} \right) \hat{\alpha}, \) (14)

where, for \( u_{k'} = y_{c(k')} \) and \( y_i = (y_i^{(1)}, \ldots, y_i^{(d)})^\top \),

\[
\frac{\partial \hat{h}_k}{\partial W_{k,k'}} = \frac{1}{n \sigma^2} \sum_{i=1}^{n} (z_i^{(k)} - v_i^{(k)}) (u_{k'}^{(k)} - y_{i}^{(k)}) \exp \left( -\frac{\|z_i - v_k\|^2}{2 \sigma^2} \right),
\]

\[
\frac{\partial \hat{H}_{k,k'}}{\partial W_{k,k'}} = \frac{1}{n^{d-1}} \prod_{m \neq k} \sum_{i=1}^{n} \exp \left( -\frac{(z_i^{(m)} - v_i^{(m)})^2 + (z_i^{(m)} - v_i^{(m)})^2}{2 \sigma^2} \right)
\times \left[ \frac{1}{n \sigma^2} \sum_{i=1}^{n} (z_i^{(k)} - v_i^{(k)}) (u_{k'}^{(k)} - y_{i}^{(k)}) + (z_i^{(k)} - v_i^{(k)}) (u_{k'}^{(k)} - y_{i}^{(k)}) \right]
\times \exp \left( -\frac{(z_i^{(k)} - v_i^{(k)})^2 + (z_i^{(k)} - v_i^{(k)})^2}{2 \sigma^2} \right),
\]

\[
\frac{\partial R_{k,k'}}{\partial W_{k,k'}} = \frac{1}{\sigma^2} (v_{k'}^{(k)} - v_{k'}^{(k')})(u_{k'}^{(k')} - u_{k}^{(k')}) \exp \left( -\frac{\|v_k - v_{k'}\|^2}{2 \sigma^2} \right).
\]

For the regularization matrix \( R \) defined by Eq.(12), the partial derivative is given by

In ICA, scaling of components of \( z \) can be arbitrary. This implies that the above gradient updating rule can lead to a solution with poor scaling, which is not preferable from a numerical point of view. To avoid possible numerical instability, we normalize \( W \) at each gradient iteration as

\[
W_{k,k'} \leftarrow \frac{W_{k,k'}}{\sqrt{\sum_{m=1}^{d} W_{k,m}^2}}.
\]

In practice, we may iteratively perform line search along the gradient and optimize the Gaussian width \( \sigma \) and the regularization parameter \( \lambda \) by CV. A pseudo code of the PG-LICA algorithm is summarized in Figure 1.
1. Initialize demixing matrix $W$ and normalize it by Eq.(17).

2. Optimize Gaussian width $\sigma$ and regularization parameter $\lambda$ by CV.

3. Compute gradient $\frac{\partial \tilde{I}_s}{\partial W}$ by Eq.(14).

4. Choose step-size $\varepsilon$ such that $\tilde{I}_s$ (see Eq.(10)) is minimized (line-search).

5. Update $W$ by Eq.(13).


7. Repeat 2.–6. until $W$ converges.

Figure 1: The LICA algorithm with plain gradient descent (PG-LICA).

3.2 Natural Gradient Algorithm for Whitened Data: NG-LICA

The second algorithm is based on a natural gradient technique (Amari, 1998). Suppose the data samples are whitened, i.e., samples $\{y_i\}_{i=1}^n$ are transformed as

$$y_i \leftarrow \tilde{C}^{-\frac{1}{2}} y_i,$$  \hspace{1cm} (18)

where $\tilde{C}$ is the sample covariance matrix:

$$\tilde{C} := \frac{1}{n} \sum_{i=1}^n \left( y_i - \frac{1}{n} \sum_{j=1}^n y_j \right) \left( y_i - \frac{1}{n} \sum_{j=1}^n y_j \right)^\top.$$

Then it can be shown that a demixing matrix which eliminates the second order correlation is an orthogonal matrix (Hyvärinen et al., 2001). Thus, for whitened data, the search space of $W$ can be restricted to the orthogonal group $O(d)$ without loss of generality.

The tangent space of $O(d)$ at $W$ is equal to the space of all matrices $U$ such that $W^\top U$ is skew symmetric, i.e., $U W^\top = -W U^\top$. The steepest direction on this tangent space, which is called the natural gradient, is given as follows (Amari, 1998):

$$\nabla \tilde{I}_s(W) := \frac{1}{2} \left( \frac{\partial \tilde{I}_s}{\partial W} - W \frac{\partial \tilde{I}_s^\top}{\partial W} W \right),$$  \hspace{1cm} (19)

where the canonical metric $\langle G_1, G_2 \rangle = \frac{1}{2} \text{tr}(G_1^\top G_2)$ is adopted in the tangent space. Then the geodesic from $W$ in the direction of the natural gradient over $O(d)$ can be expressed by

$$W \exp \left( t W^\top \nabla \tilde{I}_s(W) \right),$$

where $t \in \mathbb{R}$ and ‘exp’ denotes the matrix exponential, i.e., for a square matrix $D$,

$$\exp(D) = \sum_{k=0}^{\infty} \frac{1}{k!} D^k.$$
1. Whiten the data samples by Eq. (18).
2. Initialize demixing matrix $\mathbf{W}$ and normalize it by Eq. (17).
3. Optimize Gaussian width $\sigma$ and regularization parameter $\lambda$ by CV.
4. Compute the natural gradient $\nabla \hat{I}_s$ by Eq. (19).
5. Choose step-size $t$ such that $\hat{I}_s$ (see Eq. (10)) is minimized over the set (20).
6. Update $\mathbf{W}$ by Eq. (21).
7. Repeat 3.–6. until $\mathbf{W}$ converges.

Figure 2: The LICA algorithm with natural gradient descent (NG-LICA).

Thus when we perform line search along the geodesic in the natural gradient direction, the minimizer may be searched from the set

$$
\left\{ \mathbf{W} \exp \left( -t \mathbf{W}^\top \nabla \hat{I}_s(\mathbf{W}) \right) \mid t \geq 0 \right\}, \tag{20}
$$

i.e., $t$ is chosen such that $\hat{I}_s$ (see Eq. (10)) is minimized and $\mathbf{W}$ is updated as

$$
\mathbf{W} \leftarrow \mathbf{W} \exp \left( -t \mathbf{W}^\top \nabla \hat{I}_s(\mathbf{W}) \right). \tag{21}
$$

Geometry and optimization algorithms on more general structure, the Stiefel manifold, is discussed in more detail in Nishimori and Akaho (2005).

A pseudo code of the NG-LICA algorithm is summarized in Figure 2.

### 3.3 Remarks

The proposed LICA algorithms can be regarded as an application of the general unconstrained least-squares density-ratio estimator proposed by Kanamori et al. (2009) to SMI in the context of ICA.

The optimization problem (5) can also be obtained following the line of Nguyen et al. (2010), which addresses a divergence estimation problem utilizing the Legendre-Fenchel duality. SMI defined by Eq. (1) can be expressed as

$$
I_s(Z^{(1)}, \ldots, Z^{(d)}) = \int \frac{1}{2} \left( \frac{q(z)}{r(z)} \right)^2 r(z)dz - \frac{1}{2}. \tag{22}
$$

If the Legendre-Fenchel duality of the convex function $\frac{1}{2} x^2$,

$$
\frac{1}{2} x^2 = \sup_y \left( xy - \frac{1}{2} y^2 \right),
$$
is applied to $\frac{1}{2} \left( \frac{g(z)}{r(z)} \right)^2$ in Eq.(22) in a pointwise manner, we have

$$I_s(Z^{(1)}, \ldots, Z^{(d)}) = \sup_g \left[ \int \left( \frac{g(z)}{r(z)} g(z) - \frac{1}{2} g(z)^2 r(z) d\mathbf{z} - \frac{1}{2} \right) \right]$$

$$= - \inf_g \left[ \int \left( \frac{1}{2} g(z)^2 g(z) - g(z) r(z) d\mathbf{z} \right) \right] - \frac{1}{2},$$

where $\sup_g$ and $\inf_g$ are taken over all measurable functions.

SMI is closely related to the kernel independence measures developed recently (Gretton et al., 2005a; Gretton et al., 2005b; Fukumizu et al., 2008). In particular, it has been shown that the Normalized Cross-Covariance Operator (NOCCO) proposed in Fukumizu et al. (2008) is also an estimator of SMI for $d = 2$. However, there is no reasonable hyper-parameter selection method for this and all other kernel-based independence measures (see also Bach & Jordan, 2002 and Fukumizu et al., 2009). This is a crucial limitation in unsupervised learning scenarios such as ICA. On the other hand, cross-validation can be applied to our method for hyper-parameter selection, as shown in Section 2.3.

### 4 Experiments

In this section, we investigate the experimental performance of the proposed method.

#### 4.1 Illustrative Examples

First, we illustrate how the proposed method behaves using the following three 2-dimensional datasets:

(a) **Sub-Sub-Gaussians**: $p(x) = U(x^{(1)}; -0.5, 0.5) U(x^{(2)}; -0.5, 0.5)$,

(b) **Super-Super-Gaussians**: $p(x) = L(x^{(1)}; 0, 1) L(x^{(2)}; 0, 1)$,

(c) **Sub-Super-Gaussians**: $p(x) = U(x^{(1)}; -0.5, 0.5) L(x^{(2)}; 0, 1)$,

where $U(x; a, b)$ ($a, b \in \mathbb{R}, a < b$) denotes the uniform density on $[a, b]$ and $L(x; \mu, v)$ ($\mu \in \mathbb{R}, v > 0$) denotes the Laplace density with mean $\mu$ and variance $v$. Let the number of samples be $n = 300$ and we observe mixed samples $\{y_i\}_{i=1}^n$ through the following mixing matrix:

$$A = \begin{pmatrix} \cos(\pi/4) & \sin(\pi/4) \\ -\sin(\pi/4) & \cos(\pi/4) \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}.$$

The observed samples are plotted in Figure 3. We employed the NG-LICA algorithm described in Figure 2. Hyper-parameters $\sigma$ and $\lambda$ in LICA were chosen by 5-fold CV from the 10 values in $[0.1, 1]$ at regular intervals and the 10 values in $[0.001, 1]$ at regular intervals in log scale, respectively. The regularization term was set to the squared RKHS norm induced by the Gaussian kernel, i.e., we employed $R$ defined by Eq.(12).
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Figure 3: Observed samples (asterisks), true independent directions (dotted lines) and estimated independent directions (solid lines).

Figure 4: The value of $\hat{I}_s$ over iterations.

Figure 5: The elements of the demixing matrix $\mathbf{W}$ over iterations. Solid lines correspond to $W_{1,1}$, $W_{1,2}$, $W_{2,1}$, and $W_{2,2}$, respectively. The dotted lines denote the true values.
The true independent directions as well as the estimated independent directions are plotted in Figure 3. Figure 4 depicts the value of the estimated SMI (10) over iterations and Figure 5 depicts the elements of the demixing matrix $W$ over iterations. The results show that estimated SMI decreases rapidly and good solutions are obtained for all the datasets. The reason why the estimated SMI in Figure 4 does not decrease monotonically is that during the natural gradient optimization procedure, the hyper-parameters ($\lambda$ and $\sigma$) are adjusted by CV (see Figure 2), which possibly causes an increase in the objective values.

4.2 Performance Comparison

Here we compare our method with some existing methods (KICA, FICA, JADE (Cardoso & Souloumiac, 1993)) on artificial and real datasets. We used the datasets (a), (b), and (c) in Section 4.1, the ‘demosig’ dataset available in the FastICA package\(^1\) for MATLAB\(^\circledR\), and ‘10halo’, ‘Sergio7’, ‘Speech4’, and ‘c5signals’ datasets available in the ICALAB signal processing benchmark datasets\(^2\) (Cichocki & Amari, 2003). The datasets (a), (b), (c), ‘demosig’, ‘Sergio7’, and ‘c5signals’ are artificial datasets. The datasets ‘10halo’ and ‘Speech4’ are real datasets. We employed the Amari index (Amari et al., 1996) as the performance measure (smaller is better):

$$\text{Amari index} := \frac{1}{2d(d-1)} \sum_{m,m'=1}^{d} \left( \frac{|o_{m,m'}|}{\max_{m''} |o_{m,m''}|} + \frac{|o_{m,m'}|}{\max_{m''} |o_{m''},m'|} \right) - \frac{1}{d-1},$$

where $o_{m,m'} = [\hat{W}A]_{m,m'}$ for an estimated demixing matrix $\hat{W}$. We used the publicly available MATLAB\(^\circledR\) codes for KICA\(^3\), FICA\(^1\) and JADE\(^4\), where default parameter settings were used. Hyper-parameters $\sigma$ and $\lambda$ in LICA were chosen by 5-fold CV from the 10 values in $[0.1, 1]$ at regular intervals and the 10 values in $[0.001, 1]$ at regular intervals in log scale, respectively. $R$ was set as Eq.(12).

We randomly generated the mixing matrix $A$ and source signals for artificial datasets, and computed the Amari index between the true $A$ and $\hat{W}^{-1}$ for $\hat{W}$ estimated by each method. As training samples, we used the first $n$ samples for Sergio7 and c5signals, and the $n$ samples between the 1001th and $(1000+n)$-th interval for 10halo and Speech4, where we tested $n = 200$ and 500.

The performance of each method is summarized in Table 2, which depicts the mean and standard deviation of the Amari index over 50 trials. NG-LICA overall shows good performance. KICA tends to work reasonably well for datasets (a), (b), (c) and ‘demosig’, but it performs poorly for the ICALAB datasets; this seems to be caused by an inappropriate choice of the Gaussian kernel width and local optima. On the other hand, FICA and JADE tend to work reasonably well for the ICALAB datasets, but performs poorly.

\(^1\)http://www.cis.hut.fi/projects/ica/fastica
\(^2\)http://www.bsp.brain.riken.jp/ICALAB/ICALABSignalProc/benchmarks/
\(^3\)http://www.di.ens.fr/~fbach/kernel-ica/index.htm
\(^4\)http://perso.telecom-paristech.fr/~cardoso/guidesepsou.html
Table 2: Mean and standard deviation of the Amari index (smaller is better) for the benchmark datasets. The datasets (a), (b), and (c) are taken from Section 4.1. The ‘demosig’ dataset is taken from the FastICA package. The ‘10halo’, ‘Sergio7’, ‘Speech4’, and ‘c5signals’ datasets are taken from the ICALAB benchmarks datasets. The best method in terms of the mean Amari index and comparable ones based on the one-sided t-test at the significance level 1% are indicated by boldface.

<table>
<thead>
<tr>
<th>dataset</th>
<th>n</th>
<th>NG-LICA</th>
<th>KICA</th>
<th>FICA</th>
<th>JADE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>200</td>
<td>0.05(0.03)</td>
<td>0.04(0.02)</td>
<td>0.06(0.03)</td>
<td>0.04(0.02)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.03(0.01)</td>
<td>0.03(0.01)</td>
<td>0.03(0.02)</td>
<td>0.02(0.01)</td>
</tr>
<tr>
<td>(b)</td>
<td>200</td>
<td>0.06(0.04)</td>
<td>0.12(0.15)</td>
<td>0.16(0.20)</td>
<td>0.15(0.17)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.04(0.03)</td>
<td>0.05(0.04)</td>
<td>0.11(0.12)</td>
<td>0.05(0.04)</td>
</tr>
<tr>
<td>(c)</td>
<td>200</td>
<td>0.08(0.05)</td>
<td>0.09(0.06)</td>
<td>0.14(0.11)</td>
<td>0.13(0.09)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.04(0.03)</td>
<td>0.04(0.03)</td>
<td>0.09(0.08)</td>
<td>0.10(0.06)</td>
</tr>
<tr>
<td>demosig</td>
<td>200</td>
<td>0.04(0.01)</td>
<td>0.05(0.11)</td>
<td>0.08(0.05)</td>
<td>0.08(0.08)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.02(0.01)</td>
<td>0.04(0.09)</td>
<td>0.04(0.03)</td>
<td>0.04(0.02)</td>
</tr>
<tr>
<td>10halo</td>
<td>200</td>
<td>0.29(0.02)</td>
<td>0.38(0.03)</td>
<td>0.33(0.07)</td>
<td>0.36(0.00)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.22(0.02)</td>
<td>0.37(0.03)</td>
<td>0.22(0.03)</td>
<td>0.28(0.00)</td>
</tr>
<tr>
<td>Sergio7</td>
<td>200</td>
<td>0.04(0.01)</td>
<td>0.38(0.04)</td>
<td>0.05(0.02)</td>
<td>0.07(0.00)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.05(0.02)</td>
<td>0.37(0.03)</td>
<td>0.04(0.01)</td>
<td>0.04(0.00)</td>
</tr>
<tr>
<td>Speech4</td>
<td>200</td>
<td>0.18(0.03)</td>
<td>0.29(0.05)</td>
<td>0.20(0.03)</td>
<td>0.22(0.00)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.07(0.00)</td>
<td>0.10(0.04)</td>
<td>0.10(0.04)</td>
<td>0.06(0.00)</td>
</tr>
<tr>
<td>c5signals</td>
<td>200</td>
<td>0.12(0.01)</td>
<td>0.25(0.15)</td>
<td>0.10(0.02)</td>
<td>0.12(0.00)</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.06(0.04)</td>
<td>0.07(0.06)</td>
<td>0.04(0.02)</td>
<td>0.07(0.00)</td>
</tr>
</tbody>
</table>

for (a), (b), (c) and ‘demosig’; we conjecture that the contrast functions in FICA and the fourth-order statistics in JADE did not appropriately catch the non-Gaussianity of the datasets (a), (b), (c) and ‘demosig’. Overall, the proposed LICA algorithm is shown to be a promising ICA method.

5 Conclusions

In this paper, we proposed a new ICA method based on a squared-loss variant of mutual information. The proposed method, named least-squares ICA (LICA), has several preferable properties, e.g., it is distribution-free and hyper-parameter selection by cross-validation is available.

Similarly to other ICA algorithms, the optimization problem involved in LICA is non-convex. Thus it is practically very important to develop good heuristics for initialization and avoiding local optima in the gradient procedures, which is an open research topic to be investigated. Moreover, although our SMI estimator is analytic, the LICA algorithm is still computationally rather expensive due to linear equations and cross-validation. Our
Appendix: Derivation of the Gradient of the SMI Estimator

Here we show the derivation of the gradient (14) of the SMI estimator (10). Since $\hat{I}_s = \frac{1}{2} \mathbf{h}^\top \hat{\alpha} + \frac{1}{2}$ (see Eq.(10)), the derivative of $\hat{I}_s$ with respect to $W_{k,k'}$ is given as follows:

$$\frac{\partial \hat{I}_s}{\partial W_{k,k'}} = \frac{1}{2} \mathbf{h}^\top \frac{\partial \hat{\alpha}}{\partial W_{k,k'}} + \frac{1}{2} \hat{\alpha}^\top \frac{\partial \mathbf{h}}{\partial W_{k,k'}}. \quad (23)$$

Remind that $\frac{dB(x)^{-1}}{dx} = -B(x)^{-1} \frac{dB(x)}{dx} B(x)^{-1}$ for an arbitrary matrix function $B(x)$. Then the partial derivative of $\hat{\alpha} = (\mathbf{H} + \lambda \mathbf{R})^{-1} \mathbf{h}$ with respect to $W_{k,k'}$ is given by

$$\frac{\partial \hat{\alpha}}{\partial W_{k,k'}} = -(\mathbf{H} + \lambda \mathbf{R})^{-1} \frac{\partial (\mathbf{H} + \lambda \mathbf{R})}{\partial W_{k,k'}} \mathbf{h} + (\mathbf{H} + \lambda \mathbf{R})^{-1} \frac{\partial \mathbf{h}}{\partial W_{k,k'}} \hat{\alpha} + (\mathbf{H} + \lambda \mathbf{R})^{-1} \frac{\partial \mathbf{h}}{\partial W_{k,k'}} \hat{\alpha}.$$

Substituting this in Eq.(23), we have

$$\frac{\partial \hat{I}_s}{\partial W_{k,k'}} = \frac{1}{2} \mathbf{h}^\top \left( -(\mathbf{H} + \lambda \mathbf{R})^{-1} \frac{\partial (\mathbf{H} + \lambda \mathbf{R})}{\partial W_{k,k'}} \hat{\alpha} + (\mathbf{H} + \lambda \mathbf{R})^{-1} \frac{\partial \mathbf{h}}{\partial W_{k,k'}} \hat{\alpha} \right) + \frac{1}{2} \hat{\alpha}^\top \frac{\partial \mathbf{h}}{\partial W_{k,k'}} \hat{\alpha}$$

$$= -\frac{1}{2} \hat{\alpha}^\top \frac{\partial \mathbf{H}}{\partial W_{k,k'}} \hat{\alpha} - \frac{\lambda}{2} \hat{\alpha}^\top \frac{\partial \mathbf{R}}{\partial W_{k,k'}} \hat{\alpha} + \hat{\alpha}^\top \frac{\partial \mathbf{h}}{\partial W_{k,k'}} \hat{\alpha},$$

which gives Eq.(14).
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Abstract

Kernel logistic regression (KLR) is a powerful and flexible classification algorithm, which possesses an ability to provide the confidence of class prediction. However, its training—typically carried out by (quasi-)Newton methods—is rather time-consuming. In this paper, we propose an alternative probabilistic classification algorithm called Least-Squares Probabilistic Classifier (LSPC). KLR models the class-posterior probability by the log-linear combination of kernel functions and its parameters are learned by (regularized) maximum likelihood. In contrast, LSPC employs the linear combination of kernel functions and its parameters are learned by regularized least-squares fitting of the true class-posterior probability. Thanks to this linear regularized least-squares formulation, the solution of LSPC can be computed analytically just by solving a regularized system of linear equations in a class-wise manner. Thus LSPC is computationally very efficient and numerically stable. Through experiments, we show that the computation time of LSPC is faster than that of KLR by orders of magnitude, with comparable classification accuracy.
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1 Introduction

The support vector machine (SVM) [7, 33] is a popular method for classification. Various computationally efficient algorithms for training SVM with massive datasets have been proposed so far (see [24, 16, 5, 6, 29, 26, 32, 13, 11, 30, 17, 31, 12] and many other softwares available online). However, SVM cannot provide the confidence of class prediction since it only learns the decision boundaries between different classes. To cope with this problem,
several post-processing methods have been developed for approximately computing the class-posterior probability [25, 34].

On the other hand, logistic regression (LR) is a classification algorithm that can naturally give the confidence of class prediction since it directly learns the class-posterior probabilities [15]. Recently, various efficient algorithms for training LR models specialized in sparse data have been developed [22, 10].

Applying the kernel trick to LR as done in SVM, one can easily obtain a non-linear classifier with probabilistic outputs, called kernel logistic regression (KLR). Since the kernel matrix is often dense (e.g., Gaussian kernels), the state-of-the-art LR algorithms for sparse data are not applicable to KLR. Thus, in order to train KLR classifiers, standard non-linear optimization techniques such as Newton’s method (more specifically, iteratively reweighted least-squares) and quasi-Newton methods (for example, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method) seem to be commonly used in practice [15, 23]. Although the performance of these general-purpose non-linear optimization techniques has been improved together with the evolution of computer environment in the last decade, computing the KLR solution is still challenging when the number of training samples is large. The purpose of this paper is to propose an alternative probabilistic classification method that can be trained very efficiently.

Our proposed method is called the Least-Squares Probabilistic Classifier (LSPC). In LSPC, we use a linear combination of Gaussian kernels centered at training points as a model of class-posterior probabilities. Then we fit this model to the true class-posterior probability by least-squares. An advantage of this linear least-squares formulation is that consistency is guaranteed without taking into account the normalization factor. In contrast, normalization is essential in the maximum-likelihood LR formulation; otherwise the likelihood tends to infinity. Thanks to the simplification brought by excluding the normalization factor from the optimization criterion, we can compute the globally optimal solution of LSPC analytically just by solving a system of linear equations.

Furthermore, we show that the use of a linear combination of kernel functions in LSPC allows us to learn the parameters in a class-wise manner. This highly contributes to further reducing the computational cost particularly in multi-class classification scenarios. Through experiments, we show that LSPC is computationally much more efficient than KLR with comparable accuracy.

2 Least-squares Approach to Probabilistic Classification

In this section, we formulate the problem of probabilistic classification and give a new method in the least-squares framework.

\footnote{A least-squares formulation has been employed for improving the computational efficiency of SVMs [29, 26, 13]. However, these approaches deal with deterministic classification, not probabilistic classification.}
2.1 Problem Formulation

Let \( X (\subset \mathbb{R}^d) \) be the input domain, where \( d \) is the dimensionality of the input domain. Let \( Y = \{1, \ldots, c\} \) be the set of labels, where \( c \) is the number of classes. Let us consider a joint probability distribution on \( X \times Y \) with joint probability density \( p(x, y) \). Suppose that we are given \( n \) independent and identically distributed (i.i.d.) paired samples of input \( x \) and output \( y \):

\[
\{(x_i, y_i) \in X \times Y\}_{i=1}^n.
\]

The goal is to estimate the class-posterior probability \( p(y|x) \) from the samples \( \{(x_i, y_i)\}_{i=1}^n \). The class-posterior probability allows us to classify test sample \( x \) to class \( \hat{y} \) with confidence \( p(\hat{y}|x) \):

\[
\hat{y} := \arg\max_y p(y|x).
\]

Let us denote the marginal density of \( x \) by \( p(x) \) and we assume that it is strictly positive:

\[
p(x) > 0 \text{ for all } x \in X.
\]

Then, by definition, the class-posterior probability \( p(y|x) \) can be expressed as

\[
p(y|x) = \frac{p(x, y)}{p(x)}.
\]

(1)

This expression will be utilized in the derivation of the proposed method below.

2.2 Linear Least-squares Fitting of Class-posterior Probability

Here we introduce our least-squares fitting idea. We begin with the formulation for learning the class-posterior probability \( p(y|x) \) as a function of both \( x \) and \( y \), i.e., the class-posterior probabilities for all classes are learned simultaneously. Then in Section 2.3, we show that this simultaneous learning problem can be decomposed into independent class-wise learning problems, which highly contributes to reducing the computational cost.

We model the class-posterior probability \( p(y|x) \) by the following linear model:

\[
q(y|x; \alpha) := \sum_{\ell=1}^b \alpha_\ell \phi_\ell(x, y) = \alpha^\top \phi(x, y),
\]

where \( ^\top \) denotes the transpose of a matrix or a vector,

\[
\alpha = (\alpha_1, \ldots, \alpha_b)^\top
\]

are parameters to be learned from samples, and

\[
\phi(x, y) = (\phi_1(x, y), \ldots, \phi_b(x, y))^\top
\]

are basis functions such that

\[
\phi(x, y) \geq 0_b \text{ for all } (x, y) \in X \times Y.
\]
0_b denotes the b-dimensional vector with all zeros and the inequality for vectors is applied
in the element-wise manner. We explain how the basis functions \( \phi(x, y) \) are practically
chosen in Section 2.3.

We determine the parameter \( \alpha \) in the model \( q(y|x; \alpha) \) so that the following squared
error \( J \) is minimized:

\[
J(\alpha) := \frac{1}{2} \sum_{y=1}^{c} \int (q(y|x; \alpha) - p(y|x))^2 p(x) dx
\]

\[
= \frac{1}{2} \sum_{y=1}^{c} \int q(y|x; \alpha)^2 p(x) dx - \sum_{y=1}^{c} \int q(y|x; \alpha) p(x, y) dx + \text{Const.}
\]

\[
= \frac{1}{2} \alpha^T H \alpha - h^T \alpha + \text{Const.},
\]

where we used Eq.(1). The \( b \times b \) matrix \( H \) and the \( b \)-dimensional vector \( h \) are defined as

\[
H := \sum_{y=1}^{c} \int \phi(x, y) \phi(x, y)^T p(x) dx,
\]

\[
h := \sum_{y=1}^{c} \int \phi(x, y) p(x, y) dx.
\]

\( H \) and \( h \) contain the expectations over unknown densities \( p(x) \) and \( p(x, y) \), so we ap-
proximate the expectations by sample averages. Then we have

\[
\hat{H} := \frac{1}{n} \sum_{y=1}^{c} \sum_{i=1}^{n} \phi(x_i, y) \phi(x_i, y)^T,
\]

\[
\hat{h} := \frac{1}{n} \sum_{i=1}^{n} \phi(x_i, y_i).
\]

Now our optimization criterion is formulated as

\[
\hat{\alpha} := \arg\min_{\alpha \in \mathbb{R}^b} \left[ \frac{1}{2} \alpha^T \hat{H} \alpha - \hat{h}^T \alpha + \lambda \alpha^T \alpha \right],
\]

where a regularizer \( \lambda \alpha^T \alpha \ (\lambda > 0) \) is included for regularization purposes. Taking the
derivative of the above objective function and equating it to zero, we see that the solution \( \hat{\alpha} \) can be obtained just by solving the following system of linear equations.

\[
(\hat{H} + \lambda I_b) \alpha = \hat{h},
\]

(2)

where \( I_b \) denotes the \( b \)-dimensional identity matrix. Thus, the solution \( \hat{\alpha} \) is given ana-
lytically as

\[
\hat{\alpha} = (\hat{H} + \lambda I_b)^{-1} \hat{h}.
\]
In order to assure that the solution \( q(y|x; \alpha) \) is a conditional probability, we round up negative outputs to zero \([35]\) and renormalize the solution. Consequently, our final solution is expressed as
\[
\hat{p}(y|x) = \frac{\max(0, \tilde{\alpha}^\top \phi(x, y))}{\sum_{y'=1}^c \max(0, \tilde{\alpha}^\top \phi(x, y'))},
\] (3)

We call the above method **Least-Squares Probabilistic Classifier (LSPC)**. LSPC can be regarded as an application of a density ratio estimation method called the **unconstrained Least-Squares Importance Fitting (uLSIF)** \([18]\) to probabilistic classification. Thus all the theoretical properties of uLSIF such as consistency, the rate of convergence, and numerical stability \([19, 20]\) may be directly translated into the current context.

### 2.3 Basis Function Design

A naive choice of basis functions \( \phi(x, y) \) would be a kernel model, i.e., for some kernel function \( K' \),
\[
q(y|x; \alpha) = \sum_{y'=1}^c \sum_{\ell=1}^n \alpha_{\ell}^{(y')} K'(x, x_\ell, y, y'),
\] (4)

which contains \( cn \) parameters. For this model, the computational complexity for solving Eq.\((2)\) is \( O(c^3n^3) \).

Here we propose to separate input \( x \) and output \( y \), and use the delta kernel for \( y \) (as in KLR):
\[
q(y|x; \alpha) = \sum_{y'=1}^c \sum_{\ell=1}^n \alpha_{\ell}^{(y')} K(x, x_\ell) \delta_{y,y'},
\]
where \( K \) is a kernel function for \( x \) and \( \delta_{y,y'} \) is the Kronecker delta:
\[
\delta_{y,y'} = \begin{cases} 
1 & \text{if } y = y', \\
0 & \text{otherwise.}
\end{cases}
\]

This model choice actually allows us to speed up the computation of LSPC significantly since all the calculations can be carried out separately in a class-wise manner. Indeed, the above model for class \( y \) is expressed as
\[
q(y|x; \alpha) = \sum_{\ell=1}^n \alpha_{\ell}^{(y)} K(x, x_\ell).
\] (5)

Then the matrix \( \tilde{H} \) becomes block-diagonal, as illustrated in Figure 1(a). Thus we only need to train a model with \( n \) parameters separately \( c \) times for each class \( y \), by solving the following equation:
\[
(\tilde{H}' + \lambda I_n) \alpha^{(y)} = \tilde{h}^{(y)},
\]
Figure 1: Structure of matrix $\hat{H}$ for model (5) and model (7). The number of classes is $c = 3$. Suppose training samples $\{(x_i, y_i)\}_{i=1}^n$ are sorted according to label $y$. Colored blocks are non-zero and others are zeros. For model (5) consisting of $c$ sets of $n$ basis functions, the matrix $\hat{H}$ becomes block-diagonal (with common block matrix $\hat{H}'$), and thus training can be carried out separately for each block. For model (7) consisting of $c$ sets of $n_y$ basis functions, the size of the target block is further reduced.

where $\hat{H}'$ is the $n \times n$ matrix and $\hat{\mathbf{h}}^{(y)}$ is the $n$-dimensional vector defined as

$$
\hat{H}'_{\ell,\ell'} := \frac{1}{n} \sum_{i=1}^n K(x_i, x_\ell)K(x_i, x_{\ell'}),
$$

$$
\hat{\mathbf{h}}^{(y)}_{\ell} := \frac{1}{n} \sum_{i=1}^n K(x_i, x_\ell)\delta_{y,y_i}.
$$

Since $\hat{H}'$ is common to all $y$, we only need to compute $(\hat{H}' + \lambda I_n)^{-1}$ once. Then the computational complexity for obtaining the solution is $\mathcal{O}(n^3 + cn^2)$, which is smaller than the case with general kernel model (4). Thus this approach would be computationally efficient when the number of classes $c$ is large.

Here, we further propose to reduce the number of kernels in model (5). To this end, we focus on a kernel function $K(x, x')$ that is “localized”. Examples of such localized kernels include the popular **Gaussian kernel** [28]:

$$
K(x, x') = \exp \left( -\frac{||x - x'||^2}{2\sigma^2} \right).
$$

Our idea is to reduce the number of kernels by locating the kernels only at samples belonging to the **target** class:

$$
q(y|x; \alpha) = \sum_{\ell=1}^{n_y} \alpha^{(y)}_{\ell} K(x, x^{(y)}_{\ell}),
$$
where \( n_y \) is the number of training samples in class \( y \), and \( \{ x_i^{(y)} \}_{i=1}^{n_y} \) is the training input samples in class \( y \).

The rationale behind this model simplification is as follows (Figure 2). By definition, the class-posterior probability \( p(y|x) \) takes large values in the regions where samples in class \( y \) are dense; conversely, \( p(y|x) \) takes smaller values (i.e., close to zero) in the regions where samples in class \( y \) are sparse. When a non-negative function is approximated by a Gaussian kernel model, many kernels may be needed in the region where the output of the target function is large; on the other hand, only a small number of kernels would be enough in the region where the output of the target function is close to zero. Following this heuristic, many kernels are allocated in the region where \( p(y|x) \) takes large values, which can be achieved by Eq.(7).

This model simplification allows us to further reduce the computational cost since the size of the target blocks in matrix \( \hat{H} \) is further reduced, as illustrated in Figure 1(b). In order to learn the \( n_y \)-dimensional parameter vector

\[
\alpha^{(y)} = (\alpha^{(y)}_1, \ldots, \alpha^{(y)}_{n_y})^T
\]

for each class \( y \), we only need to solve the following system of \( n_y \) linear equations:

\[
(\hat{H}^{(y)} + \lambda I_{n_y})\alpha^{(y)} = \hat{h}^{(y)},
\]

where \( \hat{H}^{(y)} \) is the \( n_y \times n_y \) matrix and \( \hat{h}^{(y)} \) is the \( n_y \)-dimensional vector defined as

\[
\hat{h}^{(y)}_\ell := \frac{1}{n} \sum_{i=1}^n K(x_i, x_\ell^{(y)}) K(x_i, x_{\ell'}^{(y)}),
\]

\[
\hat{h}^{(y)} := \frac{1}{n} \sum_{i=1}^n K(x_i^{(y)}, x_\ell^{(y)}),
\]

Let \( \hat{\alpha}^{(y)} \) be the solution of Eq.(8). Then our final solution is given by

\[
\hat{p}(y|x) = \frac{\max_c(0, \sum_{\ell=1}^{n_y} \hat{\alpha}^{(y)}_\ell K(x, x_\ell^{(y)}))}{\sum_{y'=1}^c \max_{\ell=1}^{n_{y'}} \max_c(0, \sum_{\ell=1}^{n_{y'}} \hat{\alpha}^{(y')}_\ell K(x, x_{\ell'}^{(y')}))}.
\]
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Input: Labeled training samples \(\{(x_i, y_i)\}_{i=1}^{n}\)
(equivalently, \(\{x_{i}^{(y)}\}_{i=1}^{n_y}\) for class \(y = 1, \ldots, c\),
Gaussian width \(\sigma\), and regularization parameter \(\lambda\);

Output: Class-posterior probability \(\hat{p}(y|x)\);

for \(y = 1, \ldots, c\)

\[
\hat{H}_{\ell, \ell'}^{(y)} \leftarrow \frac{1}{n} \sum_{i=1}^{n} \exp \left( -\frac{\|x_i - x_{\ell}^{(y)}\|^2 + \|x_i - x_{\ell'}^{(y)}\|^2}{2\sigma^2} \right) \quad \text{for } \ell, \ell' = 1, \ldots, n_y;
\]

\[
\hat{h}_{\ell}^{(y)} \leftarrow \frac{1}{n} \sum_{i=1}^{n} \exp \left( -\frac{\|x_i^{(y)} - x_{\ell}^{(y)}\|^2}{2\sigma^2} \right) \quad \text{for } \ell = 1, \ldots, n_y;
\]

Solve linear equation \( (\hat{H}^{(y)} + \lambda I_{n_y})\alpha^{(y)} = \hat{h}^{(y)} \) and obtain \(\hat{\alpha}^{(y)}\);

end

\[
\hat{p}(y|x) \leftarrow \max_{c} \left( 0, \sum_{\ell=1}^{n_y} \hat{\alpha}_{\ell}^{(y)} \exp \left( -\frac{\|x - x_{\ell}^{(y)}\|^2}{2\sigma^2} \right) \right);
\]

\[
\sum_{y'=1}^{c} \max_{c} \left( 0, \sum_{\ell=1}^{n_y} \hat{\alpha}_{\ell}^{(y')} \exp \left( -\frac{\|x - x_{\ell}^{(y')}\|^2}{2\sigma^2} \right) \right);
\]

Figure 3: Pseudo code of LSPC for simplified model (7) with Gaussian kernel (6).

For the simplified model (7), the computational complexity for obtaining the solution is \(O(cn_y^2 n)\)—when \(n_y = n/c\) for all \(y\), this is equal to \(O(c^{-1} n^3)\). Thus this approach is computationally highly efficient for multi-class problems.

A pseudo code of the simplest LSPC implementation for Gaussian kernels is summarized in Figure 3. Its MATLAB® implementation is available from http://sugiyama-www.cs.titech.ac.jp/~sugi/software/LSPC/

3 Experiments

In this section, we experimentally compare the performance of the following classification methods:

- **LSPC**: LSPC with model (7).
- **LSPC(full)**: LSPC with model (5).
- **KLR**: \(\ell_2\)-penalized kernel logistic regression with Gaussian kernels. We used a MATLAB® implementation included in the ‘minFunc’ package [27], which uses limited-memory BFGS updates with Shanno-Phua scaling in computing the step direction and a bracketing line-search for a point satisfying the strong Wolfe conditions to compute the step direction.
When we fed data to learning algorithms, the input samples were normalized in the element-wise manner so that each element has mean zero and unit variance. The Gaussian width $\sigma$ and the regularization parameter $\lambda$ for all the methods are chosen based on 2-fold cross-validation from

$$\sigma \in \{ \frac{1}{10} m, \frac{1}{5} m, \frac{1}{2} m, m, \frac{3}{5} m, 2 m, 5 m, 10 m \},$$

$$\lambda \in \{ 10^{-2}, 10^{-1.5}, 10^{-1}, 10^{-0.5}, 10^{0} \},$$

where $m := \text{median}(\{ \| x_i - x_j \| \}_{i,j=1}^{n})$.

### 3.1 Illustrative Examples

First, we illustrate the behavior of each method using a toy dataset. We set the dimension of the input space to $d = 2$ and the number of classes to $c = 3$. We independently drew samples in each class from the following class-conditional sample densities (see Figure 4):

$$p(x|y = 1) = N(x; \begin{bmatrix} -2 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}),$$

$$p(x|y = 2) = N(x; \begin{bmatrix} 2 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}),$$

$$p(x|y = 3) = \frac{1}{2} N(x; \begin{bmatrix} 0 \\ -3 \end{bmatrix}, \begin{bmatrix} 4 & 0 \\ 0 & 1 \end{bmatrix}) + \frac{1}{2} N(x; \begin{bmatrix} 0 \\ 2 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 4 \end{bmatrix}),$$

where $N(x; \mu, \Sigma)$ denotes the Gaussian density with mean $\mu$ and covariance matrix $\Sigma$. We set the class-prior probabilities $p(y)$ as

$$p(y) = \begin{cases} 1/4 & \text{if } y = 1, 2, \\ 1/2 & \text{if } y = 3, \end{cases}$$

and we set the number of training samples to $n = 200$. Generated samples are plotted in Figure 5.

The true class-posterior probabilities $p(y|x) (\propto p(x|y)p(y))$, their estimates obtained by LSPC, LSPC(full), and KLR are depicted in Figure 6. The plots show that all the methods approximate the true class-posterior probabilities well in the training region (say, $[-5, 5]^2$). However, the output outside the training region is substantially different in LSPC and KLR. This is induced by the difference of the models—a linear combination of Gaussian kernels is used in LSPC, while its exponent is used in KLR. Outside the training region, there is no kernel, and thus a linear combination of Gaussian kernels takes values close to zero (note that the values are not exactly zero since Gaussian tails extended from training regions remain everywhere); then typically one of the classes takes a value close to one, and the others tend to zero outside the training regions. On the other
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Figure 4: Illustrative examples. Class-conditional sample densities $p(x|y)$.

Figure 5: Illustrative examples. Training samples are plotted with filled symbols. Unfilled symbols denote the classification results based on the true class-posterior probabilities and their estimates obtained by LSPC, LSPC(full), and KLR.
Figure 6: Illustrative examples. The plots show the true class-posterior probabilities $p(y|x)$, their estimates by LSPC, LSPC(full), and KLR from top to bottom, and $y = 1, 2, 3$ from left to right.
hand, KLR outputs values close to one outside the training region since \( \exp(0) = 1 \); then they are normalized and thus are reduced to \( 1/c \).

The classification results based on the true class-posterior probabilities and their estimates obtained by LSPC, LSPC(full), and KLR are plotted in Figure 5. This shows that all the method gave reasonable classification results.

### 3.2 Performance Comparison

Next, we evaluate the classification accuracy and computation time of each method using the following multi-class classification datasets taken from the LIBSVM web page [5]:

- **mnist**: Input dimensionality is 717 and the number of classes is 10.
- **usps**: Input dimensionality is 256 and the number of classes is 10.
- **satimage**: Input dimensionality is 36 and the number of classes is 6.
- **letter**: Input dimensionality is 16 and the number of classes is 26.

We investigated the classification accuracy and computation time of LSPC, LSPC(full), and KLR. For given \( n \) and \( c \), we randomly chose \( n_y = \lfloor n/c \rfloor \) training samples from each class \( y \), where \( \lfloor t \rfloor \) is the largest integer not greater than \( t \). In the first set of experiments, we fixed the number of classes \( c \) to the original number shown above, and changed the number of training samples as \( n = 100, 200, 500, 1000, 2000 \). In the second set of experiments, we fixed the number of training samples to \( n = 1000 \), and changed the number of classes \( c \)—samples only in the first \( c \) classes in the dataset are used. The classification accuracy is evaluated using 100 test samples randomly chosen from each class. The computation time is measured by the CPU computation time required for training each classifier when the Gaussian width and the regularization parameter chosen by cross-validation were used.

The experimental results are summarized in Figure 7 and Figure 8. The left column in Figure 7 shows that when \( n \) is increased, the classification error for all the methods tends to decrease, and LSPC, LSPC(full), and KLR performed similarly well. The right column in Figure 7 shows that when \( n \) is increased, the computation time tends to grow for all the methods. LSPC is faster than KLR by two orders of magnitude. The left column in Figure 8 shows that when \( c \) is increased, the classification error tends to increase for all the methods, and LSPC, LSPC(full), and KLR behaved similarly well. The right column in Figure 8 shows that when \( c \) is increased, the computation time of KLR tends to grow, while that of LSPC is kept constant or even it tends to slightly decrease. This happened because the number of samples in each class decreases when \( c \) is increased, and the computation time of LSPC is governed by the number of samples in each class, not by the total number of samples (see Section 2.3).

Overall, the computation of LSPC was shown to be faster than that of KLR by orders of magnitude, while LSPC and KLR were shown to be comparable to each other in terms of the classification accuracy. LSPC and LSPC(full) were shown to possess similar
Figure 7: Misclassification rate (in percent, left) and computation time (in second, right) as functions of the number of training samples $n$. From top to bottom, the graphs correspond to the ‘mnist’, ‘usps’, ‘satimage’, and ‘letter’ datasets.
Figure 8: Misclassification rate (in percent, left) and computation time (in second, right) as functions of the number of classes $c$. From top to bottom, the graphs correspond to the ‘mnist’, ‘usps’, ‘satimage’, and ‘letter’ datasets.
classification performance, and thus a computationally efficient version, LSPC, would be more preferable in practice.

4 Discussion and Conclusion

Recently, various efficient algorithms for computing the solution of logistic regression have been developed for high-dimensional sparse data [22, 10]. However, for dense data, using standard non-linear optimization techniques such as Newton’s method or quasi-Newton methods seem to be a common choice [15, 23]. The performance of these general-purpose non-linear optimizers has been improved in the last decade, but computing the solution of logistic regression for a large number of dense training samples is still a challenge problem.

In this paper, we proposed a simple probabilistic classification algorithm called Least-Squares Probabilistic Classifier (LSPC). LSPC employs a linear combination of Gaussian kernels centered at training points for modeling the class-posterior probability and the parameters are learned by least-squares. Notable advantages of LSPC are that its solution can be computed analytically just by solving a system of linear equations and training can be carried out separately in a class-wise manner. In experiments, we showed that LSPC is faster than kernel logistic regression (KLR) in computation time by two orders of magnitude, with comparable accuracy.

The computational efficiency of LSPC was brought by the combination of appropriate model choice and loss function. More specifically, KLR uses a log-linear combination of kernel functions and its parameters are learned by regularized maximum likelihood. In this log-linear maximum likelihood formulation, normalization of the model is essential to avoid the likelihood diverging to infinity. Thus the likelihood function tends to be complicated and numerically solving the optimization problem may be unavoidable. On the other hand, in LSPC, we chose a linear combination of Gaussian kernel functions for modeling the class-posterior probability and its parameters are learned by regularized least-squares. This combination allowed us to obtain the solution analytically. When Newton’s method (more specifically, iteratively reweighted least-squares) is used for learning the KLR model, a system of linear equations needs to be solved in every iteration until convergence [15]. On the other hand, LSPC requires to solve a system of linear equations only once.

We chose to separate the kernel for inputs and outputs, and adopted the delta kernel for outputs (see Eq. (5)). This allowed us to perform the training of LSPC in a class-wise manner. We showed that this contributes to reducing the training time particularly in multi-class classification problems. We note that this model choice is essentially the same as that of KLR.\(^2\)

We further proposed to reduce the number of kernels when “localized” kernels such as the Gaussian kernel (6) is used. Through the experimental evaluation in Section 3, we found that this heuristic model simplification does not degrade the classification accuracy,

\(^2\)The number of parameters in LSPC with model (5) is \(cn\), while the number of parameters in KLR is \((c - 1)n\) since the normalization (‘sum-to-one’) constraint is incorporated in the training phase.
but reduces the computation time.

It is straightforward to show that solutions for all regularization parameter values (i.e., the regularization path, see [9, 14]) can be computed efficiently in LSPC. Let us consider the eigendecomposition of the matrix $\mathbf{H}^{(y)}$ (see Eq.(9)):

$$
\mathbf{H}^{(y)} = \sum_{\ell=1}^{n_y} \gamma_\ell \mathbf{\psi}_\ell \mathbf{\psi}_\ell^\top,
$$

where $\{\mathbf{\psi}_\ell\}_{\ell=1}^{n_y}$ are the eigenvectors of $\mathbf{H}^{(y)}$ associated with the eigenvalues $\{\gamma_\ell\}_{\ell=1}^{n_y}$. Then, the solution $\hat{\mathbf{\alpha}}^{(y)}$ can be expressed as

$$
\hat{\mathbf{\alpha}}^{(y)} = (\mathbf{H}^{(y)} + \lambda \mathbf{I})^{-1} \mathbf{h}^{(y)} = \sum_{\ell=1}^{n_y} \frac{\mathbf{\hat{h}}_\ell \mathbf{\psi}_\ell}{\gamma_\ell + \lambda}. \mathbf{\psi}_\ell.
$$

Since $(\mathbf{\hat{h}}_\ell \mathbf{\psi}_\ell)_{\mathbf{\psi}_\ell}$ is common to all $\lambda$, we can compute the solution $\hat{\mathbf{\alpha}}^{(y)}$ for all $\lambda$ efficiently by eigendecomposing the matrix $\mathbf{H}^{(y)}$ once in advance. Although eigendecomposition of $\mathbf{H}^{(y)}$ may be computationally slightly more demanding than solving a system of linear equations of the same size, this approach would be useful, e.g., when computing the solutions for various values of $\lambda$ in the cross-validation procedure.

When $n_y$ is large, we may further reduce the computational cost and memory space by using only a subset of kernels.

$$
q(y|x; \mathbf{\alpha}) = \sum_{\ell=1}^{b_y} \alpha_\ell^{(y)} K(x, c_\ell^{(y)}),
$$

$$
\hat{H}_{\ell,\ell}^{(y)} = \frac{1}{n} \sum_{i=1}^{n} K(x_i, c_\ell^{(y)}) K(x_i, c_\ell^{(y)}),
$$

$$
\hat{h}_\ell^{(y)} = \frac{1}{n} \sum_{i=1}^{n_y} K(x_i^{(y)}, c_\ell^{(y)}),
$$

where $b_y$ is a constant chosen to be smaller than $n_y$ and $\{c_\ell^{(y)}\}_{\ell=1}^{b_y}$ is a subset of $\{x_i^{(y)}\}_{i=1}^{n_y}$. This would be a useful heuristic when a huge number of samples are used for training.

Another option for reducing the computation time when the number of samples is very large would be the stochastic gradient descent method [1]. That is, starting from some initial parameter value, gradient descent is carried out only for a randomly chosen single sample in each iteration. Since our optimization problem is convex, convergence to the global solution is guaranteed (in a probabilistic sense) by stochastic gradient descent.

We focused on using the delta kernel for class labels (see Section 2.3). We expect that designing appropriate kernel functions for class labels would be useful for improving the classification performance, e.g., in the context of multi-task learning [4, 2, 21]. We will pursue this direction in our future work.
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Abstract

A phenomenon often found in session-to-session transfers of Brain Computer Interfaces (BCIs) is non-stationarity. It can be caused by fatigue and changing attention level of the user, differing electrode placements, varying impedances, among other reasons. Covariate shift adaptation is an effective method which can adapt to the testing sessions without the need for labeling the testing session data. The method was applied on a BCI Competition III dataset. Results showed that covariate shift adaptation compares favorably with methods used in the BCI competition in coping with non-stationarities. Specifically, bagging combined with covariate shift helped to increase stability, when applied to the competition dataset. An online experiment also proved the effectiveness of bagged covariate shift method. Thus, it can be summarized that covariate shift adaptation is helpful to realize adaptive BCI systems.
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1 Introduction

A Brain Computer Interface (BCI) is a novel augmentative tool which allows a user to express his or her will without muscle exertion, provided that the brain signals are translated properly. However, it may be difficult to recognize the electroencephalography (EEG) patterns under a fixed algorithm because of high non-stationarity of the EEG signals. The factors causing non-stationarity include changes in user attention level, user fatigue, and small differences in electrode position [1]. One notable representation of non-stationarity is that EEG feature distributions change from one session to another, which illustrates the non-stationary nature of the BCI signal and provides a rationale for the design of an adaptive BCI system [2].

Moreover, a good BCI system should be bi-directional in communication with the user. Besides providing visual/auditory feedback to a user, the system should be able to adapt to the user, possibly with an adaptive translation algorithm. Several studies have been conducted on adaptive BCI systems with positive results. Vidaurre et al. adopted an online updated classifier by adaptive estimation of the information matrix (ADIM) as well as an adaptive LDA with Kalman filtering [3, 4]. Blumberg et al. developed Adaptive Linear Discriminant Analysis, updating mean values and covariances continuously in time for different motor imaginary tasks [5]. However, most of the adaptive methods are based on supervised learning techniques (e.g., [1, 3, 4]), which need labeled test samples and are, thus, costly. Covariate shift adaptation is a method which can overcome this shortcoming, assuming that the input distributions of training and testing sessions are different while the conditional distribution of output given input remains unchanged [6]. Nevertheless, the plain covariate shift adaptation technique is rather unstable due to large variances.

To cope with this problem, we propose a novel method which combines covariate shift adaptation and bagging [7] [8]. Through applications on benchmark data, we demonstrate the effectiveness of the proposed approach.

2 Methods

In this section, we review baseline methods as well as our proposed approach.

2.1 Feature Extraction by CSP and the Baseline Classifier LDA

Common Spatial Patterns (CSP) is one of the most popular spatial filters of multi-channel EEG-based BCI in recent years. In contrast to other spatial filters, CSP generates features ready to be fed into the classifier. After band-pass filtering the EEG signals in the frequency range of interest, high or low signal variance reflects strong or attenuated rhythmic activity, respectively [9]. When classifying EEG into two tasks, CSP maximizes the variance of one class while minimizing the variance of the other and, thus, reflects the task specific activation patterns. Some example of CSP applications can be found in [9, 10, 11, 12].
Linear Discriminant Analysis (LDA) is a popular classification method in BCI application [13]. LDA can be realized by a linear least-squares method if the target labels \( \{y_i\}_{i=1}^{N} \) corresponding to the feature vectors \( \{x_i\}_{i=1}^{N} \) for class \( C_1 \) are set to be \(-\frac{(N_1 + N_2)}{N_1}\) and the target labels of class \( C_2 \) are set to \(\frac{(N_1 + N_2)}{N_2}\), where \( N_1 \) and \( N_2 \) are numbers of samples of classes \( C_1 \) and \( C_2 \), respectively. More specifically, for a linear model
\[
\hat{f}(x; \theta) = \theta_0 + \sum_{i=1}^{d} \theta_i x^{(i)},
\]
where \( x^{(i)} \) is the \( i \)th element of an \( d \)-dimensional feature vector \( x \), the parameters \( \theta \) are learned by the least-squares method:
\[
\min_{\theta} \sum_{i=1}^{N} \left( y_i - \hat{f}(x_i; \theta) \right)^2.
\]
The least-squares solution is given as
\[
\hat{\theta}_{LDA} = (X^T X)^{-1} X^T y,
\]
where
\[
X = \begin{pmatrix}
1 & x_1^T \\
1 & x_2^T \\
\vdots & \vdots \\
1 & x_N^T
\end{pmatrix},
\]
y = \( (y_1, y_2, \ldots, y_N) \), and \( X^T \) denotes the transpose of \( X \).

### 2.2 Covariate Shift Adaptation by IWLDA

Covariate shift is defined as the situation where the training input points and test input points follow different distributions while the conditional distribution of output values given input points is unchanged [6]. A prime example of covariate shift in EEG-based BCIs occurs when, given different experimental sessions of the same imaginary tasks, event-related synchronization/desynchronization cortical distributions remain unchanged, but the means and variances shift in the feature distribution for each task.

Under covariate shift, ordinary Linear Discriminant Analysis (LDA) is not consistent [14, 6], i.e., even when infinitely many training samples are provided, one cannot obtain the optimal solution. To cope with this problem, Importance Weighted Linear Discriminant Analysis (IWLDA) was proposed [15, 6].

IWLDA is an extension of LDA based on the concept of importance sampling. The importance is defined as the ratio of test and training input densities:
\[
w(x) = \frac{p_{te}(x)}{p_{tr}(x)}.
\]
After the introduction of the importance and a regularizer, the parameters are learned as

$$\min_{\theta} \sum_{i=1}^{N} w(x_i) \left( y_i - \hat{f}(x_i; \theta) \right)^2 + \lambda \|\theta\|^2,$$

where $\lambda (\geq 0)$ is the regularization parameter. The IWLDA solution is given by

$$\hat{\theta}_{IWLDA} = (X^TDX + \lambda I)^{-1}X^Ty,$$

where $D$ is the diagonal matrix with the $i$-th diagonal element $D_{i,i} = w(x_i)$ and $I$ is the identity matrix. IWLDA is proved to be consistent even in the presence of covariate shift.

2.3 Model Selection by IWCV

The IWLDA method contains a regularization parameter $\lambda$ and this needs to be chosen appropriately for obtaining better performance. To this end, cross-validation is commonly used, which is known to be an unbiased estimator of the generalization error. However, ordinary cross-validation is no longer unbiased in the presence of covariate shift; importance-weighted cross validation (IWCV) is instead unbiased under covariate shift [6].

More specifically, we first divide the training samples $\{z_i \mid z_i = (x_i, y_i)\}_{i=1}^{N}$ into $k$ disjoint subsets $\{Z_r\}_{r=1}^{k}$ (we use $k = 5$ in the experiments). Then the parameter $\hat{\theta}_r$ is obtained using $\{Z_j\}_{j \neq r}$ (i.e., without $Z_r$) by IWLDA and its mean test error for the remaining samples $Z_r$ is computed:

$$\frac{1}{|Z_r|} \sum_{(x,y) \in Z_r} w(x) \text{loss}\left(\hat{f}(x; \hat{\theta}_r), y\right),$$

where

$$\text{loss}\left(\hat{y}, y\right) = \begin{cases} 
\frac{1}{2}(1 - \text{sign}) & \text{Classification} \\
\frac{1}{2}(\hat{y} - y)^2 & \text{Regression}
\end{cases}$$

We repeat this procedure for $r = 1, 2, \ldots, k$ and choose the regularization parameter $\lambda$ so that the average of the above mean test error over all $r$ is minimized.

2.4 Direct Importance Estimation by KLIEP or uLSIF

For computing the IWLDA solution and performing model selection by IWCV, the values of the importance are required, which are usually unknown. A naive approach to importance estimation would be to first estimate the training and testing densities separately from training input samples $\{x_i^t\}_{i=1}^{n_t}$ and testing input samples $\{x_j^t\}_{j=1}^{n_t}$, then estimate the importance by taking the ratio of the estimated densities. However, density estimation is known to be a difficult problem, particularly in high-dimensional cases. Therefore, this naive approach may not be effective; directly estimating the importance without estimating the densities would be more promising [15].
2.4.1 KLIEP

KLIEP (Kullback-Leibler Importance Estimation Procedure) is a method to estimate the importance directly. First, the importance is modeled as

\[ \hat{w}(x) = \sum_{l=1}^{b} \alpha_l \exp \left( -\frac{\|x - c_l\|^2}{2\sigma^2} \right), \]

where \( \{\alpha_l\}_{l=1}^{b} \) are coefficients to be learned (\( \alpha_l \geq 0 \) for \( l = 1, 2, \ldots, b \)), \( \{c_l\}_{l=1}^{b} \) are chosen randomly from \( \{x_{te}^{i}\}_{i=1}^{n_{te}} \), and the number of parameters is set to \( b = \min(100, n_{te}) \) in the experiments. The kernel width \( \sigma \) can be optimized by cross validation (see [15]).

Using the above importance model, we can obtain an estimate of the test input density as

\[ \hat{p}_{te}(x) = \hat{w}(x)p_{tr}(x). \]

Based on this expression, \( \{\alpha_l\}_{l=1}^{b} \) are determined so that the Kullback-Leibler divergence from \( p_{te}(x) \) to \( \hat{p}_{te}(x) \) is minimized.

\[
\text{KL}[p_{te}(x)\|\hat{p}_{te}(x)] = \int_{D} p_{te}(x) \log \frac{p_{te}(x)}{\hat{w}(x)p_{tr}(x)} \, dx
\]

\[ = \int_{D} p_{te}(x) \log \frac{p_{te}(x)}{p_{tr}(x)} \, dx - \int_{D} p_{te}(x) \log \hat{w}(x) \, dx. \]

Based on this, the optimization criterion of KLIEP is given as follows (see [15] for details):

\[
\max_{\{\alpha_l\}_{l=1}^{b}} \sum_{j=1}^{n_{te}} \log \left( \sum_{l=1}^{b} \alpha_l \exp \left( -\frac{\|x_{te}^{i} - c_l\|^2}{2\sigma^2} \right) \right)
\]

subject to

\[ \sum_{i=1}^{n_{tr}} \sum_{l=1}^{b} \alpha_l \exp \left( -\frac{\|x_{tr}^{i} - c_l\|^2}{2\sigma^2} \right) = n_{tr} \text{ and } \alpha_1, \alpha_2, \ldots, \alpha_b \geq 0. \]

2.4.2 uLSIF

uLSIF (unconstrained Least-Squares Importance Fitting) [16] also estimates the importance directly. The modeling of the importance is the same as Equation (1), but the parameters are determined by minimizing the squared error:

\[
J_0(\alpha) = \frac{1}{2} \int \left( \hat{w}(x) - \frac{p_{te}(x)}{p_{tr}(x)} \right)^2 p_{tr}(x) \, dx
\]

\[ = \frac{1}{2} \int \hat{w}(x)^2 p_{tr}(x) \, dx - \int \hat{w}(x)p_{te}(x) \, dx + C, \]

where \( C = \frac{1}{2} \int w(x)p_{te}(x) \, dx \) is a constant and thus can be ignored. As presented in detail in [16], the solution of uLSIF is given by

\[ \hat{\alpha} = \max(0, (\hat{H} + \lambda I)^{-1}\hat{h}), \]
where
\[ \hat{H}_{l,l'} = \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \exp \left( -\frac{\|x_{i}^{tr} - c_l\|^2}{2\sigma^2} \right) \exp \left( -\frac{\|x_{i}^{tr} - c_{l'}\|^2}{2\sigma^2} \right), \]
\[ \hat{h}_l = \frac{1}{n_{te}} \sum_{j=1}^{n_{te}} \exp \left( -\frac{\|x_{j}^{te} - c_l\|^2}{2\sigma^2} \right). \]

2.5 Bagged IWLDA

IWLDA combined with KLIEP or uLSIF is shown to perform well under covariate shift. However, a weakness of this approach is that IWLDA can still produce a large-variance estimator, causing instability.

To ease this problem, we propose Bagged Importance Weighted Linear Discriminant Analysis (BIWLDA) which combines bagging (short for ”Bootstrap aggregating”) [7] [18] and IWLDA (with \( \lambda \) chosen by IWCV) to improve the stability of classifiers.

Bagging is the parallel approach to ensemble construction, which combines independently constructed accurate and diverse base learners [17]. The idea behind bagging is that averaging the predictions will lead to the improvement of classification accuracy, particularly variance reduction. Since plain covariate-shift adaptation methods tend to produce high-variance estimators, combining them with bagging would be promising.

More specifically, the proposed BIWLDA procedure is summarized as follows:

1. Randomly take \( M \) trials out of the whole \( N \)-sized training set, with \( M = 0.8N \);
2. Train IWLDA (with \( \lambda \) chosen by IWCV) on the re-sampled training set;
3. Repeat 1) and 2) for 30 times;
4. Average the 30 predictors.

The classifiers realized with KLIEP with and without bagging are named BIWLDA1 and IWLDA1 respectively, while the classifiers realized with uLSIF with and without bagging are named BIWLDA2 and IWLDA2 respectively.

3 Experiments on BCI Competition III Dataset IVc

In this section, we show the experimental results on BCI Competition III Dataset IVc.

3.1 Dataset

Dataset IVc [19] in BCI competition III was recorded from one healthy subject. Visual cues of 3.5 seconds indicated which of the following 3 motor imageries the subject should perform: left hand, right foot and tongue. For training, 210 trials were provided with labels of left hand respectively right hand. 420 test trials were recorded 4 hours after
the training sessions. The testing sessions were similar to the training sessions, but the motor imagery had to be performed for 1 second only, compared to the 3.5 seconds in the training sessions. The other difference was that the class tongue was replaced by the class relax.

118 EEG channels were measured at positions of the extended international 10-20 system. Signals were band-pass filtered from 0.05 to 200 Hz and then digitized at 1000 Hz with 16 bit accuracy. The data downsampled to 100 Hz was used for analysis.

Since left hand and right foot imagery tasks were both included in the training and testing sessions, and these two sessions had a long time interval in between, checking these two classes would reveal whether there is a different feature distribution between two sessions.

3.2 Investigation of Feature Distributions and Improved Algorithms

It has been shown in many previous studies that filtering must precede CSP in order to make CSP optimal for the separation of two classes. After plotting and observing the power spectrum, we decided to apply only bandpass-filtering, from 12 to 14 Hz, though the competition winner considered a broader bandpass-filtering [18]. Also the competition winner claimed the optimal dimension of CSP was three, and this result was verified by us.

By plotting the features extracted by CSP for left hand and right foot imaginary movements (see Figure 1), it can be seen that a different feature distribution did occur and that there was a need to shift the classification boundary. Note that, for ease in visualization, only two dimensions of calculated features, which correspond to the two most important CSP filters from the training set, were drawn. Figure 2 shows the full
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Figure 2: (a) Flowchart of the first winner; (b) Flowchart of the covariate shift methods.

Table 1: Testing results of LDA, IWLDA, BLDA and BIWLDA.

<table>
<thead>
<tr>
<th>Method</th>
<th>LDA</th>
<th>IWLDA1</th>
<th>IWLDA2</th>
<th>BLDA</th>
<th>BIWLDA1</th>
<th>BIWLDA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE (mean)</td>
<td>0.246</td>
<td>0.1726</td>
<td>0.1183</td>
<td>0.519</td>
<td>0.0994</td>
<td>0.1165</td>
</tr>
<tr>
<td>MSE(std)</td>
<td>0</td>
<td>0.0563</td>
<td>0.0014</td>
<td>0.6023</td>
<td>0.0142</td>
<td>0.0346</td>
</tr>
</tbody>
</table>

(a) MSEs by LDA (baseline), IWLDA, BLDA and BIWLDA.

<table>
<thead>
<tr>
<th>Method</th>
<th>LDA</th>
<th>IWLDA1</th>
<th>IWLDA2</th>
<th>BLDA</th>
<th>BIWLDA1</th>
<th>BIWLDA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (mean)</td>
<td>0.8429</td>
<td>0.9336</td>
<td>0.9539</td>
<td>0.8115</td>
<td>0.965</td>
<td>0.9546</td>
</tr>
<tr>
<td>Accuracy (std)</td>
<td>1.17E-16</td>
<td>0.035</td>
<td>0.0011</td>
<td>0.1322</td>
<td>0.0098</td>
<td>0.0343</td>
</tr>
</tbody>
</table>

(b) Accuracy by LDA (baseline), IWLDA, BLDA and BIWLDA.

two task classification process of the first winner as well as our algorithm. The main difference lies in the replacement of LDA by IWLDA or BIWLDA.

3.3 Results

Table 1 shows the testing results of all methods with the same data preprocessing. The means and standard deviations were based on ten iterations of testing. From Table 2(a), it can be seen that the covariate shift adaptation methods worked very well. Among them, BIWLDA1 proved to be much more stable than IWLDA1, while IWLDA2 and BIWLDA2 were comparable to each other. However, in real application, normalization of the outputs is impossible. Furthermore, as an additional evaluation criterion, classification accuracy was also calculated, as shown in Table 2(b).

It may be not appropriate for us to claim that our methods worked better than the method of competition winner, since this dataset contained three classes, and our methods only worked better in separating two of them. However, we think our method solved the non-stationarity problem caused by session-to-session transfer more efficiently, which can be revealed from the accuracy listed in Table 2(b).

When estimating the importance, parameter \( b \) was established as \( min(100, n_{te}) \) (see section 2.4.1), where \( n_{te} \) is the number of testing trials. 100 trials were randomly chosen from the testing set in cases where \( n_{te} \) was greater than 100. To determine the effects
brought on by \( n_{tc} \), we tested with the first 40, 80,..., 240 and all 280 trials (with training set unchanged), which may be seen as a pseudo-online importance estimation scenario. The testing was repeated 10 times with four covariate shift methods, and the averaged accuracy was plotted in Figure 3. It can be concluded that BIWLDA1 is the most stable method for different numbers of testing trials taken for importance estimation.

### 3.4 Online application of bagged covariate shift method

From its application on the benchmark dataset, it is not difficult to see that BIWLDA1 performed well in terms of both accuracy and stability. Moreover, we wished to test its effectiveness in real online applications and, thus, performed an online experiment on three healthy female subjects (age 38, 23, 30). For the experiment, we used a G.tec USBamp system controlled with the software BCI2000 [20]. EEG was recorded using 10 or 15 electrodes positioned at locations \( FC_3, FC_1, FC_z, FC_2, FC_4, C_3, C_1, C_z, C_2, C_4, CP_3, CP_1, CP_z, CP_2, \) and \( CP_4 \) of the international 10-20 system. For subject 3 the former 10 channels were installed. Data was sampled at 256 Hz and the feedback was updated every 1 second. Pre-feedback of each trial was set as 2 seconds and the feedback time length was decided as 3 seconds.

For the online experiment, a ball was displayed traveling at a constant speed from the left to the right of a screen. Vertical position (distance from the midline of the screen) of the ball served as feedback, changing according to the classification output of the previous second. Subjects were asked to imagine moving their left hand or both hands and both feet to direct the ball downwards and upwards, respectively, and position it to hit a target bar at the right of the screen.

The experiment was carried out in two parts, separated by one or two days. In the first part, the subjects were trained to gain familiarity with both offline and online experiments, obtaining trial accuracies above 80%. The algorithm was two most discriminative features casted by CSP and classified with LDA. In the second part, only online experi-
The trial accuracy was improved from 72.09% to 80.23% (subject 2), and from 66% to 78% (subject 3) after adjustment of LDA coefficients. Results of only two subjects are presented here because subject 1 reached the same trial accuracy as the previous day at 83%, showing no sign of non-stationarities. In order to verify that these improvements were not due to the learning process itself, we applied the coefficients before and after BIWLDA1 adjustment to all the online sessions, analyzing the mutual information [21] between the targets and the outputs of online data (still 129 samples per session). Using mutual information as the evaluation criteria is natural because it takes not only the sign of the output into account but also the amplitude, which, in turn, is used to set the distance between the ball and vertical midline of the screen.

From Table 2, it can be concluded that these improvements cannot be attributed to the learning process because in sessions either before or after the BIWLDA1 adjustment, the updated coefficients generated higher mutual information and with values that are quite similar. Note in Table 2 that because the session before BIWLDA1 used old coefficients, the numbers of MI(old) are written in bold, as is MI(updated) in the session after BIWLDA1 adjustment.

Table 2: Mutual information estimated before and after BIWLDA1 updated

<table>
<thead>
<tr>
<th></th>
<th>Session before BIWLDA1</th>
<th>Sessions after BIWLDA1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MI(old)</td>
<td>MI(updated)</td>
</tr>
<tr>
<td>subject 2</td>
<td>0.3052</td>
<td>0.3527</td>
</tr>
<tr>
<td>subject 3</td>
<td>0.1005</td>
<td>0.1679</td>
</tr>
</tbody>
</table>

ments were conducted, and the subjects were given a few minutes to practice before the experiment started. After the first session, BIWLDA1 was run to adjust the LDA coefficients according to the session transfer from the best performed online session recorded on the previous day. After running BIWLDA1, another two sessions of experiments were continued. Each online session consisted of 43 trials, and when running BIWLDA1, three 1 second (namely second 2, 3, 4 in one trial) non-overlapped windows were cut from each trial which means 129 one-second samples were obtained.

From Table 2, it can be concluded that these improvements cannot be attributed to the learning process because in sessions either before or after the BIWLDA1 adjustment, the updated coefficients generated higher mutual information and with values that are quite similar. Note in Table 2 that because the session before BIWLDA1 used old coefficients, the numbers of MI(old) are written in bold, as is MI(updated) in the session after BIWLDA1 adjustment.

Figure 4 gives a more direct description about the session-to-session transfer of feature distribution with subject 2. In it the training tasks meant the tasks from the best performed session on the previous day; the testing tasks referred to those performed in the first on-line session on the following day, which were classified more accurately after an adjustment. Although the session-to-session transfer phenomenon was not particularly obvious with subject 3 as figure 5(a) shows, an adjustment resulted in an increase of accuracy shown in figure 5(b). Adjusting the classifier may also help the subject get inspired with more controllable status, because the online experiment always involves intricate interaction between feedback and the subject.
4 Discussions and Conclusions

In order to test the effectiveness of covariate shift adaptation schemes on a BCI, six classifiers, namely LDA, IWLDA1 and IWLDA2, BLDA, BIWLDA1 and BIWLDA2, were applied to Dataset IVc of the BCI Competition III. From the results, we arrive at the following conclusions.

Lacking detailed descriptions regarding the experimental protocol of the two sessions in this dataset, we theorize that the non-stationarity originated from three aspects. First, if electrodes were reinstalled between sessions, slight differences in electrode placement may have caused shifts of the data in the feature space. If no reinstallation of electrodes was performed, it is also possible that the electrode gel dried after four hours, causing varying impedances. Second, the long breaks between runs may also have affected performance. Although in this dataset a good performance level was maintained, this is a normal occurrence in BCI experiments. An example was given in [22], where one of the breaks coincided with the end of a phase with good performance. Therefore, it is possible that, upon resuming the experiment, the subject was unable to regain the control acquired in the previous phase. Third, it may have been difficult for the subjects to maintain an adequate attention level due to fatigue or the learning process itself. Shenoy et al. [22] also pointed out in their study that the non-stationarity was due to different background EEG activities brought on by the introduction of visual feedback during the online feedback session. In our case, however, this cannot be considered to be a reason since the experiment setup remained unchanged between sessions.

In [22], two possible ways of adaptation were also discussed, namely shifting and rotating the boundary. The results of our study demonstrated that when there is a need for shifting or rotation, covariate shift methods are effective in adaptation.

Overall, covariate shift adaptation was shown to be effective for improving the classification accuracy when the feature distributions differ from one session to another. Especially when combined with bagging, even a small number of testing trials will result in
an accurate importance estimation.

It would be promising to integrate the proposed algorithm into a BCI system, where adaptation would be run at the beginning of every session. For this purpose, we designed an online experiment and proved the effectiveness of BIWLDA1.

LDA and quadratic discriminant analysis (QDA) are popular classification techniques, especially when adaptation is involved, due to their effectiveness and simplicity. Examples of adapted LDA/QDA applications can be found in [3, 4, 5].

Note that most of the existing adaptation studies focused on trial-to-trial adaptation [3, 4, 5], while we investigated session-to-session adaptation. For subjects, who have little experience with online experiments and may easily become frustrated with incorrect feedback results, the bagged-covariate shift method is helpful in reinforcing their confidence.
by making slight adjustments to the settings of the previous day and, thus, avoiding the
difficulties of offline training each time before an online experiment.
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Abstract

Appropriately designing sampling policies is highly important for obtaining better control policies in reinforcement learning. In this paper, we first show that the least-squares policy iteration (LSPI) framework allows us to employ statistical active learning methods for linear regression. Then we propose a design method of good sampling policies for efficient exploration, which is particularly useful when the sampling cost of immediate rewards is high. The effectiveness of the proposed method, which we call active policy iteration (API), is demonstrated through simulations with a batting robot.
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1 Introduction

Reinforcement learning (RL) is the problem of letting an agent learn intelligent behavior through trial-and-error interaction with unknown environment (Sutton & Barto, 1998). More specifically, the agent learns its control policy so that the amount of rewards it will receive in the future is maximized. Due to its potential possibilities, RL has attracted a great deal of attention recently in the machine learning community.
In practical RL tasks, it is often expensive to obtain immediate reward samples while state-action trajectory samples are readily available. For example, let us consider a robot-arm control task of hitting a ball by a bat and driving the ball as far away as possible (see Figure 9). Let us adopt the carry of the ball as the immediate reward. In this setting, obtaining state-action trajectory samples of the robot arm is easy and relatively cheap since we just need to control the robot arm and record its state-action trajectories over time. On the other hand, explicitly computing the carry of the ball from the state-action samples is hard due to friction and elasticity of links, air resistance, unpredictable disturbances such a current of air, and so on. Thus, in practice, we may have to put the robot in open space, let the robot really hit the ball, and measure the carry of the ball manually. Thus gathering immediate reward samples is much more expensive than the state-action trajectory samples.

When the sampling cost of immediate rewards is high, it is important to design the sampling policy appropriately so that a good control policy can be obtained from a small number of samples. So far, the problem of designing good sampling policies has been addressed in terms of the trade-off between exploration and exploitation (Kaelbling, Littman, & Moore, 1996). That is, an RL agent is required to determine either to explore new states for learning more about unknown environment or to exploit previously acquired knowledge for obtaining more rewards.

A simple framework of controlling the exploration-exploitation trade-off is the $\epsilon$-greedy policy (Sutton & Barto, 1998)—with (small) probability $\epsilon$, the agent chooses to explore unknown environment randomly; otherwise it follows the current control policy for exploitation. The choice of the parameter $\epsilon$ is critical in the $\epsilon$-greedy policy. A standard and natural idea would be to decrease the probability $\epsilon$ as the learning process progresses, i.e., the environment is actively explored in the beginning and then the agent tends to be in the exploitation mode later. However, theoretically and practically sound methods for determining the value of $\epsilon$ seem to be still open research topics. Also, when the agent decides to explore unknown environment, merely choosing the next action randomly would be far from the best possible option.

An alternative strategy called Explicit Explore or Exploit ($E^3$) was proposed in Kearns & Singh (1998) and Kearns & Singh (2002). The basic idea of $E^3$ is to control the balance between exploration and exploitation so that the accuracy of environment model estimation is optimally improved. More specifically, when the number of known states is small, the agent actively explores unvisited (or less visited) states; as the number of known states increases, exploitation tends to be prioritized. The $E^3$ strategy is efficiently realized by an algorithm called R-max (Brafman & Tennenholtz, 2002; Strehl, Diuk, & Littman, 2007). R-max assigns the maximum ‘value’ to unknown states so that the unknown states are visited with high probability. An advantage of $E^3$ and R-max is that the polynomial-time convergence (with respect to the number of states) to a near-optimal policy is theoretically guaranteed. However, since the algorithms explicitly count the number of visits at every state, it is not straightforward to extend the idea to continuous state spaces (Li, Littman, & Mansley, 2008). This is a critical limitation in robotics applications since state spaces are usually spanned by continuous variables such as joint
angles and angular velocities.

In this paper, we address the problem of designing sampling policies from a different point of view—active learning (AL) for value function approximation. We adopt the framework of least-squares policy iteration (LSPI) (Lagoudakis & Parr, 2003) and show that statistical AL methods for linear regression (Fedorov, 1972; Cohn, Ghahramani, & Jordan, 1996; Wiens, 2000; Kanamori & Shimodaira, 2003; Sugiyama, 2006; Sugiyama & Nakajima, 2009) can be naturally employed. In the LSPI framework, the state-action value function is approximated by fitting a linear model with least-squares estimation. A traditional AL scheme (Fedorov, 1972; Cohn et al., 1996) is designed to find the input distribution such that the variance of the least-squares estimator is minimized. For justifying the use of the traditional AL scheme, the bias should be guaranteed not to increase when the variance is reduced, since the expectation of the squared approximation error of the value function is expressed as the sum of the squared bias and variance. To this end, we need to assume a strong condition that the linear model used for value function approximation is correctly specified, i.e., if the parameters are learned optimally, the true value function can be perfectly approximated.

However, such a correct model assumption may not be fulfilled in practical RL tasks since the profile of value functions may be highly complicated. To cope with this problem, a two-stage AL scheme has been proposed in Kanamori & Shimodaira (2003). The use of the two-stage AL scheme can be theoretically justified even when the model is misspecified, i.e., the true function is not included in the model. The key idea of this two-stage AL scheme is to use dummy samples gathered in the first stage for estimating the approximation error of the value function; then additional samples are chosen based on AL in the second stage. This two-stage scheme works well when a large number of dummy samples are used for estimating the approximation error in the first stage. However, due to high sampling costs in practical RL problems, the practical performance of the two-stage AL method in the RL scenarios would be limited.

To overcome the weakness of the two-stage AL method, single-shot AL methods have been developed (Wiens, 2000; Sugiyama, 2006). The use of the single-shot AL methods can be theoretically justified when the model is approximately correct. Since dummy samples are not necessary in the single-shot AL methods, good performance is expected even when the number of samples to be collected is not large. Moreover, the algorithms of the single-shot methods are very simple and computationally efficient. For this reason, we adopt the single-shot AL method proposed in Sugiyama (2006), and develop a new exploration scheme for the LSPI-based RL algorithm. The usefulness of the proposed approach, which we call active policy iteration (API), is demonstrated through batting-robot simulations.

The rest of this paper is organized as follows. In Section 2, we formulate the RL problem using Markov decision processes and review the LSPI framework. Then in Section 3, we show how a statistical AL method could be employed for optimizing the sampling policy in the context of value function approximation. In Section 4, we apply our AL strategy to the LSPI framework and show the entire procedure of the proposed API algorithm. In Section 5, we demonstrate the effectiveness of API through ball-batting simulations.
Finally, in Section 6, we conclude by summarizing our contributions and describing future work.

2 Formulation of Reinforcement Learning Problem

In this section, we formulate the RL problem as a Markov decision problem (MDP) following Sutton & Barto (1998), and review how it can be solved using a method of policy iteration following Lagoudakis & Parr (2003).

2.1 Markov Decision Problem

Let us consider an MDP specified by

\[(S, A, P_T, R, \gamma), \tag{1}\]

where

- \(S\) is a set of states,
- \(A\) is a set of actions,
- \(P_{T}(s'|s, a) (\in [0, 1])\) is the conditional probability density of the agent’s transition from state \(s\) to next state \(s'\) when action \(a\) is taken,
- \(R(s, a, s') (\in \mathbb{R})\) is a reward for transition from \(s\) to \(s'\) by taking action \(a\),
- \(\gamma (\in (0, 1])\) is the discount factor for future rewards.

Let \(\pi(a|s) (\in [0, 1])\) be a stochastic policy which is a conditional probability density of taking action \(a\) given state \(s\). The state-action value function \(Q^{\pi}(s, a) (\in \mathbb{R})\) for policy \(\pi\) denotes the expectation of the discounted sum of rewards the agent will receive when taking action \(a\) in state \(s\) and following policy \(\pi\) thereafter, i.e.,

\[
Q^{\pi}(s, a) \equiv \mathbb{E}_{\{s_n, a_n\}_{n=2}^{\infty}} \left[ \sum_{n=1}^{\infty} \gamma^{n-1} R(s_n, a_n, s_{n+1}) \bigg| s_1 = s, a_1 = a \right], \tag{2}
\]

where \(\mathbb{E}_{\{s_n, a_n\}_{n=2}^{\infty}}\) denotes the expectation over trajectory \(\{s_n, a_n\}_{n=2}^{\infty}\) following \(P_T(s_{n+1}|s_n, a_n)\) and \(\pi(a_n|s_n)\).

The goal of RL is to obtain the policy such that the expectation of the discounted sum of future rewards is maximized. The optimal policy can be expressed as

\[
\pi^*(a|s) \equiv \delta(a - \arg\max_{a'} Q^*(s, a')), \tag{3}
\]

where \(\delta(\cdot)\) is Dirac’s delta function and

\[
Q^*(s, a) \equiv \max_{\pi} Q^{\pi}(s, a) \tag{4}
\]
is the optimal state-action value function.

\( Q^\pi(s, a) \) can be expressed by the following recurrent form called the Bellman equation:

\[
Q^\pi(s, a) = R(s, a) + \gamma \mathbb{E}_{P_T(s'|s, a)} \mathbb{E}_{\pi(a'|s')} [Q^\pi(s', a')] , \quad \forall s \in \mathcal{S}, \; \forall a \in \mathcal{A}, \quad (5)
\]

where

\[
R(s, a) \equiv \mathbb{E}_{P_T(s'|s, a)} [R(s, a, s')]
\]

is the expected reward when the agent takes action \( a \) in state \( s \), \( \mathbb{E}_{P_T(s'|s, a)} \) denotes the conditional expectation of \( s' \) over \( P_T(s'|s, a) \) given \( s \) and \( a \), and \( \mathbb{E}_{\pi(a'|s')} \) denotes the conditional expectation of \( a' \) over \( \pi(a'|s') \) given \( s' \).

### 2.2 Policy Iteration

Computing the value function \( Q^\pi(s, a) \) is called policy evaluation. Using \( Q^\pi(s, a) \), we may find a better policy \( \pi'(a|s) \) by ‘softmax’ update:

\[
\pi'(a|s) \propto \exp(Q^\pi(s, a)/\beta),
\]

where \( \beta (> 0) \) determines the randomness of the new policy \( \pi' \); or by \( \epsilon \)-greedy update:

\[
\pi'(a|s) = \epsilon p_u(a) + (1-\epsilon) \delta(a - \arg\max_{a'} Q^\pi(s, a')), \quad (8)
\]

where \( p_u(a) \) denotes the uniform probability density over actions and \( \epsilon (\in (0, 1]) \) determines how stochastic the new policy \( \pi' \) is. Updating \( \pi \) based on \( Q^\pi(s, a) \) is called policy improvement. Repeating policy evaluation and policy improvement, we may find the optimal policy \( \pi^*(a|s) \). This entire process is called policy iteration (Sutton & Barto, 1998).

### 2.3 Least-squares Framework for Value Function Approximation

Although policy iteration is a useful framework for solving an MDP problem, it is computationally expensive when the number of state-action pairs \( |\mathcal{S}| \times |\mathcal{A}| \) is large. Furthermore, when the state space or action space is continuous, \( |\mathcal{S}| \) or \( |\mathcal{A}| \) becomes infinite and therefore it is no longer possible to directly implement policy iteration. To overcome this problem, we approximate the state-action value function \( Q^\pi(s, a) \) using the following linear model:

\[
\hat{Q}^\pi(s, a; \theta) \equiv \sum_{b=1}^{B} \theta_b \phi_b(s, a) = \theta^\top \phi(s, a), \quad (9)
\]

where

\[
\phi(s, a) = (\phi_1(s, a), \phi_2(s, a), \ldots, \phi_B(s, a))^\top
\]

(10)
are the fixed linearly independent basis functions, $\top$ denotes the transpose, $B$ is the number of basis functions, and
\[
\theta = (\theta_1, \theta_2, \ldots, \theta_B)^\top
\] (11)
are model parameters to be learned. Note that $B$ is usually chosen to be much smaller than $|S| \times |A|$ for computational efficiency.

For $N$-step transitions, we ideally want to learn the parameters $\theta$ so that the squared Bellman residual $G(\theta)$ is minimized (Lagoudakis & Parr, 2003):
\[
\theta^* \equiv \arg \min_{\theta} G(\theta),
\] (12)
\[
G(\theta) \equiv \mathbb{E}_{P_\pi} \left[ \frac{1}{N} \sum_{n=1}^{N} (\theta^\top \psi(s_n, a_n) - R(s_n, a_n))^2 \right],
\] (13)
\[
\psi(s, a) \equiv \phi(s, a) - \gamma \mathbb{E}_{P_T(s'|s, a)} \mathbb{E}_{\pi(a'|s')} [\phi(s', a')].
\] (14)
$\mathbb{E}_{P_\pi}$ denotes the expectation over the joint probability density function of an entire trajectory:
\[
P_\pi(s_1, a_1, s_2, a_2, \ldots, s_N, a_N, s_{N+1}) \equiv P_I(s_1) \prod_{n=1}^{N} P_T(s_{n+1}|s_n, a_n) \pi(a_n|s_n),
\] (15)
where $P_I(s)$ denotes the initial-state probability density function.

### 2.4 Value Function Approximation from Samples

Suppose that roll-out data samples consisting of $M$ episodes with $N$ steps are available for training purposes. The agent initially starts from randomly selected state $s_1$ following the initial-state probability density $P_I(s)$ and chooses an action based on sampling policy $\pi(a|s)$. Then the agent makes a transition following the transition probability $P_T(s_{n+1}|s_n, a_n)$ and receives a reward $r_n(= R(s_n, a_n, s_{n+1}))$. This is repeated for $N$ steps—thus the training dataset $D^\pi$ is expressed as
\[
D^\pi \equiv \{d^\pi_m\}_{m=1}^{M},
\] (16)
where each episodic sample $d^\pi_m$ consists of a set of 4-tuple elements as
\[
d^\pi_m \equiv \{(s^\pi_{m,n}, a^\pi_{m,n}, r^\pi_{m,n}, s^\pi_{m,n+1})\}_{n=1}^{N}.
\] (17)

We use two types of policies for different purposes: the sampling policy $\pi(a|s)$ for collecting data samples and the evaluation policy $\pi(a|s)$ for computing the value function $\hat{Q}^\pi$. Minimizing the importance-weighted empirical generalization error $\hat{G}(\theta)$, we can
obtain a consistent estimator of $\theta^*$ as follows:

$$\hat{\theta} \equiv \arg\min_{\theta} \hat{G}(\theta),$$

$$\hat{G}(\theta) \equiv \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} (\theta^\top \hat{\psi}(s_{m,n}, a_{m,n}; D^\pi) - r_{m,n})^2 w_{m,n},$$

$$\hat{\psi}(s, a; D) \equiv \phi(s, a) - \frac{\gamma}{|D_{(s,a)}|} \sum_{s' \in D_{(s,a)}} \mathbb{E}_{\pi(a'|s')} [\phi(s', a')],$$

where $D_{(s,a)}$ is a set of 4-tuple elements\(^1\) containing state $s$ and action $a$ in the training data $D$, $\sum_{s' \in D_{(s,a)}}$ denotes the summation over $s'$ in the set $D_{(s,a)}$, and

$$w_{m,n} \equiv \frac{\prod_{n'=1}^{N} \pi(a_{m,n'}|s_{m,n'})}{\prod_{n'=1}^{N} \pi(a_{m,n'}|s_{m,n'})}$$

is called the importance weight (Sutton & Barto, 1998).

It is important to note that consistency of $\hat{\theta}$ can be maintained even if $w_{m,n}$ is replaced by the per-decision importance weight $w_{m,n}$ (Precup, Sutton, & Singh, 2000), which is computationally more efficient and stable. $\hat{\theta}$ can be analytically expressed with the matrices $\hat{L} (\in \mathbb{R}^{B \times MN})$, $\hat{X} (\in \mathbb{R}^{MN \times B})$, $\hat{W} (\in \mathbb{R}^{MN \times MN})$, and the vector $r^\pi (\in \mathbb{R}^{MN})$ as

$$\hat{\theta} = \hat{L} r^\pi,$$

$$\hat{L} \equiv (\hat{X}^\top \hat{W} \hat{X})^{-1} \hat{X}^\top \hat{W},$$

$$r_{N(m-1)+n} \equiv r_{m,n},$$

$$\hat{X}_{N(m-1)+n,b} \equiv \hat{\psi}(s_{m,n}, a_{m,n}; D^\pi),$$

$$W_{N(m-1)+n,N(m'-1)+n'} \equiv w_{m,n} I(m = m') I(n = n'),$$

where $I(c)$ denotes the indicator function:

$$I(c) = \begin{cases} 1 & \text{if the condition } c \text{ is true,} \\ 0 & \text{otherwise.} \end{cases}$$

When the matrix $\hat{X}^\top \hat{W} \hat{X}$ is ill-conditioned, it is hard to compute its inverse accurately. To cope with this problem, we may practically employ a regularization scheme (Tikhonov & Arsenin, 1977; Hoerl & Kennard, 1970; Poggio & Girosi, 1990):

$$(\hat{X}^\top \hat{W} \hat{X} + \lambda I)^{-1},$$

where $I (\in \mathbb{R}^{B \times B})$ is the identity matrix and $\lambda$ is a small positive scalar.

\(^1\)When the state-action space is continuous, the set $D_{(s_{m,n}, a_{m,n})}$ contains only a single sample $(s_{m,n}, a_{m,n}, r_{m,n}, s_{m,n+1})$ and then consistency of $\hat{\theta}$ may not be guaranteed. A possible measure for this would be to use several neighbor samples around $(s_{m,n}, a_{m,n})$. However, in our experiments, we decided to use the single-sample approximation since it performed reasonably well.
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The accuracy of the estimated value function depends on the training samples collected following sampling policy $\pi(a|s)$. In this section, we propose a new method for designing a good sampling policy based on a statistical AL method proposed in Sugiyama (2006).

3.1 Preliminaries

Let us consider a situation where collecting state-action trajectory samples is easy and cheap, but gathering immediate reward samples is hard and expensive (for example, the batting robot explained in the introduction). In such a case, immediate reward samples are too expensive to be used for designing the sampling policy; only state-action trajectory samples may be used for sampling policy design.

The goal of AL in the current setup is to determine the sampling policy so that the expected generalization error is minimized. The generalization error is not accessible in practice since the expected reward function $R(s,a)$ and the transition probability $P_T(s'|s,a)$ are unknown. Thus, for performing AL, the generalization error needs to be estimated from samples. A difficulty of estimating the generalization error in the context of AL is that its estimation needs to be carried out only from state-action trajectory samples without using immediate reward samples. This means that standard generalization error estimation techniques such as cross-validation (Hachiya, Akiyama, Sugiyama, & Peters, 2009) cannot be employed since they require both state-action and immediate reward samples. Below, we explain how the generalization error could be estimated under the AL setup (i.e., without the reward samples).

3.2 Decomposition of Generalization Error

The information we are allowed to use for estimating the generalization error is a set of roll-out samples without immediate rewards:

$$\overline{D}_{\pi} \equiv \{\overline{d}_{m}\}_{m=1}^{M},$$

$$\overline{d}_{m} \equiv \{(s_{m,n}^{\pi},a_{m,n}^{\pi},s_{m,n+1}^{\pi})\}_{n=1}^{N}.$$  (30)

Let us define the deviation of immediate rewards from the mean as

$$\epsilon_{m,n}^{\pi} \equiv r_{m,n}^{\pi} - R(s_{m,n}^{\pi},a_{m,n}^{\pi}).$$  (31)

Note that $\epsilon_{m,n}^{\pi}$ could be regarded as additive noise in the context of least-squares function fitting. By definition, $\epsilon_{m,n}^{\pi}$ has mean zero and its variance generally depends on $s_{m,n}^{\pi}$ and $a_{m,n}^{\pi}$, i.e., heteroscedastic noise (Bishop, 2006). However, since estimating the variance of $\epsilon_{m,n}^{\pi}$ without using reward samples is not generally possible, we ignore the dependence of the variance on $s_{m,n}^{\pi}$ and $a_{m,n}^{\pi}$. Let us denote the input-independent common variance by $\sigma^2$. 
Now we would like to estimate the generalization error

$$G(\theta) \equiv \mathbb{E}_{\tilde{\pi}} \left[ \frac{1}{N} \sum_{n=1}^{N} (\hat{\theta}^\top \hat{\psi}(s_n, a_n; \mathcal{D}^\pi) - R(s_n, a_n))^2 \right]$$

(32)

from $\mathcal{D}^\pi$. Its expectation over ‘noise’ can be decomposed as follows (Sugiyama, 2006).

$$\mathbb{E}_{\epsilon^\pi} \left[ G(\theta) \right] = \text{Bias} + \text{Variance} + \text{ModelError},$$

(33)

where $\mathbb{E}_{\epsilon^\pi}$ denotes the expectation over ‘noise’ $\{\epsilon_{m,n}\}_{m=1,n=1}^{M,N}$. Bias, Variance, and ModelError are the bias term, the variance term, and the model error term defined by

$$\text{Bias} \equiv \mathbb{E}_{\tilde{\pi}} \left[ \frac{1}{N} \sum_{n=1}^{N} \left\{ (\mathbb{E}_{\epsilon^\pi} \left[ \hat{\theta} \right] - \theta^*)^\top \hat{\psi}(s_n, a_n; \mathcal{D}^\pi) \right\}^2 \right],$$

(34)

$$\text{Variance} \equiv \mathbb{E}_{\tilde{\pi}} \left[ \frac{1}{N} \sum_{n=1}^{N} \left\{ (\hat{\theta} - \mathbb{E}_{\epsilon^\pi} \left[ \hat{\theta} \right])^\top \hat{\psi}(s_n, a_n; \mathcal{D}^\pi) \right\}^2 \right],$$

(35)

$$\text{ModelError} \equiv \mathbb{E}_{\tilde{\pi}} \left[ \frac{1}{N} \sum_{n=1}^{N} (\theta^*^\top \hat{\psi}(s_n, a_n; \mathcal{D}^\pi) - R(s_n, a_n))^2 \right].$$

(36)

$\theta^*$ is the optimal parameter in the model, defined by Eq.(12). Note that the variance term can be expressed in a compact form as

$$\text{Variance} = \sigma^2 \text{tr}(U \tilde{L} L^\top),$$

(37)

where the matrix $U (\in \mathbb{R}^{B \times B})$ is defined as

$$U_{b,b'} \equiv \mathbb{E}_{\tilde{\pi}} \left[ \frac{1}{N} \sum_{n=1}^{N} \hat{\psi}_b(s_n, a_n; \mathcal{D}^\pi) \hat{\psi}_{b'}(s_n, a_n; \mathcal{D}^\pi) \right] .$$

(38)

### 3.3 Estimation of Generalization Error for AL

The model error is constant and thus can be safely ignored in generalization error estimation since we are interested in finding a minimizer of the generalization error with respect to $\tilde{\pi}$. So we focus on the bias term and the variance term. However, the bias term includes the unknown optimal parameter $\theta^*$, and thus it may not be possible to estimate the bias term without using reward samples; similarly, it may not be possible to estimate the ‘noise’ variance $\sigma^2$ included in the variance term without using reward samples.

It is known that the bias term is small enough to be neglected when the model is approximately correct (Sugiyama, 2006), i.e., $\theta^*^\top \hat{\psi} (s,a)$ approximately agrees with the true function $R(s,a)$. Then we have

$$\mathbb{E}_{\epsilon^\pi} \left[ \overline{G}(\theta) \right] - \text{ModelError} - \text{Bias} \propto \text{tr}(U \tilde{L} L^\top),$$. 

(39)
which does not require immediate reward samples for its computation. Since $\mathbb{E}_{P_x}$ included in $U$ is not accessible (see Eq.(38)), we replace $U$ by its consistent estimator $\hat{U}$:

$$\hat{U} \equiv \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\psi}(s_{m,n}^\pi, a_{m,n}^\pi; \bar{D}^\pi)\hat{\psi}(s_{m,n}^\pi, a_{m,n}^\pi; \bar{D}^\pi)^\top w_{m,n}^\pi. \quad (40)$$

Consequently, we have the following generalization error estimator:

$$J \equiv \text{tr}(\hat{U} \hat{L} \hat{L}^\top), \quad (41)$$

which can be computed only from $\bar{D}^\pi$ and thus can be employed in the AL scenarios. If it is possible to gather $\bar{D}^\pi$ multiple times, the above $J$ may be computed multiple times and its average $J'$ may be used as a generalization error estimator.

Note that the values of the generalization error estimator $J$ and the true generalization error $G$ are not directly comparable since irrelevant additive and multiplicative constants are ignored (see Eq.(39)). We expect that the estimator $J$ has a similar profile to the true error $G$ as a function of sampling policy $e^\pi$ since the purpose of deriving a generalization error estimator in AL is not to approximate the true generalization error itself, but to approximate the minimizer of the true generalization error with respect to sampling policy $e^\pi$. We will experimentally investigate this issue in Section 3.5.

### 3.4 Designing Sampling Policies

Based on the generalization error estimator derived above, we give an algorithm for designing a good sampling policy, which fully makes use of the roll-out samples without immediate rewards.

1. Prepare $K$ candidates of sampling policy: $\{e^\pi_k\}_{k=1}^K$.

2. Collect episodic samples without immediate rewards for each sampling-policy candidate: $\{\bar{D}^\pi_k\}_{k=1}^K$.

3. Estimate $U$ using all samples $\{\bar{D}^\pi_k\}_{k=1}^K$:

$$\tilde{U} = \frac{1}{KMN} \sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\psi}(s_{m,n}^\pi, a_{m,n}^\pi; \bar{D}^\pi_k)^K \hat{\psi}(s_{m,n}^\pi, a_{m,n}^\pi; \bar{D}^\pi_k)^\top w_{m,n}^\pi. \quad (42)$$

4. Estimate the generalization error for each $k$:

$$J_k \equiv \text{tr}(\hat{U} \hat{L} \hat{\pi}_k \hat{L}^\top \hat{\pi}_k^\top), \quad (43)$$

$$\hat{L} \hat{\pi}_k \equiv \hat{X} \hat{\pi}_k ^\top W \hat{\pi}_k \hat{X} \hat{\pi}_k - \hat{X} \hat{\pi}_k^\top W \hat{\pi}_k, \quad (44)$$

$$\hat{X}_{N(m-1)+n,b} \equiv \hat{\psi}_h(s_{m,n}^\pi, a_{m,n}^\pi; \{\bar{D}^\pi_k\}_{k=1}^K), \quad (45)$$

$$W_{\hat{\pi}_k}^{\hat{\pi}_k}_{N(m-1)+n,N(m'-1)+n'} \equiv w_{m,n}^\pi I(m=m')I(n=n'). \quad (46)$$
5. (If possible) repeat 2. to 4. several times and calculate the average for each $k$: 

$$\{J'_k\}_{k=1}^K.$$ 

6. Determine the sampling policy: $\pi_{AL} \equiv \arg\min_k J'_k$. 

7. Collect training samples with immediate rewards following $\pi_{AL}$: $D_{\pi_{AL}}$. 

8. Learn the value function by LSPI using $D_{\pi_{AL}}$. 

### 3.5 Numerical Examples

Here we illustrate how the above AL method behaves in the 10-state chain-walk environment shown in Figure 1. The MDP consists of 10 states

$$S = \{s^{(i)}\}_{i=1}^{10} = \{1, 2, \ldots, 10\}$$ (47)

and 2 actions

$$A = \{a^{(i)}\}_{i=1}^{2} = \{‘L’, ‘R’\}.$$ (48)

The immediate reward function is defined as

$$R(s, a, s') \equiv f(s'),$$ (49)

where the profile of the function $f(s)$ is illustrated in Figure 2.

The transition probability $P_T(s'|s, a)$ is indicated by the numbers attached to the arrows in Figure 1; for example, $P_T(s^{(2)}|s^{(1)}, ‘R’) = 0.8$ and $P_T(s^{(1)}|s^{(1)}, ‘R’) = 0.2$. Thus the agent can successfully move to the intended direction with probability 0.8 (indicated by solid-filled arrows in the figure) and the action fails with probability 0.2 (indicated by dashed-filled arrows in the figure). The discount factor $\gamma$ is set to 0.9. We use the 12 basis functions $\phi(s, a)$ defined as

$$\phi_{2(i-1)+j}(s, a) = \begin{cases} 
I(a = a^{(j)})\exp\left(-\frac{(s - c_i)^2}{2\tau^2}\right) & \text{for } i = 1, 2, \ldots, 5 \text{ and } j = 1, 2 \\
I(a = a^{(j)}) & \text{for } i = 6 \text{ and } j = 1, 2,
\end{cases}$$ (50)

where $c_1 = 1$, $c_2 = 3$, $c_3 = 5$, $c_4 = 7$, $c_5 = 9$, and $\tau = 1.5$.

For illustration purposes, we evaluate the selection of sampling policies only in one-step policy evaluation; evaluation through iterations will be addressed in the next section. Sampling policies and evaluation policies are constructed as follows. First, we prepare a deterministic ‘base’ policy $\pi$, e.g., ‘LLLLLRRRRR’, where the $i$-th letter denotes the action taken at $s^{(i)}$. Let $\pi_\epsilon$ be the ‘$\epsilon$-greedy’ version of the base policy $\pi$, i.e., the intended action can be successfully chosen with probability $1 - \epsilon/2$ and the other action is chosen with probability $\epsilon/2$. We perform experiments for three different evaluation policies:

$$\pi_1 : ‘RRRRRRRRRR’,$$ (51)

$$\pi_2 : ‘RRLLLLRRRR’,$$ (52)

$$\pi_3 : ‘LLLLLRRRRR’$$ (53)
Figure 1: 10-state chain walk. Filled/unfilled arrows indicate the transitions when taking action ‘R’/‘L’ and solid/dashed lines indicate the successful/failed transitions.

Figure 2: Profile of the function $f(s')$.

with $\epsilon = 0.1$. For each evaluation policy $\overline{\pi}_i^{0.1} (i = 1, 2, 3)$, we prepare 10 candidates of the sampling policy $\{\overline{\pi}_i^{(k)}\}_{k=1}^{10}$, where the $k$-th sampling policy $\overline{\pi}_i^{(k)}$ is defined as $\pi_i^{k/10}$. Note that $\overline{\pi}_i^{(1)}$ is equivalent to the evaluation policy $\pi_i^{0.1}$.

For each sampling policy, we calculate the $J$-value 5 times and take the average. The numbers of episodes and steps are set to $M = 10$ and $N = 10$, respectively. The initial-state probability $P_I(s)$ is set to be uniform. The regularization parameter is set to $\lambda = 10^{-3}$ for avoiding matrix singularity. This experiment is repeated 100 times with different random seeds and the mean and standard deviation of the true generalization error and its estimate are evaluated.

The results are depicted in Figure 3 (the true generalization error) and Figure 4 (its estimate) as functions of the index $k$ of the sampling policies. Note that in these figures, we ignored irrelevant additive and multiplicative constants when deriving the generalization error estimator (see Eq.(39)). Thus, directly comparing the values of the true generalization error and its estimate is meaningless. The graphs show that the proposed generalization error estimator overall captures the trend of the true generalization error well for all three cases.

For active learning purposes, we are interested in choosing the value of $k$ so that the true generalization error is minimized. Next, we investigate the values of the obtained generalization error $\overline{G}$ when $k$ is chosen so that $J$ is minimized (active learning; AL), the evaluation policy ($k = 1$) is used for sampling (passive learning; PL), and $k$ is chosen
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Figure 3: The mean and standard deviation of the true generalization error over 100 trials.

Figure 4: The mean and standard deviation of the estimated generalization error $J$ over 100 trials.

Figure 5: The box-plots of the values of the obtained generalization error $G$ over 100 trials when $k$ is chosen so that $J$ is minimized (active learning; AL), the evaluation policy ($k = 1$) is used for sampling (passive learning; PL), and $k$ is chosen optimally so that the true generalization error is minimized (optimal; OPT). The box-plot notation indicates the 5%-quantile, 25%-quantile, 50%-quantile (i.e., median), 75%-quantile, and 95%-quantile from bottom to top.
optimally so that the true generalization error is minimized (optimal; OPT). Figure 5 depicts the box-plots of the generalization error values for AL, PL, and OPT over 100 trials, where the box-plot notation indicates the 5%-quantile, 25%-quantile, 50%-quantile (i.e., median), 75%-quantile, and 95%-quantile from bottom to top. The graphs show that the proposed AL method compares favorably with PL and performs well for reducing the generalization error.

We will continue the performance evaluation of the proposed AL method through iterations in Section 4.2.

4 Active Learning in Policy Iteration

In Section 3, we have shown that the unknown generalization error could be accurately estimated without using immediate reward samples in one-step policy evaluation. In this section, we extend the idea to the full policy-iteration setup.

4.1 Sample Reuse Policy Iteration with Active Learning

Sample reuse policy iteration (SRPI) (Hachiya et al., 2009) is a recently-proposed framework of off-policy RL (Sutton & Barto, 1998; Precup et al., 2000), which allows us to reuse previously-collected samples effectively. Let us denote the evaluation policy at the l-th iteration by \( \pi_l \) and the maximum number of iterations by \( L \).

In the policy iteration framework, new data samples \( D^{\pi_l} \) are collected following the new policy \( \pi_l \) for the next policy evaluation step. In ordinary policy-iteration methods, only the new samples \( D^{\pi_l} \) are used for policy evaluation. Thus the previously-collected data samples \( \{D^{\pi_1}, D^{\pi_2}, \ldots, D^{\pi_{l-1}}\} \) are not utilized:

\[
\begin{align*}
\pi_1 &\rightarrow E: \{D^{\pi_1}\} \rightarrow \widehat{Q}^{\pi_1} \rightarrow \pi_2 \rightarrow E: \{D^{\pi_2}\} \rightarrow \widehat{Q}^{\pi_2} \rightarrow \pi_3 \rightarrow \ldots \rightarrow \pi_{L+1},
\end{align*}
\]

where ‘\( E: \{D\} \)’ indicates policy evaluation using the data sample \( D \) and ‘I’ denotes policy improvement. On the other hand, in SRPI, all previously-collected data samples are reused for policy evaluation as

\[
\begin{align*}
\pi_1 &\rightarrow E: \{D^{\pi_1}\} \rightarrow \widehat{Q}^{\pi_1} \rightarrow \pi_2 \rightarrow E: \{D^{\pi_1}, D^{\pi_2}\} \rightarrow \widehat{Q}^{\pi_2} \rightarrow \pi_3 \rightarrow \ldots \rightarrow \pi_{L+1},
\end{align*}
\]

where appropriate importance weights are applied to each set of previously-collected samples in the policy evaluation step.

Here, we apply the AL technique proposed in the previous section to the SRPI framework. More specifically, we optimize the sampling policy at each iteration. Then the iteration process becomes

\[
\begin{align*}
\pi_1 &\rightarrow E: \{D^{\pi_1}\} \rightarrow \widehat{Q}^{\pi_1} \rightarrow \pi_2 \rightarrow E: \{D^{\pi_1}, D^{\pi_2}\} \rightarrow \widehat{Q}^{\pi_2} \rightarrow \pi_3 \rightarrow \ldots \rightarrow \pi_{L+1}.
\end{align*}
\]

Thus, we do not gather samples following the current evaluation policy \( \pi_l \), but following the sampling policy \( \overline{\pi}_l \) optimized based on the AL method given in the previous section.
We call this framework *active policy iteration* (API). Figure 6 and Figure 7 show the pseudo code of the API algorithm. Note that the previously-collected samples are used not only for value function approximation, but also for sampling-policy selection. Thus API fully makes use of the samples.

### 4.2 Numerical Examples

Here we illustrate how the API method behaves using the same 10-state chain-walk problem as Section 3.5 (see Figure 1).

The initial evaluation policy \( \pi_1 \) is set as

\[
\pi_1(a|s) \equiv 0.15p_u(a) + 0.85I(a = \arg\max_{a'} Q_0(s, a')), \quad (57)
\]

where

\[
\hat{Q}_0(s, a) \equiv \sum_{b=1}^{12} \phi_b(s, a). \quad (58)
\]

Policies are updated in the \( l \)-th iteration using the \( \epsilon \)-greedy rule with \( \epsilon = 0.15/l \). In the sampling-policy selection step of the \( l \)-th iteration, we prepare the four sampling-policy candidates

\[
\{ \tilde{\pi}_l^{(1)}, \tilde{\pi}_l^{(2)}, \tilde{\pi}_l^{(3)}, \tilde{\pi}_l^{(4)} \} \equiv \{ \pi_l^{0.15/l}, \pi_l^{0.15/l+0.15}, \pi_l^{0.15/l+0.5}, \pi_l^{0.15/l+0.85} \}, \quad (59)
\]

where \( \pi_l \) denotes the policy obtained by greedy update using \( \hat{Q}^{\pi_{l-1}} \). The number of iterations to learn the policy is set to \( L = 7 \), the number of steps is set to \( N = 10 \), and the number \( M \) of episodes is different in each iteration and defined as

\[
\{ M_1, M_2, M_3, M_4, M_5, M_6, M_7 \}, \quad (60)
\]

where \( M_l (l = 1, 2, \ldots, 7) \) denotes the number of episodes collected in the \( l \)-th iteration. In this experiment, we compare two types of scheduling: \{5, 5, 3, 3, 3, 1, 1\} and \{3, 3, 3, 3, 3, 3, 3\}, which we refer to as the ‘decreasing M’ strategy and the ‘fixed M’ strategy, respectively. The \( J \)-value calculation is repeated 5 times for AL. In order to avoid matrix singularity, the regularization parameter is set to \( \lambda = 10^{-3} \). The performance of learned policy \( \pi_{L+1} \) is measured by the discounted sum of immediate rewards for test samples \( \{ r_{m,n}^{\pi_{L+1}} \}_{m,n=1}^{50} \) (50 episodes with 50 steps collected following \( \pi_{L+1} \)):

\[
\text{Performance} = \frac{1}{50} \sum_{m=1}^{50} \sum_{n=1}^{50} \gamma^{n-1} r_{m,n}^{\pi_{L+1}}, \quad (61)
\]

where the discount factor \( \gamma \) is set to 0.9.

We compare the performance of passive learning (PL; the current policy is used as the sampling policy in each iteration) and the proposed AL method (the best sampling policy is chosen from the policy candidates prepared in each iteration). We repeat the same
Algorithm 1: ActivePolicyIteration(ϕ, π₁, λ, Z)

//ϕ  Basis functions, ϕ(s, a) = (ϕ₁(s, a), ϕ₂(s, a), . . . , ϕ_B(s, a))ᵀ
//π₁  Initial policy, π₁(a|s) ∈ {0, 1}
//λ  Regularization parameter, λ > 0
//Z  The number of J-value calculations to take the average J', Z ∈ N

l ← 1

for l ← 1, 2, ..., L

  // Determine sampling policy π_l by the active learning method
  π̃_l ← SamplingPolicySelection({D̃_πᵢₗ}ᵢ₋₁, ϕ, π_l, λ, Z)

  // Collect episodic samples using policy π̃_l
  D̃_π_l ← DataSampling(π̃_l)

  // Learn the value function Q̃_π_l from the samples {D̃_πᵢₗ}ᵢ₋₁
  A ← 1∕LMN ⋄ l ⋄ M ⋄ N ⋄ ϕ̃_πᵢₗ(m, n, a_m, n; {D̃_πᵢₗ}ᵢ₋₁)ψ̃_πᵢₗ(m, n, a_m, n; {D̃_πᵢₗ}ᵢ₋₁)ᵀ w_m, n
  B ← 1∕LMN ⋄ l ⋄ M ⋄ N ⋄ ϕ̃_πᵢₗ(m, n, a_m, n; {D̃_πᵢₗ}ᵢ₋₁)r_m, n
  θ̃_l ← (A + λI)⁻¹B

  // Update π_l using Q̃_π_l
  π_l₊₁ ← PolicyImprovement(θ̃_l, ϕ)

return (π_L₊₁)

Figure 6: The pseudo code of ActivePolicyIteration. By the DataSampling function, episodic samples (M episodes and N steps) are collected using the input policy. By the PolicyImprovement function, the current policy is updated with policy improvement such as ϵ-greedy update or softmax update. The pseudo code of SamplingPolicySelection is shown in Algorithm 2 in Figure 7.
Algorithm 2: SamplingPolicySelection(\{D_{t}^T\}_{t=1}^{l-1}, \phi, \pi_l, \lambda, Z)

\[
\text{//\{D_{t}^T\}_{t=1}^{l-1} & \text{The previously-collected training samples up to \((l - 1)\)-th iteration} \\
\text{//\phi & \text{Basis functions, } \phi(s, a) = (\phi_1(s, a), \phi_2(s, a), \ldots, \phi_B(s, a))^\top} \\
\text{//\pi_l & \text{The evaluation policy in the \(l\)-th iteration, } \pi_l(a|s) \in [0, 1]} \\
\text{//\lambda & \text{Regularization parameter, } \lambda (> 0)} \\
\text{//Z & \text{The number of \(J\)-value calculations to compute the average \(J', Z \in \mathbb{N}\)}
\]

for \(z \leftarrow 1, 2, \ldots, Z\)

for \(k \leftarrow 1, 2, \ldots, K\)

\[
\text{//Generate sampling policy candidate } \tilde{\pi}_k^{(l)} \text{ and collect episodic samples} \\
\text{//without immediate rewards using } \tilde{\pi}_k^{(l)} \\
\text{//Estimate matrix } U
\]

\[
\text{//\mathcal{D}_0 \equiv \{\mathcal{D}_{t}^{\tilde{\pi}_k^{(l)}}\}_{k=1}^{K} \cup \{\mathcal{D}_{t}^{\pi_l}\}_{t=1}^{l-1}, \mathcal{P}_0 \equiv \{\pi_k^{(l)}\}_{k=1}^{K} \cup \{\pi_l\}_{t=1}^{l-1} \\
\hat{U} \leftarrow \frac{1}{(K + l - 1)MN} \sum_{\pi \in \Pi_0} \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\psi}(s_{m,n}, a_{m,n}; \mathcal{D}_0) \hat{\psi}(s_{m,n}, a_{m,n}; \mathcal{D}_0) \top w_{m,n}
\]

\[
\text{//Calculate } J_k^{z} \\
\text{//\Pi_k \equiv \{\pi_k^{(l)}\} \cup \{\pi_l\}_{t=1}^{l-1}, h_{m,n}^{\pi} \equiv w_{m,n} e^{(N(m - 1) + n)} (\in \mathbb{R}^{MN}),} \\
\text{//\psi^{(l)} (\in \mathbb{R}^{MN}) is the standard basis vector: \(e_j^{(l)} \equiv I(i = j)\)}
\]

\[
\text{//\Pi_k \equiv \{\pi_k^{(l)}\} \cup \{\pi_l\}_{t=1}^{l-1}, h_{m,n}^{\pi} \equiv w_{m,n} e^{(N(m - 1) + n)} (\in \mathbb{R}^{MN}),} \\
\text{//\psi^{(l)} (\in \mathbb{R}^{MN}) is the standard basis vector: \(e_j^{(l)} \equiv I(i = j)\)}
\]

\[
\text{do} \\
\text{for } k \leftarrow 1, 2, \ldots, K \\
\text{//\Pi_k \equiv \{\pi_k^{(l)}\} \cup \{\pi_l\}_{t=1}^{l-1}, h_{m,n}^{\pi} \equiv w_{m,n} e^{(N(m - 1) + n)} (\in \mathbb{R}^{MN}),} \\
\text{//\psi^{(l)} (\in \mathbb{R}^{MN}) is the standard basis vector: \(e_j^{(l)} \equiv I(i = j)\)}
\]

\[
\text{A} \leftarrow \frac{1}{lMN} \sum_{\pi \in \Pi_k} \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\psi}(s_{m,n}, a_{m,n}; \mathcal{D}_0) \hat{\psi}(s_{m,n}, a_{m,n}; \mathcal{D}_0) \top w_{m,n} \\
\text{B} \leftarrow \frac{1}{lMN} \sum_{\pi \in \Pi_k} \sum_{m=1}^{M} \sum_{n=1}^{N} \hat{\psi}(s_{m,n}, a_{m,n}; \mathcal{D}_0) h_{m,n}^{\pi} \top \\
\text{L_k} \leftarrow (A + \lambda I)^{-1} B \\
J_k^{z} \leftarrow \text{tr}(\hat{U} L_k L_k \top)
\]

\[
\text{//Choose the policy } \hat{\pi}_{AL} \text{ which minimizes } J_k^{z} = \frac{1}{2} \sum_{z=1}^{Z} J_k^{z} \text{ (k = 1, 2, \ldots, K)} \\
\hat{\pi}_{AL} \leftarrow \text{argmin}_{\pi_k^{(l)}} J_k^{z} \\
\text{return } (\hat{\pi}_{AL})
\]

Figure 7: The pseudo code of SamplingPolicySelection. In the function RewardlessDataSampling, episodic samples without immediate rewards (\(M\) episodes and \(N\) steps) are collected. Previously-collected training samples \{\mathcal{D}_{t}^{\pi}\}_{t=1}^{l} are used for the calculation of matrices \(\hat{U}, A,\) and \(B\) in \(J\)-value calculation.
Efficient Exploration through Active Learning

Figure 8: The mean performance over 1000 trials in the 10-state chain-walk experiment. The dotted lines denote the performance of passive learning (PL) and the solid lines denote the performance of the proposed active learning (AL) method. The error bars are omitted for clear visibility. For both the ‘decreasing M’ and ‘fixed M’ strategies, the performance of AL after the 7-th iteration is significantly better than that of PL according to the two-tailed paired Student t-test at the significance level 1% applied to the error values at the 7-th iteration.

experiment 1000 times with different random seeds and evaluate the average performance of each learning method. The results are depicted in Figure 8, showing that the proposed AL method works better than PL in both types of episode scheduling with statistical significance by the two-tailed paired Student t-test at the significance level 1% (Henkel, 1979) for the error values obtained at the 7-th iteration. Furthermore, the ‘decreasing M’ strategy outperforms the ‘fixed M’ strategy for both PL and AL, showing the usefulness of the ‘decreasing M’ strategy.

5 Experiments

Finally, we evaluate the performance of the proposed API method using a ball-batting robot illustrated in Figure 9, which consists of two links and two joints. The goal of the ball-batting task is to control the robot arm so that it drives the ball as far away as possible. The state space $S$ is continuous and consists of angles $\varphi_1[\text{rad}] (\in [0, \pi/4])$ and $\varphi_2[\text{rad}] (\in [-\pi/4, \pi/4])$ and angular velocities $\dot{\varphi}_1[\text{rad/s}]$ and $\dot{\varphi}_2[\text{rad/s}]$. Thus a state $s (\in S)$ is described by a four-dimensional vector:

$$s = (\varphi_1, \dot{\varphi}_1, \varphi_2, \dot{\varphi}_2)^\top.$$  \hfill (62)
The action space $\mathcal{A}$ is discrete and contains two elements:

$$\mathcal{A} = \{a^{(i)}\}_{i=1}^{2} = \{(50, -35)^\top, (-50, 10)^\top\},$$

where the $i$-th element ($i = 1, 2$) of each vector corresponds to the torque [N · m] added to joint $i$.

We use the Open Dynamics Engine (‘http://ode.org/’) for physical calculations including the update of the angles and angular velocities, and collision detection between the robot arm, ball, and pin. The simulation time-step is set to 7.5 [ms] and the next state is observed after 10 time-steps. The action chosen in the current state is kept taken for 10 time-steps. To make the experiments realistic, we add noise to actions: if action $(f_1, f_2)^\top$ is taken, the actual torques applied to the joints are $f_1 + \varepsilon_1$ and $f_2 + \varepsilon_2$, where $\varepsilon_1$ and $\varepsilon_2$ are drawn independently from the Gaussian distribution with mean 0 and variance 3.

The immediate reward is defined as the carry of the ball. This reward is given only when the robot arm collides with the ball for the first time at state $s'$ after taking action $a$ at current state $s$. For value function approximation, we use the 110 basis functions defined as

$$\phi_{2(i-1)+j} = \begin{cases} I(a = a^{(j)}) \exp \left( -\frac{\|s - c_i\|^2}{2\tau^2} \right) & \text{for } i = 1, 2, \ldots, 54 \text{ and } j = 1, 2, \\ I(a = a^{(j)}) & \text{for } i = 55 \text{ and } j = 1, 2, \end{cases}$$

where $\tau$ is set to $3\pi/2$ and the Gaussian centers $c_i$ ($i = 1, 2, \ldots, 54$) are located on the regular grid

$$\{0, \pi/4\} \times \{-\pi, 0, \pi\} \times \{-\pi/4, 0, \pi/4\} \times \{-\pi, 0, \pi\}. \quad (65)$$

We set $L = 7$ and $N = 10$. We again compare the ‘decreasing $M$’ strategy and the ‘fixed $M$’ strategy. The ‘decreasing $M$’ strategy is defined by $\{10, 10, 7, 7, 7, 4, 4\}$ and the ‘fixed $M$’ strategy is defined by $\{7, 7, 7, 7, 7, 7\}$. The initial state is always set to $s = (\pi/4, 0, 0, 0)^\top$. The regularization parameter is set to $\lambda = 10^{-3}$ and the number of $J$-calculations in the AL method is set to 5. The initial evaluation policy $\pi_1$ is set to the $\epsilon$-greedy policy defined as

$$\pi_1(a|s) \equiv 0.15p_u(a) + 0.85I(a = \text{argmax}_{a'} \hat{Q}_0(s, a')),$$  

$$\hat{Q}_0(s, a) \equiv \sum_{b=1}^{110} \phi_b(s, a). \quad (67)$$

Policies are updated in the $l$-th iteration using the $\epsilon$-greedy rule with $\epsilon = 0.15/l$. The way we prepare sampling-policy candidates is the same as the chain-walk experiment in Section 4.2.

The discount factor $\gamma$ is set to 1 and the performance of learned policy $\pi_{L+1}$ is measured by the discounted sum of immediate rewards for test samples $\{r_{m,n}^L\}_{m=1, n=1}^{20, 10}$ (20 episodes...
with 10 steps collected following \( \pi_{L+1} \):

\[
\text{Performance} = \sum_{m=1}^{M} \sum_{n=1}^{N} r_{m,n}^{\pi_{L+1}}. \tag{68}
\]

The experiment is repeated 500 times with different random seeds and the average performance of each learning method is evaluated. The results are depicted in Figure 10, showing that the proposed API method outperforms the PL strategy; for the ‘decreasing \( M \)’ strategy, the performance difference is statistically significant by the two-tailed paired Student t-test at the significance level 1% for the error values at the 7-th iteration.

Based on the experimental evaluation, we conclude that the proposed sampling-policy design method, API, is useful for improving the RL performance. Moreover, the ‘decreasing \( M \)’ strategy is shown to be a useful heuristic to further enhance the performance of API.

6 Conclusions and Future Work

When we cannot afford to collect many training samples due to high sampling costs, it is crucial to choose the most ‘informative’ samples for efficiently learning the value function. In this paper, we proposed a new data sampling strategy for reinforcement learning based on a statistical active learning method proposed by Sugiyama (2006). The proposed procedure called active policy iteration (API)—which effectively combines the framework of sample-reuse policy iteration (Hachiya et al., 2009) with active sampling-policy selection—was shown to perform well in simulations with chain-walk and batting robot control.

Our active learning strategy is a batch method and does not require previously collected reward samples. However, in the proposed API framework, reward samples are available from the previous iterations. A naive extension would be to include those previous samples in the generalization error estimator, for example, following the two-stage active learning scheme proposed by Kanamori & Shimodaira (2003), in which both the bias and variance terms are estimated using the labeled samples. However, such a bias-and-variance approach was shown to perform poorly compared with the variance-only approach (which we used in the current paper) (Sugiyama, 2006). Thus, developing an active learning strategy which can effectively make use of previously collected samples is an important future work.

For the case where the number of episodic samples to be gathered is fixed, we gathered many samples in earlier iterations, rather than gathering samples evenly in each iteration. Although this strategy was shown to perform well in the experiments, so far we do not have strong justification for this heuristic yet. Thus theoretical analysis would be necessary for understanding the mechanism of this approach and further improving the performance.

In the proposed method, the basis function \( \psi(s,a) \) defined by Eq.(14) was approximated by \( \hat{\psi}(s,a,D) \) defined by Eq.(20) using samples. When the state-action space is continuous, this is theoretically problematic since only a single sample is available for
Figure 9: A ball-batting robot.

Figure 10: The mean performance over 500 trials in the ball-batting experiment. The dotted lines denote the performance of passive learning (PL) and the solid lines denote the performance of the proposed active learning (AL) method. The error bars are omitted for clear visibility. For the ‘decreasing $M$’ strategy, the performance of AL after the 7-th iteration is significantly better than that of PL according to the two-tailed paired Student t-test at the significance level 1% for the error values at the 7-th iteration.

approximation and thus consistency may not be guaranteed. Although we experimentally confirmed that the single-sample approximation gave reasonably good performance, it is important to theoretically investigate the convergence issue in the future work.

The R-max strategy (Brafman & Tennenholtz, 2002) is an approach to controlling the trade-off between exploration and exploitation in the model-based RL framework. The LSPI $R$-max method (Strehl et al., 2007; Li, Littman, & Mansley, 2009) is an application
of the R-max idea to the LSPI framework. It is therefore interesting to investigate the relation between the LSPI R-max method and the proposed method. Moreover, exploring alternative active learning strategies in the model-based RL formulation would be a promising research direction in the future.
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Abstract
Over the recent years, a great deal of effort has been made to age estimation from face images. It has been reported that age can be accurately estimated under controlled environment such as frontal faces, no expression, and static lighting conditions. However, it is not straightforward to achieve the same accuracy level in real-world environment because of considerable variations in camera settings, facial poses, and illumination conditions. In this paper, we apply a recently-proposed machine learning technique called covariate shift adaptation to alleviating lighting condition change between laboratory and practical environment. Through real-world age estimation experiments, we demonstrate the usefulness of our proposed method.
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1 Introduction
In recent years, demographic analysis in public places such as shopping malls and stations is attracting a great deal of attention. Such demographic information is useful for various purposes including designing effective marketing strategies and targeted advertisement based on customers’ gender and age. For this reason, a number of approaches have been explored for age estimation from face images [2, 3], and several databases became publicly available recently [1, 6].
The recognition performance of age prediction systems is significantly influenced, e.g., by the type of camera, camera calibration, and lighting variations, and the publicly available databases were mainly collected in semi-controlled environment. For this reason, existing age prediction systems built upon such databases tend to perform poorly in real-world environment.

The situation where training and test data are drawn from different distributions is called covariate shift [8, 11, 12]. In this paper, we formulate the problem of age estimation in real-world environment as a supervised learning problem under covariate shift. Within the covariate shift framework, a method called importance-weighted least-squares allows us to alleviate the influence of environmental changes, by assigning higher weights to data samples having high test input densities and low training input densities. We demonstrate through real-world experiments that age estimation based on covariate shift adaptation achieves higher accuracy than baseline approaches.

2 Proposed Method

In this section, we formulate the problem of age estimation as a supervised learning problem under covariate shift, and then describe our proposed method.

2.1 Formulation

Throughout this paper, we perform age estimation based not on subjects’ real age, but on their perceived age. Thus, the ‘true’ age of the subject $y$ is defined as the average perceived age evaluated by those who observed the subject’s face images (the value is rounded-off to the nearest integer).

Let us consider a regression problem of estimating the age $y^*$ of subject $x$ (face features). We use the following model for regression.

$$ f(x; \alpha) = \sum_{i=1}^{n_{tr}} \alpha_i K(x, x_{tr}^i), \quad \text{(1)} $$

where $\alpha = (\alpha_1, \ldots, \alpha_{n_{tr}})^T$ is a model parameter, $\top$ denotes the transpose, and $K(x, x')$ is a positive definite kernel [7].

Suppose we are given labeled training data $\{(x_{tr}^i, y_{tr}^i)\}_{i=1}^{n_{tr}}$. A standard approach to learning the model parameter $\alpha$ would be regularized least-squares [4].

$$ \min_{\alpha} \left[ \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} (y_{tr}^i - f(x_{tr}^i; \alpha))^2 + \lambda \| \alpha \|^2 \right], \quad \text{(2)} $$

where $\| \cdot \|$ denotes the Euclidean norm, and $\lambda (> 0)$ is the regularization parameter to avoid overfitting.

Below, we explain that merely using regularized least-squares is not appropriate in real-world perceived age prediction, and show how to cope with this problem.
2.2 Incorporating Age Perception Characteristics

Human age perception is known to have heterogeneous characteristics, e.g., it is rare to misjudge the age of a 5-year-old child as 15 years old, but the age of a 35-year-old person is often misjudged as 45 years old. In order to quantify this phenomenon, a large-scale questionnaire survey was carried out in [15]: Each of 72 volunteers were asked to give age labels $y$ to approximately 1000 face images. Figure 1 depicts the relation between subjects’ perceived age $y^*$ and its standard deviation. This shows that the perceived age deviation tends to be small in younger age brackets and large in older age brackets.

In order to match characteristics of our age prediction system to those of human age perception, we weight the goodness-of-fit term in Eq.(2) according to the inverse variance of the perceived age:

$$
\min_{\alpha} \left[ \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \frac{(y_{tr}^i - f(x_{tr}^i; \alpha))^2}{w_{age}(y_{tr}^i)^2} + \lambda \|\alpha\|^2 \right],
$$

where $w_{age}(y)$ is the standard deviation of the perceived age (see Figure 1 again).

2.3 Coping with Lighting Condition Change

When designing age estimation systems, the environment of recording training face images is often different from the test environment in terms of lighting conditions. Typically, training data are recorded indoors such as a studio with appropriate illumination. On the other hand, in real-world environment, lighting conditions have considerable varieties, e.g., strong sunlight might be cast from a side of faces or there is no enough light. In such situations, age estimation accuracy is significantly degraded.

Let $p_{tr}(x)$ be the training input density and $p_{te}(x)$ be the test input density. When these two densities are different, it would be natural to emphasize the influence of train-
ing samples \((x_{tr}^i, y_{tr}^i)\) which have high similarity to data in the test environment. Such adjustment can be systematically carried out as follows \([8, 11, 12]\):

\[
\min_{\alpha} \left[ \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} w_{\text{imp}}(x_{tr}^i) \left( \frac{y_{tr}^i - f(x_{tr}^i; \alpha)^2}{w_{\text{age}}(y_{tr}^i)^2} + \lambda \|\alpha\|^2 \right) \right],
\]

i.e., the goodness-of-fit term in Eq.(3) is weighted according to the importance function:

\[
w_{\text{imp}}(x) = \frac{p_{te}(x)}{p_{tr}(x)}.
\]

The solution of Eq.(4) can be obtained analytically by

\[
\hat{\alpha} = (K_{tr} W_{tr} K_{tr} + n_{tr} \lambda I_{n_{tr}})^{-1} K_{tr} W_{tr} y_{tr},
\]

where \(K_{tr}\) is the kernel matrix whose \((i, i')\)-th element is defined by

\[
K_{i,i'}^{tr} = K(x_{tr}^i, x_{tr}^{i'});
\]

\(W_{tr}\) is the \(n_{tr}\)-dimensional diagonal matrix with \((i, i)\)-th diagonal element defined by

\[
W_{i,i}^{tr} = \frac{w_{\text{imp}}(x_{tr}^i)}{w_{\text{age}}(y_{tr}^i)^2};
\]

\(I_{n_{tr}}\) is the \(n_{tr}\)-dimensional identity matrix, and \(y_{tr}\) is the \(n_{tr}\)-dimensional vector with \(i\)-th element defined by \(y_{tr}^i\).

When the number of training data \(n_{tr}\) is large, we may reduce the number of kernels in Eq.(1) so that the inverse matrix in Eq.(5) can be computed with limited memory; or we may compute the solution numerically by a stochastic gradient-decent method.

### 2.4 Importance-Weighted Cross-Validation (IWCV)

In supervised learning, the choice of models (for example, the basis functions and the regularization parameter) is crucial for obtaining better performance. Cross-validation (CV) would be one of the most popular techniques for model selection \([9]\). CV has been shown to give an almost unbiased estimate of the generalization error with finite samples \([7]\), but such almost unbiasedness is no longer fulfilled under covariate shift.

To cope with this problem, a variant of CV called importance-weighted CV (IWCV) has been proposed \([11]\). Let us randomly divide the training set

\[
Z = \{(x_{tr}^i, y_{tr}^i)\}_{i=1}^{n_{tr}}
\]

into \(T\) disjoint non-empty subsets \(\{Z_t\}_{t=1}^{T}\) of (approximately) the same size. Let \(f_{Z_t}(x)\) be a function learned from \(Z \setminus Z_t\) (i.e., without \(Z_t\)). Then the \(T\)-fold IWCV (IWCV) estimate of the generalization error is given by

\[
\frac{1}{T} \sum_{t=1}^{T} \frac{1}{|Z_t|} \sum_{(x, y) \in Z_t} \frac{w_{\text{imp}}(x)}{w_{\text{age}}(y)^2} (f_{Z_t}(x) - y)^2,
\]
Table 1: Pseudo code of KLIEP. ‘/’ indicates the element-wise division. Inequalities and the ‘max’ operation for vectors are applied in an element-wise manner.

Input: \( \{x^{tr}_i\}_{i=1}^{n_{tr}}, \{x^{te}_j\}_{j=1}^{n_{te}} \)

Output: \( \tilde{w}(x) \)

Choose \( \{c_k\}_{k=1}^{b} \) as a subset of \( \{x^{te}_j\}_{j=1}^{n_{te}} \);

\[
A_{j,k} \leftarrow \exp \left( -\frac{||x^{te}_j - c_k||^2}{(2\gamma^2)} \right);
\]

\[
b_k \leftarrow \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \exp \left( -\frac{||x^{tr}_i - c_k||^2}{(2\gamma^2)} \right);
\]

Initialize \( \beta > 0 \) and \( \epsilon (0 < \epsilon \ll 1) \);

Repeat until convergence

\[
\beta \leftarrow \epsilon A^\top (1/A\beta);
\]

\[
\beta \leftarrow \beta + (1 - b^\top \beta)b/(b^\top b);
\]

\[
\beta \leftarrow \max(0, \beta);
\]

\[
\beta \leftarrow \beta/(b^\top \beta);
\]

end

where \( |Z_t| \) denotes the number of samples in the subset \( Z_t \).

It was proved that IWCV gives an almost unbiased estimate of the generalization error even under covariate shift [11].

2.5 Kullback-Leibler Importance Estimation Procedure (KLIEP)

In order to compute the solution (5) or performing IWCV, we need the importance weights

\[
w_{imp}(x_i^{tr}) = p_{te}(x_i^{tr})/p_{tr}(x_i^{tr}),
\]

which include two probability densities \( p_{tr}(x) \) and \( p_{te}(x) \). However, since density estimation is a hard problem, a two-stage approach of first estimating \( p_{tr}(x) \) and \( p_{te}(x) \) and then taking their ratio may not be reliable. Here we describe a method called Kullback-Leibler Importance Estimation Procedure (KLIEP) [12], which allows us to directly estimate the importance function \( w_{imp}(x) \) without going through density estimation of \( p_{tr}(x) \) and \( p_{te}(x) \).

Let us model \( w_{imp}(x) \) using the following model:

\[
\tilde{w}_{imp}(x) = \sum_{k=1}^{b} \beta_k \exp \left( -\frac{||x - c_k||^2}{2\gamma^2} \right),
\]

where \( \beta = (\beta_1, \ldots, \beta_b)^\top \) is a parameter, and \( \{c_k\}_{k=1}^{b} \) is a subset of test input samples \( \{x^{te}_j\}_{j=1}^{n_{te}} \). Using the model \( \tilde{w}_{imp}(x) \), we can estimate the test input density \( p_{te}(x) \) by

\[
\tilde{p}_{te}(x) = \tilde{w}_{imp}(x)p_{tr}(x).
\]

We determine the parameter \( \beta \) in the model (7) so that the Kullback-Leibler divergence
from $p_{te}$ to $\hat{p}_{te}$ is minimized:

$$KL(p_{te}||\hat{p}_{te}) = \int p_{te}(x) \log \frac{p_{te}(x)}{\hat{p}_{te}(x)} dx$$

$$= \int p_{te}(x) \log \frac{p_{te}(x)}{p_{tr}(x)} dx - \int p_{te}(x) \log \hat{w}_{imp}(x) dx.$$

We ignore the first term (which is a constant) and impose $\hat{w}_{imp}(x)$ to be non-negative and normalized. Then we obtain the following convex optimization problem:

$$\max_\beta \left[ \sum_{j=1}^{nte} \log \left( \sum_{k=1}^{b} \beta_k \exp \left( -\frac{\|x_{te}^j - c_k\|^2}{2\gamma^2} \right) \right) \right],$$

$$\text{s.t.} \left\{ \begin{array}{l}
\beta_k \geq 0 \quad \text{for} \quad k = 1, \ldots, b, \\
\frac{1}{nte} \sum_{i=1}^{nte} \left( \sum_{k=1}^{b} \beta_k \exp \left( -\frac{\|x_{tr}^i - c_k\|^2}{2\gamma^2} \right) \right) = 1.
\end{array} \right.$$ 

A pseudo code of KLIEP is described in Table 1. The tuning parameter $\gamma$ can be optimized based on likelihood cross-validation (LCV) [12].

3 Empirical Evaluation

In this section, we experimentally evaluate the performance of the proposed method using in-house face-age datasets.

We use the face images recorded under 17 different lighting conditions: for instance, average illuminance from above is approximately 1000 lux and 500 lux from the front in the standard lighting condition, 250 lux from above and 125 lux from the front in the dark setting, and 190 lux from left and 750 lux from right in another setting (see Figure 2). Note that these 17 lighting conditions are diverse enough to cover real-world lighting conditions. Images were recorded as movies with camera at depression angle 15 degrees. The number of subjects is approximately 500 (250 for each gender). We used a
face detector for localizing the two eye-centers, and then rescaled the image to $$64 \times 64$$ pixels. The number of face images in each environment is about 2500 ($$5 \times 500$$ subjects).

As pre-processing, a neural network feature extractor [14] was used to extract 100-dimensional features from $$64 \times 64$$ face images. The kernel regression model (1) with the following Gaussian kernel was employed for the extracted 100-dimensional data:

$$K_\sigma(x, x') = \exp\left( -\frac{\|x - x'\|^2}{2\sigma^2} \right).$$

We constructed the male/female age prediction models only using male/female data, assuming that gender classification had been correctly carried out.

We split the 250 subjects into the training set (200 subjects) and the test set (50 subjects). The training set was used for training the kernel regression model (1), and the test set was used for evaluating its generalization performance. For the test samples $$\{(x_{te}^i, y_{te}^i)\}_{i=1}^{n_{te}}$$ taken from the test set in the environment with strong light from a side, age-weighted mean square error (WMSE)

$$WMSE = \frac{1}{n_{te}} \sum_{i=1}^{n_{te}} \frac{(y_{te}^i - f(x_{te}^i; \hat{\alpha}))^2}{w_{age}(y_{te}^i)^2}$$

was calculated as a performance measure. The training test sets were shuffled 5 times in such a way that each subject was selected as a test sample once. The final performance was evaluated based on the average WMSE over the 5 trials.

We compared the performance of the proposed method with the two baseline methods:

Baseline method 1: Training samples were taken only from the standard lighting condition and age-weighted regularized least-squares (3) was used for training.

Baseline method 2: Training samples were taken from all 17 different lighting conditions and age-weighted regularized least-squares (3) was used for training.

The importance weights were not used in these baseline methods. The Gaussian width $$\sigma$$ and the regularization parameter $$\lambda$$ were determined based on 4-fold CV over WMSE, i.e., the training set was further divided into a training part (150 subjects) and a validation part (50 subjects).

In the proposed method, training samples were taken from all 17 different lighting conditions (which is the same as the baseline method 2). The importance weights were estimated by KLIEP using the training samples and additional unlabeled test samples; the hyper-parameter $$\gamma$$ in KLIEP was determined based on 2-fold LCV [12]. We then computed the average importance score over different samples for each lighting condition and used the average importance score for training the regression model. The Gaussian width $$\sigma$$ and the regularization parameter $$\lambda$$ in the regression model were determined based on 4-fold IWCV [11].
Table 2: The test performance measured by WMSE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline method 1</td>
<td>2.83</td>
<td>6.51</td>
</tr>
<tr>
<td>Baseline method 2</td>
<td>2.64</td>
<td>4.40</td>
</tr>
<tr>
<td>Proposed method</td>
<td>2.54</td>
<td>3.90</td>
</tr>
</tbody>
</table>

Table 2 summarizes the experimental results, showing that, for both male and female data, the baseline method 2 is better than the baseline method 1 and the proposed method is better than the baseline method 2. This illustrates the effectiveness of the proposed method. Note that WMSE for female subjects is substantially larger than that for male subjects. The reason for this would be that female subjects tend to have more divergence such as short/long hair and with/without makeup, which makes prediction harder [16].

4 Summary and Future Works

Lighting condition change is one of the critical causes of performance degradation in age prediction from face images. In this paper, we proposed to employ a machine learning technique called covariate shift adaptation for alleviating the influence of lighting condition change. We demonstrated the effectiveness of our proposed method through real-world perceived age prediction experiments.

In the experiments in Section 3, test samples were collected from a particular lighting condition, and samples from the same lighting condition were also included in the training set. Although we believe this setup to be practical, it would be interesting to evaluate the performance of the proposed method when no overlap in the lighting conditions exists between training and test data.

In principle, the covariate shift framework allows us to incorporate not only lighting condition change, but also various types of environment change such as face pose variation and camera setting change. In our future work, we will investigate whether the proposed approach is still useful in such challenging scenarios.

Recently, novel approaches to density ratio estimation for high-dimensional problems have been explored [5, 10, 17, 13]. In our future work, we would like to incorporating these new ideas into our framework of perceived age estimation, and see how the prediction performance can be further improved.
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