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Abstract
We present an application of absorption spectroscopy to directly measure temperature and concentration histories of water vapor within the expansion of a high explosive detonation. While the approach of absorption spectroscopy is well established, the combination of a fast, near-infrared array, broadband light source, and rigid gauge allow the first application of time-resolved absorption measurements in an explosive environment. The instrument is demonstrated using pentaerythritol tetranitrate with a sampling rate of 20 kHz for 20 ms following detonation. Absorption by water vapor is measured between 1335 and 1380 nm. Water temperatures are determined by fitting experimental transmission spectra to a simulated database. Water mole fractions are deduced following the temperature assignment. The sources of uncertainty and their impact on the results are discussed. These measurements will aid the development of chemical-specific reaction models and the predictive capability in technical fields including combustion and detonation science.
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1. Introduction

1.1. Background

Experimental detonation science research has historically relied on a limited number of in situ measurements for evaluating rates, efficiencies, and effects of the processes. High-speed photography, pressure measurements, and velocity measurements have long been staples of the field [1, 2]. The application of species-specific optical techniques to detonation experiments has evolved more recently. Streak cameras have been used to observe the optical emission signatures of detonation and post-detonation combustion events to learn about relative trends in the energy release rates [3–5]. Emission-based temperature measurements, typically in the form of pyrometry, can also offer sufficient time resolution for detonation studies, but like other emission techniques, they can be difficult to interpret in terms of spatial location and quantitative accuracy [3, 6]. As a result, these measurements are difficult to directly compare with simulations. Improving the temporal and spatial resolution of species-specific measurements would give more direct access to thermal properties within these harsh environments and would provide a new level of detail by which to compare and refine computational codes.

Absorption techniques can provide species-specific, high-rate data from a well-defined volume and have been successfully applied in environments such as pulse detonation engines [7, 8], internal combustion engines [9, 10], and shock tubes [11–13]; however, their application to the free field expansion of the blast following the detonation of energetic materials has been sparse, perhaps due to the difficulties involved in signal acquisition in the midst of the post-detonation environment. In one exception, Carney et al...
measured atomic aluminum absorption lines in the visible region (390–400 nm) using light from an exploding argon discharge as a source and a spectrometer coupled to a streak camera for detection [14]. While this represents the first known achievement of absorption measurements in this experimental arrangement, the data were ultimately limited by the 100 μs duration of the light source and the necessity of an assumed temperature of the flow. Glumac [15] recently demonstrated the use of a Nd:YAG pumped dye laser for absorption measurements (single shot per detonation experiment, 10 ns temporal resolution) following ignition of exploding bridge wires and milligram charges of nanothermite composites. Temperature measurements from titanium bridgewires did not indicate thermal equilibrium among the probed electronic states of Ti atoms, but the time at which this measurement occurred after detonation was not mentioned.

This paper presents simultaneous measurements of water vapor temperature and concentration histories using absorption spectroscopy in the supersonic expansion regime following the detonation of a high explosive. Water vapor was used as an absorber molecule because it is a major product of many detonation and combustion reactions and thus does not require additional doping of the formulation which may alter the energy release process. Water also has absorption features in a region where telecommunication devices often operate, making light sources and fiber components readily available. A rigid mechanical gauge was designed to protect the optical components and hold them fixed in order to obtain transmission data even during the passage of the shock wave. Transmission measurements were acquired at a rate of 20 kHz for 20 ms. Molecular temperatures and concentrations were determined by fitting the measured transmission spectra to simulated water spectra, resulting in a measurement that begins before the leading shock passes the measurement volume and extends until the atmosphere has nearly returned to standard conditions. These measurements and the continued development of such approaches will be useful for refining our understanding and our ability to simulate detonation and high-rate combustion events.

1.2. Absorption spectroscopy theory

The theory of absorption spectroscopy has been detailed previously [11, 16]. The Beer–Lambert law (equation (1)) can be used to describe the transmission of light through an optically thin, uniformly absorbing medium. This law states that the spectral transmission ratio $T_ν$ is a function of the spectral absorption coefficient $k_ν$ (cm$^{-1}$) and the path length $L$ (cm), where $I$ and $I_0$ are the transmitted intensity and initial intensity at a specific frequency, $ν$. The product $k_νL$ is also known as absorbance ($α_ν$) and can be expressed as a function of several key properties as shown in equation (2):

$$T_ν = \frac{I_ν}{I_0} = \exp(-k_νL), \quad (1)$$

$$α_ν = k_νL = PχI S(T)\phi_νL. \quad (2)$$

In equation (2), $P$ is the total pressure (atm), $χI$ is the mole fraction of the absorbing species, $\phi_ν$ (cm$^{-1}$) is a normalized lineshape function and $S(T)$ (cm$^{-2}$ atm$^{-1}$) is the linestrength of the isolated transition at the temperature $T$ (K). The lineshape function, $ϕ_ν$, reflects the variations in relative strength of a single transition with respect to frequency and is generally influenced by temperature, pressure, and gas composition. Many physical mechanisms influence the lineshape function; however, only two dominant broadening mechanisms are considered for the research in this work: Doppler (velocity) and collisional (pressure) broadening. Transmission spectra are, therefore, sensitive to thermodynamic properties (temperature ($T$), mole fraction absorber ($χI$), and pressure ($P$)) in the probed path length, which can be exploited to obtain fast, in situ property measurements that are species specific.

2. Experiment

2.1. Absorption spectroscopy gauge for detonation experiments

One of the challenges to implementing quantitative absorption in close proximity to the detonation environment is the mechanical alignment and protection of the necessary optics. The gauge, whose cross-section is shown in figure 1, was designed for such experiments. The housing was made of 1018 steel, and the gauge roof was extended to shield the opto-mechanical components from the primary blast wave. The input fiber (pitch fiber, $I_o$) was coupled via a fiber collimator with a focal length of 8 mm and numerical aperture of 0.55 (Thorlabs F240FC-C). A short focal length here minimized atmospheric water absorption in the protected space between the fiber and lens. Transmitted light was coupled to the single-mode output fiber (catch fiber, $I$) using a 12.5 mm diameter 15.0 mm focal length lens (Thorlabs LA1540-C), which was held by a locking three-axis positioner (Newport...
This three-axis lens positioner allowed for alignment of the catch fiber and had a sufficiently strong locking mechanism to minimize the potential for movement of the fiber with respect to the lens. It was determined that a single mode fiber must be used on the catch side in these experiments because the noise induced by a multi-mode fiber was greater than the measurable absorption signal. The resolution of the spectrometer would also be compromised by the use of a larger catch fiber.

From the light source, roughly 20 mW of near-infrared (NIR) light was passed from the single-mode fiber to the pitch end of the gauge. Adjusting the alignment of the catch fiber to the optimal coupling position, a maximum coupling efficiency of ∼10% (2 mW) was achievable. In an attempt to minimize the loss of transmission due to beam steering and absorption gauge vibrations, the catch fiber was positioned slightly further from the lens than the optimal coupling position allowing a coupling efficiency of ∼3% (0.6 mW). Although this reduced the amount of light entering the fiber, coupling of the light was sustainable even with slight transverse translation of the beam with respect to the focusing lens, up to about 85 μm, as measured by a micron stage. The path length for these experiments, 15 cm, was defined by the length between the two lenses. This design incorporated 12.7 mm diameter crossbars and slight interference fits to ensure the rigidity of the structure and minimize the relative motion of the pitch and catch optics. The four crossbars were positioned off-center with respect to the gauge body, allowing the passage of a blast wave and combustion products with minimal interference from reflective surfaces. The crossbars were also removable so the path length could be varied. A variable path length was particularly sought because the degree of beam steering and attenuation due to non-molecular absorption or scattering was largely unknown prior to these experiments. Furthermore, other light sources and detectors can be used with this gauge to probe other molecules with different transition strengths, and they would require different path lengths for maintaining adequate signal-to-noise.

2.2. Explosive configuration

Explosive experiments were conducted at the Sigmund J Jacobs Detonation Science Facility at the Indian Head Division, Naval Surface Warfare Center. A bombproof chamber approximately 30 kL in volume was used to contain the detonation experiments. As shown schematically in figure 2, the sensitive instrumentation and other experimental equipment were kept in an adjacent room, shielded from the bombproof chamber, and electrical and optical signals were transmitted via wires and fibers, respectively. The explosive charge assembly was suspended directly above the absorption gauge. The four crossbars were positioned off-center with respect to the gauge body, allowing the passage of a blast wave and combustion products with minimal interference from reflective surfaces. The crossbars were also removable so the path length could be varied. A variable path length was particularly sought because the degree of beam steering and attenuation due to non-molecular absorption or scattering was largely unknown prior to these experiments. Furthermore, other light sources and detectors can be used with this gauge to probe other molecules with different transition strengths, and they would require different path lengths for maintaining adequate signal-to-noise.

2.3. Optical and DAQ configuration

The system reported here was assembled to minimize polychromatic beating noise in fast spectrometer measurements through use of a split-pulse referencing scheme, following previous work [17]. Figure 2 presents a schematic of the optical layout of the experiment. A booster optical amplifier (Covega BOA 1036) was the NIR source, capable of generating light in the 1310–1390 nm region, which contains lines from the ν1+ν3, the 2ν1, and the 2ν3 bands of H2O. One end of the BOA was coupled to a fiber mirror to amplify the optical output. Some of the components including the BOA, fiber couplers, and diffraction gratings were polarization sensitive, so a polarization controller was

![Figure 2. Schematic of the optical layout of the absorption spectroscopy experiment.](image-url)
placed in between the BOA and the fiber mirror to provide some control over these effects and maximize the signal quality in the wavelength region of interest. The BOA was activated by a diode laser driver board (Micro Laser Systems DBDL2000T/S) and cooled by a thermo-electric cooler (Inphoenix IPEVM1010). The driver board was triggered by LabView via a field-programmable gate array card (National Instruments PCI-6601). The light from the BOA was sent to a beam splitter which sent 10% of the signal through an ≈5 km delay line and 90% of the signal to the blast chamber. The delay line temporally separated the two signals and allowed a single detector to record both signals. As noted by Sanders et al., this split-pulse scheme minimized polychromatic beating noise and removed challenges associated with comparing signals from two different detectors such as bias and differing spectral responses [17]. Although there were still some differences between the reference and transmitted signals due to polarization changes and the separate fibers and lenses used, they were small enough to have little effect on the data reduction scheme. 90% of the light from the BOA was sent to the blast chamber via a 10 μm diameter, 15 m long, single-mode fiber (Corning SMF-28e). In the blast chamber, the light was pitched across the absorption gauge where the water vapor measurement was made.

The transmitted light was directed out of the blast chamber with a single-mode fiber (Corning SMF-28e) and re-coupled with the delay line before entering the spectrometer. The slit on the spectrometer was opened to 600 μm, allowing all light from the 10 μm diameter fiber to enter the spectrometer (Andor Shamrock 303-i). A 1000 g mm⁻¹ grating blazed at 1.3 μm was used in the spectrometer. The spectral resolution was 0.093 nm or ≈2 pixels, FWHM, and a range of ≈45 nm was achieved across the InGaAs array. This spectrometer–array combination is also described in recent work where it was used to record emission signals from a detonation event [18]. The spectrometer was continually purged with nitrogen gas during these experiments to eliminate excess water absorption along the light path within the spectrometer.

The detector array (Goodrich Sensors Unlimited Inc., SU-LDH Digital Line Scan Camera) was controlled by the same LabView program that controlled the BOA. For each light pulse from the BOA, two spectra were recorded: the transmitted signal \( I \) and the reference delay fiber signal \( I_{ref} \). The BOA was fired at a rate of 20 kHz while the camera collected the transmitted and delayed signals at a rate of 40 kHz. The light pulse duration and timing were optimized to match the duty cycle of the camera and prevent multiple signals (i.e. both \( I \) and \( I_{ref} \)) from being recorded in a single frame. Resultant transmission spectral pairs (\( I \) and \( I_{ref} \)) were recorded every 50 μs. The entire acquisition process was triggered by the charge firing circuitry, which sent signals to the LabView program.

As described below, the methods of Kranendonk et al [16] were used to deduce the temperature and mole fraction from the data acquired with this instrument. While this method could potentially be used for simultaneous pressure measurements, the resolution of the spectrometer was insufficient for the determination of pressure since it depends primarily on the lineshape function in flows of unknown mole fraction. The pressure was thus measured simultaneously with the optical measurement via a Kulite pressure transducer (XTEL-190-500A) located 10 cm behind the optical path and aligned with the center of the optical path as indicated in figure 1. The pressure data were used as an input to the post-processing procedure to deduce the temperature.

2.4. Data collection, reduction, and analysis

A raw image produced from the spectrometer is presented in figure 3. (All data in figures 3–7 are from the same detonation experiment.) This image was captured during the detonation of a 2.6 g PETN pellet at a setback distance of 23 cm. The detonation trigger was used as the reference time (\( t = 0 \) ms) in these figures. The camera was triggered 1 ms prior to detonation to capture background signals, represented by the dark area at the top of figure 3. After about 0.5 ms (0.5 ms prior to detonation), the light source was triggered, supplying pulses of light \( \approx \)20 μs in duration at a rate of 20 kHz to the optical fibers. The light from the gauge hit the camera first (\( I \)) followed by the light from the reference line (\( I_{ref} \)) 25 μs later. A set of spectra that measured ambient humidity conditions was then recorded. The charge was detonated at \( t = 0 \) ms as shown by a dashed line in figure 3. Following this detonation, a sharp decrease in transmission intensity was observed (~0.1 ms after detonation trigger), attributed to the arrival of the shock front at the absorption path. The transmission intensity at this time fell to around 50% for one or two measurements due to a combination of absorptive and beam steering losses. Typically,
Figure 4. A set of three consecutive digital shadowgraphs of a shock front expanding through the absorption gauge, corresponding to the $t = 0.1 \text{ ms}$ delay in figure 3. The spatial position of the path length (15 cm long) is marked by the dashed, white line in each image. The shock front is originating from the charge at a setback distance of 23 cm and is traveling from top to bottom. The interframe and exposure times of the images were 10 $\mu\text{s}$ and 20 ns, respectively.

Figure 5. Transmission spectra ($I/I_{\text{ref}}$) from the data in figure 3, recorded during an experiment with a 2.6 g charge of PETN, suspended at a setback distance of 23 cm. Spectra are offset vertically such that time is advancing from top to bottom and the time-stamp describing each measurement ($I$) is displayed to the right of each spectrum. Transmission values of 80% or higher were observed for the remainder of the collection time.

Figure 6. A sample measured spectrum captured 0.1 ms after the detonation of a 2.6 g PETN pellet placed 23 cm from the absorption gauge is used to exhibit the steps to prepare simulated and measured spectra for comparison. (a) Measured and simulated absorption spectra based on $I/I_{\text{ref}}$, where the measured spectrum exhibits a slowly drifting increase and decrease in the baseline, attributed to polarization effects in the optical system, (b) measured and simulated spectra after smoothing subsequent differentiation, and (c) residual difference between measurement and simulation of a smoothed, differentiated spectrum. The temperature of the simulated spectrum is 1300 K.

In figure 5, transmission spectra were calculated from the ratio of transmitted intensity ($I$) and reference intensity ($I_{\text{ref}}$) from the image in figure 3. The spectra are offset vertically in figure 5 for clarity, presenting increasing time from top to bottom. Each spectrum represents a 25 $\mu\text{s}$ integration time with 25 $\mu\text{s}$ in between each spectrum (for
measurement of the reference intensity). While the overall transmission was between 50% and 100% relative to the pre-shock conditions, the maximum molecular absorption (the size of the water vapor peaks) was around 4–6% more than the baseline. The first (top) spectrum in figure 5 shows absorption due to the room temperature water present in the air before the shock front arrives. Absorption lines on the blue side of the spectrum appear with the passage of the shock front, showing an increase in the population of higher rotational states and corresponding to a higher temperature. Water temperatures and mole fractions of the expanding PETN blast wave were extracted from sets of transmission spectra such as those shown in figure 5.

The data reduction procedure to determine temperatures and mole fractions of water vapor from the spectra followed the method described in detail by Kranendonk et al [16]. It consisted of finding the simulated water spectrum that best matched the measured spectrum. First, a database of simulated H2O absorption spectra was generated at relevant conditions using the locations and linestrengths from Barber et al [19]. From the line list, a database of spectra was created for \( T = 250–3500 \) K in increments of 50 K and \( P = 0.8–6.5 \) atm in increments of 0.1 atm, all for a fixed mole fraction of 0.21. This mole fraction was chosen as a starting point as the equilibrium detonation products of PETN are predicted to be 0.21 mole fraction water. The line shapes in the spectra were modeled using a numerical approximation for a Voigt profile that incorporates Doppler and collisional broadening [20]. Collisional broadening coefficients were taken from Kranendonk et al [16] and collision widths were calculated based on the pressures measured during the experiment. The measured spectra were wavelength-calibrated by iteratively comparing a measured spectrum with a simulated spectrum at the same conditions. The calibration was first performed using the pre-shock wave (room temperature) data for each experiment. Strong absorption peaks were chosen as reference points on both the measured and simulated spectra. A quadratic polynomial was fit through the measured versus simulated reference points and used to calibrate the wavelength axis. It was found, however, that there are notably few strong reference points at the blue side of the spectrum (1335–1355 nm) at room temperature. To reduce errors from extrapolation of the calibration polynomial from points on the red side of the spectrum alone, the calibration was iterated by performing the same fitting process using a post-shock spectrum. After the initial calibration, the temperature of the measured spectrum was calculated as described below. Then new reference points were selected that covered almost the entire measured range (1335–1380 nm) from a high-temperature, post-shock measurement, and a new quadratic fit was performed. The new calibration was then used to determine a new temperature of the spectrum. This process was repeated until the temperatures before and after re-calibration were the same (usually one to two iterations). Calculated temperatures changed by 1–5% or 10–100 K between the first and second calibration.

Once a wavelength calibration was performed, determining temperature involved interpolating, smoothing, and differentiating both the measured and simulated spectra. A sample measured spectrum captured during the detonation of a 2.6 g PETN pellet is shown in figure 6 demonstrating these steps. Both the simulated and measured spectra were interpolated for comparison on a point-by-point basis and converted to the form of an absorption coefficient as indicated in figure 6(a). (Note that the measured spectrum is a not a true absorption coefficient due to the fact that it is based on \( I/I_{\text{ref}} \) rather than \( I_{\text{ref}}/I \)). The spectra were then smoothed using a Gaussian convolution of width 1.5 cm\(^{-1}\) (roughly 0.27 nm in the region studied) to eliminate high frequency noise and differentiated (figure 6(b)) to reduce lower frequency features and offsets due to differences in the structures of the baseline (\( I_{\text{ref}} \)) and transmission (\( I \)) signals. (These differences are currently attributed to polarization changes between the reference and transmitted signals and a polarization-dependent difference in system response after the reference and transmitted signals are recombined.) After processing, a measured spectrum was compared to each simulated spectrum across the range of temperatures in the
database (250–3500 K) for the pressure that was measured at the time the transmission measurement was made. The mean-squared error (MSE) was calculated for each comparison, and the temperature that corresponded to the smallest MSE was taken as the measured temperature as shown in figure 7(a).

The simulated spectra used a reference mole fraction of 0.21 for the water vapor. When the shape of the simulated spectrum closely matched the shape of the measured spectrum near the best-fit temperature, the magnitude of each measurement or simulation point (\( \alpha_{\text{meas}} \) or \( \alpha_{\text{sim}} \)) still differed due to the ratio of the measured and simulated mole fractions (\( \chi_{\text{meas}} \) and \( \chi_{\text{sim}} \), respectively). Following the form of equation (2), when pressure, temperature, lineshapes, linestrengths, and path length are known,

\[
\frac{\alpha_{\text{meas}}}{\alpha_{\text{sim}}} = \frac{\chi_{\text{meas}}}{\chi_{\text{sim}}}. \tag{3}
\]

A plot of the simulated versus the measured data points in the spectrum would thus reveal a linear trend, the best-fit slope of which represents the ratio of the measured mole fraction to the simulated mole fraction. Hence, the slope of the line of the simulated versus measured data was calculated for the temperatures nearest the best-fit temperature as shown in figure 7(b). Interpolation to the best-fit temperature (\( T_{\text{bf}} \)) as determined in figure 7(a) resulted in the multiplier that was used to calculate the mole fraction:

\[
\chi_{\text{meas}} = 0.21 \times \text{slope}(T_{\text{bf}}). \tag{4}
\]

This procedure was repeated for every measured spectrum. It is somewhat computationally cumbersome (and thus not suitable for real-time processing or high duty-cycle measurements), but it was adequate for determining temperatures and mole fractions in PETN detonation experiments described below.

3. Results

3.1. Temperature and mole fraction results

Results from three repeated experiments with a charge mass of 2.6 g, path length of 15 cm, and setback distance of 23 cm are displayed in figure 8. Temperature plots (figure 8(a)) displayed a general trend of a peak temperature of 1300–1700 K immediately after the shock, a quick decay to around 700–900 K within ~1 ms, and finally a slow cooling to ambient conditions over tens of milliseconds (only data up to 5 ms shown). Mole fraction plots (figure 8(b)) displayed a similar trend of high initial mole fraction ~0.25–0.4, a quick decay to around 0.05–0.1 within ~0.25 ms, and finally a slower return toward ambient conditions over tens of milliseconds as surrounding air is entrained into the flow. (For comparison, a relative humidity of 45% equates to a water mole fraction of 0.01.) The data show 5–10% variation in temperature and 10–20% variation in mole fraction at any given time between the three tests.

Figure 9 shows temperature histories from PETN charges of 2.6 g at different setback distances and from a PETN charge of 21 g. Changing the setback distance from 15 to 23 cm is expected to cause a reduction in the measured temperature history due to weakening of the shock as it expands outward; however, the measured differences between the two experiments are of the same order as the variation in the repeatability data of figure 8. We thus cannot conclude a significant change in temperature with this change in measurement location. When the charge mass was increased by a factor of 8, the temperature profile was clearly elevated by a few hundred kelvin.

Finally, in figure 10, we present a comparison of the optical thermometer developed in this work with a type-R thermocouple of 50 \( \mu \)m diameter (Omega P13R-002) that has a time constant of 200 ms (in still air), according to the vendor. For this experiment, the thermocouple was placed directly next to the optically probed volume. The temporal advantage of the optical gauge is obvious in this comparison.

3.2. Uncertainty analysis

While the repeatability seems to be within 5–10% in temperature and 10–20% in mole fraction as indicated by figure 8, it is worth considering the experimental uncertainty of the technique and data reduction method in comparison to this shot-to-shot and charge-to-charge variability. To help quantify the uncertainty present in these measurements, several factors are considered: error propagated from smoothing the data, uncertainty in pressure, and wavelength calibration errors. We consider another potential source of error, inaccuracies in the
Figure 9. Comparison of measured water temperature with explosive charge mass and setback distance. While changing the setback distance had no significant effect on the small charges, the large charge clearly resulted in a higher temperature throughout the measurement time.

Figure 10. Comparison of the temporal response of the optically based water thermometer with a 50 μm type-R thermocouple. The charge mass was 2.6 g, and the setback distance was 15 cm.

spectral database, to be insignificant because of the large range of the spectrum investigated. That is to say, minor errors in single lines of the database should not drastically alter the final temperatures determined from the spectrum. We further believe that the BT2 database is the most complete of such lists available [19].

Figure 9. Comparison of measured water temperature with explosive charge mass and setback distance. While changing the setback distance had no significant effect on the small charges, the large charge clearly resulted in a higher temperature throughout the measurement time.

error associated with the smoothing of the spectra were determined to be ±1–5% for temperature and ±3–9% for mole fraction.

Figure 10. Comparison of the temporal response of the optically based water thermometer with a 50 μm type-R thermocouple. The charge mass was 2.6 g, and the setback distance was 15 cm.

Error propagated by uncertainty in the measured pressure was also considered. Pressure traces showed an initial intense peak pressure that quickly decayed to nearly atmospheric pressure within roughly 100 μs after breakout. During this initial peak, average pressure measurements varied by up to 1 atm over the course of one measured spectrum (25 μs) (total peak pressures measured were, on average, 10 atm at the 15 cm setback). After pressures reached nearly atmospheric pressure, they changed by less than ±0.1 atm over the course of a measured spectrum. To incorporate this uncertainty from pressure measurements, temperatures and mole fractions were recalculated by varying the pressure by 10% of the measured value. Temperatures determined in this manner were relatively unaffected by changes in pressure and generally displayed less than ±1% variation. The mole fraction, being linearly dependent on pressure, carries a 10% uncertainty into the result.

4. Discussion

The error analysis indicates that temperatures and concentrations can be measured with a good degree of confidence with uncertainty on the order of the shot-to-shot variation. The uncertainty estimated here is near the level of uncertainty of other techniques for fast temperature measurements in detonation environments such as pyrometry. However, pyrometry, in this case, suffers from low emission intensities following the detonation of the nearly oxygen balanced energetic PETN. Measurable pyrometry signals on this time scale require both higher temperatures and solid materials in the flow [18]. Furthermore, pyrometry measurements have known challenges associated with identifying the spatial location being measured due to changing optical thickness and the changing location of the emitting volume [3]. The chemical specificity of this
absorption technique promotes the measurement of the real-time internal energy conditions of a molecule in the flow as well as its concentration, which will be well suited to guide the development of chemically specific models in the future. While mole fraction measurements have uncertainties that are somewhat large (~10%) in comparison to concentration measurements in more controlled environments, such as shock tubes and internal combustion engines [7, 21–23], the measurement error could be improved at the expense of time resolution.

Given the rather long path length (15 cm) used with this approach, noting that the results are path-averaged is important. Currently, the degree of uniformity across the path is unknown as the entrainment characteristics of the blast wave and detonation products are unknown. To obtain a more uniform probed volume, the path length can be reduced by incorporating wavelength modulation techniques, which would require a more sophisticated experimental setup than the current spectrometer, or by targeting molecules with stronger absorption coefficients, most likely with transitions in the visible and near UV. The spectrometer is convenient because of its ubiquity and its ease of adaptation to other wavelengths. Moving toward shorter wavelengths would also benefit from the use of streak camera detectors, which have excellent time resolution (~1 ns). In order to accomplish this, other continuous-wave or high-repetition-rate light sources and components should be explored.

Since the shock travels an estimated 80 mm in 40 μs (the approximate period of one measurement cycle), the peak temperature at or near the shock front may slightly exceed the value measured with this technique. A visible streak camera, a shorter wavelength source, and a suitable tracer molecule might thus better resolve the peak temperature. This instrument would complement a streak-camera-based system with its ability to acquire much more data for a much longer period of time. Despite the acknowledged deficiencies in the time resolution of our approach, a continued investment of commercial technological advancement in this NIR wavelength region should help narrow the temporal gap between approaches (for example, a 100 KHz version of the array used in this study is already available for purchase).

The practicality of this measurement for detonation science and combustion science is shown to be reasonable in gram-scale explosive testing environments. Larger-scale, outdoor field testing of high explosives may be possible with further modifications to the gauge or the use of sacrificial gauges. The utility of this instrumentation with more applicable energetic materials that generate optically thick products is currently being investigated.

5. Conclusions

A fast, NIR absorption spectroscopy system, broadband light source, and rigid gauge have been constructed and combined to measure the temperature and concentration of water vapor as a detonation product within the expanding blast following the detonation of a solid, high explosive. To our knowledge, these are the first direct absorption measurements within the supersonic expansion regime following a detonation. This molecular thermometer exhibits a robust opto-mechanical design and a fast time response to measure the dynamic thermal fields of an explosive event. The data gathered from this instrument will further our understanding of detonation science by providing results that are directly comparable with species-specific models.
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