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ABSTRACT

Teaching a robot to perceive and navigate in an unstructured natural world is a difficult task. Without learning, navigation systems are short-range and extremely limited. With learning, the robot can be taught to classify terrain at longer distances, but these classifiers can be fragile as well, leading to extremely conservative planning. A robust, high-level learning-based perception system for a mobile robot needs to continually learn and adapt as it explores new environments. To do this, a strong feature representation is necessary that can encode meaningful, discriminative patterns as well as invariance to irrelevant transformations. A simple realtime classifier can then be trained on those features to predict the traversability of the current terrain.

One such method for learning a feature representation is discussed in detail in this work. Dimensionality reduction by learning an invariant mapping (DrLIM) is a weakly supervised method for learning a similarity measure over a domain. Given a set of training samples and their pairwise relationships, which can be arbitrarily defined, DrLIM can be used to learn a function that is invariant to complex transformations of the inputs such as shape distortion and rotation.

The main contribution of this work is a self-supervised learning process for long-range vision that is able to accurately classify complex terrain, permitting improved strategic planning. As a mobile robot moves through offroad environments, it learns traversability from a stereo obstacle detector. The learning architecture is composed of a static feature extractor, trained offline for a general yet discriminative feature representation, and an adaptive online classifier. This architecture reduces the effect of concept drift by allowing the online classifier to quickly adapt to very few training samples without overtraining. After experiments with several different learned feature extractors, we conclude that unsupervised or weakly supervised learning methods are
necessary for training general feature representations for natural scenes.

The process was developed and tested on the LAGR mobile robot as part of a fully autonomous vision-based navigation system.
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INTRODUCTION

0.1 Robot Perception: Motivation and Philosophy

All animals use multiple sensory inputs to explore and navigate their environments. Many animals rely on vision as their primary sensor but use other sensory cues for mid- and short-range perception. Vision is very powerful and dominant for these animals, including humans, but is subject to error, especially at long ranges, where recognition and range errors become significant. One finds that there is generally an inverse relationship between the range of a sensor and its reliability: long-range vision is less reliable than close-range stereo vision, which is less reliable than touch, which for most animals conveys the greatest confidence. Human infants use exploration with tongue and mouth to augment their developing vision with the certainty of touch; within the first month of life, they can identify visual characteristics learned by mouthing (Meltzoff and Borton, 1979; Kaye and Bower, 1994). Rats have a slightly different version of this sensory configuration: a rat’s long-range vision is quite poor, but its sight is augmented with a powerful olfactory system and a remarkable whisker apparatus for high-confidence close-range perception (Ritt et al., 2008).

Humans, rats, and other mobile species combine their multiple sensor modalities into a unified perceptual understanding of the world. Some of the key abilities given by this sensory apparatus are close-range obstacle avoidance, long-range object recognition, strategic planning and navigation, adaptive learning of novel objects and places, and generalization to novel environments. Although cognitive scientists, neuroscientists, and psychologists are beginning to understand mammalian senses such as olfaction (Buck and Axel, 1991), visual perception is still largely a mystery, as are the mechanisms by which multiple senses are joined into a unified
perceptive system which is the basis for navigation-related abilities.

Autonomous, mobile, vision-based robots provide a platform for exploring vision and perception under the same constraints and objectives that an animal might face: navigation of a dynamic environment, goal-directed planning, obstacle avoidance, localization of self and objects. Achieving these objectives with a vision-based mobile robot could potentially give valuable insights into animal perception. A robot equipped with stereo cameras and short-range sensors, significant computing capability, and autonomous mobility and control could theoretically be capable of the same behaviors as a perceptive animal. The robotics and computer vision communities’ struggle to achieve this level of intelligent perception in an autonomous robot underscores the difficulty of the task. Despite the shortcomings of research efforts to build such a perceptual system, however, the motivation remains compelling. If roboticists could design such a system, it would provide a means of understanding our own visual systems: how perception is shaped by the need to explore and navigate a complex world.

We believe that integrating learning with multiple sensor modalities is a fundamental part of the puzzle. Learning - continuous adaptation to the environment - is needed to mediate the contributions of the different sensory inputs and also to smoothly adapt our interpretation of the surroundings according to evidence. Humans are continuously learning, making predictions based on our perceptions, then adapting those predictions based on experience. Placed in a new environment, we might see a shape far in the distance that we can’t parse - is it a path? a bench? a strangely shaped tree, a sculpture? Driven by curiosity or other motivation, we move closer until, through greater resolution and stereo perception, the unknown reveals itself. If necessary, we use other senses - touch, perhaps even smell or sound. In difficult terrain, we find uncertainty even at close range - is the overgrown path, the steep hillside, the muddy trail, traversable or not? We cautiously test our footing and make a decision. Now it is learned: the visual percept is imbued with meaning. When the ambiguous shape or terrain is seen again, at a distance or near,
it will be known.

Accordingly, we believe that learning is also critical for successful robot perception. In order to perceive obstacles and paths at long-range, a robot must make predictions by generalizing from its previous experiences. This can be accomplished by learning the visual cues of nearby objects and associating them with traversability costs or terrain categories. To assess the traversability of these nearby objects, we can use close-range, high-confidence sensory inputs: stereo vision or direct contact. Thus, as the robot explores an environment, it is continually monitoring the nearby objects and learning their appearance, then predicting the traversability of more distant regions. This approach can be called near-to-far learning, a paradigm in which reliable, close-range sensors are used to train a long-range classifier. Coupled with mapping and planning capabilities, this perceptual architecture can begin to imitate the sort of human-level exploration and learning that was described in the previous paragraph.

0.2 An Architecture for Robot Perception

In the previous section, we motivated and loosely described a perceptual learning framework for a vision-based mobile robot. Following the near-to-far learning approach, the robot should be capable of exploring a new environment, labeling nearby objects through a close-range sensor and training a classifier with those labels to predict the category of distant areas and objects. In this section we outline the architecture for such a system - the necessary components, connections, and constraints.

Multi-resolution framework

First, there is the requirement of fast obstacle avoidance. The long-range vision classifier can be relatively slow, because it is making predictions about areas that are far away and therefore the latency between visual percept and wheel command can be high. However, if an obstacle
is suddenly detected at close range, it needs to be avoided, which will require faster detection, planning, and controller response. To alleviate the conflict, a multiple resolution framework can be used: a fast control loop with low latency does obstacle detection and avoidance at a low image resolution, while a slow control loop with higher latency does long-range vision at full resolution. This accords with our knowledge of human vision: research has shown that human subjects focus on nearby objects much more frequently than distant areas: occasional distant gazing suffices to maintain a global trajectory, but frequent nearby gazing is necessary for obstacle avoidance (Wagner et al., 1980).

**Short-range obstacle detection**

The next component is a module for short-range obstacle detection. This can be used for the “fast” loop described above, but it is also needed as a source of reliable labels for the long-range classifier. Accordingly, it should be efficient, robust to noise, and work in almost any environment without regard to lighting change, terrain change, etc. A stereo-based obstacle detector fits this description.

**Long-range vision**

The long-range vision module is composed of several parts that make up the near-to-far learning framework. First, there is the “near” part: the close-range, reliable supervisor module that generates labels for the classifier. This is the short-range obstacle detector, mentioned already.

Next, there is an online classifier that associates visual cues from the input image with labels, then predicts the labels for distant areas. The classifier could be a simple linear regression - something that can be trained quickly, in realtime.

How are the visual cues to be represented? The visual input must be transformed into a feature representation, since the raw pixels from the image have too much variance from irrelevant transformations like lighting and viewpoint changes. Thus, a feature extractor that is distinct
from the realtime classifier should generate the invariant feature representation from the visual input. Feature extraction corresponds to the early vision stages in the mammalian brain: visual data is processed and transformed by the retina, LGN, and primary visual cortex (V1), resulting in a feature representation about which little is known with any certainty.

There are many options for feature extractors. Simple color histograms can provide effective features in some basic environments, but they are quickly fooled by deep shadows or monochromatic settings. Other hand-crafted feature descriptors are too expensive to compute densely across the image, and are not well-suited to natural images. A feature representation could be learned with labeled data, but there is a risk of making the features too specific to a particular set of training data. Unsupervised or weakly supervised learning could be used to learn a more general feature set.

The long-range vision classifier should produce a prediction densely across the image, so that the predictions can be used for mapping and planning. A sliding window approach could be used, so that at each overlapping window position on the input image, a feature vector is computed by the feature extractor, possibly labeled by the supervisor module, then sent to the classifier for training and/or prediction.

**Distance normalization**

One inherent difficulty of near-to-far learning is scaling. The apparent size of objects scales inversely with distance, making it extremely difficult to generalize from near to far. This is one of the reasons why most near-to-far learning approaches use simple color features rather than complex features from large windows with shape and context. The framework we propose will need a mechanism to normalize the image such that objects appear to be the same height regardless of their distance from the robot.
Mapping and planning

Predictions from the long-range module as well as observations from the short-range modules should be accumulated in a map so that planning can be done on the basis of multiple observations. The map should accommodate our confidence in our observations: things seen close by or repeatedly have a high certainty; distant things, things with conflicting evidence, or things seen rarely, should be treated with some uncertainty. Planning is obviously a critical part of a navigation system, but it is outside the scope of this work.

We have motivated our approach to perception for a vision-based mobile robot and sketched the necessary components. The remainder of this work is its main contribution: a visual perception system for an autonomous mobile robot which integrates multiple sensory cues with online learning to predict the traversability of the environment at very long distances. The long-range vision module is composed of a learned feature extractor and an adaptive self-supervised classifier. The feature extractor is trained using the DrLIM approach to learn features that are invariant to viewpoint change. The classifier outputs are accumulated in a hyperbolic-polar map and converted to traversability costs. We find that this accurate long-range perception allows the robot to navigate to a goal in an intelligent, strategic manner. The long-range classifier is tested on the LAGR platform in outdoor, offroad environments. LAGR (Learning Applied to Ground Robots) is a DARPA program that asked participants to develop learning and vision algorithms for an offroad mobile robot and required rigorous objective testing (Jackel et al., 2006).

We now turn to a survey of related work in robotics and feature extraction.
This chapter gives an overview of vision-based mobile robotics and approaches to feature extraction.

1.1 Survey of Vision-based Mobile Robots

Computer vision for autonomous vehicles has a long research history, and can be broadly broken into indoor and outdoor domains, with each further divided into structured and unstructured environments. Although this thesis focuses on the last category (vision in unstructured outdoor environments), there has been considerable research in structured outdoor environments that is applicable to this problem. DeSouza and Kak published a 2002 survey of research in these four areas (DeSouza and Kak, 2002). Some research that applies learning to non-vision-based navigation is also important to mention. In this section, related work is organized by its learning strategy: deterministic (no learning), supervised, and self-supervised.

1.1.1 Stereo-based Navigation

The majority of vision-based navigation systems are deterministic and use no learning strategies to estimate traversability or locate obstacles. Hand-crafted methods can be reasonable choices in applications where long-range perception is not necessary, or where the environment is static and very well-known, or where guaranteed, predictable performance is critical, such as extra-terrestrial exploration. See (Huertas et al., 2005; Pagnot and Grandjean, 1995; Rieder et al., 2002; Singh et al., 2000; Thorpe et al., 1988; Yagi et al., 2001). These techniques assume that the characteristics of obstacles and traversable regions are fixed, and therefore they cannot easily adapt to changing environments. Without learning, such systems are constrained to a limited
range of predefined environments. Many deterministic methods for vision-based navigation rely on stereo-based obstacle detection (Kelly and Stentz, 1998; Kriegman et al., 1989; Goldberg et al., 2002; Nabbe and Hebert, 2003). A stereo algorithm finds pixel disparities between two aligned images, producing a 3d point cloud. By applying heuristics to the statistics of points collected in grid cells, obstacles and ground are identified. The performance of such stereo-based methods is limited, because stereo-based distance estimation is unreliable above 10 or 12 meters (for typical camera configurations and resolutions). This may cause the system to drive as if in a self-imposed “fog”, driving into dead-ends and taking time to discover distant pathways that are obvious to a human observer. Stereo algorithms also fail when confronted by repeating or overly-smooth patterns, such as tall grass, dry scrub, or smooth pavement. Significant advances to stereo-based navigation were made in the DARPA PerceptOR program, a multi-participant program for vision-based offroad robotics that preceded LAGR (Krotkov et al., 2006). Far from providing a solution to vision-based navigation, however, the PerceptOR conclusions emphasize the limitations, myopic and other, of stereo-based systems (Kelly et al., 2006).

1.1.2 Beyond Stereo: Machine Learning for Terrain Classification

Statistical learning methods for object recognition and classification opened new avenues for vision-based mobile robotics research in the 90’s. Researchers such as Dean Pomerleau and Todd Jochem recognized the potential of applying neural networks to navigation problems, and learning-based mobile robotics has been an active area of study ever since. These approaches to mobile robotics are quite diverse, but many of them share the same structure: features are extracted from a visual input (or other sensor) and a classifier is trained to recognize objects or roadway or traversable surface or some other target of interest. In some cases, the feature extractor and classifier are indistinguishable; they are parts of a single architecture and are trained together, end to end.
The paradigm approach for object recognition combines a feature extractor with a classifier. The purpose of feature extraction is to reduce the data complexity while providing relevant measurements or properties of the data to the classifier. If feature extraction is done well, a representation of the data is created that makes the classification task easier: “true” properties and underlying relationships between data samples are made apparent. Above all, the feature representation should encode the meaningful, discriminating properties of the data while being robust to irrelevant transformations. Since feature extraction always involves a narrowing of the information content from the original input, the task of a feature extractor is to retain all relevant properties while eliminating irrelevant information. For instance, changes in illumination are generally unimportant for object classifiers, as are changes in viewpoint or perspective or scale. Of course, the specific application may determine which visual qualities are meaningful and which are meaningless: a face detection task is designed to discriminate faces from non-faces, whereas a face verification task confirms or rejects the identity of a specific image of a face. A traditional object classifier generally ignores irrelevant background patterns and distractor objects in cluttered input images, seeking to extract features only from an isolated, segmented target object. In fact, the NORB dataset was constructed precisely to test object recognition systems’ ability to classify images in the presence of distractors, clutter, and background noise (LeCun et al., 2004). A scene classifier, on the other hand, considers all objects and details of the image in order to classify the scene (e.g., office, field, kitchen, urban) (Murphy et al., 2003). Of course, a scene classifier must still disregard irrelevant information such as illumination changes.

1.1.3 Non-Adaptive Supervised Systems

Many systems that incorporate supervised learning methods have been proposed for structured environments, mainly for road-following applications. ALVINN by (Pomerleau, 1989; Pomerleau, 1993), MANIAC by (Jochem et al., 1995), and DAVE by (LeCun et al., 2005) are all
navigation systems trained end-to-end using human supervision. ALVINN (Autonomous Land Vehicle in a Neural Network) trained a neural network to follow roads and was successfully deployed at highway speed in light traffic. MANIAC was also a neural net based road-following navigation system. DAVE, for unstructured environments, used end-to-end learning to map visual input to steering angles, producing a system that could avoid obstacles in off-road settings but did not have the capability to navigate to a goal or map its surroundings. More recently, Andrew Ng designed an obstacle avoidance system that used supervised learning on hand-labeled monocular images and synthetic data to train an obstacle detector (Michels et al., 2005). Many other systems have been proposed in recent years that include supervised classification (Manduchi et al., 2003; Hong et al., 2002; Hamner et al., 2006; Vandapel et al., 2004; Pantofaru et al., 2003). These systems were trained offline using hand-labeled data, thus limiting the scope of their expertise to environments similar to those seen during training. In order to have reliable performance on a wide range of environments, the human-supervised training burden becomes substantial. Moreover, given the vast diversity of outdoor terrestrial environments - especially offroad environments - combined with the potential variation in weather, season, and obstacles, it is unlikely that any non-adaptive system can perform reliably at all times.

1.1.4 Adaptive Learning for Vision-Based Robotics

It seems that a truly robust vision-based navigation system must possess the ability to continuously adapt and learn. Even humans, with vastly powerful visual systems and extremely rich knowledge bases, are sometimes fooled by new environments, strange objects, and visual tricks, which cause us to re-assess and adapt to a new scene or terrain. The machine learning approach is to apply online learning, to continuously adapt a set of parameters to fit the current inputs.
1.1.5 Near-to-Far Learning

More recently, *self-supervised* systems have been developed that reduce or eliminate the need for hand-labeled training data, thus gaining flexibility in unknown environments. With self-supervision, a reliable module that determines traversability can provide labels for inputs to another classifier. This is known as *near-to-far* learning. Using this paradigm, a classifier with broad scope and range can be trained online using data from the reliable sensor (such as ladar or stereo). Not only is the burden of hand-labeling data relieved, but the system can robustly adapt to changing environments. Many systems have successfully employed near-to-far learning for color features, primarily by identifying ground patches or pixels, building color histograms, and then clustering the entire input image.

The near-to-far strategy has been used successfully for autonomous vehicles that must follow a road. In this task, the road appearance has limited variability, so simple color/texture based classifiers can often identify road surface well beyond sensor range. Using this basic strategy, self-supervised learning helped win the 2005 DARPA Grand Challenge: the winning approach used a mixture of Gaussians model to identify road surface based on color histograms extracted immediately ahead of the vehicle as it drives (Dahlkamp et al., 2006; Thrun et al., 2006). The output of the online classifier was not reliable enough to be used for navigation purposes, however, but only to modulate the speed of the vehicle. In another approach by Thrun et al., previous views of the road surface are computed using reverse optical flow, then road appearance templates are learned for several target distances (Leib et al., 2005).

Several other approaches have followed the self-supervised, near-to-far learning strategy. Stavens and Thrun used self-supervision to train a terrain roughness predictor (Stavens and Thrun, 2006). An online probabilistic model was trained on satellite imagery and ladar sensor data for the Spinner vehicle’s navigation system (Sofman et al., 2006). Similarly, online self-supervised
learning was used to train a ladar-based navigation system to predict the location of a load-bearing surface in the presence of vegetation (Wellington and Stentz, 2004). A system that trains a pixel-level classifier using stereo-derived traversability labels was proposed by Ulrich (Ulrich and Nourbakhsh, 2000).

Not surprisingly, the greatest similarity to our proposed method can be found in the research of other LAGR participants. Since the LAGR program specifically focused on learning and vision algorithms that could be applied in new, never-seen terrain, using near-to-far self-supervised learning was a natural choice. Angelova et al. use self-supervised learning to train a feature extractor and classifier to discriminate terrain types such as gravel, asphalt, and soil. The visual representation is a 15 bin histogram of “texton” matches (Angelova et al., 2007). The SRI LAGR system used fast stereo and color-based online learning (Konolige et al., 2008). Staying within the realm of simple color-based near-to-far learning, Grudic and Mulligan explore the use of distance metrics for clustering traversable pixels in (Grudic and Mulligan, 2006). The Georgia Tech LAGR team built a self-supervised terrain classifier that uses traversability cues from close-range sensors (IMU, bumper switch) to train a classifier on stereo point cloud features (Kim et al., 2006). In a variation on the basic near-to-far strategy, Happold et al. use supervised learning to map stereo geometry to traversability costs; they also use self-supervised learning to map color features to stereo geometry. Thus their obstacle detection algorithm is in two phases: first color information is extracted and stereo geometry is predicted, then the predicted geometry is mapped to a traversability cost (Happold et al., 2006).

Our approach is distinguished from these by our careful examination of feature extraction methods, and our use of large image patches rather than color histograms or texture gradients or geometry statistics from stereo. Our system classifies the traversability of the image out to the horizon, unlike other, shorter-range approaches. Feature extraction is a critical component of a system that classifies large, distant image patches. If the feature representation can be found that
is invariant to irrelevant transformations of the input while remaining discriminative to terrain and obstacle types, the classifier’s work is greatly reduced. We turn now to a survey of possible feature extraction methods.

1.2 A Survey of Methods for Feature Extraction

Many methods for feature extraction in images have been proposed. Our choice of a method or methods is constrained in several ways. First, realtime processing on the robot demands a feature representation that is fast to compute. Second, the features must be computed densely across the image, since the estimated costs will be used for mapping and planning. Third, the representation must be invariant (as much as possible) to scale, viewpoint, lighting, and shift, since the task of a near-to-far classifier is to generalize from near-range terrain to similar terrain that is at a distance.

1.2.1 Hand-Crafted Descriptors

Color histograms are arguably the simplest sort of feature representation, created by a discretization of a given color space (Novak and Shafer, 1992). Pixels from a color image patch are counted in an $n$-dimensional histogram, with bins that correspond to set color ranges. Shape and texture information are not retained in a color histogram, and the representation is very fragile to illumination changes. Such a brittle method is not appropriate for a near-to-far classifier.

The scale-invariant feature transform, or SIFT descriptor, has enjoyed wide success both academically and commercially (Lowe, 1999; Lowe, 2004). The algorithm begins with detection of scale-invariant interest points by identifying minima and maxima in a difference of Gaussians pyramid. From a neighborhood around each interest point, intensity gradients are computed and binned into an orientation histogram, weighted by a Gaussian kernel centered on the interest
point. Orientation assignment is done to choose a canonical orientation for the patch, which gives rotation invariance to the descriptor, and the histograms are intensity normalized. SIFT descriptors are useful for a wide variety of classification and recognition tasks, and are appealing for their black-box facility of use. Unfortunately, the ease of hand-built feature descriptors comes at a price - they can be expensive to compute and have a large number of components. Because of this cost, they are often only applied at sparse interest points on the input image, rather than densely extracted. Also, because they are hand-built rather than learned, they are not tunable to a particular application.

The histogram of oriented gradients (HOG) descriptor (Dalal and Triggs, 2005) is similar to SIFT in that HOG computes a distribution of intensity gradients to build the descriptor. For improved performance in natural images, the histograms are contrast normalized. This is done by normalizing each local histogram \( v \) by the total intensity of a surrounding neighborhood or “block” \( b_v \) in the image:

\[
g(v) = \frac{v}{\sqrt{\|b_v\|_2^2 + \epsilon^2}}
\]

Unlike SIFT descriptors, HOG descriptors have a broader spatial input, finer orientation binning, and are computed densely across the image at a single scale.

The region-based context feature (RCF), another example of a hand-crafted feature descriptor, integrates regional and local features (Pantofaru et al., 2006). The shape context feature descriptor (Mori et al., 2005) encodes the shape of an object with a histogram of edge coordinates, where the histogram is built using uniform bins in log-polar space such that nearby sampled points are more heavily weighted than further away ones.

Gabor filters are another example of a hand-built feature representation. Gabor filters are thought to be similar to receptive fields in the mammalian primary visual cortex; the receptive field of a Gabor filter is defined by the product of a harmonic function and a Gaussian function. This unlearned feature representation is often used for texture analysis (Jain et al., 1997).
1.2.2 Supervised and Hierarchical Learning

Supervised learning can be used to train a feature extractor. Typically, supervised learning is used to train the entire architecture end-to-end, so that the feature representation and the classifier are trained together. For a self-supervised learning framework, however, the classifier needs to be trained separately from the feature extractor. Thus, one can train a supervised hierarchy end-to-end, then remove the final classification layer and use the truncated network as a feature extractor. Convolutional networks are fully supervised multi-layer learning machines that are well-suited to learning patterns in images and temporal data. They are described in detail in Section 1.3.1.

There are several other hierarchical models used for pattern recognition in images which use a feature extractor-plus-classifier framework. The “biological model” of Poggio et al. is composed of a first layer of Gabor filters, a max-pooling layer, and a second layer of randomly selected patches from the training set. No learning is applied except to train the classifier (Riesenhuber and Poggio, 1999).

Although feature extractors trained with supervision can be very discriminative, one risks being too discriminative and throwing away valuable information. This is a real danger if the quantity or diversity of labeled data is insufficient, a situation that often arises with real-world problems. For near-to-far learning for navigation in unstructured terrain, generalization beyond the training data is of primary importance. Accordingly, we now consider unsupervised and weakly supervised feature representations.

1.2.3 Unsupervised Feature Extractors

Most unsupervised feature extractors are trained to reconstruct the input from the feature representation, usually thought of as a code. After training, they can be applied to de-noising problems, missing-input problems, data compression, and data retrieval problems.
For unsupervised clustering algorithms such as \textit{k-means}, the extracted feature, or code, for an input is simply the index of the closest prototype. K-means is a well-known algorithm for unsupervised clustering. K-means does not perform well for high-dimensional inputs because of the amount and diversity of data required to find a meaningful clustering in many dimensions.

Principal component analysis (PCA) is a method for dimensionality reduction that projects the inputs onto a linear subspace that maximizes the variance of the input data (Jolliffe, 1986). The code produced by PCA is the projection of the input.

Auto-encoder neural networks train a bottlenecked network with a reconstruction criterion and gradient optimization methods. The loss function for a narrow auto-encoder is the squared reconstruction error:

\[
L(X, W_D, W_C) = \|\text{Dec}_{W_D}(\text{Enc}_{W_C}(X)) - X\|^2, \tag{1.1}
\]

where \(\text{Dec}_{W_D}\) and \(\text{Enc}_{W_C}\) are different layers of the same network. These networks have at least three layers: a wide layer with more units than the number of inputs, a code layer with fewer units than the input which forces a non-linear, low-dimensional projection of the input, and another wide layer whose output matches the dimensionality of the input. A significant problem with auto-encoders is that gradient descent methods have a difficult time finding good low-dimensional representations (Hinton and Salakhutdinov, 2006; Ranzato et al., 2007a).

1.2.4 Deep Learning Architectures

The rich variability of natural data requires a highly non-linear feature representation for good pattern recognition to take place. Multi-layer non-linear architectures are one way to build a highly non-linear function of the input, since to express the same function with a single layer, many more learned parameters are required, which increases the scope of the training task substantially. However, it has been known for some time that multi-layer, i.e. deep, networks are
very difficult to train using standard top-down gradient descent optimization (Tesauro, 1992), since randomly-initialized narrow networks are quickly trapped in local minima.

Recent research has suggested a new paradigm for training deep architectures. Multiple layers of the network are trained separately and sequentially, using unsupervised data. Supervision can be used to “fine-tune” the learned filters. In (Hinton et al., 2006), deep belief nets are proposed: a multi-layer architecture that is composed of restricted Boltzmann machines, individually trained with contrastive divergence to reconstruct their input by learning the distribution of the input data. The learned layers can then be used to initialize a supervised network trained with back-propagation. By initializing the individual layers with meaningful patterns rather than random weights, the basic obstruction to training deep architectures is removed. Unsupervised training of the individual layers is important; supervised greedy training was found to degrade results, presumably because the supervised training overly restricted the information content of the initialized network (Bengio et al., 2006).

Following the same paradigm, improved classification results were obtained by training individual layers as auto-encoders, followed by supervised training (Ranzato et al., 2007c). Weston and Collobert used a weakly supervised learning criterion (the DrLIM approach) to train intermediate layers of a multi-layer network while simultaneously applying supervised top-down training, resulting in state of the art advances for multiple natural language processing tasks (Weston et al., 2008; Collobert and Weston, 2008).

1.2.5 Learned Similarity Metrics

Learning a similarity metric using neighborhood information, usually pairwise similarity labels, is a way to weakly supervise a feature representation. Since no targets are given in an output space, the configuration of the output manifold is almost entirely data-driven.

There are many powerful approaches to the problem of mapping a set of high-dimensional
points onto a low-dimensional manifold, including the classic linear methods: principal component analysis (Jolliffe, 1986) and multi-dimensional scaling (Cox and Cox, 1994) as well as newer, non-linear, spectral methods: ISOMAP by (Tenenbaum et al., 2000), Local Linear Embedding - LLE by (Roweis and Saul, 2000), Laplacian Eigenmaps due to (Belkin and Niyogi, 2003) and Hessian LLE by (Donoho and Grimes, 2003). However, none of these methods attempt to compute a function that could map a new, unknown data point without recomputing the entire embedding and without knowing its relationships to the training points, making these approaches unsuitable for feature extraction in an online setting. Out-of-sample extensions to the above methods have been proposed in (Bengio et al., 2004), but they too rely on a predetermined computable distance metric.

Most recently, new methods for pairwise supervised dimensionality reduction methods have been proposed that actually learn an embedding function, which can be used as a learned similarity metric, or as a low-dimensional feature representation. Neighbourhood component analysis (NCA) is a method that optimizes the leave-one-out error of k-nearest-neighbor classification (Goldberger et al., 2005). The actual leave-one-out error is replaced by a soft version to facilitate gradient optimization. The learned embedding function can be linear or non-linear, and the pairwise labeling can come from any source. Stochastic neighbour embedding is another pairwise learning approach (Hinton and Roweis, 2004). The cost function for SNE is the sum of Kullback-Liebler divergences for similar inputs. The approach can be extended to optimize multiple embeddings of each sample, allowing greater disambiguation, but this extension is only possible on the training data, not on unseen samples.

Variable-kernel similarity metric learning is a learned low-dimensional linear embedding of the input for the purpose of improved k-nearest-neighbor performance (Lowe, 1995). The linear projection is optimized with cross-validation. The algorithm uses a dynamically sized Gaussian weighting window whose width increases in neighborhoods with few training samples.
and decreases in more populated neighborhoods.

DrLIM is another approach to similarity metric learning which is appropriate for learning a feature representation (Hadsell et al., 2006a). It relies only on pairwise neighbor labels rather than distances in the high-dimensional space. This approach is described in detail in Chapter 2.

1.3 Methods of Interest

Convolutional neural networks and convolutional auto-encoders are used extensively in the remainder of the thesis. Both learning architectures are described in detail in this section.

1.3.1 Convolutional Networks

In the 1960’s, biologists Hubel and Wiesel proposed a functional model of cells in V1, the primary visual cortex of mammals. The model was composed of simple cells, which detected oriented edges, and complex cells, which pooled the outputs of multiple simple cells, creating invariance to spatial position (Hubel and Wiesel, 1962). The Neocognitron (Fukushima, 1980) was an artificial neural network architecture that was directly inspired by Hubel and Wiesel’s model, containing alternating layers of local receptive fields (similar to simple cells) and pooling units (similar to complex cells).

Convolutional networks are similar to Fukushima’s Neocognitron. They are multi-layer, non-linear, learning architectures that learn low-level features and high-level representations and are end-to-end trainable with gradient backpropagation (LeCun and Bengio, 1995). They are especially well-suited to vision applications, because they are naturally shift and scale invariant. A standard convolutional network is composed of two types of alternating layers: convolutional layers and subsampling, or pooling, layers. A convolutional layer contains local receptive fields that are trained to extract local features and patterns across the input. Pooling between convolu-
tional layers increases the shift and scale invariance while reducing computational complexity.

The convolutional network described in Section 2.3.1 is a typical design for pattern recognition in images. See Fig. 2.3 for a diagram of that architecture.

**Convolution Layer**

The convolutional layer performs a series of convolutions with the input using a set of learned filters. This can be thought of as a *sliding window pattern detector*. The basic operation is a convolution. A 2D filter is scanned over an entire input plane, and at each overlapping location a dot product is computed of the filter and the input values at that location. The dot product is the *response* of the filter at that location, and it measures the degree of correlation. The response is combined with an additive bias and “squashed” through a sigmoid function, and output to a corresponding position in a *feature map*. The function computed on input layer $x$ and filter $f$ and output feature map $z$ is

$$z_j = \sigma(c_j \sum_i x_i * f_{ij} + b_j),$$

(1.2)

where $\sigma$ is a sigmoid function, $*$ denotes the convolution operator, $i$ indexes the input layer, $j$ indexes the output feature map, and $c_j$ and $b_j$ are multiplicative and additive constants.

Since the same filter is passed over the entire input, the same pattern is being detected everywhere. Sharing weights across the entire input plane in this manner creates invariance to translation and robustness to distortion. Multiple filters extract different features, and the feature maps can be further combined in different, non-symmetric combinations, so that the number of output feature maps generally exceeds the number of input maps. The role of the convolutional layer is to extract increasingly complex features through multiple filters and multiple layers.

**Pooling Layer**

Pooling local features together gives invariance to exact position while retaining relative positions between features. Subsampling or max-sampling between convolutional layers increases
invariance while decreasing complexity. Pooling fields are typically 2x2 or 3x3. An average or max function is computed over the field, a trainable coefficient and bias are applied, and the result is passed through a sigmoid function.

Applications

Convolutional networks have been used for many applications. Notably, they were at the center of the highly successful handwriting recognition system introduced in 1998 (LeCun et al., 1998). They have been used for face recognition (Lawrence et al., 1997; Osadchy et al., 2007), robot vision (Happold et al., 2006), license-plate recognition, and many other tasks.

1.3.2 Convolutional Auto-Encoder

Recently, (Ranzato et al., 2007c) described an energy-based method for training an auto-encoder architecture. The learned filters can then be used to initialize a standard convolutional network, and top-down supervised learning can be applied to fine-tune the filters. This is similar to the learning approach used by (Hinton et al., 2006) to train the deep belief net. To train a single layer of filters as an auto-encoder, using the method advanced in (Ranzato et al., 2007c) and (Ranzato et al., 2007a), two functions are learned. The encoder $F_{enc}(X)$ takes an input $X$ and predicts the best low-dimensional code $Z$. The decoder $F_{dec}(Z)$ tries to recreate $X$ from a code $Z$. The energy of the system is the sum of two costs: the error predicting the optimal code $E_{enc}(F_{enc}, Z_{opt})$, and the error reconstructing the input $E_{dec}(F_{dec}, X)$. A non-linear sparsifying logistic function can also be applied within this architecture that transforms the codeword into a sparse vector.
1.4 Overview of Thesis

This thesis presents two significant contributions to research in invariant feature learning for vision-based robot navigation. In Chapter 2, a method for learning a feature representation which can incorporate complicated, highly non-linear invariances is described. The approach, dimensionality reduction by learning an invariant mapping (DrLIM), is pairwise supervised - it only needs neighborhood relations between training samples, and the relationships could come from prior knowledge, or from manual labeling, and they can be independent of any distance metric. DrLIM can be used to learn a function that is invariant to complex transformations of the inputs such as shape distortion and rotation. The basic approach is explained in Chapter 2 and results are given for various demonstrative experiments. The DrLIM approach can also be used to train a similarity metric for a particular application domain. An application of DrLIM to the problem of face verification is described in Chapter 3.

The latter half of the thesis describes an autonomous navigation system for an offroad mobile robot, with focus on the long-range terrain classifier. The long-range vision module uses self-supervised near-to-far learning to train a classifier in realtime to detect obstacles and paths as far as 200 meters away. This allows for strategic planning and navigation towards a distant goal. The classifier relies on a robust feature extractor, which is trained offline. We experimented extensively with different methods for feature extraction, including both supervised and unsupervised feature learning and hybrid approaches. The accuracy of the different feature representations was tested using a hand-labeled groundtruth dataset. The performance of the full navigation system was assessed through field tests and observation. The long-range vision module is detailed in Chapter 4, the long-range mapping and planning approach is described in Chapter 5, and quantitative and qualitative results are given in Chapter 6.
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DIMENSIONALITY BY LEARNING AN INVARINAT MAPPING

Joint work with Sumit Chopra.

2.1 Introduction

Modern applications have steadily expanded their use of complex, high-dimensional data. The massive, high-dimensional image datasets generated by biology, earth science, astronomy, robotics, modern manufacturing, and other domains of science and industry demand new techniques for analysis, feature extraction, dimensionality reduction, and visualization.

Dimensionality reduction aims to translate high-dimensional data to a low-dimensional representation such that similar input objects are mapped to nearby points on a manifold. Most existing dimensionality reduction techniques have two shortcomings. First, they do not produce a function (or a mapping) from input to manifold that can be applied to new points whose relationship to the training points is unknown. Second, many methods presuppose the existence of a meaningful (and computable) distance metric in the input space. Our interests lie in training a low-dimensional embedding that can be used as an invariant feature representation, so learning a function that is robust to unseen data is critical.

For example, Locally Linear Embedding (LLE) (Roweis and Saul, 2000) linearly combines input vectors that are identified as neighbors. The applicability of LLE and similar methods to image data is limited because linearly combining images only makes sense for images that are well registered and very similar. Laplacian Eigenmap (Belkin and Niyogi, 2003) and Hessian LLE (Donoho and Grimes, 2003) do not require a meaningful metric in input space (they merely
require a list of neighbors for every sample), but as with LLE, new points whose relationships with training samples are unknown cannot be processed. Out-of-sample extensions to several dimensionality reduction techniques have been proposed that allow for consistent embedding of new data samples without recomputation of all samples (Bengio et al., 2004). These extensions, however, assume the existence of a computable kernel function that is used to generate the neighborhood matrix. This dependence is reducible to the dependence on a computable distance metric in input space.

Another limitation of current methods is that they tend to cluster points in output space, sometimes densely enough to be considered degenerate solutions. Rather, it is sometimes desirable to find manifolds that are uniformly covered by samples.

The method proposed here, called Dimensionality Reduction by Learning an Invariant Mapping (DrLIM), provides a solution to the above problems. DrLIM is a method for learning a globally coherent non-linear function that maps the data to a low-dimensional manifold. The method presents four essential characteristics:

- It only needs neighborhood relationships between training samples. These relationships could come from prior knowledge, or manual labeling, and be independent of any distance metric.

- It may learn functions that are invariant to complicated non-linear transformations of the inputs such as lighting changes and geometric distortions.

- The learned function can be used to map new samples not seen during training, with no prior knowledge.

- The mapping generated by the function is in some sense “smooth” and coherent in the output space.
A contrastive loss function is employed to learn the parameters $W$ of a parameterized function $G_W$, in such a way that neighbors are pulled together and non-neighbors are pushed apart. Prior knowledge can be used to identify the neighbors for each training data point.

The method uses an energy based model that uses the given neighborhood relationships to learn the mapping function. For a family of functions $G$, parameterized by $W$, the objective is to find a value of $W$ that maps a set of high-dimensional inputs to the manifold such that the Euclidean distance between points on the manifold, $D_W(\vec{X}_1, \vec{X}_2) = ||G_W(\vec{X}_1) - G_W(\vec{X}_2)||_2$ approximates the “semantic similarity” of the inputs in input space, as provided by a set of neighborhood relationships. No assumption is made about $G_W$ except that it is differentiable with respect to $W$.

Section 2.2 describes the general framework and the loss function. The ideas in this section are made concrete in section 2.3. Here various experimental results are given.

### 2.2 Learning the Low-Dimensional Mapping

The problem is to find a function that maps high-dimensional input patterns to lower dimensional outputs, given neighborhood relationships between samples in input space. The graph of neighborhood relationships may come from information source that may not be available for test points, such as prior knowledge, manual labeling, etc. More precisely, given a set of input vectors $I = \{\vec{X}_1, \ldots, \vec{X}_P\}$, where $\vec{X}_i \in \mathbb{R}^D, \forall i = 1, \ldots, n$, find a parametric function $G_W : \mathbb{R}^D \rightarrow \mathbb{R}^d$ with $d \ll D$, such that it has the following properties:

1. Simple distance measures in the output space (such as Euclidean distance) should approximate the neighborhood relationships in the input space.

2. The mapping should not be constrained to implementing simple distance measures in the input space and should be able to learn invariances to complex transformations.
3. It should be faithful even for samples whose neighborhood relationships are unknown.

### 2.2.1 The Contrastive Loss Function

Consider the set $\mathcal{I}$ of high-dimensional training vectors $\vec{X}_i$. Assume that for each $\vec{X}_i \in \mathcal{I}$ there is a set $S_{\vec{X}_i}$ of training vectors that are deemed similar to $\vec{X}_i$. This set can be computed by some prior knowledge - invariance to distortions or temporal proximity, for instance - which does not depend on a simple distance. A meaningful mapping from high to low-dimensional space maps similar input vectors to nearby points on the output manifold and dissimilar vectors to distant points. A new loss function whose minimization can produce such a function is now introduced.

Unlike loss functions that sum over samples, this loss function runs over pairs of samples. Let $\vec{X}_1, \vec{X}_2 \in \mathcal{I}$ be a pair of input vectors shown to the system. Let $Y$ be a binary label assigned to this pair. $Y = 0$ if $\vec{X}_1$ and $\vec{X}_2$ are deemed similar, and $Y = 1$ if they are deemed dissimilar. Define the parameterized distance function to be learned $D_W$ between $\vec{X}_1, \vec{X}_2$ as the Euclidean distance between the outputs of $G_W$. That is,

$$D_W(\vec{X}_1, \vec{X}_2) = \|G_W(\vec{X}_1) - G_W(\vec{X}_2)\|_2$$  \hspace{1cm} (2.1)

To shorten notation, $D_W(\vec{X}_1, \vec{X}_2)$ is written $D_W$. Then the loss function in its most general form is

$$L(W) = \sum_{i=1}^{P} L(W, (Y, \vec{X}_1^i, \vec{X}_2^i))$$  \hspace{1cm} (2.2)

$$L(W, (Y, \vec{X}_1^i, \vec{X}_2^i)) = (1 - Y)L_S(D_W^i) + YL_D(D_W^i)$$  \hspace{1cm} (2.3)

where $(Y, \vec{X}_1^i, \vec{X}_2^i)$ is the $i$-th labeled sample pair, $L_S$ is the partial loss function for a pair of similar points, $L_D$ the partial loss function for a pair of dissimilar points, and $P$ the number of training pairs (which may be as large as the square of the number of samples).

$L_S$ and $L_D$ must be designed such that minimizing $L$ with respect to $W$ would result in low values of $D_W$ for similar pairs and high values of $D_W$ for dissimilar pairs.
Figure 2.1: Graph of the loss function $L$ against the energy $D_W$. The dashed (red) line is the loss function for the similar pairs and the solid (blue) line is for the dissimilar pairs.

The exact loss function is

$$L(W, Y, \vec{X}_1, \vec{X}_2) = (1 - Y)\frac{1}{2}(D_W)^2 + (Y)\frac{1}{2}\{\max(0, m - D_W)\}^2$$

(2.4)

where $m > 0$ is a margin. The margin defines a radius around $G_W(\vec{X})$. Dissimilar pairs contribute to the loss function only if their distance is within this radius (see Fig. 2.1).

The contrastive term involving dissimilar pairs, $L_D$, is crucial. Simply minimizing $D_W(\vec{X}_1, \vec{X}_2)$ over the set of all similar pairs will usually lead to a collapsed solution, since $D_W$ and the loss $L$ could then be made zero by setting $G_W$ to a constant. Most energy-based models require the use of an explicit contrastive term in the loss function.
2.2.2 The Algorithm and Learning Architecture

Learning the DrLIM loss function is realized by training a network that consists of two identical convolutional networks that share the same set of weights - a Siamese architecture (Bromley et al., 1993) (see Fig. 2.2). The Siamese framework comprises two identical networks and one cost module. The input to the system is a pair of images and a label. The images are passed through the sub-networks, yielding two outputs which are passed to the cost module which produces the scalar energy as discussed in section 2.2.1. The loss function combines the label with energy, and gradient-based backpropagation was used to train the system. For the function \( G_W \) we use a convolutional network (see Section 1.3.1).

\[
E(W, X_1, X_2) = \|G_W(X_1) - G_W(X_2)\|_2^2
\]

Figure 2.2: A Siamese architecture comprises two identical parameterized functions.

The algorithm first generates the training set, then trains the machine.

**Step 1:** For each input sample \( \bar{X}_i \), do the following:

(a) Using prior knowledge find the set of samples \( S_{\bar{X}_i} = \{\bar{X}_j\}_{j=1}^p \), such that \( \bar{X}_j \) is deemed similar to \( \bar{X}_i \).
(b) Pair the sample $\vec{X}_i$ with all the other training samples and label the pairs so that:
\[ Y_{ij} = 0 \text{ if } \vec{X}_j \in \mathcal{S}_{\vec{X}_i}, \text{ and } Y_{ij} = 1 \text{ otherwise.} \]

Combine all the pairs to form the labeled training set.

**Step 2**: Repeat until convergence:

(a) For each pair $(\vec{X}_i, \vec{X}_j)$ in the training set, do

i. If $Y_{ij} = 0$, then update $W$ to decrease
\[ D_W = \| G_W(\vec{X}_i) - G_W(\vec{X}_j) \|_2 \]

ii. If $Y_{ij} = 1$, then update $W$ to increase
\[ D_W = \| G_W(\vec{X}_i) - G_W(\vec{X}_j) \|_2 \]

This increase and decrease of Euclidean distances in the output space is done by minimizing the above loss function.

### 2.3 Experiments

The experiments presented in this section demonstrate the invariances afforded by our approach and also clarify the limitations of techniques such as LLE. First we give details of the parameterized machine $G_W$ that learns the mapping function.

#### 2.3.1 Training Architecture

The learning architecture is similar to the one used in (Bromley et al., 1993) and (Chopra et al., 2005). Called a *Siamese* architecture, it consists of two copies of the function $G_W$ which share the same set of parameters $W$, and a cost module. A loss module whose input is the output of this architecture is placed on top of it. The input to the entire system is a pair of images $(\vec{X}_1, \vec{X}_2)$ and a label $Y$. The images are passed through the functions, yielding two outputs.
$G(\vec{X}_1)$ and $G(\vec{X}_2)$. The cost module then generates the distance $D_W(G_W(\vec{X}_1), G_W(\vec{X}_2))$. The loss function combines $D_W$ with label $Y$ to produce the scalar loss $L_S$ or $L_D$, depending on the label $Y$. The parameter $W$ is updated using stochastic gradient. The gradients can be computed by back-propagation through the loss, the cost, and the two instances of $G_W$. The total gradient is the sum of the contributions from the two instances.

The experiments involving airplane images from the NORB dataset (LeCun et al., 2004) use a 2-layer fully connected neural network as $G_W$. The number of hidden and output units used was 20 and 3 respectively. Experiments on the MNIST dataset used a convolutional network as $G_W$ (Fig. 2.3). See Section 1.3.1 for an overview of convolutional networks.

![Figure 2.3: Architecture of the function $G_W$ (a convolutional network) which was learned to map the MNIST data to a low-dimensional manifold with invariance to shifts.](image)

The layers of the convolutional network comprise a convolutional layer $C_1$ with 15 feature maps, a subsampling layer $S_2$, a second convolutional layer $C_3$ with 30 feature maps, and a fully connected layer $F_3$ with 2 units. The sizes of the filters for the $C_1$ and $C_3$ were 6x6 and 9x9 respectively.
2.3.2 Learned Mapping of MNIST Samples

The first experiment is designed to establish the basic functionality of the DrLIM approach. The neighborhood graph is generated with Euclidean distances and no prior knowledge.

The training set is built from 3000 images of the handwritten digit 4 and 3000 images of the handwritten digit 9 chosen randomly from the MNIST dataset. Approximately 1000 images of each digit comprised the test set. These images were shuffled, paired, and labeled according to a simple Euclidean distance measure: each sample $\vec{X}_i$ was paired with its 5 nearest neighbors, producing the set $S_{X_i}$. All other possible pairs were labeled dissimilar.

The mapping of the test set to a 2D manifold is shown in Figure 2.4. The lighter-colored blue dots are 9’s and the darker-colored red dots are 4’s. Several input test samples are shown next to their manifold positions. The 4’s and 9’s are in two somewhat overlapping regions, with an overall organization that is primarily determined by the slant angle of the samples. The samples are spread rather uniformly in the populated region.

2.3.3 Learning a Shift-Invariant Mapping of MNIST Samples

In this experiment, the DrLIM approach is evaluated using 2 categories of MNIST, distorted by adding samples that have been horizontally translated. The objective is to learn a 2D mapping that is invariant to horizontal translations.

In the distorted set, 3000 images of 4’s and 3000 images of 9’s are horizontally translated by -6, -3, 3, and 6 pixels and combined with the originals, producing a total of 30,000 samples. The 2000 samples in the test set were distorted in the same way.

First the system was trained using pairs from a Euclidean distance neighborhood graph (5 nearest neighbors per sample), as in experiment 1. The large distances between translated samples creates a disjoint neighborhood relationship graph and the resulting mapping is disjoint as
Figure 2.4: Experiment demonstrating the effectiveness of the DrLIM in a trivial situation with MNIST digits. A Euclidean nearest neighbor metric is used to create the local neighborhood relationships among the training samples, and a mapping function is learned with a convolutional network. The figure shows the placement of the test samples in output space. Even though the neighborhood relationships among these samples are unknown, they are well organized and evenly distributed on the 2D manifold.
well. The output points are clustered according to the translated position of the input sample (see Fig. 2.5). Within each cluster, however, the samples are well organized and evenly distributed.

Figure 2.5: This experiment shows the effect of a simple distance-based mapping on MNIST data with horizontal translations added (-6, -3, +3, and +6 pixels). Since translated samples are far apart, the manifold has 5 distinct clusters of samples corresponding to the 5 translations. Note that the clusters are individually well-organized, however. Results are on test samples, unseen during training.

For comparison, the LLE algorithm was used to map the distorted MNIST using the same Euclidean distance neighborhood graph. The result was a degenerate embedding in which dif-
ferently registered samples were completely separated (see Fig. 2.6). Although there is sporadic local organization, there is no global coherence in the embedding.

Figure 2.6: LLE’s embedding of the distorted MNIST set with horizontal translations added. Most of the untranslated samples are tightly clustered at the top right corner, and the translated samples are grouped at the sides of the output.
In order to make the mapping function invariant to translation, the Euclidean nearest neighbors were supplemented with pairs created using prior knowledge. Each sample was paired with (a) its 5 nearest neighbors, (b) its 4 translations, and (c) the 4 translations of each of its 5 nearest neighbors. Additionally, each of the sample’s 4 translations was paired with (d) all the above nearest neighbors and translated samples. All other possible pairs are labeled as dissimilar.

The mapping of the test set samples is shown in Figure 2.7. The lighter-colored blue dots are 4’s and the darker-colored red dots are 9’s. As desired, there is no organization on the basis of translation; in fact, translated versions of a given character are all tightly packed in small regions on the manifold.

2.3.4 Mapping Learned with Temporal Neighborhoods and Lighting Invariance

The final experiment demonstrates dimensionality reduction on a set of images of a single object. The object is an airplane from the NORB (LeCun et al., 2004) dataset with uniform backgrounds. There are a total of 972 images of the airplane under various poses around the viewing half-sphere, and under various illuminations. The views have 18 azimuths (every 20 degrees around the circle), 9 elevations (from 30 to 70 degrees every 5 degrees), and 6 lighting conditions (4 lights in various on-off combinations). The objective is to learn a globally coherent mapping to a 3D manifold that is invariant to lighting conditions. A pattern based on temporal continuity of the camera was used to construct a neighborhood graph; images are similar if they were taken from contiguous elevation or azimuth regardless of lighting. Images may be neighbors even if they are very distant in terms of Euclidean distance in pixel space, due to different lighting.

The dataset was split into 660 training images and a 312 test images. The result of training on all 10989 similar pairs and 206481 dissimilar pairs is a 3-dimensional manifold in the shape of a cylinder (see Fig. 2.8). The circumference of the cylinder corresponds to change in azimuth in input space, while the height of the cylinder corresponds to elevation in input space. The
Figure 2.7: This experiment measured DrLIM’s success at learning a mapping from high-dimensional, shifted digit images to a 2D manifold. The mapping is invariant to translations of the input images. The mapping is well-organized and globally coherent. Results shown are the test samples, whose neighborhood relations are unknown. Similar characters are mapped to nearby areas, regardless of their shift.
mapping is completely invariant to lighting. This outcome is quite remarkable. Using only local neighborhood relationships, the learned manifold corresponds globally to the positions of the camera as it produced the dataset.

Figure 2.8: Test set results: the DrLIM approach learned a mapping to 3d space for images of a single airplane (extracted from NORB dataset). The output manifold is shown under five different viewing angles. The manifold is roughly cylindrical with a systematic organization: along the circumference varies azimuth of camera in the viewing half-sphere. Along the height varies the camera elevation in the viewing sphere. The mapping is invariant to the lighting condition, thanks to the prior knowledge built into the neighborhood relationships.
Viewing the weights of the network helps explain how the mapping learned illumination invariance (see Fig. 2.9). The concentric rings match edges on the airplanes to a particular azimuth and elevation, and the rest of the weights are close to 0. The dark edges and shadow of the wings, for example, are relatively consistent regardless of lighting.

For comparison, the same neighborhood relationships defined by the prior knowledge in this experiment were used to create an embedding using LLE. Although arbitrary neighborhoods can be used in the LLE algorithm, the algorithm computes linear reconstruction weights to embed the samples, which severely limits the desired effect of using distant neighbors. The embedding produced by LLE is shown (see Fig. 2.10). Clearly, the 3D embedding is not invariant to lighting, and the organization of azimuth and elevation does not reflect the real topology neighborhood graph.
Figure 2.10: 3D embedding of NORB images by LLE algorithm. The neighborhood graph was constructed to create invariance to lighting, but the linear reconstruction weights of LLE force it organize the embedding by lighting. The shape of the embedding resembles a folded paper. The top image shows the 'v' shape of the fold and the lower image looks into the valley of the fold.
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DrLIM Applied to Face Verification

Joint work with Sumit Chopra.

3.1 Introduction

Traditional approaches to classification using discriminative methods, such as neural networks or support vector machines, generally require that all the categories be known in advance. They also require that training examples be available for all the categories. Furthermore, these methods are intrinsically limited to a fairly small number of categories (on the order of 100). Those methods are unsuitable for applications where the number of categories is very large, where the number of samples per category is small, and where only a subset of the categories is known at the time of training. Such applications include face recognition and face verification: the number of categories can be in the hundreds or thousands, with only a few examples per category. A common approach to this kind of problem is distance-based methods, which consist in computing a similarity metric between the pattern to be classified or verified and a library of stored prototypes. Another common approach is to use probabilistic (generative) methods in a reduced-dimension space, where the model for one category can be trained without using examples from other categories. To apply discriminative learning techniques to this kind of application, we must devise a method that can extract information about the problem from the available data, without requiring specific information about the categories.

The solution presented here is to learn a similarity metric from data using the DrLIM approach. DrLIM learns a function that maps inputs to a low-dimensional manifold such that similar inputs are close in the output space. We demonstrated the approach in the previous chapter as way to learn invariance and discover underlying relationships in the data. In this chapter,
we demonstrate how DrLIM can be used to learn a similarity metric for classification. Unlike most classification approaches, in which instances of every class must be seen during training, a learned similarity metric can be used to compare or match new samples from previously-unseen categories (e.g. faces from people not seen during training). This method can be applied to classification problems where the number of categories is very large and/or where examples from all categories are not available at the time of training.

### 3.2 Face Verification with a Learned Similarity Metric

The task of face verification (Rizvi et al., 1998), is to accept or reject the claimed identity of a subject in an image. Performance is assessed using two measures: percentage of *false accepts* and the percentage of *false rejects*. A good system should minimize both measures simultaneously.

#### 3.2.1 Previous Work

The idea of mapping face images to low-dimensional target spaces before comparison has a long history, starting with the PCA-based Eigenface method (Turk and Pentland, 1991) in which $G(X)$ is a linear projection trained non-discriminatively to maximize the variance. The LDA-based Fisherface method (Belhumeur et al., 1997) is also linear, but trained discriminatively so as to maximize the ratio of inter-class and intra-class variances. Non-linear extensions based on Kernel-PCA and Kernel-LDA have been discussed (Hsuan Yang et al., 2000). See (Shakhnarovich and Moghaddam, 2004) for a review of subspace methods for face recognition. One major shortcoming of all those approaches is that they are very sensitive to geometric transformations of the input images (shift, scaling, rotation) and to other variability (changes in facial expression, glasses, and obscuring scarves). Some authors have described similarity metrics that
are locally invariant to a set of known transformations. One example is the Tangent Distance method (Simard et al., 2000). Another example, which has been applied to face recognition, is elastic matching (Lades et al., 1993). Others have advocated warping-based normalization algorithms to maximally reduce the variations of appearance due to pose (Martinez, 2002). The invariance properties of all these models are hand-designed in advance. In the method described here, the invariance properties do not come from prior knowledge about the task, rather they are learned from data.

Our approach is to build a trainable system that constructs a non-linear mapping of images of faces to points in a low-dimensional space so that the distance between these points is small if the images belong to the same person and large otherwise. Learning the similarity metric is realized by training a network that consists of two identical convolutional networks that share the same set of weights - a Siamese Architecture (Bromley et al., 1993) (see Fig. 2.2). The loss functional that drives the learning is very similar to the DrLIM loss functional. As in DrLIM, the training set is composed of similar and dissimilar pairs. For the face verification task, we term similar pairs “genuine pairs” and term dissimilar pairs “impostor pairs”. A pair of images is genuine if the subject is the same, and impostor if the subject is different.

3.3 Experiments

Three databases of face images were used for training, and testing was done on 2 of those databases. We will discuss the databases in detail and then explain the training protocol and architecture.

3.3.1 Datasets and Data Processing

The first round of training and testing was done with the AT&T Database of Faces (AT&T Faces Database, ), consisting of 10 images each of 40 subjects, with variations in lighting, facial
expression, accessories, and head position. Each image is 112x92 pixels, gray scale, and closely cropped to include the face only (see Fig. 3.1).

There was no need to pre-process the images for size or lighting normalization, since one of the stated goals was to train an architecture that would be resilient to such variations. However, we did reduce the resolution of the images to 56x46 using 4x4 subsampling.

The second set of training and testing experiments was performed by combining two datasets: the AR Database of Faces, created at Purdue University and publicly available (Martinez and Benavente, 1998), and a subset of the grayscale Feret Database (FERET Faces Database, ). Image pairs from both of these datasets were used in training, but only images from the AR dataset were used for testing.

The AR dataset comprises 3,536 images of 136 subjects with 26 images per subject. The images had a very high degree of variability in terms of expression, lighting, and artificial occlusions like sunglasses and face-obscuring scarves (see Fig. 3.2). A simple correlation-based centering algorithm was used to center the faces. The images were then cropped and reduced to

Figure 3.1: Images from the AT&T dataset. The top row shows the variability in images of a single subject. The bottom row shows a genuine pair and an impostor pair.
Figure 3.2: Images from the AR dataset. The top row shows the variability in images of a single subject. The bottom row shows a genuine pair and an impostor pair.

Figure 3.3: Images from the FERET dataset. The top row shows the variability in images of a single subject. The bottom row shows a genuine pair and an impostor pair.
56x46 pixels. Although the centering was sufficient for the purposes of cropping, there remained substantial variations in head position in many images.

The Feret Database, distributed by the National Institute of Standards and Technology, comprises 14,051 images collected from 1,209 subjects (see Fig. 3.3). We used a subset of the full database solely for training. The only preprocessing was cropping and subsampling to 56x46 pixels.

**Partitioning** For the purpose of testing using images not seen during training, the datasets were split into two disjoint sets, namely SET1 and SET2. Each image in each of these sets was paired up with every other image in that set to generate the maximum number of genuine pairs and impostor pairs.

For the AT&T data, SET1 consisted of 350 images of first 35 subjects and SET2 consisted of 50 images of last 5 subjects. Training was done using only the image pairs generated from SET1. Testing (verification) was done using the image pairs from SET2 and the unused image pairs from SET1.

For the AR/Feret data, SET1 contained all the Feret images and 2,496 images from 96 subjects in the AR database. SET2 contained the 1,040 images from the remaining 40 subjects in the AR database. The actual training set that was used contained 140,000 image pairs that were evenly split between genuine and impostor.

### 3.3.2 Training Protocol

Experiments using the AT&T dataset explored a number of different sub-net architectures. We only describe the best-performing architecture in the following sections. $C_x$ denotes a convolutional layer, $S_x$ denotes a sub-sampling layer, and $F_x$ denotes a fully connected layer, where $x$ is the layer index. The basic architecture is $C_1 - S_2 - C_3 - S_4 - C_5 - F_6$. Layer $C_1$ had 15
feature maps, of size 50x40, with kernel size of 7x7. The number of trainable parameters were 750. $S_2$ was a subsampling layer with kernels of size 2x2. Layer $C_3$ consisted of 45 feature maps, of size 20x15, and kernels of size 6x6 and 7128 trainable parameters. The feature maps of this layer were partially connected to those of $S_2$. The exact connections are in a pattern similar to (LeCun et al., 1998). The motivation is to break the symmetry, thereby pushing the feature maps to extract and learn different features. $S_4$ was a subsampling layer with kernels of size 5x5. Next was the $C_5$ layer with 250 feature maps and kernel size of 1x1. Finally there was a fully connected layer $F_6$ with 50 units. This was the output of the function $G_W$.

- $C_1$. Feature maps: 15; Size 50x40; Kernel size: 7x7. Trainable parameters: 750; Connections: 1500000.
  Fully Connected with the input.

- $S_2$. Feature maps: 15; Size: 25x20; Field of view: 2x2. Trainable parameters: 30; Connections: 37500.

  Partially connected to $S_2$.

- $S_4$. Feature maps: 45; Size: 5x5; Field of view: 4x3. Trainable parameters: 100; Connections: 16250.

- $C_5$. Feature maps: 250; Size 1x1; Kernel size: 5x5. Trainable connections: 312750.
  Fully connected to $S_4$.

Training requires two sets of data: the training set, for actually learning the weights of the system, and the validation set, for testing the performance of the system during training. Periodical performance evaluation with the validation set allows us to control over-fitting.

Training the network was done with pairs of images taken from SET1. One half of the image pairs were genuine and one half were impostor, produced by randomly pairing images of different subjects. Periodical performance evaluation of the system was done using a validation set to avoid over-fitting. The validation set was composed of 1500 image pairs, taken from the unused pairs of SET1, and in the same 50% genuine, 50% impostor ratio as the training set.

The performance of the network was measured by a calculation of the percentage of impostor pairs accepted (FA), and the percentage of genuine pairs rejected (FR). This calculation was made by measuring the norm of the difference between the outputs of a pair, then picking a threshold value that sets a given trade-off between the FA and FR percentages.
<table>
<thead>
<tr>
<th></th>
<th>AT&amp;T</th>
<th>AR/Purdue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Val</td>
<td>Test</td>
</tr>
<tr>
<td>Number of Subjects</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>Images/Subject</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Images/Model</td>
<td>–</td>
<td>5</td>
</tr>
<tr>
<td>No. Genuine Images</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>No. Impostor Images</td>
<td>500</td>
<td>4500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>False Accept</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>AT&amp;T (Test)</td>
<td>0.00</td>
</tr>
<tr>
<td>AT&amp;T (Validation)</td>
<td>0.00</td>
</tr>
<tr>
<td>AR (Test)</td>
<td>11</td>
</tr>
<tr>
<td>AR (Validation)</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 3.1: Above: Details of the validation and test sets for the two datasets. Below: False reject percentage for different false accept percentages.


### 3.4 Testing (Verification) and Results

Figure 3.4 shows the internal state of the convolutional network for a particular test image. The first layer extracts various types of local gradient features, as well as smooth features.

The system was tested for a face verification scenario. The system is given an image and asked to confirm the claimed identity of the subject in that image. We perform verification by comparing the test image with a Gaussian model of images of the claimed subject. The method is discussed below.

Testing was done on a test set of size 5000. It consisted of 500 genuine and 4500 impostor pairs. For the AT&T experiments the test images were from 5 subjects unseen in training. For AR/Feret experiments the test images were from 40 unseen subjects in the more difficult AR database.

The output from one of the subnets of the Siamese network is a feature vector of the input image of the subject. We assume that the feature vectors of each subject’s image form a multivariate normal density. A model is constructed of each subject by calculating the mean and the variance-covariance matrix using the feature vectors generated from the first five images of each subject.

The likelihood that a test image is genuine, $\rho_{\text{genuine}}$, is found by evaluating the normal density of the test image on the model of the concerned subject. The likelihood of a test image being an impostor, $\rho_{\text{impostor}}$, is assumed to be a constant whose value is estimated by calculating the average $\rho_{\text{genuine}}$ value of all the impostor images of the concerned subject. The probability that the given image is genuine is given by

$$\text{Prob(genuine)} = \frac{\rho_{\text{genuine}}}{\rho_{\text{genuine}} + \rho_{\text{impostor}}}$$

The verification rates obtained from testing the AT&T database and the AR/Purdue database
are strikingly different (see table 3.1), underlining the differences in difficulty in the two databases. The AT&T dataset is relatively small, and our system required only 5000 training samples to achieve very high performance on the test set. The AR/Purdue dataset is very large and diverse, with huge variations in expression, lighting, and added occlusions. Our higher error rates reflect this level of difficulty.

We have illustrated the DrLIM method with a face verification application. We chose to use a convolutional network architecture which exhibits robustness to geometric variations of the input, thereby reducing the need for accurate registration of the face images.
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A REAL-WORLD PROBLEM: LONG-RANGE VISION ON AN OFFROAD ROBOT

Joint work with Ayse Erkan, Ian Ben, and Koray Kavukcuoglu.

4.1 Introduction

The problem of autonomous navigation has inspired decades of research, but the basic issues are very difficult and remain unsolved. If robotic vehicles could reliably and robustly drive through unknown terrain to a given location, the implications would be tremendous for exploration (both on Earth and extra-terrestrially), search and rescue operations, driving safety (due to the development of automatic obstacle avoidance systems), and other interests. Recent successes of autonomous vehicles have been well publicized. On Mars, two robotic rovers have been exploring and collecting data since 2004. The Mars rovers, however, are carefully monitored and controlled; they are not fully autonomous (Maimone et al., 2007; Matthies et al., 2007). Another prominent example was the 2005 DARPA Grand Challenge, which featured fully autonomous vehicles racing over a 132 mile desert course (Iagnemma and Buehler, 2006a; Iagnemma and Buehler, 2006b). However, the Grand Challenge required vehicles to drive autonomously from waypoint to waypoint along a desert road: an arguably easier task than offroad navigation through arbitrary terrain. We focus on the task of long-range vision on an autonomous mobile robot in offroad terrain.

Humans navigate effortlessly through most outdoor environments, detecting and planning around distant obstacles even in new, never-seen terrain. Shadows, hills, groundcover variation - none of these affect our ability to make strategic planning decisions based purely on visual
Figure 4.1: **Left:** Top view of a map generated from stereo (stereo is run at 320x240 resolution). The map is ”smeared out” and sparse at long range because range estimates from stereo become inaccurate above 10 to 12 meters.

**Right:** Examples of human ability to understand monocular images. The obstacles in the mid-range are obvious to a human, as is the distant pathway through the trees.

Information. Human visual performance is not due to better stereo perception; in fact, humans are excellent at locating pathways and obstacles in monocular images (see Fig. 4.1 right).

Recent learning-based research has focused on increasing the range of vision by classifying terrain in the far field according to the color of nearby ground and obstacles. This type of near-to-far color-based classification is quite limited, however. Although it gives a larger range of vision, the classifier has low accuracy and can easily be fooled by shadows, monochromatic terrain, and complex obstacles or ground types.

The primary contribution of this work is a long-range vision system that uses self-supervised learning to train a classifier in realtime. To successfully learn in complex environments, the classifier must be trained with discriminative features extracted from large image patches, and the features must be labeled with visually consistent categories. For the classifier to successfully generalize from near to far field, the training samples must be normalized with respect to scale and distance. The first criterion, training with large image patches, is crucial for true recognition.
of obstacles, paths, groundtypes, and other natural features. Color histograms or texture gradients cannot replace the contextual information in actual image patches. The second criterion, visually consistent labeling, is equally important for successful learning. The classifier is trained using labels generated by stereo processing. If the label categories are inconsistent or extremely noisy, the learning will fail. Therefore, our stereo-based supervisor module uses 5 categories that are visually distinct: super-ground, ground, footline, obstacle, and super-obstacle. The supervisor module is designed to limit incorrect or misaligned labels; multiple ground planes are estimated to threshold the stereo points, and false obstacles are removed through analysis of plane distance statistics. The third criterion, normalization with respect to size and distance, is necessary for good generalization. We normalize the image by constructing a horizon-leveled input pyramid in which similar obstacles are a similar height, regardless of their distance from the camera.

The long-range vision classifier was developed and tested as part of a full navigation system. The outputs from the classifier populate a hyperbolic polar coordinate costmap, and planning algorithms are run on the map to decide trajectories and wheel commands at each step. Since the classifier is trained online, its outputs vary over time as the inputs and training labels change. To accommodate this uncertainty, we use histograms to accumulate the classifier probabilities over time. Histograms allow us to accumulate evidence for a particular label in the face of changing classifier outputs. Similarly, the geometry of the hyperbolic polar map is designed to accommodate the range uncertainties that are intrinsic to image-space obstacle labeling, while also providing a vehicle-centered world representation with an infinite radius using a finite number of cells. The mapping and planning approach is discussed in Chapter 5.
4.1.1 The LAGR Program and Platform

The vision system described here was developed on the LAGR platform (see Fig. 4.3). LAGR (Learning Applied to Ground Robots) is a DARPA program that ran from 2005 to 2008 with 10 research participants. Unlike the DARPA Grand Challenge, in which competitors could build their own platform with any autonomous sensors or processing power, the LAGR program provided fully equipped robotic platforms to its competitors and prohibited them from modifying the hardware in any way. This forced participants to focus on development of learning and vision algorithms for the vehicle, which included only passive stereo vision. LAGR was also distinguished by its rigorous testing regime. With a baseline navigation system developed by CMU as a comparison metric, the participants were tested monthly by a DARPA testing team and required to beat the baseline system by a factor of 2 by the midpoint of the program. The testing followed a strict protocol. Each month, the LAGR assessment team set up a course in unknown terrain, traveling to such disparate locales as San Antonio, TX, Washington, D.C., and Vermont (examples of terrain from 8 DARPA tests are shown in Figure 4.2). The navigation software provided by each team was loaded in turn onto a LAGR robot, and the software was started. The goal, designated by GPS, was up to 200 meters away and generally out of sight from the start point. Each team was run 3 times in succession, and a composite score was given that took into account the total time to reach the goal as well as the final distance from the goal (if the robot did not complete the course).

The LAGR robot (see Fig. 4.3) has 4 onboard computers, 2 stereo camera pairs with a maximum resolution of 1024x768, a GPS receiver, and an IMU (inertia measurement unit). The 4 onboard computers (one for low-level motor control, one for planning, and one for each “eye”) are 2Gz processors with 1GB memory, connected with a 1Gb ethernet. The vehicle is approximately 1 meter long and 1 meter tall and has a maximum speed of 1.2 meters/second. The
4.2 Learning Traversability of Long-Range Visual Data

The problem is to predict the traversability of terrain from visual inputs. The traversability of nearby areas can be determined by running a stereo algorithm and using various heuristics on the resulting 3d point cloud, resulting in a labeled training set at time $t$, containing samples for
The LAGR mobile robotic vehicle, developed by Carnegie Mellon University’s National Robotics Engineering Center. Its sensors consist of 2 stereo camera pairs, a GPS receiver, and a front bumper.

nearby areas only, within a range $d$:

$$S_t = \{(X^i, y^i) \mid \text{dist}(i, \text{camera}) < d\}.$$  

The training samples $X^i$ are image data: input windows extracted from the full camera image. The correspondences between these images and the labels from stereo need to be very robust. There are two options for establishing correspondences: first, the windows could be projected onto the estimated geometry of the scene, thus giving robot-relative coordinates on the ground (no $z$ information). Then the stereo algorithm could be run on grid cells of points on the ground and the same coordinates could be used. Second, the stereo heuristics could be estimated in the image space, establishing a direct correspondence with the visual windows with no projection necessary. This is the more robust, and more desirable, option.

Given the labeled image data, plus the camera’s position at time $t$ (pose has 6 degrees of freedom: $\text{pose}_t = [x, y, z, \theta_{\text{roll}}, \theta_{\text{pitch}}, \theta_{\text{yaw}}]$), the task is to predict the traversability of the
entire image, up to a range $D$:

$$T_t = \{(X^i) \mid \text{dist}(i, \text{camera}) < D\}.$$ 

The proposed solution involves learning 2 parametric functions, $G_{W1}$ and $H_{W2}$, such that their composition produces a mapping from RGB image patch to traversability cost. The function $G_{W1}$, a feature extractor is trained offline to produce features that are not specialized to a single environment and are invariant to displacement, scale, and other transformations. The function $H_{W2}$, a supervised classifier, is trained in realtime on the training set $S_t$. $H_{W2}$ has weight decay towards a static set of parameters $W0$ that are trained over multiple terrain types.

The architecture of the long-range vision module incorporates $G_{W1}$ and $H_{W2}$ in a framework that processes input images and produces traversability costs. On each input frame, a full cycle of feature extraction, training, and classification is executed.

### 4.2.1 Overview of Navigation and Long-Range Vision

The LAGR platform is accompanied by navigation software developed by NREC and Carnegie Mellon. The navigation system uses a stereo-based obstacle detection module to populate a Cartesian coordinate map on every frame. The $D$-star algorithm is run on the global cost map to plan paths and generate driving commands. Our navigation system makes no use of this baseline software. Instead, our system uses multiple levels of perception and planning. At the lowest level, perception is simple and short-range, using very low resolution images. This allows very fast response times and robust obstacle avoidance, even allowing the vehicle to dodge moving obstacles. At the highest level, the perception and planning processes are much more sophisticated and use higher resolution images (see Table 4.1). The frequency and latency of these processes is much slower, but, because they are responsible for long-range vision and planning, a slower response time is acceptable. This multi-resolution architecture has been described in
Control loop | Resolution | Range   | Map type    | Perception
---|------------|---------|-------------|---------
Fast (10Hz) | 180x160    | 0 to 5 m | Cart. grid (10 cm) | stereo
Slow (2-3Hz) | 512x384    | 4 to 12 m | Cart. grid (20 cm) | stereo
Slow (2-3Hz) | 512x384    | 5 to ∞ m  | hpolar (.2 - 25 m) | classifier

Table 4.1: The table shows the 3 levels of perception, mapping and planning. The fast, short-range stereo is run on a separate process from the other two perception mechanisms.

other publications (Sermanet et al., 2007).

The long-range vision system is a self-supervised, realtime learning process (see Fig. 4.4). It continuously receives images, generates supervisory labels, trains a classifier, and classifies the long-range portion of the images, completing one full training and classification cycle every half second. The only inputs are a pair of stereo-aligned images and the current position of the vehicle, and the output is a set of points in vehicle-relative coordinates where each point is labeled with a vector of 5 probabilities that correspond to 5 possible categories. The points and their energy vectors are used to populate a vehicle-relative polar-coordinate map which combines constant radius cells for the first 15 meters and hyperbolically increasing radius cells for cells from 15 meters to infinity. Path planning algorithms are run on the polar map, producing path candidates which interact with the short-range obstacle avoidance module to produce driving commands. The primary components of the learning process are briefly listed.

- **Pre-processing and Normalization.** Pre-processing is done to level the horizon and to normalize the height of objects such that their pixel height is independent of their distance from the camera.

- **Stereo Supervisor Module.** The stereo supervisor assigns class labels to close-range windows in the normalized input. This is a complicated process involving multiple ground
plane estimation, heuristics, and statistical false obstacle filtering in order to generate training labels with as little noise as possible.

- **Feature Extraction.** Features are extracted from input windows in order to reduce dimensionality and gain a more discriminative, concise representation. Experiments are run with several different feature representations. The filters are trained offline.

- **Training and Classification.** The classifier is trained on every frame for fast adaptability. We use stochastic gradient descent and a cross entropy loss function.

- **Costmap Accumulation.** The classifier outputs are accumulated in a hyperbolic polar map using histograms. Likelihood vectors from each point are added into histograms in appropriate cells in the map, the histograms are smoothed, and finally the histograms are mapped to traversability costs.

### 4.3 Horizon-Leveling and Normalization

We are strongly motivated to use large image patches (large enough to fully capture a natural scene element such as a tree or path) because larger context and greater information yields better learning and recognition. However, the problem of generalizing from nearby objects to far objects is daunting, since apparent (pixel) size scales inversely with distance: Pixel size $\propto \frac{1}{\text{Distance}}$. Our solution is to create a normalized “pyramid” of 7 sub-images which are extracted at geometrically progressing distances from the camera. Each sub-image is subsampled according to its estimated distance, yielding a set of images in which similar objects have a similar pixel height, regardless of their distance from the vehicle (see Fig. 4.5). The closest pyramid row has a target range of 4 to 11 meters distance and is subsampled with a scaling factor of 6.7. The furthest pyramid row has a range from 112 meters to infinity (above the horizon) and has a
Figure 4.4: The input to the long-range vision module is a pair of stereo-aligned images and the current position and bearing of the robot. The images are normalized and features and labels are extracted, then the classifier is trained and immediately used to classify the entire image. The classifier outputs are accumulated in histograms in a hyperbolic polar map according to their vehicle-relative coordinates.
Figure 4.5: The input image at left has been systematically cropped, leveled and subsampled to yield each pyramid row seen to the right. The bounding boxes demonstrate the effectiveness of the normalization: trees that are different scales in the input image are similarly scaled in the pyramid.

A bias in the roll of the cameras, plus the natural bumps and grading in the terrain, means that the horizon is usually skewed in the input image. We normalize the horizon position in the pyramid by explicitly estimating the horizon’s location and then warping the image in relation to it. First we estimate the groundplane \( P = (a, b, c, d) \) using a Hough transform on the stereo point cloud, then refine that estimate using a PCA robust refit (see Section 4.4.2 for details). \( P \) is converted to \((p_r, p_c, p_d, p_o)\) format \((p_r = \text{row}, p_c = \text{column}, p_d = \text{disparity}, p_o = \text{offset})\), and the horizon can be leveled by computing the four corners of the target subimage (points A, B, C, and D in Fig. 4.6) and transforming that sub-image to a scaled target rectangle using an affine warp. For a row in the pyramid, we first compute the location of \( \overline{EF} \) that lies on the ground plane at a distance with stereo disparity of \( d \) pixels. The endpoints of \( \overline{EF} \) are found by computing the center of the line (M) by plane intersection, then finding the endpoints (E, F) by \( \theta \) rotation:
Figure 4.6: Each row in the normalized, horizon-leveled pyramid is created by identifying the 4 corners of the target sub-image, which must be aligned with the ground plane and scaled according to the target distance, and then warping to a re-sized rectangular region.

\[
M_y = \frac{p_c \cdot M_x + p_d \cdot d + p_o}{-p_r}
\]

\[
E = (M_x - M_x \cos \theta, M_y - M_x \sin \theta)
\]

\[
F = (M_x + M_x \cos \theta, M_y + M_x \sin \theta)
\]

where \(M_x\) is the horizontal center of the image, and \(\theta\) is found by projecting the left and right columns of the image:

\[
\theta = \left( \frac{W \cdot p_c + p_d + p_o}{-p_r} - \frac{0 \cdot p_c + p_d + p_o}{-p_r} \right) / W,
\]

where \(W\) is the width of the input image. Points A, B, C, and D can be found by rotating and scaling E and F by the scaling value (\(\alpha\)) for the pyramid row:

\[
A = (E_x + \alpha \sin \theta, E_y - \alpha \cos \theta)
\]
\[ B = (F_x + \alpha \sin \theta, F_y - \alpha \cos \theta) \]

\[ C = (F_x - \alpha \sin \theta, F_y + \alpha \cos \theta) \]

\[ D = (E_x - \alpha \sin \theta, E_y + \alpha \cos \theta) \]

The input is also converted from RGB to YUV, and the Y (luminance) channel is contrast normalized to alleviate the effects of hard shadow and saturation. The contrast normalization performs a smooth neighborhood normalization on each \( y \) in Y by normalizing by the linear sum of a smooth 16x16 kernel and a 16x16 neighborhood of Y (centered on \( y \)). Pixel \( x \) in image \( I \) is normalized by the values in a soft window centered on \( x \):

\[
x = \frac{x}{\sum_{y \in I^W, k \in K} y^k + 1}
\]

where \( I^W \) is a 16x16 window in \( I \), and \( K \) is a smooth, normalized 16x16 kernel.

### 4.4 Realtime Stereo Supervision

The supervision that the long-range classifier receives from the stereo module is critically important. The realtime training can be dramatically altered if the data and labels are changed in small ways, or if the labeling becomes noisy. Therefore, the goal of the supervisor module is to provide data samples and labels that are visually consistent, error-free, and well-distributed.

The basic approach begins with a disparity point cloud generated by a stereo algorithm, and has 4 steps:

1. A **Stereo Algorithm** produces a 3D point cloud.

2. **Estimation of the ground plane** within the point cloud is done, allowing separation of the points into ground and obstacle classes.
3. **Projection** Next, the obstacle points are projected onto the ground plane to locate the feet of obstacles.

4. **Labeling**. Third, overlapping regions of points are considered and heuristics are used to assign each region to one of five categories.

The results from this basic method have several sources of error, however. Since offroad terrain is rarely perfectly flat, areas of traversable ground can stick up above the ground plane and be misclassified as obstacle. Also, tufts of grass or leaves can look like obstacles when a simple plane distance threshold is used to detect obstacles. These sorts of error are potentially disastrous to the classifier, so two strategies, multi-groundplane estimation and moments filtering, are employed to avoid them. This section describes the stereo algorithm and the supervision process in detail.

### 4.4.1 The Stereo Algorithm: Triclops

The LAGR vehicle is equipped with 2 sets of Bumblebee stereo cameras, one for the left field and one for the right field, which together comprise a field of view of 120°. The Triclops SDK, from Point Grey Research, provides image rectification and stereo processing on each pair of cameras (Point Grey Research Inc., 2003). Rectification is done to remove lens distortions and misalignments. Stereo processing produces a range estimate for each valid pixel in the field of view, and is limited by the resolution of the input images; our system uses 384x512 images, which provides a range of 12 to 15 meters with the Triclops algorithm. The Triclops algorithm works by triangulating between 2 slightly offset cameras: correspondences between pixels in the two images are found and distances are calculated based on the geometry of the cameras. The correlation is made with a sum of absolute differences over band-passed images. The algorithm fails if sufficient texture and contrast is not present in the images, and can be fooled by repeating visual elements (fenceposts, tall grass) and visual artifacts (sun glare, specularities).
a. 1 ground plane  b. 2 ground planes  c. 3 ground planes  d. 3 planes + filtering

Figure 4.7: Up to 3 ground planes are found in the stereo point cloud of input images. After a plane is found, points close to the plane are removed from the point cloud and the process is repeated (a, b, c). After ground plane estimation, statistical analysis of the plane distances of the points is done to filter out remaining false obstacles (d).

4.4.2 Ground Plane Estimation

It is necessary to locate the ground plane in order to distinguish ground from obstacle points within a stereo point cloud. However, the assumption that there is a single perfect ground plane is rarely correct in natural terrain. To relax this assumption, we find multiple planes in each input image and use their combined information to divide the points into ground and obstacle clouds. First we describe how to fit a single ground plane model to a point cloud, where the point cloud is a set of 3-tuples: \( S = \{(x^i, y^i, z^i) \mid i = 1..n\} \) where \( x^i, y^i, z^i \) defines the position of the point relative to the robot’s center. Color components \((r^i, g^i, b^i)\) and image relative coordinates \((\text{row}^i, \text{column}^i, \text{disparity}^i)\) are also associated with each point in \( S \).

Ground plane estimation is done in two stages: an initial estimate is found using a Hough transform, and principal component analysis is used to refine the estimate. A Hough transform (Duda and Hart, 1972) is a voting procedure that is used to select a shape from within a parameterized class of shapes (in this case, the class of planes). A quantized parameter space
defines the set of possible planes, and points in the cloud “vote” for a single plane. The winning plane is defined by the parameter vector that accumulates the most votes. The ground plane parameter space is constrained in pitch, roll, and offset, and quantized into 64 bins for each parameter. The bounding of each parameter was governed by consideration of the maximum slope on which the robot could reasonably drive.

The exact voting process begins by randomly selecting a subset of points from $S$. As the algorithm iterates each of these points, a point $(x_i, y_i, z_i)$ in $S$ votes for each of the candidate planes that it intersects. This can be done efficiently: we precompute all possible normals $[abc]$, then increment the tally for the candidate with parameters $a, b, c, (x_i a + y_i b + z_i c)$ if all the parameters are within the defined bounds. The yaw parameter $c$ is fixed at 1.0, so the space exploration is only in the 3 dimensions of pitch, roll and offset. After the voting process is done, a plane is selected by finding the maximum within the voting space:

$$X = P_{ijk} \mid i, j, k = \arg\max_{i,j,k} (V_{ijk})$$

where $X$ is the new plane estimate, $V$ is a tensor that accumulates the votes, and $P$ is a tensor that records the plane parameter space.

The Hough estimate of the ground plane is then refit using principal component analysis. The PCA refit begins with the set of inlier points that are within a threshold of the Hough plane, then computes the eigenvalue decomposition of the covariance matrix of the points $X^{1-n}$:

$$\frac{1}{n} \sum^n_{i=1} X^i X'^i = Q \Lambda Q'$$

The eigenvector in $Q$ corresponding to the smallest eigenvalue in $\Lambda$ is the new plane normal, and the offset of the plane is set to the mean offset of the inlier point set.

The process of plane fitting that has been described is fast and robust, fitting a correct plane even in challenging terrain such as narrow paths where very few points on the ground can be
seen. Restricting the Hough transform parameter space is necessary to prevent the plane being fit to table tops or vertical planes of buildings or cars. However, as has already been mentioned, natural terrain is often not planar. It can be non-continuous or disjoint (a street and a sidewalk, for instance) or curving (undulations of the ground, hills, and valleys). Since fitting a single plane to a non-planar surface can produce disastrous results (a hill or a valley will appear to be an obstacle if the points are far enough from the estimated plane) both for driving and for training the classifier, we fit multiple planes to each frame in the hopes of capturing the dominant facets of the terrain. The multi-plane fitting process is iterative in nature: after the first ground plane is fit to the point cloud, all points that are within a tight threshold of the plane are removed and a new plane is fit to the remaining points. The process continues until a stopping criterion is met: either (1) no valid plane can be found, (2) there are not enough points left in the point cloud, or (3) a maximum of 3 planes have been fit to the data.

More formally, we distinguish the set of “ground” points as a subset of the full point cloud: $S^G \subseteq S$, where $S^G$ denotes the set of ground points. Given a set of $m$ planes, $\mathcal{P} = \{P^i \mid i = 1..m\}$, points can be assigned to $S^G$ based on their normal distance from the planes and a threshold $\alpha$:

$$S^G = \{(x^i, y^i, z^i) \mid D(X^i, P^j) \leq \alpha\}$$

where $D$ computes the euclidean distance between point $X^i$ and its projection on plane $P^j$:

$$D(X^i, P^j) = |x^ia^j + y^ib^j + z^ic^j + d^j|$$

Figure 4.4.2 shows the results of multiple plane fitting on a single point cloud. Frame 1 shows the point cloud in image space (top) and in 3d (bottom) with a single plane fit to the scene. Frame 2 shows the scene with a second plane fit, and Frame 3 shows the scene with 3 planes. The fourth panel shows the final classification of the points, after filtering by moments has been done. We discuss moments filtering now.
Even multiple ground planes cannot remove all error from the stereo labeling process. Tufts of grass or disparity mismatches (common with repeating textures such as tall grass, dry brush, or fences) can create false obstacles that cause poor driving and training. Therefore, our strategy is to consider the first and second moments of the plane distances of points and use the statistics to reject false obstacles. We use the following heuristics: if the mean plane distance is not too high and the variance of the plane distance is very low, then the region is traversable (probably a traversable hillside). Conversely, if the mean plane distance is very low but the variance is higher, then that region is traversable (possibly tall grass). These heuristics are simple, but they reduce errors in the training data effectively. The process is described in more detail.

The plane distance of each point in $S$ is computed by projecting the point onto each plane and recording the minimum distance: $$pd(X^i, P) = \min_{P \in \mathcal{P}} (x^i a + y^i b + z^i c + d),$$ where $X^i = (x^i, y^i, z^i)$ is a point in $S$ and $P = (a, b, c, d)$ defines a plane in $\mathcal{P}$. We next compute the mean and variance of non-overlapping regions of point plane distances, where the regions are defined in image space. Since each point is associated with its (row, column) indices, finding the points that correspond to a particular region is straightforward. For a region $A$ centered on $(r, c)$ (dimension was 10x10 pixels), the mean and variance follow:

$$
\mu = \bar{A}_{rc} = \frac{1}{|A_{rc}|} \sum_{X^i \in A_{rc}} pd(X^i, P)
$$

$$
\nu = \text{Var}(A_{rc}) = \frac{1}{|A_{rc}|} \sum_{X^i \in A_{rc}} [pd(X^i, P) - \mu]^2.
$$

Proceeding according the heuristics described previously, a low and high threshold was established for both mean and variance and each region was analyzed. If $(\mu < \text{low-mean} \land \nu < \text{high-var})$ or $(\mu < \text{high-mean} \land \nu < \text{low-var})$, then the points within that region are moved to the traversable point cloud ($S^G$). This false-obstacle filtering reduces the noise in the stereo supervision substantially. It is useful when the curvature of the ground exceeds the modeling capacity of the 3 ground planes, or when tufts of grass or leaves poke above an otherwise flat plane.
Frame 4 of Figure 4.4.2 shows the effect of moments filtering on a single frame of difficult, hilly terrain.

### 4.4.3 Footline Projection

Identifying the footlines of obstacles is critical for the success of the long-range vision classifier. Footlines are not only visually distinctive and thus relatively easy to model, they are also, by definition, at ground level, and thus we have more confidence in their exact location when they are mapped into 3d coordinates. There is a fundamental uncertainty about the exact distance of points that are beyond the range of stereo, and points that belong to obstacles are especially uncertain, because their height above the ground gets projected into false distance. Footlines have less uncertainty, because we know that a footline point has a height of 0. Footlines also define the border between traversable and non-traversable regions, so they are very significant for planning purposes.

Accordingly, we are not satisfied with robustly separating ground and obstacle point clouds ($S^G$ and $S - S^G$). We find footlines by projecting obstacle points onto the ground planes. Concentrations of projected points are recognized as footlines. Any roughly vertical obstacle will project enough points onto the ground to be recognized as a footline. A gradually rising obstacle, however, such as a gentle transition from grass to scrub to bushes to trees, will probably not project enough points to form a footline. This is acceptable; often gradually transitioning terrain does not have a visually identifiable footline and thus makes poor training examples. For these areas, we can rely on our recognition of obstacles and forgo footline classification. To find footline points, each point in $S - S^G$ is projected onto the nearest ground plane in $P$ and its $(row, column)$ image space coordinates are recorded.

After ground plane estimation and footline projection, we are left with 3 sets of points: ground, obstacle, and footline. Each of these sets is mapped into the image plane, yielding 3
Ground map (G)  Footline map (F)  Obstacle map (O)  Labeled image

Figure 4.8: The correct labeling of an image is dependent on robustly separating the stereo points into 3 subsets: ground points, footline points, and obstacle points. After these subsets are identified, final labels can be assigned, yielding the 5-category labeled image.

labeled “maps”, which we denote G (ground-map), F (footline-map), and O (obstacle-map) (see Fig. 4.8). The final step toward stereo supervision considers the distribution of points within each overlapping window in the 3 maps, where the kernel size is the same as the input window size of the classifier. In order to take the context of the window’s full field of view into consideration while emphasizing the content at the center of the window, weighted averages of the points in G, F, and O are computed, where the averages are peaked at the center of the window. This is efficiently done by convolving a separable Gaussian kernel over the 3 maps. Given the weighted average of ground, obstacle, and footline points present in a window whose center is at \((i, j)\), a series of heuristics, summarized in Table 4.2, is applied that assigns a label to that window.

4.4.4 Visual Categories

Most classifiers that attempt to learn terrain traversability are binary; they only learn ground vs. obstacle. However, our classifier uses 5 categories: super-ground, ground, footline, obstacle, and super-obstacle. Super-ground and super-obstacle refer to input windows in which only ground or obstacle points are seen, and our confidence is very high that these labels are correct. The weaker ground and obstacle categories are used when mixed types of points are seen in the window, or
<table>
<thead>
<tr>
<th>Category</th>
<th>Criteria for Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super-Traversable</td>
<td><em>high number of ground points, very few obstacle and footline points.</em></td>
</tr>
<tr>
<td></td>
<td>if $(G_{ij} &gt; 0.8)$ and $(O_{ij} &lt; 0.1)$ and $(F_{ij} &lt; 0.01)$ then</td>
</tr>
<tr>
<td></td>
<td>$Y_1 = 1$</td>
</tr>
<tr>
<td></td>
<td>end if</td>
</tr>
<tr>
<td>Traversable</td>
<td><em>some ground points,</em></td>
</tr>
<tr>
<td></td>
<td><em>few footline points.</em></td>
</tr>
<tr>
<td></td>
<td>if $(G_{ij} &gt; 0.4)$ and $(F_{ij} &lt; 0.1)$ then</td>
</tr>
<tr>
<td></td>
<td>$Y_2 = G_{ij}$</td>
</tr>
<tr>
<td></td>
<td>end if</td>
</tr>
<tr>
<td>Footline</td>
<td><em>high number of footline points,</em></td>
</tr>
<tr>
<td></td>
<td><em>some ground points.</em></td>
</tr>
<tr>
<td></td>
<td>if $(F_{ij} &gt; 0.6)$ and $(G_{ij} &gt; 0.1)$ then</td>
</tr>
<tr>
<td></td>
<td>$Y_3 = 1$</td>
</tr>
<tr>
<td></td>
<td>end if</td>
</tr>
<tr>
<td>Obstacle</td>
<td><em>some obstacle points,</em></td>
</tr>
<tr>
<td></td>
<td><em>few footline points.</em></td>
</tr>
<tr>
<td></td>
<td>if $(O_{ij} &gt; 0.4)$ and $(F_{ij} &lt; 0.1)$ then</td>
</tr>
<tr>
<td></td>
<td>$Y_4 = O_{ij}$</td>
</tr>
<tr>
<td></td>
<td>end if</td>
</tr>
<tr>
<td>Super-Obstacle</td>
<td><em>high number of obstacle points,</em></td>
</tr>
<tr>
<td></td>
<td><em>very few ground and footline points.</em></td>
</tr>
<tr>
<td></td>
<td>if $(O_{ij} &gt; 0.8)$ and $(G_{ij} &lt; 0.1)$ and $(F_{ij} &lt; 0.01)$ then</td>
</tr>
<tr>
<td></td>
<td>$Y_5 = 1$</td>
</tr>
<tr>
<td></td>
<td>end if</td>
</tr>
</tbody>
</table>

Table 4.2: The rules for assigning a label to a window centered at $(i, j)$ are given, based on the weighted averages in three point maps: $G$ (ground-map), $F$ (footline-map), and $O$ (obstacle-map).
when the confidence is lower that the label is correct. Footline is the label for input windows that have the footline points centered in the window. Obstacle feet are visually distinctive, and it is important to put these samples in a distinct category. Figure 4.9 and Figure 4.10 show examples of the 5 categories. Although the examples in each of these categories are still very diverse - pavement, leaves, and hard shadows are all found in the ground class, and trees trunks, buildings, and leafy bushes are all found in the obstacle class - they are more consistent than the broad categories of a binary classifier. Also, as mentioned before, obstacle footlines are a very important category because we can have higher confidence about their projection into Cartesian coordinates. However, if a binary classification scheme is used, then obstacle footlines must be interpreted as the “unknown” output of the classifier, since the footline necessarily inhabits the threshold between the 2 categories of a binary classifier.

4.5 Feature Learning

Normalized overlapping windows (3 channels, 25x12 pixels) from the pyramid rows provide a basis for strong near-to-far learning, but the high dimensionality makes it infeasible to directly
Figure 4.10: Examples of the 5 categories. Although the classes include very diverse training examples, there is still benefit to using more than 2 classes. *Super-ground:* only ground is seen in the window; high confidence, *ground:* ground and obstacle may be seen in window; lower confidence, *footline:* obstacle foot is centered in window, *obstacle:* obstacle is seen but does not fill window; lower confidence, and *super-obstacle:* obstacle fills window; high confidence.
train a classifier on the YUV windows. Feature extraction lowers the dimensionality while increasing the generalization potential of the classifier by incorporating invariance to irrelevant transformations in the input. The range of possible feature representations is enormous, only sparsely covered by the survey given in Section 1.2. We focus on learned representations with the belief that learning from real world data is preferable to hand-tuned features. Color histograms are fast to compute, but they are too limited. From a practical viewpoint, learned features are fast to compute, lower dimensional, and can be densely computed across an image. Learned features are efficient and precise, because they can capture patterns directly from the data. A trained feature representation can encode all the information in the input if it is trained to have a low reconstruction error, and a supervised learning algorithm can result in a highly discriminative feature representation.

Over the course of the LAGR program, many different feature representations were designed, trained, and compared. The progression of approaches is revealing of our changing understanding of appropriate feature representations for vision in natural environments. The first method implemented was a Radial Basis Function layer, with RBF centers initialized with k-means clustering over training images. Next, a convolutional network was trained with close-range labeled data collected from the stereo supervisor. Looking for a more general learned feature representation, we next trained an auto-encoder with a reconstruction criterion, and applied the filters convolutionally as a feature extractor. This approach was improved on with supervised fine-tuning. As a last avenue of investigation, co-location labeled data was collected and a convolutional net was trained with DrLIM. Similarly to the auto-encoder experiments, the DrLIM filters were then fine-tuned with supervised training on the labeled dataset. The compiled results of this progression of experiments are given in this section and in Chapter 6. Because of the realtime constraints of the navigation system, each method is computationally equivalent, as compared in the number of multiply-add operations and also as bounded by the same processing time.
4.5.1 Feature Extractor Training Procedures and Datasets

The datasets for training the feature extractors consist of samples, either labeled or unlabeled, taken randomly from 130 diverse logfiles. Image preprocessing and category labeling of these samples was identical to the online process described previously (see Sections 4.3 and 4.4). The datasets were compiled offline, and all training of the feature extractors was done offline. The trained filters were then copied to the robot and used in realtime for feature extraction, with no additional training or modification. Three datasets were collected from the same set of logfiles.

Unlabeled Dataset
A set of 500,000 unlabeled patches was randomly cropped from the logfiles. This data was used to train the k-means/RBF approach and the auto-encoder.

Five Class Labeled Dataset
A set of 500,000 labeled patches (balanced over five classes) was collected from the same logfiles by running the stereo supervisor on each frame and sampling from the labeled (close-range) windows. This labeled dataset was used to train the supervised convolutional net and to “fine-tune” the auto-encoder and DrLIM filters. The dataset was partitioned into training and test sets with 450,000 and 50,000 samples respectively.

Co-Location Dataset (Weakly Labeled)
A set of approximately 1.8 million unlabeled patches was collected, and approximately 2.6 million co-located pairs within this set were matched and recorded. This dataset was used to train the DrLIM convolutional net. The co-location information was calculated by finding correspondences efficiently with a spatially-indexed quad-tree. Each patch is entered into a quad-tree, referenced by its 2d world coordinates. Subsequent patches query the quadtree to locate patches that are within a narrow radius of the querying patch. Co-located pairs vary in viewpoint, scale,
Figure 4.11: The 100 radial basis function centers used for feature extraction. The centers were learned through unsupervised k-means clustering on a set of 500,000 diverse patches from log files.

occlusions, translation, and lighting.

4.5.2 Radial Basis Functions

Our first approach for feature learning is to learn a set of radial basis functions from data. For each 10x10 YUV input window in the normalized image pyramid, a feature vector is constructed by taking Euclidean distances between the input window and each of 100 fixed RBF centers. For an input window $X$ and a set of $n$ radial basis centers $\mathcal{K} = \{K^i \mid i = 1..n\}$, the feature vector $D$ has $n$ components where:

$$D_j = \exp(-\beta^i ||X - K^i||^2)$$

where $\beta^i$ is the inverse variance of rbf center $K^i$. The radial basis function centers $\mathcal{K}$ are learned in advance with k-means unsupervised learning, using a wide spectrum of logfiles from different environments (see Fig. 4.11). The width of RBF $K^i$, $\beta^i$, is the inverse variance of the points that clustered to it during k-means learning.
4.5.3 Convolutional Neural Network

Convolutional network architectures and training methods are described in detail in Section 1.3.1. This particular network has two convolutional layers and one subsampling layer. The first convolutional layer has 20 7x6 filters and the second layer has 369 6x5 filters, shown in Figure 4.12. The layers are not fully connected; in particular, Y, U, and V filters are kept separate throughout the 2 layers. The connections between the input and the first layer, and from the first layer to the second, are shown in Figure 4.13. For the purposes of training the network, a final 100 component, fully-connected layer is trained with five outputs. After the network is trained, the fully connected layer is removed such that the realtime output of the network is a 100 component feature vector. The filters show that the network is responsive to horizontal structures, such as obstacle feet and other visual boundaries, as well as to general color shifts in the U and V channels (see Fig. 4.12). The network was initialized with random values and trained for 30 epochs using stochastic gradient descent and $L^2$ regularization.
Figure 4.13: The top table shows the connections between the YUV input layers and the 20 feature maps in the first layer. Note that this is not a fully connected network; 8 filters are connected to the Y channel and 6 features are connected to each of the U and V channels. The second layer connections are also shown (bottom). The table shows connections between the 20 first layer feature maps and the 100 output features. As in the first layer, connections between Y, U, and V feature maps were separated.
Figure 4.14: Trained filters from both layers of the trained feature extractor. Top: the first convolutional layer has 20 7x6 filters. Bottom: the second convolutional layer has 369 6x5 filters.

4.5.4 Convolutional Auto-Encoder Network

The third feature extraction approach uses the principles of deep belief network training (Hinton et al., 2006; Ranzato et al., 2007c). The basic idea behind deep belief net training is to pre-train each layer independently and sequentially in unsupervised mode using a reconstruction criterion to drive the training. The training architecture and training procedure is given a more detailed exposition in Section 1.3.2.

For this application, the network was built in 2 stages. A set of 20 7x6 filters were first trained using a reconstruction criterion. Then the training samples were transformed with the filters and pooled with a 1x4 max-pooling unit. The resulting feature maps were collected and used to train a second layer of filters (300 6x5 filters), also with a reconstruction criterion. The process produces two sets of filters, which can be used convolutionally to transform an input window into a 100 dimensional feature vector. A two-layer convolutional network is built with the same connection table and kernel dimensions as the auto-encoder filters, and the learned filters are copied into the convolutional network.
The feature maps which are the internal states of the convolutional network are shown in Figure 4.15. The input to the network is a row from the normalization pyramid. The output is a set of 100-dimension feature vectors.

4.5.5 Convolutional Auto-Encoder Tuned with Supervised Training

This is a hybrid approach that marries the advantages of unsupervised auto-encoder training with supervised “fine-tuning”. The filters learned through deep belief net training, as described in Section 4.5.4, are used to initialize a convolutional network, which is then re-trained with labeled data and traditional backpropagation. Some of the filters remain very similar, while others are substantially rewritten (see Fig. 4.16). This training scheme can be very beneficial if there is not enough labeled training data to adequately learn the best feature representation. This feature representation outperformed both the purely supervised network and the purely unsupervised auto-encoder network in tests using a groundtruth dataset (see Fig. 6.2).

4.5.6 DrLIM Convolutional Net

This feature extractor was trained using pairwise supervised data and a similarity criterion. The architecture was a two-layer convolutional net with the same connections and kernel dimensions as the supervised convolutional net and the convolutional auto-encoder network. The filters learned by this approach are shown in Fig. 4.17. Using DrLIM training should produce a network with invariance to the transformations present in the matched data samples.

4.5.7 DrLIM Convolutional Net Tuned with Supervised Training

The final feature extractor was trained with a hybrid approach similar to the “fine-tuned” convolutional auto-encoder. The trained DrLIM filters were briefly trained with data from the labeled
Figure 4.15: The feature maps (the internal states of the network) are shown for a sample input. The input to the network is a variable width, variable height layer from the normalized pyramid. The output from the first convolutional layer is a set of 20 feature maps, the output from the max-pooling layer is a set of 20 feature maps with width scaled by a factor of 4 through pooling, and the output from the second convolutional layer is a set of 100 feature maps. A 3x12x25 window in the input corresponds to a single 100-dimension feature vector in the output.
Figure 4.16: The filters were initialized with unsupervised auto-encoder training, followed by limited top-down supervised training.

Figure 4.17: These filters were trained with a co-location pairwise similarity criterion and the DrLIM loss function. They contain many strong horizontal and vertical edge detectors, but the Y-channel filters (the top row of the top layer) are very flat.
4.6 Realtime Terrain Classification

The online learning framework takes the feature vectors and supervisory labels and trains 5 binary classifiers. Since the number of labeled training samples in each category can vary widely (open lawn vs. dense forest, for example), we use 5 ring buffers to accumulate up to 1000 training samples of each category. This not only balances the training between the multiple classes, but also acts as a rudimentary short-term memory: we train on several frames worth of data at each timestep, so we “remember” obstacles and groundtypes for at least 2 timesteps, and as many as 30 timesteps, after our last direct sighting of them. Data is removed from its ring buffer if it persists for more than 20 timesteps; this prevents overtraining.

Since the online classifier trains from and then classifies every frame that it receives, it must be simple and efficient. A separate logistic regression is trained on each of the 5 categories,
using a modified one-against-the-rest training strategy in which overlapping categories are not trained discriminatively against each other - i.e., super-traversable and traversable samples are not presented to the same classifier as positive and negative examples, nor are super-obstacle and obstacle. For a feature vector \( x \), we compute the output of each regression \( i \) through its weight vector, bias, and a logistic sigmoid function:

\[
q_i = f(w_i x + b), \quad \text{where} \quad f(z) = \frac{1}{1 + e^{-z}}
\]

The labeled feature vectors can be used to train the regressions by minimizing a loss function. The loss function that is minimized is the Kullback-Leibler divergence or relative entropy:

\[
D_{KL}(P||Q) = \sum_{i=1}^{K} p_i \log p_i - \sum_{i=1}^{K} p_i \log q_i,
\]

where \( p_i \) is the probability that the sample belongs to class \( i \), as given by the stereo supervisor labels. \( q_i \) is the classifier’s output for the probability that the sample belongs to class \( i \). The loss for each binomial regression is

\[
Loss_i = -p_i \log q_i - (1 - p_i) \log(1 - q_i)
\]

The weights of each regression are updated using stochastic gradient descent, since gradient descent provides strong regularization over successive frames and training iterations. The gradient update for the \( i \)th regression with training sample \( x \) is

\[
\Delta w_i = -\eta \frac{\partial Loss}{\partial w_i} = -\eta (p_i - q_i) x
\]

The regressions are trained, using all the samples in the ring buffer, for one epoch on each timestep. After training, all inputs from the current frame are labeled by all 5 regressions, yielding a 5 component likelihood vector for each input. Even the stereo-labeled inputs are labeled.
with the trained regressions, since the resulting classifications are often smoother and more accurate than the training labels. The output of the long-range module, after training and classification, consists of a set of points given in vehicle-relative coordinates and the associated likelihood vectors.
5

Mapping from Long-Range Vision with Label and Range Uncertainty

Joint work with Pierre Sermanet.

5.1 Introduction

A long-range traversability classifier such as the one described in the previous chapter will often exhibit uncertainty, evidenced by changing traversability predictions for a single location or by low likelihood values in the classifier output. If the classifier outputs for a particular object or area of terrain are collected over multiple timesteps, normal fluctuations in the label classification will be observed. Label uncertainty has several causes:

- As the robot navigates, the visual appearance of a single object may change quickly, for instance because of lighting change as the robot passes through a deep shadow. Although the learning will adapt to the change, there may be a short period of poor labels.

- The learning is guided wholly by the stereo supervisor. The classifier is quite robust to noisy labels from the stereo module, but if the stereo labels are very bad or simply lacking (from glare or deep shadow or repeating textures), the learning will eventually falter as well.

- The classifier may give an incorrect label to a far distant area that is substantially dissimilar to nearby terrain, then give a correct label once it is closer or has seen a similar example at close range.
Label uncertainty, while normal from a machine learning point of view, is deleterious for the robot because it leads to oscillations in planning and poor driving. We propose an aggregation scheme to accommodate and model label uncertainty in a cost map.

Range uncertainty must also be accommodated in a navigation system with long-range vision. Errors in range estimation occur when the classifier target is beyond stereo range and the ground plane is not consistent from near to far range. Objects that are above the ground plane - trees, buildings, etc. - will also have poor distance estimates because the object will be incorrectly projected far in the distance if there are no stereo cues. We propose a mapping geometry that accurately reflects the range uncertainty associated with image-plane obstacle labeling. Furthermore, the map can represent an effectively infinite radius with a finite number of cells.

This chapter discusses mapping in the context of the uncertainties of long-range vision; i.e., the aggregation of labels over time and the quasi-image-space geometry of the map. Further details of the hyperbolic-polar mapping can be found in (Sermanet et al., 2008).

5.2 Mapping: Histograms

Probabilistic approaches (Elfes, 1991) and fuzzy logic (Oriolo et al., 1997) methods have been applied to the problem of mapping with label uncertainty, as well as trivial approaches such as eliminating memory (overwriting old labels) or maintaining running averages. We use a histogram approach suited for multiple classes which allows the traversability decision to be delayed until planning time. Each cell in the map contains $k$ bins, each bin corresponding to a terrain class (see Fig. 5.1). The long-range classifier computes a vector of likelihoods for each window in the image. The vector is associated with a particular robot-relative location, which is associated with a cell in the map. The vector is merged with the existing histogram of this cell through a simple addition. Before planning, the histogram is translated into a traversability cost.
Figure 5.1: **Histogram to cost process.**

The output of the classifier is multiplied by the current learning confidence and added to an existing histogram. Before converting the histogram to a planning cost, it is normalized. Finally, the current planning policy converts the normalized histogram to a single planning cost.

(see Fig. 5.2). At that time, the traversability decision can be modulated by the current planning policy: conservative vs. aggressive. As label uncertainty increases with distance, a distance decay must be applied to incoming frames.

### 5.2.1 Histogram to Cost Transformation

Let $\sum_k \bin_k + c$ be the sum of all bins of a histogram with an added constant $c$ which forces the confidence towards 0 when the sum is very small, thus limiting the confidence when the target area has only been seen briefly. This sum is used for normalization. A set of weights $w$ is tuned, one for each terrain class. The normalized weighted sum $S$ scaled by a gain parameter $\gamma$ is defined by:

$$S = \gamma \frac{\sum_k w_k \bin_k}{\sum_k \bin_k + c}$$

$S$ is then used to compute the planning cost $cost$ using the piecewise linear function shown in Fig. 5.2:

**if** $(S \leq 0)$ **then**

$$cost = cost_{unexplored} + S \cdot (cost_{unexplored} - cost_{min})$$
Figure 5.2: **Planning cost mapping from normalized histogram sum.**

A histogram sum of 0 represents complete uncertainty, sums of -1 and below are given the minimum cost, and sums of 1 or higher are given the maximum cost.

else
  if \((S \leq 1)\) then
    \[
    cost = cost_{unexplored} + S \times (cost_{lethal} - cost_{unexplored})
    \]
  else
    \[
    cost = cost_{lethal}
    \]
  end if
end if

\[
\text{cost} = \max(cost, cost_{min})
\]
5.3 Mapping: Geometry

In the image plane, a single pixel covers a wildly varying range of distances. A single pixel on nearby ground (near the bottom of the image) covers a few centimeters, while a pixel near the horizon covers an very large range. For a flat ground plane, the mapping of image-plane pixels to distances is hyperbolic from the bottom of the image to the horizon. For this reason, we propose to represent the environment through a robot-centered hyperbolic-polar map (h-polar). This representation allows to map the entire world to a finite number of cells, while being faithful to the type of uncertainty afforded by image-plane labels. Figure 5.3 shows the geometry of the h-polar map.

Previous work on robot-centered, non-uniform mapping include log-polar representations (Longega et al., 2003) and multi-resolution grid-based maps (Behnke, 2004). The main advantage of the h-polar approach over these methods is the ability to represent an effectively infinite radius with a finite number of cells. Even more important is a representation of range uncertainty that directly corresponds to that associated with image-plane labeling. Pure image-plane labeling and planning (Zhang and Ostrowski, 2002), or visual motion planning, presents the advantage of being free of expensive transformations and pose errors, but can only operate with one single frame at the time.

Planning is certainly a critical part of any navigation system, and this one is no exception. The planning in the h-polar map is done using Dijkstra’s shortest path algorithm, with a tree-based mediation between candidate routes in the long-range map and candidate routes in the short-range map. The planning processes go well beyond the scope of this work; for details, see (Sermanet et al., 2008).
Figure 5.3: The relative sizes of cells in the hyperbolic map are shown on the left. In the center of the map, from 0 to 15 meters, there are 75 rows of cells with a fixed 20 cm radial resolution. From 15 meters to 200 meters there are 75 hyperbolic rows with resolution that grows from 20 cm to 25 meters. The last row has an infinite radial resolution.
6 RESULTS AND DISCUSSION

6.1 Results

We have tested the long-range vision classifier independently as well as testing its effect on the full navigation system. Independent testing of the classifier is difficult, because the stereo supervision labels that would normally be used to judge whether the classifier is well-trained are extremely short-range and often noisy. In order to give a truer estimate of the accuracy of the classifier, we created a groundtruth data set containing 160 hand-labeled frames scattered over 25 logfiles.

6.1.1 Ground Truth and Stereo Error

To build a groundtruth data set for offline testing, a human operator hand-labels several frames from each file in a collection of logs, using a GUI that was build to facilitate the process. The labeling is binary: the human draws lines to demarcate obstacle foot lines or the boundaries of other lethal areas, and every pixel from the bottom of the image to the first such “lethal line” is assumed to be traversable (see Fig. 6.1. To test a particular classifier configuration using the groundtruth data, the long-range vision module is run in simulation mode on the groundtruth set of log files, and when a labeled frame comes up the error is computed over the frame. The error depends on the difference in pixel labels between identical areas in the groundtruth frame and the classified frame. Since the groundtruth has binary labels but the classifier has 5 labels, the classifier output is binarized (obstacle, super-obstacle, and footline indicate lethality, while ground and super-ground indicate traversable terrain) before calculating the error.

Fig. 6.2 shows the groundtruth error of the long-range classifier. The 25 groundtruth logfiles
Figure 6.1: Groundtruth images have been labeled using a binary segmentation by a human, as in this example

<table>
<thead>
<tr>
<th>Terrain</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
<th>Error Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>belvoir</td>
<td>12.3</td>
<td>15.8</td>
<td>17.5</td>
<td>19.2</td>
<td>20.5</td>
<td>22.7</td>
<td>25.0</td>
<td>27.3</td>
</tr>
<tr>
<td>swri</td>
<td>10.4</td>
<td>12.7</td>
<td>14.9</td>
<td>17.1</td>
<td>18.4</td>
<td>20.6</td>
<td>22.8</td>
<td>25.0</td>
</tr>
<tr>
<td>forest trails</td>
<td>11.1</td>
<td>13.4</td>
<td>15.7</td>
<td>17.9</td>
<td>19.3</td>
<td>21.6</td>
<td>23.9</td>
<td>26.2</td>
</tr>
<tr>
<td>dry woods</td>
<td>12.7</td>
<td>15.0</td>
<td>17.3</td>
<td>19.5</td>
<td>20.8</td>
<td>23.1</td>
<td>25.4</td>
<td>27.6</td>
</tr>
<tr>
<td>coastal NJ</td>
<td>11.5</td>
<td>13.8</td>
<td>16.1</td>
<td>18.3</td>
<td>19.6</td>
<td>21.9</td>
<td>24.2</td>
<td>26.4</td>
</tr>
<tr>
<td>open lawn</td>
<td>10.9</td>
<td>13.2</td>
<td>15.5</td>
<td>17.7</td>
<td>19.0</td>
<td>21.3</td>
<td>23.6</td>
<td>25.9</td>
</tr>
<tr>
<td>man-made</td>
<td>12.2</td>
<td>14.5</td>
<td>16.8</td>
<td>19.0</td>
<td>20.3</td>
<td>22.6</td>
<td>24.9</td>
<td>27.1</td>
</tr>
</tbody>
</table>

Figure 6.2: Error rates are given for a groundtruth data set. The logfiles in the data set are grouped into 7 sets by their dominant terrain and location. In each chart, 7 different feature extractors are compared: RBF features, supervised convolutional net, convolutional auto-encoder (unsupervised), hybrid auto-encoder (initialized with auto-encoder, tuned with supervision), DrLIM convolutional, DrLIM hybrid (initialized with DrLIM, tuned with supervision), and the DrLIM hybrid with no online learning (default weights only).
are divided into 7 groups according to the terrain and geography of the logfiles. At 12.36% error, the supervised network does not perform well on the groundtruth data, probably because of the wider data distribution found in the groundtruth dataset. The 2 purely unsupervised representations, auto-encoder and RBF, perform quite differently. The RBF is slower to adapt in general and has poor accuracy on visually complex terrain (19.37% average error). The auto-encoder does very well, but is outperformed by the hybrid version with supervised fine-tuning (9.55% vs. 8.46%). Apparently the supervision added just the patterns that the unsupervised features were lacking, allowing a stronger classification rate while retaining the generality of the unsupervised features. The same relationship holds for the 2 weakly supervised networks. The pure DrLIM does well at 8.99%, but the hybrid DrLIM, fine-tuned with supervision, has the best overall error rate of 7.86%. The last bar in the figure shows the performance of the hybrid autoencoder, but tested without training the classifier online. Instead the classifier weights were kept fixed on a set of general default weights. Not surprisingly, the no-learning classifier has difficulty on all the logfiles and at 12.64% has the second worst average error.

To quantify the accuracy of the stereo module, it was tested against the groundtruth set and found to be quite erroneous. In fact, it was less accurate, overall, than the classifier performance - surprising, since the classifier relies on the stereo module as its only source of training data. The difference in error rates for stereo module vs. classifier are shown in Figure 6.3. The positive data points represent frames where the classifier had a lower error rate than the training data. The classifier’s improvement over the training data implies that there is noise in the training labels that is being smoothed, or regularized, by the classifier. We can also conclude that the groundtruth labels accord well with visual cues in the image. This is not surprising, of course, since the human groundtruth labeler has nothing but visual cues on which to base her labels.

Fig. 6.4 shows seven examples of long-range classifications in very different terrain. The input image, the stereo labels, and the classifier outputs are shown in each case. Note that
Figure 6.3: The difference between stereo error and classifier error is plotted, showing that the online classifier has higher accuracy than its own training data on a majority of the groundtruth frames. The positive data points represent frames where the classifier had a lower error rate than the training data.

generally the classifier output gives a better labeling even for the part of the image that can be labeled by stereo. The far-range image portion is smoothly labeled as well. In contrast to a color-based classifier, this classifier is able to recognize many different complex objects or groundtypes in the same scene.

Figures 6.5, 6.6, 6.7, 6.8, 6.9, and 6.10 show examples of long-range mapping with a hyperbolic polar map, as described in Chapter 5. Each example shows the left and right input frames, the output map with short-range (10 meter) stereo vision, and the output map with long-range classifier outputs. The planned long-range route to the goal can be seen in each of the examples; the route and the goal are both white.
6.1.2 Full System Field Experiments

The long-range vision system has been used extensively in the full navigation system built on the LAGR platform. It runs at 2 Hz, which is too slow to maintain good close-range obstacle avoidance, so the system architecture runs 2 processes simultaneously: a fast, low-resolution stereo-based obstacle avoidance module and planner run at 8-10 Hz and allow the robot to nimbly avoid obstacles within a 5 meter radius. Another process runs the long-range vision and long-range planner at 2 Hz, producing strategic navigation and planning from 5 meters to the goal.

We present experimental results obtained by running the robot on 4 courses with the long-range vision turned on and turned off. With the long-range vision turned off, the robot relies on its fast planning process and can only detect obstacles within 5 meters. Course 1 (see Fig. 6.11 and Table 6.15) is a narrow wooded path that proved very difficult for the robot with long-range vision off, since the dry scrub bordering the path was difficult to see with stereo alone. The robot had to be rescued repeatedly from entanglements off the path. With long-range vision on, the robot saw the scrub and path clearly and drove cleanly down the path to the goal. Course 2 (see Fig. 6.12 and Table 6.15) was a long wide path with a clearing to the north that had no outlet - a large natural cul-de-sac. Driving with long-range vision on, the robot saw the long path and drove straight down it to the goal without being tempted by the cul-de-sac. Driving without long-range vision, the robot immediately turned into the cul-de-sac and became stuck in scrub, needing to be manually driven out of the cul-de-sac and restarted in order to reach the goal. Course 3 (see Fig. 6.13 and Table 6.15) was a short but complex path from one clearing in the scrub to another such clearing. Although the paths taken by the short-range and long-range systems are similar, the path of the long-range system is smoother and avoids detouring down the false path. Course 4 compared the full long-range system against the CMU baseline system, which uses no learning in its 10 meter stereo-vision navigation. To reach the goal, the robot
had to navigate around a large tall-grass barrier (see Fig 6.14). The long-range system saw the impassable grass from far away and planned around the barrier. The baseline system navigated straight to the barrier, then turned and felt along the edge, at times getting snagged in the taller grass or turning in circles.
Figure 6.4: Qualitative examples of the success of the long-range classifier in different terrain. 
**Left:** RGB input; **middle:** training labels; **right:** classifier output. Green is traversable, red is obstacle, and pink is footline.
Figure 6.5: *Left: short-range; Right: long-range.*

Course 1: On this course, the short-range system leaves the road and enters a long cul-de-sac to the left, while the long-range system proceeds down the road to the goal.
Course 2: Although both the short- and long-range systems find the goal, the long-range system is more robust to error and stays on track better than the short-range.
Figure 6.7: Left: short-range; Right: long-range.

Course 3: This shot is looking a very long, dense wall of trees. There is a long path around the forest to the goal, but the short-range does not see it.
Figure 6.8: *Left*: short-range; *Right*: long-range.

Course 4: This is the beginning of a long road leading around some trucks and buildings. The long-range classifier sees the route around the building from the beginning.
Course 5: This is the same course as the previous one, but closer to the buildings. The long-range system still wants to navigate around the building, and the short-range still does not see any obstacle.
Figure 6.10: Left: short-range; Right: long-range

Course 6: This is a wooded path, overgrown and full of errors for the stereo supervisor (sun flares, sparse branches). Without the long-range, the system tends to take ill-advised short-cuts off the path and get stuck.
Figure 6.11: This was a long course through a scrubby, dense wood, following a narrow rutted path. Without long-range learning, the robot had a very difficult time staying on the path and had to be rescued from the bushes 3 times.
Figure 6.12: This course led down a wide paved road, with a natural cul-de-sac. The non-learning system took the turn into the cul-de-sac and had to be rescued. The long-range system could easily see the road and did not enter the cul-de-sac.
Figure 6.13: The third course zigzagged through 3 picnic areas. The paths taken by the different systems are similar, but the long-range vision path is smoother and optimized.
Figure 6.14: This experiment compared the long-range system with the CMU baseline software. The fourth course was much longer, and had a large tall-grass obstacle (the green terrain in the satellite picture was impassable tall grass when the test occurred). The short-range baseline system drove straight to the obstacle before turning and navigating around it, whereas the long-range system detected the barrier and planned around it, jumping onto a paved path for a short distance.
<table>
<thead>
<tr>
<th>Course 1</th>
<th>Total Time</th>
<th>Total Distance</th>
<th>Interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-Range</td>
<td>321 sec</td>
<td>271.9 m</td>
<td>3</td>
</tr>
<tr>
<td>Long-Range</td>
<td>155.5 sec</td>
<td>166.8 m</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-Range</td>
</tr>
<tr>
<td>Long-Range</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-Range</td>
</tr>
<tr>
<td>Long-Range</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
</tr>
<tr>
<td>Long-Range</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average improvement of Long over Short</th>
</tr>
</thead>
<tbody>
<tr>
<td>173.2%</td>
</tr>
</tbody>
</table>

Figure 6.15: Time-to-goal and Distance-to-Goal metrics for 4 offroad courses.
CONCLUSION

We have described, in detail, an self-supervised learning approach to long-range vision in off-road terrain. The classifier is able to see smoothly and accurately to the horizon, identifying trees, paths, man-made obstacles, and ground at distances far beyond the 10 meters afforded by the stereo supervisor. Complex scenes can be classified by our system, well beyond the capabilities of a color-based approach. The success of the classifier is due to the use of large context-rich image windows as training data, and to the use of an invariant, weakly supervised network for learned feature extraction. The accuracy of the classifier has been shown through systemic field testing as well as through comparison with a hand-labeled groundtruth dataset.

Although the perception system does not satisfy all of the requirements set forth in the introduction for intelligent, adaptive, mobile perception, we believe it does provide some of the necessary components for robot perception, the most important being a high-level scale-invariant feature representation as a basis for learning and a near-to-far learning strategy. The success of the visual classifier allows the robot to drive strategically, planning ahead for obstacles and shooting towards distant paths. When it wakes up in novel terrain, it adapts within seconds to the new patterns, colors, and shapes.
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