ABSTRACT

Three-dimensional (3D) point cloud models of trees were developed using the software packages Maya and MATLAB. These models are to be assembled into a forest scene that can be used for producing simulated Laser Detection and Ranging (LADAR) imagery of objects obscured beneath the canopy. This document describes the approach for modelling the trees using Maya then importing and completely reconstructing the models in a custom 3D point cloud format in MATLAB.
3D Point Cloud Tree Modelling

Executive Summary

This document provides an overview of the development of three-dimensional (3D) point cloud models of trees using the software packages Maya and MATLAB. This work was undertaken as part of Task 07/105 Support to Intelligence, Surveillance and Reconnaissance to investigate the tasking of airborne sensors to detect inconspicuous targets, particularly those partially obscured by forest canopies. An important aspect of this task was to develop a representation of a forest scene that would enable the modelling and simulation of an airborne foliage-penetrating Laser Detection and Ranging (LADAR) system.

The aim of this work was to produce 3D models of Australian forest trees that can then be easily assembled into forest scenes. The forest models and models of target vehicles generated using the same procedure will be used to simulate LADAR imagery in later studies to assist in making recommendations for the military operational use of an airborne foliage-penetrating LADAR imaging system.

The trees were based on photographs from a study site in central Queensland, together with survey data from woodlands near the RAAF Tindal base in the Northern Territory. No further validation of individual tree models was conducted.
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1. Introduction

Tree models were developed and assembled into a representation of a real world forest scene that could subsequently be used for simulating the imagery that is produced by a foliage-penetrating Laser Detection and Ranging (LADAR) system.

The computer graphics and modelling software package Maya can be used for generating tree models, assembling them into a forest scene, and also has the capability to illuminate the sections in the scene that would represent the imagery captured by a single snapshot of a LADAR system. Maya cannot be used to isolate and display only the illuminated sections, nor merge multiple results captured from different viewing angles. Therefore it was decided to export the Maya tree models to MATLAB and then develop a custom software tool for simulating foliage-penetrating LADAR imagery of objects obscured beneath a forest canopy.

This document outlines an approach for modelling the trees using Maya, then importing and completely reconstructing the models in a three-dimensional (3D) point cloud format in MATLAB. This type of model provides a way for representing real world 3D objects, such as trees, with a high level of detail. It is simply a set of voxels (volume elements in 3D space) that describes the visible surface of objects. By producing a 3D point cloud representation of a forest scene in MATLAB, where each point is the centre of a voxel, a simple ray tracing algorithm could be developed for determining the voxels that are within direct line-of-sight to a LADAR sensor.

2. Tree Modelling in Maya

2.1 Development of the tree models

Maya was used to generate the original tree models that were representative of the Australian environment. The dimensions of the tree models were based on a survey of woodlands in the vicinity of RAAF Tindal, Northern Territory [1], while the overall appearance was based on photos of poplar box (Eucalyptus populnea) from woodlands in the Injune Landscape Study Site in central Queensland [2].

The tree models (Figure 1) were developed with a subset of Maya’s 3D paint effects called ‘tubes’. Tubes are able to emulate the creation, growth and behaviour of plant life, controlled by a comprehensive set of parameters that define the shape and growth behaviour of branches, twigs and leaves. The trees were initially based on an example model of a medium-sized birch tree, which was modified to create a set of models resembling poplar box trees.

These tree models could be directly assembled into a forest scene in Maya. With the use of lighting effects, the sections of the forest scene representing the imagery captured by a single snapshot of a LADAR system could be illuminated. While this was the logical solution to implement for modelling a foliage-penetrating LADAR sensor, it was not possible to use Maya to display only the illuminated sections (which represent the simulated LADAR image), combine multiple results from different viewing angles, or to conduct further analysis on the
results. It was therefore decided to produce a 3D point cloud model of the Maya trees in MATLAB and develop a customised model specifically for simulating a LADAR sensor to overcome these issues. This approach should also enable real world forest data stored in a point cloud format to be used in the modelling and simulation.

Figure 1: Rendered image of a tree model produced in Maya

2.2 Extracting and exporting the models

To export the Maya models to MATLAB for further manipulation, a procedure was developed which made use of Z-buffer images. The Z-buffer is the component of Maya’s native output format (Interchange File Format) which indicates furthest visible depth.

The Z-buffer was extracted and manipulated to export to MATLAB via a plug-in module developed using C++ libraries that are part of the Maya package (see Appendix A for some details). This depth information was saved in a text file that could be easily exported to MATLAB. These text files contain positive floating point values representing distances from a user-defined reference plane (located in front of the camera) to pixels in the rendered scene. The information in this text file can be plotted to produce a depth image of the object (Figure 2). The pixel resolution of the depth image is limited by the graphics and processing capabilities of the computer. These images were captured at a resolution of 1280 × 1024 pixels with an orthographic projection so that perspective distortion was not introduced.
Figure 2: Depth image of the tree in Figure 1. The grayscale indicates the depth value associated with each pixel, where black is closest to the camera and white is furthest away.

Since the depth image from a single viewpoint of the tree does not provide sufficient information to reconstruct a complete 3D point cloud model, it was necessary to capture and combine depth images from multiple views around the tree. For each tree model, a series of four depth images were captured at 90° intervals around the tree (Figure 3). For completeness a fifth depth image was also captured from above the tree to provide a top-down view.

Figure 3: Top view layout of the camera positions for capturing depth images of a tree model. The pivot point was located at the base of the trunk.

A consequence of creating 3D point cloud models is that quantisation errors are introduced such that the model in MATLAB is a slightly coarser representation of the original Maya model. This error could be reduced if a higher resolution depth image was used, but producing such an image would require a computer with greater graphics and processing capabilities.
The distance from the camera to the pivot point, located at the base of the trunk, was the same for all views of each tree and set to the shortest distance such that the largest tree model was contained in the field of view of the camera. This provided the highest-possible resolution image while maintaining a constant distance between the camera and pivot point for all trees.

3. Reconstructing the Tree Models in MATLAB

3.1 Reading and formatting the model images

The text files containing the depth information about the image were read into a two-dimensional (2D) array in MATLAB. The row and column coordinates of each element in this matrix correspond to the position of the pixel in the depth image and its value represents the distance from a user-defined reference plane located in front of the camera (depth value). Based on images of simple geometric test objects, these depth values appear to be evenly spaced. By default, a depth value of 10,000 represents empty space. This value is significantly larger than any value representing a pixel that exists on the tree model. Therefore a search of this matrix was performed to find the row and column coordinates of all depth values less than 10,000. This search returns a list of row, column and depth value coordinates for the tree model, hereafter referred to as \((r,c,d)\) coordinates. Each tree model was formed using the four sets of \((r,c,d)\) coordinates that are generated from the four depth images captured around each tree. The top view was not used in this stage.

3.2 Transforming the depth information in the images

The 3D point cloud model consists of integer \((x,y,z)\) coordinates defining the centre of each voxel. But since the depth images do not contain any information about the size of the pixels in terms of depth values, the sets of \((r,c,d)\) coordinates for each tree model cannot be directly mapped to \((x,y,z)\) coordinates. It is therefore necessary to transform the depth values by applying a conversion factor (which is determined from the depth image resolution) and then round to integer values to generate the \((x,y,z)\) coordinates which represent the voxels in 3D space.

Each depth image was captured at a resolution of \(1280 \times 1024\). Combining four depth images taken at 90° intervals at a fixed distance from a pivot point meant that the tree would be contained inside a space with dimensions of \(1280 \times 1024 \times 1280\) voxels. At this resolution, the distance in 3D space from the camera to the pivot point is \(1280/2 = 640\) voxels. To determine the conversion factor to apply to the depth values, let \(P\) be the distance from the camera to the pivot point in the depth image, then the depth conversion factor is simply: \(D = 640/ P\). However \(P\) is not known in terms of depth value units and the depth conversion factor \(D\) instead needed to be determined from the depth images.

The depth conversion factor could be determined from any two of the depth images taken of the tree models where the position of the camera was separated by exactly 90°, e.g. the 0° and 90° views of the tree model. For a given row \(r = \alpha\) in these two views, the pixel with the
minimum depth value in the 0° view, $d_{0,\alpha}$, should align with the pixel with the minimum column coordinate in the 90° view, $c_{90,\alpha}$ (Figure 4). Therefore the depth conversion factor $D$ for row $\alpha$ is determined as:

$$D(\alpha) = \min(c_{90,\alpha}) / \min(d_{0,\alpha})$$

Equation 1

$D(\alpha)$ was computed for multiple rows and an average taken. Once this average $\overline{D}$ was determined for the tree model, the depth values were multiplied by $\overline{D}$ and rounded to integer values, hereafter referred to as $d'$ coordinates.

Correct alignment of every voxel in the two views is not possible due to an issue with the depth information extracted from Z-buffer channel in the Maya IFF images. This problem is illustrated in Figure 4a where there appeared to be erroneous or misaligned depth values present in the depth images. This issue was ignored at this point and dealt with after an initial 3D point cloud model of the tree was produced (§4.2) since it did not affect the process for determining the depth conversion nor the mapping, rotation and translation of the image reconstruction process presented in §3.3.

![Figure 4](image)

Figure 4: (a) Plot of the $(r,d)$ coordinates of the tree model for the 0° view. (b) Plot of the $(r,c)$ coordinates of the tree model for the 90° view. The units of $d$ (depth values) are different to $r$ and $c$ (pixel positions of the depth image). Ignoring erroneous values, if $d_0$ is scaled correctly then all voxels in the left plot should align with a corresponding voxel in the right plot.

3.3 Mapping, rotation and translation

The sets of $(r,c,d')$ coordinates from the depth images for the four views taken from around the tree model were each mapped to $(x,y,z)$ coordinates and then rotated and translated to form an overall 3D point cloud that describes the tree model.
Mapping each set of \((r, c, d')\) coordinates onto the 3D space in MATLAB was quite straightforward. For a 3D image, when viewed from the front with a 90° vertical rotation, the horizontal axis is \(x\), the axis into the screen is \(y\) and the vertical axis is \(z\). Therefore mapping from \((r, c, d')\) coordinates to \((x, y, z)\) coordinates for each view, ignoring rotation and translation operations which were performed subsequently, is:

\[
\begin{align*}
d' & \rightarrow x \\
c & \rightarrow y \\
r & \rightarrow z
\end{align*}
\]

where \(R_h\) is the horizontal resolution of the depth image (\(R_h = 1024\) for an image with a resolution of \(1280 \times 1024\)).

Following mapping onto the 3D space, each set of \((x, y, z)\) coordinates were rotated about the \(z\) axis so that the four images taken from around the tree model could be merged together. The \((x, y, z)\) coordinates were rotated anticlockwise about the \(z\) axis through camera position \(\theta\):

\[
\begin{bmatrix}
x' \\ y' \\ z'
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\ 
\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x \\ y \\ z
\end{bmatrix}
\]

The process of merging the four views of the tree model together (Figure 5) was completed by shifting the \(x\) and \(y\) coordinates:

\[
x'_{\phi} = x_{\phi} - \min(x_{\phi}), \phi = \{0^\circ, 90^\circ, 180^\circ, 270^\circ\}
\]

\[
y'_{\phi} = y_{\phi} - \min(y_{\phi}), \phi = \{0^\circ, 90^\circ, 180^\circ, 270^\circ\}
\]

\[
y''_{180} = y'_{180} + \max(y'_{90})
\]

\[
x''_{270} = x'_{270} + \max(x'_{0})
\]

For each of the four views, the data along all three axes was shifted so that the minimum value in each direction is zero (Eqns 4 and 5). The data from the 0\(^\circ\) and 90\(^\circ\) views should now align correctly since the closest voxel to the camera in the 0\(^\circ\) view, \(\min(x_{0})\), will merge with the minimum \(y\) value in the 90\(^\circ\) view, \(\min(y_{90})\). Additional translations were required for correct alignment of the 180\(^\circ\) and 270\(^\circ\) views. For the 180\(^\circ\) view, Equation (6) was applied so that the closest voxel to the camera, \(\min(y_{180})\), aligns with the maximum \(y\) value in the 90\(^\circ\) view, \(\max(y_{90})\). For the 270\(^\circ\) view, Equation (7) was applied so that the closest voxel to the camera, \(\min(x_{270})\), aligns with the maximum \(x\) value in the 0\(^\circ\) view, \(\max(x_{0})\).
Figure 5: Translating the x and y coordinates to align and merge the four views of the tree model

The mapped, rotated and translated (x, y, z) coordinates for each of the four images were stored in a single list which describes the 3D point cloud representation of the tree model (Figure 6). If the reconstruction of the tree model was accurate then this list of voxels would contain many duplicates, since there is significant overlap when the four views of the tree are merged together. At this point this list is filtered to remove any duplicate voxels, i.e. multiple instance of a voxel with the same (x, y, z) coordinates.

Figure 6: 3D point cloud model of the Maya tree shown in Figure 1 reconstructed in MATLAB
4. Improving the 3D point cloud model

4.1 Problems with the Maya model data

The initial reconstructed 3D point cloud model of the tree (Figure 6) had a significant proportion of voxels that were incorrectly aligned. This appeared to predominantly occur around the trunk and branches and created a spray-like effect in the 3D plot. While it was initially thought that this issue was caused by the process to transform the depth information (§3.2), further analysis revealed that this issue had been caused when images were rendered in Maya. This problem was not encountered with simple geometric test objects such as cubes or spheres, or with models of vehicles.

Figure 7 shows the unmodified depth image for the 0° view of the tree model where the background has been plotted in black. The white pixels that form an outline around the trunk and branches are depth values that are significantly further away from the camera and responsible for creating the spray-like effect observed in Figure 4a and Figure 6.

![Figure 7: A depth image of the tree shown in Figure 1 with zoomed in section of the first fork. The background is plotted in black to show the erroneous data (1-pixel wide white outline) around the trunk and branches. The greyscale indicates the depth value associated with each pixel of the tree, where black is closest to the camera and white is furthest away.](image)

At present, a solution for solving this issue in Maya has not been found. The erroneous depth values seem to vary from anywhere between the correct depth and some row-dependent maximum. Therefore it is not possible to easily remove them by applying a threshold to limit the depth values. The best-case scenario would be to relocate the erroneous depth values by estimating the correct values, but this is not possible in the crown of the tree which is expected to contain large discontinuities. Instead a template masking technique was developed in MATLAB to remove a significant proportion of the erroneous voxels.
4.2 Removing erroneous voxels from the model

The technique developed for removing the voxels in the MATLAB 3D point cloud model used the information contained in the depth images to perform template masking that removes the majority of the erroneous voxels.

Template masks were defined by extracting the \((r, c)\) coordinates from the depth images of the 0° and 90° views around the tree and the top view of the tree looking directly down. These coordinates were mapped to sets of \((y_0, z_0)\), \((x_{90}, z_{90})\) and \((x_{\text{top}}, y_{\text{top}})\) coordinates:

\[
\begin{align*}
  c_0 & \rightarrow y_0 \\
  R_h - r_0 & \rightarrow z_0 \\
  c_{90} & \rightarrow x_{90} \\
  R_h - r_{90} & \rightarrow z_{90} \\
  c_{\text{top}} & \rightarrow x_{\text{top}} \\
  R_h - r_{\text{top}} & \rightarrow y_{\text{top}}
\end{align*}
\]

where \(R_h\) is the horizontal resolution of the depth image.

Any voxels in the set of \((x_m, y_m, z_m)\) coordinates describing the 3D point cloud representation of the tree model that are outside of the template masks, defined by the sets of \((y_0, z_0)\), \((x_{90}, z_{90})\) and \((x_{\text{top}}, y_{\text{top}})\) coordinate pairs, were removed (Figure 8).

To remove any additional erroneous voxels from within the crown of the tree that were missed by the template masking, an isolated location test was performed. This identified and removed any voxels from the model that were isolated, i.e. a voxel that has no immediate neighbours. Isolated voxels should not exist in the tree model and were therefore deemed to be erroneous.
Figure 8: The process for removing erroneous voxels from the 3D point cloud model of the tree. The template images (top) were matched to the unfiltered images of the tree (middle) and non-matching voxels removed (bottom).
4.3 Interpolating missing voxels in the trunk and branches

An unfortunate consequence of the techniques used to reconstruct 3D point cloud models of trees in MATLAB was that several sources of error were introduced resulting in a degradation of the quality of the model. In particular, removing erroneous voxels from the model rather than relocating the voxels to their correct position could potentially cause gaps to appear in the trunk and branches of the tree where the different views should overlap.

Linear interpolation was used to fill in any gaps that existed in the tree trunk or branches from the base of the tree up to the crown. The interpolation was performed on adjacent voxels in every layer (the x-y plane at each z coordinate) of the tree model. For the tree trunk, voxels on each layer were ordered in a clockwise direction. The linear interpolation was performed between pairs of voxels on this ordered list and the algorithm generated all of the missing locations in the trunk on that layer.

However above the first branching, voxels that form each branch must be identified and the interpolation performed as described above but on the branches separately. This process was semi-automated by using the `clusterdata` function in the MATLAB Statistics Toolbox, which performs hierarchical clustering and worked effectively when unique branches were not in close proximity.

Figure 9 illustrates this process performed on a single layer of the tree. In this example, clustering was used to identify the two unique branches that are present on this layer of the tree.

It is currently not possible to interpolate the tree trunk or branches within the crown of the tree in an automated way due to the difficulty in distinguishing between voxels that form branches or leaves. A manual process could be used to visually check and add any missing voxels to the branches in a layer within the crown of the tree. This is a very tedious and time consuming process that was not undertaken because the improvement in the model was expected to be minimal.
4.4 The final model

The final 3D point cloud model of the tree (Figure 10) was saved to a file for future use. It is also important to note that while this document has focused on the development of 3D point cloud representations of trees in MATLAB, it is feasible that these techniques could be applied to other types of models.

Figure 10: Final MATLAB 3D point cloud model of the Maya tree shown in Figure 1
5. Forest Modelling

5.1 Assembly into a forest scene

A forest scene (Figure 11) was produced using a variety of tree models that were reconstructed in MATLAB using the procedures described in this document. Individual 3D point cloud tree models were placed into the forest scene by shifting their x and y coordinates such that each tree is located in a desired position. Care needed to be taken to ensure that the trees didn’t overlap. Before each shifted tree model was added to an overall list of voxels describing the 3D point cloud forest scene, a visual check was used to confirm it was located correctly. This was done by generating a plot showing the new tree in one colour and all other previously added trees in a different colour.

Figure 11: 3D point cloud model of a forest scene generated in MATLAB

5.2 Assessing the forest model

The 3D point cloud representation of the forest scene (Figure 11) had characteristics of an ‘open forest’, i.e. 10-30 m high trees with 30-70% foliage cover [3]. It consisted of 49 trees within a circular area of approximately 50 m in diameter. There were 18 trees between 20-30 m high, 23 trees between 10-20 m high, and 8 trees less than 5 m high.

The forest model was verified by determining the light penetration through the canopy as a function of depression angle. If the tree crowns can be assumed to be a random uniformly distributed volume, then the light transmission away from vertical is [4]:
where $\theta$ is the angle from vertical, and $(\pi / 2 - \theta)$ is the angle from horizontal, i.e. the sensor depression angle.

Foliage penetration was estimated by ray tracing through the forest for depression angles between $45^\circ$–$90^\circ$ at $15^\circ$ azimuth increments for each of three locations in the forest scene. These locations were in positions that a vehicle could have conceivably driven to between the tree trunks. The software developed in MATLAB to simulate LADAR imagery [5] was used for this calculation, by determining the number of rays to reach a flat target on the ground.

A least-squares fit of Eq. 11 to the results gave $T_{vert} = 31.3\%$ (Figure 12), although a straight line was found to give a better fit than the sine function. Since the canopy was of course not a homogenous medium, there was considerable variation in the light penetration at each depression angle.

![Figure 12](image)
6. Summary

A process was developed to create realistic 3D point cloud models of Australian trees in MATLAB. The software package Maya was used to create the initial tree models and a specially-developed plug-in was used to extract the depth information from images of the trees. This depth information was obtained from multiple views around each tree and exported to MATLAB for reconstructing the trees in a 3D point cloud format. This involved the transformation and mapping of the depth information to form a set of voxels for each view of the tree. These sets of voxels were then rotated, translated and combined to form a complete set of voxels representing the 3D point cloud model of each tree. A final template masking process was applied to each tree model to remove artefacts introduced in the rendering of the tree images in Maya. No solution was found to correct this issue in Maya and it was not encountered with simple geometric test objects such as cubes or spheres, or with a model of a target vehicle which were generated using the same procedures described in this document.

The tree models reconstructed in MATLAB were easily assembled into a representation of a forest scene, which was assessed by light penetrating testing. This 3D point cloud representation of a forest and a model of a target vehicle were successfully used with software developed in MATLAB for modelling and simulating aspects of an airborne foliage-penetrating LADAR imaging system.

This work ultimately enabled realistic 3D LADAR imagery to be produced, which was subsequently used in operations analysis studies. The results of these studies are anticipated to assist in making recommendations for the military operational use of an airborne foliage-penetrating LADAR imaging system.
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Appendix A: Details of Plug-In to Export Depth Information from Maya

To extract the depth map from an IFF image, a C++ Maya plug-in was created using the iffreader library. Each individual pixel depth value may be accessed using the \texttt{getDepth} function (given the $x$ and $y$ coordinates) or the entire map by the \texttt{getDepthMap} function.

Additional libraries were used in relation to general plug-in operations:

```cpp
#include <maya/MPxCommand.h>
#include <maya/MStatus.h>
#include <maya/MArgList.h>
#include <maya/MFnPlugin.h>
#include <maya/MObject.h>
#include <maya/MPreload.h>
#include <maya/MGlobal.h>
#include <maya/MString.h>
#include <maya/MPoint.h>
```

See the Maya API manual for more information.
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