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Abstract

This thesis introduces Hidden Process Models (HPMs). HPMs are a probabilistic time series model for data assumed to be generated by a set of processes, where each process is characterized by a unique spatial-temporal signature and a probability distribution over its timing relative to a set of known timing landmarks. Research on HPMs has been inspired and motivated by the functional Magnetic Resonance Imaging (fMRI) domain, and this document presents, develops, and evaluates this framework in the context of fMRI. We provide the HPM formalism, inference and learning algorithms, extensions to the basic formalism, a discussion of the correspondence between HPMs and Dynamic Bayesian Networks, experimental results evaluating HPMs on real and synthetic fMRI data, and examples of how to visualize the learned models. We conclude that the HPM extensions incorporating domain knowledge about the process signatures are important for analyzing real fMRI data, and suggest future improvements to the model.
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2.1 Example HPM for synthetic 2-process, 2-voxel data. Each process has a duration $d$, possible offsets $\Omega$ and their probabilities $\Theta$, and a response signature $W$ over time (on the horizontal axis) and space (voxels $v_1$ and $v_2$). They are instantiated 4 times in the configuration $c$. The start time of a process instance $i$ is its landmark $\lambda$ plus its offset $o$. The predicted mean of the data is the sum of the contributions of each process instance at each time point. (The response signatures are contrived rather than realistic in order to more clearly show linearity.)
3.1 Graphical model for a continuous HPM with two trials of data and two processes. Shaded nodes are observed; square nodes are discrete, round nodes are continuous. All elements of the configurations except the $o_{ci}$ are fixed in advance. $\theta$ parameterizes an offset distribution, $\omega$ parameterizes the process response signature, $\sigma$ contains a noise value for every voxel, $C_n$ is a random variable over configurations for trial $n$, and $Y_n$ is a $T \times V$ data matrix for trial $n$. The set of configurations for each trial are the same in this example; in general they could be different. In some cases the trial subscript $n$ is suppressed for simplicity (i.e. $o_{ci}$ is really $o_{nici}$ so that the random variables for the offsets in the two different trials are distinguishable).

4.1 Example HPM-DBN. Triangles represent binary input nodes, squares represent discrete process nodes, circles represent continuous output nodes. Shaded nodes are observed. Each process has an arrow from its corresponding input type for each possible offset in $\Omega$. Notation is provided for time slice $t = 3$.

4.2 Example process ordering constraint. The bold arrows encode the dependence of the PressButton chain on the Decide chain.

5.1 Noise-free hemodynamic response functions of the processes in the synthetic data.
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C.1 (a) Graphical representation of a Hidden Markov Model. $S_t$ is the value of the hidden state at time $t$; $Y_t$ is the observed data at time $t$. (b) Graphical representation of a factorial Hidden Markov Model with $M = 3$ hidden Markov chains. $S_t^{(m)}$ is the value of the hidden state of the $m^{th}$ chain at time $t$. This figure is from Ghahramani and Jordan [1997].
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Chapter 1

Introduction

This thesis is inspired by high-dimensional time series data that is assumed to be generated by a set of underlying processes whose timings are partially observed. We define a process to have a spatial-temporal signature and a probability distribution over the times when it can occur relative to a set of known timing landmarks in the data. We are interested in simultaneously estimating the signatures and timings of the processes. To this end, we have developed Hidden Process Models (HPMs), which we introduce, develop, and evaluate below.

In this chapter, we motivate our efforts with the functional Magnetic Resonance Imaging (fMRI) domain, discuss related work, and state our thesis.

1.1 Motivation: functional Magnetic Resonance Imaging

Functional Magnetic Resonance Imaging is a safe, non-invasive technology that can be used to image the brain. Since the spatial resolution of fMRI is on the order of millimeters, and the temporal resolution is on the order of seconds, sequences of brain images taken while a person in the scanner performs mental tasks can provide rich data for cognitive scientists.

fMRI does not measure neuronal activity directly; instead, it measures a corellate of neuronal activity based on blood flow. Since oxygenated and deoxygenated hemoglobin have different magnetic properties (oxygenated hemoglobin is diamagnetic and deoxygenated hemoglobin is paramagnetic), the fMRI scanner can detect changes in the relative amounts of these two molecules. When metabolic function in a brain location increases
(presumably in response to increased neural activity), more oxygenated hemoglobin is delivered to that location. The additional oxygenated hemoglobin along with its subsequent conversion to deoxygenated hemoglobin constitute an effect measurable by fMRI, called the Blood Oxygenation Level Dependent (BOLD) response or the hemodynamic response. The BOLD response is sluggish compared to the time scale of the corresponding neural activity; less than a second of neural activation can cause a BOLD response lasting several seconds. While this may seem a crude approximation of the neural response, many studies have shown that there is sufficient signal in fMRI data for distinguishing among various kinds of cognitive states (see the discussion of related work below for examples).

1.2 A Running Example

To make the introduction of HPMs more clear, we will use concrete examples based on the following experimental paradigm for sentence-picture verification. We have both real fMRI data (Keller et al. [2001]) and synthesized data for this paradigm which we will describe later in more detail.

In our datasets, participants were presented with a sequence of 40 trials. In half of the trials, participants were shown a picture (involving vertical arrangements of the symbols *, +, and $) for 4 seconds, followed by a blank screen for 4 seconds, followed by a sentence (e.g. “The star is above the plus.”) for 4 seconds. Participants could press buttons indicating whether the sentence correctly described the picture at any time during the second stimulus presentation. The participants then rested for 15 seconds before the next trial began. In the other half of the trials the sentence was presented first and the picture second, using the same timing. Figure 1.1 diagrams the temporal structure of the trials.
Figure 1.1: Experiment structure for the sentence-picture verification task. In 20 trials, the sentence was presented first, and in 20 trials the picture was presented first. The timelines show that each stimulus was presented for 4 seconds, with 4 seconds of fixation (looking at a cross) between the stimuli. Trials were separated by 15 second rest periods. Buttons could be pressed any time during the second stimulus presentation indicating whether the sentence correctly described the picture (in the upper example it does, in the lower example it does not). Example stimuli are shown above the timeline.
1.3 Overview of Related Work

Two major problems in analyzing fMRI data can be broadly described as detection and estimation. By detection, we mean the problem of determining which voxels in the brain are involved in the response to a particular stimulus or experimental condition. By estimation, we mean the problem of modeling the hemodynamic response function (HRF) for one or more stimuli or experimental conditions. The two problems are related, since detection is often done by comparing the observed fMRI data to the convolution of a hemodynamic response function with the time course of the experiment. Hidden Process Models address the problem of estimation.

Perhaps the most common approach to the problem of estimating the HRF is the General Linear Model (GLM), in which the data is modeled as a linear combination of the parameters of the HRF (to be estimated) and a design matrix describing the timing of the experiment. This method is detailed in Dale and Buckner [1997] and Dale [1999]. The work in Dale and Buckner [1997] helped push fMRI experiment design from blocked designs (in which stimuli are presented in rapid succession and the data is averaged over the presentations to improve the signal to noise ratio) to event-related designs (in which stimuli are presented and analyzed based on trials of different types) by showing that the linearity assumption of the GLM roughly holds for visual stimuli spaced as little as two seconds apart. This linearity allows the selective averaging of different trial types to estimate the HRFs. More mathematical detail on this model is given in Dale and Buckner [1997]. Previously, Boynton et al. [1996] also investigated the validity of the linearity assumption commonly made in fMRI analysis using blocked design experiments using blocks of different length presentations of visual stimuli. That work also found that the response to a longer stimulus can be reasonably approximated by summing and shifting the responses to shorter stimuli. Both Boynton et al. [1996] and Dale and Buckner [1997] find some deviations from linearity in their analyses, but both conclude that it is a reasonable working assumption for fMRI analysis. That said, researchers have also studied the nature of these deviations from linearity in fMRI, and developed alternative models of the HRF that account for nonlinearities. Friston et al. [2000] presents a nonlinear estimation technique for HRFs. Birn et al. [2001] discusses the spatial heterogeneity of the nonlinearities.

More recently, there have been several more sophisticated approaches to estimating hemodynamic response functions. Dale [1999] discusses an extension to the GLM in which the HRF parameters are modeled as weights on a set of basis functions, and Hossein-Zadeh et al. [2003] builds on that approach by showing how to choose the basis functions using Principal Components Analysis (PCA) (Jolliffe [2002]). The PCA is done over in-
stantiations of a canonical HRF form, the gamma function, that vary the peak-time and width parameters within reasonable ranges. They apply their method to the problem of detecting significantly active voxels and find that it is more sensitive than previous approaches using different subspaces to model the HRF. Another extension to the GLM is described in Ciuciu et al. [2003]. That work addresses the problem of estimating HRFs for events that are not synchronized with the imaging rate (asynchronous experiments), which can occur for instance for subject-initiated events with variable response times. The approach puts the whole regression on a finer temporal grid, on which both the image acquisition times and the events of interest are defined. The Bayesian estimation procedure for this model also imposes some constraints on the HRF through priors.

An effort to combine the detection and estimation problems in a single framework is described in Makni et al. [2008]. That paper uses an HRF model similar to the one in Ciuciu et al. [2003], and similar Bayesian estimation techniques. Makni et al. [2008] divides the brain into parcels that share an HRF shape, and uses an autoregressive noise model. They provide an algorithm for estimation of the HRF parameters and a method for making statistical comparisons across conditions in the framework. This represents a potential advance over treating detection and estimation sequentially, but it is still constrained to experimental conditions whose timings can reasonably be assumed known.

Another relevant field is that of mental chronometry, which is concerned with decomposing a cognitive task into its component processing stages. Traditionally, mental chronometry has relied on behavioral data such as measured reaction times, but studies have shown that functional MRI can also be used to address this problem (Menon et al. [1998], Formisano and Goebel [2003]). Menon et al. [1998] addresses the question of whether fMRI can be used to detect latency between brain areas. In a visual task, the authors find that the delay between presentations of stimuli in the left and right hemifields is highly correlated with the onsets of the HRFs for left and right areas of the visual cortex. In a motor task, they find that while the delay between the HRF onsets from the supplementary motor area to the main visual cortex is a constant of the task, the corresponding delay between the visual cortex and supplementary motor area scales linearly with reaction time. Since these types of studies rely on the relative onsets of HRFs (potentially for varying stimuli and/or brain areas), they clearly depend on accurate methods for estimating the delay or latency of the HRF from an event of interest. Two approaches for this problem are found in Henson et al. [2002] and Liao et al. [2002].

Returning to the problem of detecting which voxels are involved in an fMRI experiment, we must discuss the widely used Statistical Parametric Mapping (SPM) software (Friston [2003]). SPM convolves a canonical HRF with an on-off timecourse of fMRI stimuli and performs statistical hypothesis tests comparing the resulting time series with
the observed data. An advantage of SPM is that it produces maps describing the activation throughout the brain in response to particular stimuli. A disadvantage of SPM is that it is massively univariate, performing independent statistical tests for each voxel. In fact, it has been shown that some mental states cannot be detected with univariate techniques, but require multivariate analysis instead (Kamitani and Tong [2005]).

Two other time series analysis methods for detecting activity in fMRI are Lindquist et al. [2007] and Faisan et al. [2007]. Lindquist et al. [2007] uses techniques from statistical control theory and change-point theory to develop a Hierarchical Exponentially Weighted Moving Average (HEWMA) model that is particularly well-suited to experiments on phenomena that cannot be easily repeated, like studying the effects of a short-acting drug. This model detects whether a time series has shifted away from its baseline mean, and if so, when the shifts occurred. Faisan et al. [2007] presents hidden Markov multiple event sequence models (HMMESMs). HMMESMs use data that has been preprocessed into a series of spikes for each voxel, which are candidates for association with hemodynamic events. HMMESMs use an optimized, but fixed activation lag.

The field of Machine Learning has also had an impact on fMRI analysis. The use of classification techniques from the field of machine learning has become widespread in the fMRI domain (see Haynes and Rees [2006] for an overview). Classifiers have been used to predict group membership for particular participants (e.g. drug-addict vs. control, in Zhang et al. [2005]), and a variety of mental states (Mitchell et al. [2008], Palatucci and Mitchell [2007], Kamitani and Tong [2005], Mitchell et al. [2004], Cox and Savoy [2003], Haxby et al. [2001]). These classifiers assume that the mental processes being classified do not overlap in time, and that their timings are fully known during both training and testing. Kay et al. [2008] describes work on the identification of natural images by estimating a receptive field model for voxels in the visual cortex. After the model is trained on one set of images, brain activity is predicted for a novel set of test images and the image with the highest correlation with each observed trial is selected.

Dynamic Bayesian Networks (DBNs) are another class of models widely used in machine learning for time series analysis. The historical record of DBNs can be traced back to Dean and Kanazawa [1988] and Dean and Wellman [1991], with more recent contributions in Murphy [2002]. Examples of DBNs include Hidden Markov models (HMMs) (Rabiner [1989]) and factorial Hidden Markov Models (fHMMs) (Ghahramani and Jordan [1997]), which are particularly relevant to Hidden Process Models.

Finally, this thesis is partially based on work on HPMs reported in Hutchinson et al. [2006] and Hutchinson et al. [2009]. Portions of Hutchinson et al. [2009] are expanded upon in Niculescu [2005] and Niculescu et al. [2006] which use a simple version of HPMs as a case study for learning Bayesian networks with parameter constraints. In particular,
Niculescu’s work showed that clustering neighboring voxels into groups that share parameters can improve HPM performance.

1.4 Thesis Statement

The thesis of the research reported here is that we can develop machine learning techniques for time series data that can simultaneously estimate parameters of temporal signatures and the onsets of the latent processes that generate them. These techniques can be improved by incorporating domain knowledge, and they can be used to express, learn, and compare competing models of the processes generating the data. This thesis is motivated by, and will be explored within the fMRI domain.

To support this thesis, we provide results on synthetic and real fMRI data using Hidden Process Models. The synthetic data results show that HPMs can recover the parameters of the model used to generate the data in an ideal situation, and that we can use held-out data log-likelihood to identify the model with the correct number of latent processes. The real data results indicate that the standard HPM parameterization and algorithms can overfit when faced with the complexity of fMRI data, but that extensions incorporating domain knowledge, like the temporal smoothness of the process response signatures, can overcome this problem. We also demonstrate how HPMs trained on fMRI data can be compared using cross-validated log-likelihood, and how they can be visualized for exploratory data analysis.

To our knowledge, HPMs are the first probabilistic model for fMRI data that can estimate the hemodynamic response for overlapping mental processes with unknown onset while simultaneously estimating a distribution over the timing of the processes. We hope that this research can help pave the way for a new paradigm of fMRI experiments that can explore sets of cognitive processes more complex than those that directly correspond to stimuli.

The rest of this document is organized as follows. In Chapter 2, we introduce Hidden Process Models, including the formalism for the model along with inference and learning algorithms. In Chapter 3, we present three extensions to the basic HPM presented in Chapter 2. In Chapter 4, we detail the correspondence between HPMs and Dynamic Bayesian Networks (DBNs), including indications of how one could adapt DBN algorithms for the specifics of HPMs. Chapter 5 presents experimental results on the performance of a variety of HPMs from Chapters 2 and 3 on real and synthetic fMRI datasets. Finally, Chapter 6 discusses the results from Chapter 5, suggests directions for future work, and concludes.
Chapter 2

Hidden Process Models: Formalism and Algorithms

In this chapter, we present the basic Hidden Process Model. We begin with a formal statement of Hidden Process Models. We then present algorithms for doing inference with HPMs, and algorithms for learning the HPM parameters in fully observable and partially observable settings.

2.1 Formalism

A Hidden Process Model is a description of a probability distribution over a time series, represented in terms of a set of processes, and a specification of their instantiations. HPMs assume the observed time series data is generated probabilistically by a latent collection of process instances. Each process instance is active during some interval of time, and influences the observed data only during this interval. Process instances inherit parameters from general process descriptions. The timing of a process instance depends on timing parameters of the general process it instantiates, plus a fixed timing landmark specific to the process instance. If multiple process instances are simultaneously active at any point in time, then their contributions sum linearly to determine their joint influence on the observed data. Figure 2.1 depicts an example of an HPM for synthetic fMRI data. We also supply a table of notation (Table A.1) to aid the reader.
Figure 2.1: Example HPM for synthetic 2-process, 2-voxel data. Each process has a duration $d$, possible offsets $\Omega$ and their probabilities $\Theta$, and a response signature $W$ over time (on the horizontal axis) and space (voxels $v_1$ and $v_2$). They are instantiated 4 times in the configuration $c$. The start time of a process instance $i$ is its landmark $\lambda$ plus its offset $o$. The predicted mean of the data is the sum of the contributions of each process instance at each time point. (The response signatures are contrived rather than realistic in order to more clearly show linearity.)
More formally, we consider the problem setting in which we are given observed data $Y$, a $T \times V$ matrix consisting of $V$ time series, each of length $T$. For example, these may be the time series of fMRI activation at $V$ different voxels in the brain. The observed data $Y$ is assumed to be generated nondeterministically by some system. We use an HPM to model this system. Let us begin by defining processes:

**Definition 1** A process $\pi$ is a tuple $\langle W, \Theta, \Omega, d \rangle$. $d$ is a scalar called the duration of $\pi$, which specifies the length of the interval during which $\pi$ is active. $W$ is a $d \times V$ matrix called the response signature of $\pi$, which specifies the influence of $\pi$ on the observed data at each of $d$ time points, in each of the $V$ observed time series. $\Theta$ is a vector of parameters that defines a multinomial distribution over a discrete-valued random variable which governs the timing of instances of $\pi$, and which takes on values from the set $\Omega$ of integers. The set of all processes is denoted by $\Pi$.

We will use the notation $\Omega(\pi)$ to refer to the parameter $\Omega$ for a particular process $\pi$. More generally, we adopt the convention that $f(x)$ refers to the parameter $f$ affiliated with entity $x$.

Each process represents a general procedure which may be instantiated multiple times over the time series. For example, in the sentence-picture fMRI study described above, we can hypothesize general cognitive processes such as ReadSentence, ViewPicture, and Decide. While it is reasonable to assume that the ReadSentence and ViewPicture processes begin exactly when their corresponding stimuli are presented (in this case, at images 1 and 17 in the time series), we must treat the onset time for Decide with less certainty. A reasonable assumption might be that Decide begins within 4 seconds after the second stimulus presentation. To reflect these assumptions, we can define the processes ReadSentence and ViewPicture as having their sets of possible onsets relative to the stimulus presentation as $\Omega = \{0\}$, and Decide as having $\Omega = \{0, 1, 2, 3, 4, 5, 6, 7\}$. To model the hemodynamic response, we might choose a 12 second interval, which corresponds to $d = 24$ time points. $\Omega(\pi)$ and $d(\pi)$ are modelling choices, and the values of these parameters for all processes are specified a priori in the HPM. The parameters $W(\pi)$ and $\Theta(\pi)$ $\forall \pi$ can be specified a priori or learned from data.

For the sentence-picture example, each process would be instantiated once for each trial. The instantiation of a process at a particular time is called a process instance, defined as follows:

**Definition 2** A process instance $i$ is a tuple $\langle \pi, \lambda, O \rangle$, where $\pi$ identifies a process as defined above, $\lambda$ is a known scalar called a timing landmark that refers to a particular
point in the time series, and \( O \) is an integer random variable called the offset, which takes on values in \( \Omega(\pi) \). The time at which process instance \( i \) begins is defined to be \( \lambda + O \). The multinomial distribution governing \( O \) is defined by \( \Theta(\pi) \). The duration of \( i \) is given by \( d(\pi) \), and the response signature is \( W(\pi) \).

The timing landmark \( \lambda \) is a time point in the data, typically associated with an event in the experiment design. For example, the timing landmark for a process instance in the sentence-picture verification task could be the time at which a particular stimulus is presented. \( \lambda(i) \) specifies roughly when process instance \( i \) will begin, subject to some variability depending on its offset \( O(i) \), which in turn depends on its process identity \( \pi(i) \). More specifically, the process instance \( i \) starts at \( t = \lambda(i) + O(i) \), where \( O(i) \) is a random variable whose distribution is a property of the process \( \pi(i) \). In contrast, the particular value of \( O(i) \) is a property of the instance. That is, while there may be some variation in the offset times of different ReadSentence process instances, we assume that the amount of time between each sentence stimulus (the timing landmark \( \lambda \)) and the beginning of its corresponding ReadSentence process instance follows the same distribution, as specified in the ReadSentence process.

We consider process instances that may generate the data in ordered sets, rather than as individual entities. This allows us to use knowledge of the experiment design to constrain the model. We refer to each possible set of process instances as a configuration.

**Definition 3** A configuration \( c \) of length \( I \) is a set of process instances \( \{i_1 \ldots i_I\} \), in which all parameters for all instances (\( \{\lambda(i), \pi(i), O(i)\}, i = \{1 \ldots I\} \)) are fully-specified. The set of all configurations is given by \( C \).

Each configuration is an assignment of particular values to the variables \( \{\lambda(i), \pi(i), O(i)\} \) for some number of process instances \( I \). The purpose of the set of configurations \( C \) is to reduce the hypothesis space of the HPM in a reasonable way. We can think of the hypothesis space of an HPM as the number of ways that its processes can be instantiated to influence the data, which is the set of all possible configurations. In general, if any process can be instantiated at any time, the hypothesis space can be very large. To see this, consider that each process instance has \( T \) possible landmarks, \( |\Pi| \) possible process IDs, and \( |\Omega(\pi)| \) possible offsets once \( \pi \) is chosen. The choice of process ID and offset are not independent, but they are jointly independent from the choice of landmark, resulting in \( T \sum \pi |\Omega(\pi)| \) possibilities for each process instance. If we have \( I \) process instances, they can be combined in \( (T \sum \pi |\Omega(\pi)|)^I \) ways. The set \( C \) restricts the hypothesis space of the model by allowing the HPM to consider a much smaller number of possibilities. These
configurations also facilitate the incorporation of prior knowledge about the experiment design.

For example, in the sentence-picture verification study, if we use the processes Read-Sentence, ViewPicture, and Decide as discussed above, we can define the set of configurations given in Table 2.1. These configurations reflect the assumptions that the Read-Sentence and ViewPicture processes begin exactly when their corresponding stimuli are presented (in this case, at images 1 and 17), that the first two process instances are Read-Sentence and ViewPicture in either order (but two instances of the same type are not allowed), and that the third process instance is Decide (but we do not have any additional information about its timing beyond the offset values defined for Decide). This set of configurations is for a general trial. To customize it for a particular trial, we can remove the configurations in which the identities of the first two process instances do not match the sequence of the stimuli in that trial. As written, Table 2.1 restricts us to 16 of a potential $(54(1 + 1 + 8))^3 = 1.57464 \times 10^8$ configurations of length 3.
Table 2.1: Sample configurations for a trial in the sentence-picture verification experiment. S = ReadSentence, P = ViewPicture, and D = Decide. These configurations reflect the assumptions that the S and P processes begin exactly when their corresponding stimuli are presented (in this case, at images 1 and 17), that the first two process instances are S and P in either order (but two instances of the same type are not allowed), and that the third process instance is D (but we do not have any additional information about its timing beyond the offset values defined for Decide). If we wish to customize this set of configurations to a specific trial, we can remove the configurations in which the identities of the first two process instances do not match the sequence of the stimuli in that trial.
We can now define Hidden Process Models:

**Definition 4** A Hidden Process Model, HPM, is a tuple \( \langle \Pi, C, \langle \sigma_1^2 \ldots \sigma_V^2 \rangle \rangle \), where \( \Pi \) is a set of processes, \( C \) is a set of configurations, and \( \sigma_v^2 \) is the variance characterizing the Gaussian distribution governing the \( v^{th} \) time series of \( Y \). An HPM defines a probability distribution over the observed data \( Y \) as follows:

\[
P(Y|HPM) = \sum_{c \in C} P(Y|HPM, C = c)P(C = c|HPM) \tag{2.1}
\]

where \( C \) is the set of configurations associated with the HPM, and \( C \) is a random variable defined over \( C \).

The term \( P(Y|HPM, C = c) \) is:

\[
P(Y|HPM, C = c) = \frac{1}{(2\pi)^{VT/2} |\Sigma|^2} \exp \left( -\frac{1}{2} (Y - \mu(c))' \Sigma^{-1} (Y - \mu(c)) \right) \tag{2.2}
\]

where \( Y \) and \( \mu(c) \) are column vectors of length \( VT \), \( \mu(c) \) represents the mean of the Gaussian defined by configuration \( c \), and \( \Sigma \) is a \( VT \times VT \) matrix whose diagonal is \( T \) repetitions of \( \sigma_1^2 \), followed by \( T \) repetitions of \( \sigma_2^2 \), and so on through \( \sigma_V^2 \).

The term \( P(C = c|HPM) \) defines a prior distribution over the set of configurations.

In other words, \( P(Y|HPM) \) is a mixture of Gaussians, with each mixture component generated by a particular configuration. Note that the set of configurations \( C \) is defined as part of the HPM and that it is fixed in advance.

To understand this definition, first consider a single configuration \( c = \{i_1 \ldots i_T\} \) and a single observed data point \( y_{tv} \). The probability distribution over \( y_{tv} \) is defined by the Gaussian distribution:

\[
P(y_{tv}|c, HPM) \sim \mathcal{N}(\mu_{tv}(c), \sigma_v^2) \tag{2.3}
\]

where \( \sigma_v^2 \) is the variance characterizing the time-independent, voxel-dependent noise distribution associated with the \( v^{th} \) time series, and where

\[
\mu_{tv}(c) = \sum_{i \in c} \sum_{\tau=0} d(\pi(i)) \delta(\lambda(i) + O(i) = t - \tau) W_{\tau v}(\pi(i)) \tag{2.4}
\]

Here \( \delta(\cdot) \) is an indicator function whose value is 1 if its argument is true, and 0 otherwise. \( W_{\tau v}(\pi(i)) \) is the element of the response signature \( W \) associated with process \( \pi(i) \), for data series \( v \), and for the \( \tau^{th} \) time step in the interval during which \( i \) is instantiated.
Equation 2.4 says that for a given configuration \( c \), the mean of the Gaussian distribution governing observed data point \( y_{tv} \) is the sum of single contributions from each process instance whose interval of influence includes time \( t \). In particular, the \( \delta(\cdot) \) expression is non-zero only when the start time \( (\lambda(i) + O(i)) \) of process instance \( i \) is exactly \( \tau \) time steps before \( t \), in which case we add the element of the response signature \( W_{tv}(\pi(i)) \) at the appropriate delay \( (\tau) \) to the mean at time \( t \). This expression captures a linear system assumption that if multiple processes are simultaneously active, their contributions to the data sum linearly. (To some extent, this assumption holds for fMRI data (Boynton et al. [1996]) and is widely used in fMRI data analysis.)

Alternatively, we can define \( \mu_{tv}(c) \) using a design matrix created from \( c \) called \( X_c \), which is \( T \times D \), where \( D = \sum \pi d(\pi) \). The \( t^{th} \) row of \( X_c \) is non-zero only in the columns corresponding to the time points of the process response signatures that influence that time point. If responses overlap temporally, there will be more than one non-zero element in the row. If two process instances of the same process begin at the same time, \( X_c \) will be 2 for the time points where the two process instances occur. Essentially, \( X_c \) maps the time points of the process response signatures onto the time points of the observed data according to the configuration \( c \). Using this approach, we can write:

\[
\mu(c) = X_c W
\]  
(2.5)

where \( W (D \times V) \) refers to the vertical concatenation of the \( W(\pi) \forall \pi \), and \( \mu(c) \) is \( T \times V \).

The second term in Equation 2.1 is the prior distribution over the set of configurations. One choice for this distribution is:

\[
P(C = c|HPM) \propto P(\bigwedge_{i \in c} \pi(i) \land O(i)|HPM) \\
\propto P(\bigwedge_{i \in c} \pi(i)|HPM) \prod_{i \in c} P(O(i)|\pi(i), HPM) \\
\propto P(\bigwedge_{i \in c} \pi(i)|HPM) \prod_{i \in c} O(i)(\pi(i))
\]  
(2.6)

In the basic version of HPMs, we define the joint probability \( P(\bigwedge_{i \in c} \pi(i)|HPM) \) to be a uniform distribution over all possible combinations of process IDs.

Thus, the generative model for an HPM involves first choosing a configuration \( c \in \mathcal{C} \), using the distribution given by Equation 2.6, then generating values for each time point \( t \) of each time series \( v \) using the configuration \( c \) of process instances and the distribution for \( P(Y|HPM, C = c) \) given by Equations 2.3 and 2.4.
Note that if $T$ is large, the number of configurations $C$ can be very large even for a modest amount of uncertainty. In some cases, we can store fewer configurations by exploiting conditional independencies in the structure of the data. fMRI data is grouped into $N$ trials, which are typically designed to allow all the hemodynamic responses in one trial to decay before beginning a new trial. In domains other than fMRI, the notion of trials translates to windows of data separated by periods during which no process instances are active under any configuration. This structure essentially creates conditional independencies in the model, since $P(Y_n|c)$ only depends on the process instances of $c$ that are active during trial $n$. These process instances can be separated into $N$ independent sets of configurations $C_n$. Equation 2.6 can be applied to $C_n$:

$$P(C_n = c_n|HPM) = P\left(\bigwedge_{i \in c_n} \pi(i)|HPM\right) \prod_{i \in c_n} \Theta_O(i)(\pi(i))$$

Then the probability of a configuration over all trials is:

$$P(C = \{c_1 \ldots c_n\}|Y, HPM) = \prod_{n=1}^{N} P(C_n = c_n|Y_n, HPM) \tag{2.7}$$

We will use this notion of trial-structured data to explain the inference algorithm below, but in general HPMs can describe data with or without this structure.

### 2.2 HPM Algorithms

In this section we present algorithms for doing inference and learning in HPMs. The basic inference problem in HPMs is to infer the posterior distribution $P(C = c|Y, HPM)$ over the configurations $C$, given the HPM and observed data $Y$. The learning problem in HPMs is to learn maximum likelihood estimates of the HPM parameters, given an observed data sequence $Y$ and a set of configurations $C$. Let $\Psi = \{\Theta(\pi), W(\pi), \sigma_v^2\} \forall \pi, \forall v$ be the set of HPM parameters to be learned.

#### 2.2.1 Inference

We can infer the posterior distribution $P(C = c|Y, HPM)$ over the configurations $C$, given the HPM and observed data $Y$ with a straightforward application of Bayes theorem. First, the $P(C_n = c_n|Y_n, HPM)$ within trial $n$ is:

$$P(C_n = c_n|Y_n, HPM) = \frac{P(Y_n|C_n = c_n, HPM)P(C_n = c_n|HPM)}{\sum_{c'_n \in C_n} P(Y_n|C_n = c'_n, HPM)P(C_n = c'_n|HPM)} \tag{2.8}$$
where \( Y_n \) is the data for trial \( n \), and where the terms in this expression can be obtained using Equations 2.3, 2.4, and 2.6. Over multiple trials we have:

\[
P(C = \{c_1 \ldots c_n\}|Y, HPM) = \prod_{n=1}^{N} P(C_n = c_n|Y_n, HPM)
\] (2.9)

Given the posterior probabilities over the configurations, we can easily compute marginal probabilities to answer more general questions. For instance, we can compute the probability of the identity of a process instance by summing the probabilities of the configurations in which the process instance in question takes on the identity of interest. More concretely, suppose we wish to know the probability that the second process instance \( i_2 \) in trial 4 has identity \( S \). This quantity is given by:

\[
P(C_4(\pi(i_2)) = S) = \sum_{c \in C_4} \delta(c((\pi(i_2)) = S)) P(C_4 = c|Y_4, HPM)
\] (2.10)

where again, \( \delta(\cdot) \) is an indicator function that returns 1 if and only if its argument is true.

Note that other marginal probabilities can be obtained similarly from the posterior distribution, such as the probabilities of particular offsets for the process instances, or the joint probability of two process instances having a particular pair of identities.

### 2.2.2 Learning from Fully Observed Data

First consider the case in which the true configuration of process instances is fully observed in advance (i.e. there is only one configuration in the HPM). For example, in our sentence-picture verification experiment, we might assume that there are only two processes, ReadSentence and ViewPicture, that each process begins exactly when its corresponding stimulus does (\( \Omega = \{0\} \)), and that the observed sequence of stimuli corresponds exactly to the sequence of process instance IDs, resulting in a single configuration.

In such fully observable settings the problem of learning \( \Theta(\pi) \) reduces to a simple maximum likelihood estimate of multinomial parameters from observed data:

\[
\hat{\Theta}_o(\pi) \leftarrow \frac{\sum_{i \in c} \delta(\pi(i) = \pi \land O(i) = o)}{\sum_{i \in c, o' \in \Omega(\pi(i))} \delta(\pi(i) = \pi \land O(i) = o')}
\] (2.11)

Alternatively, we can use an m-estimate (Mitchell [1997]) to update the estimate of \( \Theta(\pi) \):

\[
\hat{\Theta}_m(\pi) \leftarrow \frac{[\sum_{i \in c} \delta(\pi(i) = \pi \land O(i) = o)] + mp}{[\sum_{i \in c, o' \in \Omega(\pi(i))} \delta(\pi(i) = \pi \land O(i) = o')] + m}
\] (2.12)
Here \( p \) is the prior on \( \Theta_\pi(\pi) \) (e.g. \( p = \frac{1}{|\Theta(\pi)|} \)) and the parameter \( m \) controls the weight of the prior as compared to the training data. This method avoids setting some of the \( \Theta(\pi) \) parameters to 0 when their corresponding offsets are not observed in the training data, since we may wish to allow that offset with non-zero probability in the test set.

The problem of learning the response signatures \( W(\pi) \) is slightly more complex, because the \( W(\pi) \) terms from multiple process instances can jointly influence the observed data at each time point (see equation (2.4)). Solving for \( W \) reduces to solving a multiple linear regression problem to find a least squares solution. Our multiple linear regression approach in this case is based on the General Linear Model approach for estimating hemodynamic responses in fMRI data as described in Dale [1999].

Since there is only one configuration \( c \) of process instances in this setting, it is simple to create \( \tilde{X}_c \) as described above (see Equation 2.5). We define \( \tilde{X}_c \) to be a \( VT \times VD \) matrix whose block-diagonal is the \( T \times D \) matrix \( X_c \) repeated \( V \) times. (The off-diagonal blocks are all zero, since they would essentially map the process response signatures for one voxel onto the data for another voxel.) A summary of the notation used in this section is in Table A.2.

The linear system we are modeling is then:

\[
Y = \tilde{X}_c W + \epsilon
\]

(2.13)

where \( \epsilon \sim N(0, \sigma^2) \) and \( \sigma^2 \) refers to a \( VT \times 1 \) vector where \( \sigma^2_v \) is tiled appropriately. Minimizing the objective function:

\[
f_0(W) = ||Y - \tilde{X}_c W||^2_{\sigma^{-1}} = (Y - \tilde{X}_c W)' \Sigma^{-1} (Y - \tilde{X}_c W)
\]

(2.14)

where \( \Sigma \) has \( \sigma^2 \) on the diagonal, gives:

\[
\hat{W} \leftarrow (\tilde{X}_c' \Sigma^{-1} \tilde{X}_c)^{-1} \tilde{X}_c' \Sigma^{-1} Y 
\]

(2.15)

One complication that arises is that the regression problem can be ill posed if the training data does not exhibit sufficient diversity in the relative onset times of different process instances. For example, if processes A and B always occur simultaneously with the same onset times, then it is impossible to distinguish their relative contributions to the observed data. In cases where the problem involves such singularities, we use the Moore-Penrose pseudoinverse to solve the regression problem.
Having computed the maximum likelihood estimates for $W$, it is easy to find the maximum likelihood solution for the $\sigma^2_v$. 

$$\hat{\sigma}^2_v \leftarrow \frac{1}{T} \sum_{t=1}^{T} (y_{tv} - \hat{\mu}_{tv}(c))^2$$  \hspace{1cm} (2.16)

where $\hat{\mu}(c) = \tilde{X}_c \tilde{W}$.

### 2.2.3 Learning from Partially Observed Data

In the more general case, we may not know which of the set of configurations $C$ is correct, and we face a problem of learning from incomplete data. The configurations can have different numbers of process instances, and different values for the parameters $\{\pi(i), \lambda(i), O(i)\}$ $\forall i$. In trial-structured data, the configurations $C_n$ can have different lengths for different $n$ if we have more uncertainty about some trials than others. If we have no knowledge of the experiment design at all, we can list all possible combinations of process instances. If we do have some knowledge, it can be incorporated into the set of configurations as discussed above.

In the presence of uncertainty over configurations, we use an Expectation-Maximization (EM) algorithm (Dempster et al. [1977]) to estimate the parameters $\Psi$. Let us call the latent variable of interest $Z$, a binary vector of length $C$ indicating which of the configurations is correct, where $\sum_c Z_c = 1$. The EM algorithm locally maximizes the expected log-likelihood of the complete (observed and unobserved) data, which we call $Q$:

$$Q(\Psi, \Psi^{\text{old}}) = E_{Z|Y, \Psi^{\text{old}}}[\ln P(Y, Z|\Psi)]$$  \hspace{1cm} (2.17)

The EM algorithm finds parameters $\Psi$ that locally maximize the $Q$ function by iterating over the following two steps until the change in $Q$ from one iteration to the next drops below a threshold, or until a maximum number of iterations is reached:

**E step:** Solve for $E_{Z|Y, \Psi^{\text{old}}}[Z]$, where $E_{Z|Y, \Psi^{\text{old}}}[Z] = P(C = c|Y, \Psi^{\text{old}})$ is the probability of configuration $c$ given $Y$ and $\Psi^{\text{old}}$. The solution to this is given by Equation (2.9).

**M step:** Use $E_{Z|Y, \Psi^{\text{old}}}[Z]$ from the E step to obtain new parameter estimates for $\Psi$ that maximize $Q$ (Equation 2.17).

Below, we use $E[Z]$ for $E_{Z|Y, \Psi^{\text{old}}}[Z]$ to simplify notation. We additionally introduce a design matrix covering all configurations $\tilde{X}$, and corresponding parameters $\tilde{Y}$, $\tilde{Z}$, and
Let $M = V \sum_n T_n C_n$ be the number of rows in the design matrix $\tilde{X}$ representing all possible configurations for all trials. The other variables in our linear system need to be tiled or repeated in order to match the size of this design matrix, $\tilde{X}$.

$\tilde{X}$ is constructed in the following way. First we create $\tilde{X}_n$ for all trials $n$ by vertically concatenating the $\tilde{X}_{nc}$ as defined above for all $c \in n$. Then $\tilde{X}$ is the vertical concatenation of the $\tilde{X}_n$ for all $n$. $\tilde{X}_{nc}$ is $V T_n \times V D$, $\tilde{X}_n$ is $V T_n C_n \times V D$, and $\tilde{X}$ is $M \times V D$.

$\tilde{Y}$ is the $M \times 1$ vector of data, created by vertically concatenating the copies of $Y_n$ for every configuration in trial $n$, for every trial. $\tilde{Z}$ is a $M \times 1$ vector in which the $Z_{nc}$ for each configuration is repeated for the rows of $\tilde{X}$ to which it corresponds. We also define $\tilde{Z} = \text{diag}(\tilde{Z})$. Similarly, $\tilde{\Sigma}$ is an $M \times M$ covariance matrix in which $\sigma^2_v$ is repeated for every element of $M$ that refers to voxel $v$. $\tilde{\sigma}^2$ is the diagonal of $\tilde{\Sigma}$. Finally, we define $\Upsilon = \tilde{\Sigma}^{-1} E[\tilde{Z}]$.

Using this notation, we maximize $Q$ by minimizing:

$$f_0(W) = E[\tilde{Z}]||\tilde{Y} - \tilde{X}W||^2_{\tilde{\sigma}^{-1}}$$

The solution to this weighted least squares problem is:

$$\hat{W} \leftarrow \left(\tilde{X}'\Upsilon\tilde{X}\right)^{-1}\tilde{X}'\Upsilon\tilde{Y}$$

The full derivation for Equation 2.19 is given in Appendix B. Intuitively, this update simply extends the least squares solution for observed data (Equation 2.15) by tiling the design matrix so that it includes all possible configurations, and adding weights to the optimization problem that reflect the probability of each configuration.

Given the update for $\hat{W}$, the updates for the other parameters in $\Psi$ are:

$$\hat{\sigma}^2_v \leftarrow \frac{1}{N} \sum_{n=1}^{N} \frac{1}{T_n} \sum_{t=1}^{T_n} \sum_{c_n \in C_n} E[z_{nc}] (y_{ntv} - \mu_{ntv}(c_n))^2$$

$$\hat{\theta}_{\pi, O=o} \leftarrow \frac{1}{N} \sum_{n=1}^{N} \sum_{c_n \in C_n, i \in C_n} \delta(\pi(i) = \pi \land O(i) = o) E[z_{nc}]$$

While this solution for updating $\hat{W}$ is correct, it is computationally intensive. For typical fMRI data, the value of $M = V \sum_n T_n C_n$ (the number of rows in the design matrix for the entire experiment) can be very large. In our sentence-picture verification example, $V \approx 5000$, and $T_n \approx 54$. The number of configurations per trial $C_n$ reflects our uncertainty about the processes occuring and is therefore highly variable. For the
reasonable assumptions represented in Table 2.1, $C_n = 16$ for each of the 40 trials. This yields $M = 5000 \times 40 \times 54 \times 16 \approx 1.73 \times 10^8$. To model a 12 second hemodynamic response for each of 3 processes, we would use $D = \sum_\pi d(\pi) = 24 \times 3 = 72$ time points for the response signatures. Therefore, the $M \times VD$ design matrix $\tilde{X}$ would be $1.73 \times 10^8 \times 72$.

In practice, we can reduce $M$ significantly by requiring all the rows of $\tilde{X}$ to be unique. Each row of $\tilde{X}$ corresponds to a time point in the experiment, and it is easy to see that multiple configurations can 'share' a particular explanation of a time point. For instance, the first 2 configurations in Table 2.1 agree on the explanations for time points 1 through 16, and only begin to differ at time point 17 on which time point of the D process influences the data. The other variables in the least squares solution for $W$ can be scaled similarly to match the smaller design matrix.

### 2.3 Conclusion

In this chapter, we have presented the basic Hidden Process Model, detailing the formalism of the model and several algorithms. We showed how to do inference over a set of configurations of process instances using Bayes rule. We explained how to use the General Linear Model to estimate the parameters of the model when we know the correct configuration of process instances. Along with the supplemental material in Appendix B, we derived an extension of the GLM to estimate the HPM parameters under uncertainty about the correct configuration. In the following chapters, we will explore alternative parameterizations of the process response signatures and process offsets, and an alternative formalism based on Dynamic Bayes Networks.
In this chapter, we explore three extensions to the basic HPM formalism presented above. The first extension is regularization for the process response signatures, which incorporates bias into the HPM learning algorithm to direct the parameters toward signatures with desirable properties (e.g. temporal smoothness) without committing to a parametric form for the responses. The second extension models the process response signatures using weights on a set of basis functions, reducing the number of free parameters by restricting the model to the pre-specified subspace defined by the basis. Both of these extensions require only simple modifications to the learning algorithm presented in Chapter 2. The third extension allows the hidden offset variables to be continuous, effectively removing the constraint that processes must start on the temporal grid of the data acquisition rate. Relaxing this assumption also requires we commit to a continuous parametric form for the process response signatures. The continuous version of HPMs is also sufficiently more complex than the HPMs in Chapter 2 that we introduce a sampling algorithm in place of the EM algorithm described above.

3.1 Regularizing the Process Response Signatures

The parameterization of the process response signatures as matrices of independently estimated weights to be summed in predicting the output of an HPM has advantages and disadvantages. The main advantage is flexibility; this parameterization can capture a wide variety of functional forms. In comparison, a model that commits a priori to a particular form of the response (e.g. a canonical HRF) risks the possibility that the form may be incorrect. The main disadvantage of the nonparametric approach is the large number of
parameters to be estimated, especially as compared to the relatively sparse amount of data available. In some experiment designs, this parameterization also suffers from identifiability issues, where there may be an infinite number of solutions to the parameter estimation problem that produce the same data log-likelihood. There is clearly a spectrum from most to least modeling flexibility, and this parameterization will often be too flexible to produce interesting results.

One way to address this problem without committing to a (potentially incorrect) parametric form for the process response signatures is to add regularization penalties to the learning algorithm. These penalties bias the parameter estimates toward biologically plausible properties. We can do this by adding a term $g(W)$ to the objective function that penalizes deviations from these properties. This penalty term is weighted by another parameter $\gamma$ which specifies how much importance should be given to the penalty term relative to the optimization term involving the data. The general form of the objective function we minimized to derive the algorithms above (from Appendix B), with regularization penalty $g(W)$, is:

$$f_0(W) = E[\tilde{Z}]||\tilde{Y} - \tilde{X}W||^2_\alpha + \gamma g(W)$$

$$= (\tilde{Y} - \tilde{X}W)\tilde{\Sigma}^{-1}E[\tilde{Z}](\tilde{Y} - \tilde{X}W) + \gamma g(W)$$

(3.1)

High values for $\gamma$ increase the bias toward results with low penalty terms; low values for $\gamma$ allow the fit to the data to be more influential.

Notice that since the we are simply adding the regularization term to the objective function we had before, we can simply add the derivative of the penalty term to the derivative we had before, set the new derivative equal to 0, and solve for $W$:

$$\frac{df_0}{dW} = -2\tilde{X}'\gamma\tilde{Y} + 2\tilde{X}'\gamma\tilde{X}W + \gamma \frac{dg}{dW}$$

(3.2)

For the fMRI domain, there are several biologically plausible properties for which we may want to regularize. The rest of this section suggests penalty terms to regularize for temporal smoothness, spatial smoothness, spatial sparsity, and spatial priors. In each case, we will write penalties in terms of the matrices $W(\pi)$, each of which is $d(\pi) \times V$, or time by space. We will continue to vectorize these matrices for the parameter estimation formulae above, but the penalties are easier to interpret in terms of the individual matrices.
3.1.1 Temporal Smoothness

Since the HRF reflects a measurement of blood flow dynamics in the brain, we would like our estimates to be temporally smooth. To impose this constraint on the $W(\pi)$, we can use a squared $L_2$ penalty on the differences between successive time points for each voxel and each process:

$$g_1(W) = \sum_{\pi \in \Pi} \sum_{j=1}^{V} \sum_{i=1}^{d(\pi) - 1} (W(\pi)_{j,i+1} - W(\pi)_{j,i})^2$$  (3.3)

The derivative with respect to $W$ is:

$$\frac{dg_1}{dW(p)_{v,a}} = 2(W(p)_{v,a} - W(p)_{v,a-1}) - 2(W(p)_{v,a+1} - W(p)_{v,a})$$  (3.4)

for $1 < a < d(p)$ (the boundary cases each have only one of the $a + 1$ or $a - 1$ terms).

3.1.2 Spatial Smoothness

Since voxels that are close to each other will have similar blood flow dynamics, we would like the estimates of the HRFs in these voxels to be similar. To penalize deviations from spatial smoothness, we first assume we have a binary adjacency matrix $A$ that is $V \times V$, where $A(i, j) = 1$ if and only if voxel $i$ is adjacent to voxel $j$ for some definition of 'adjacent.' Suppose we wish to impose spatial smoothness on the estimates of $W$, meaning that if 2 voxels are adjacent, we wish to penalize deviations between the timecourses of their process response signatures. Again we can use a squared $L_2$ norm, but this time the norm is over differences between spatially adjacent timecourses:

$$g_2(W) = \sum_{\pi \in \Pi} \sum_{i=1}^{V-1} \sum_{j=i+1}^{V} \sum_{k=1}^{d(\pi)} A(i, j) \sum_{k=1}^{d(\pi)} (W(\pi)_{i,k} - W(\pi)_{j,k})^2$$  (3.5)

The derivative with respect to $W$ is:

$$\frac{dg_2}{dW(p)_{v,a}} = 2 \sum_{j=v+1}^{V} A(v, j)(W(p)_{v,a} - W(p)_{j,a}) - 2 \sum_{i=1}^{v-1} A(i, v)(W(p)_{i,a} - W(p)_{v,a})$$  (3.6)

for $1 < v < V$ (again the boundary cases have fewer terms).
3.1.3 Spatial Sparsity

By spatial sparsity, we mean that we want a small number of voxels to be active for any given process, but we do not want the time course of the active voxels to be sparse. That is, we want a sparsity penalty on the columns of \( W \) but not on the rows. One way to achieve this penalty is with a \((2,1)\)-norm (Argyriou et al. [2008] uses this norm for a similar problem in multi-task learning):

\[
g_3(W) = \sum_{\pi \in \Pi} \sum_{i=1}^{V} \sqrt{\sum_{j=1}^{d(\pi)} (W(\pi)^2_{i,j})} \tag{3.7}
\]

The derivative with respect to \( W \) is:

\[
\frac{dg_3}{dW(p)_{v,a}} = \frac{W(p)_{v,a} \text{sgn}(\sqrt{\sum_{j=1}^{d(p)} W(p)_{v,j}})}{\sqrt{\sum_{j=1}^{d(p)} W(p)_{v,j}}} \tag{3.8}
\]

where

\[
\text{sgn}(x) = \frac{x}{|x|} \tag{3.9}
\]

3.1.4 Spatial Priors

In some cases, we may have prior knowledge about the regions of the brain that will be most active during a particular cognitive process. For example, we expect that visual stimuli will produce a response in the visual cortex, but minimal activity in other parts of the brain. In this situation, we can encode our prior knowledge in a \( W_{prior} \). We can then use regularization to penalize deviations from our expectations, again with a squared \( \mathcal{L}_2 \) norm:

\[
g_4(W) = \sum_{\pi \in \Pi} \sum_{i=1}^{V} \sum_{j=1}^{d(\pi)} (W(\pi)_{i,j} - W(\pi)_{i,j}^{prior})^2 \tag{3.10}
\]

\[
\frac{dg_4}{dW(p)_{v,a}} = 2(W(p)_{v,a} - W(p)_{v,a}^{prior}) \tag{3.11}
\]
3.1.5 Hybrid Penalties

Any of the previous penalties can be combined with arbitrary weights to introduce multiple biases simultaneously:

\[
g(W) = \sum_i \gamma_i g_i(W)
\]

\[
\frac{dg}{dW} = \sum_i \gamma_i \frac{dg_i}{dW}
\] (3.12)

where the values of the \(\gamma_i\) reflect the relative importance of each penalty.

In Chapter 5, we present experimental results showing that regularizing the process weights for spatial and temporal smoothness improves upon the performance of the unregularized models.

While these regularization schemes avoid committing to particular forms of the response signatures, they still require a large number of parameters. In addition, another step must be added to the estimation process to choose the regularization weights (the \(\gamma\) values), though these can be hand-tuned and/or fixed in advance. In the next section, we describe a way to reduce the number of parameters in the model while sacrificing only a modest amount of flexibility.

3.2 Basis Functions for the Process Response Signatures

In this section, we introduce a parameterization of the process response signatures using a set of basis functions. We do not address the problem of learning a good basis set; rather, we assume the set of basis functions is fixed in advance. As we will see, this parameterization can reduce the number of parameters to be estimated and, if the basis is chosen carefully, restrict the model to a subspace with desirable properties.

Instead of using independent parameters for the time points of process response signatures, we can represent the contribution of each process to the observed output as a linear combination of a set of basis functions. The new parameters of the process response signatures are a set of \(B\) coefficients for each voxel, with each coefficient corresponding to one of \(B\) basis functions. We represent the basis functions themselves in a pre-defined matrix \(H\), which is \(d \times B\), where \(H_{db}\) is the value of basis function \(b\) at time step \(d\). We can then replicate this matrix along the block diagonal of a new matrix \(\tilde{H}\), which will be \(VD \times BPV\), where \(P\) is the number of processes. We represent the coefficients as a
$BPV \times 1$ vector $\beta$. (Here, we assume that all processes have the same duration $d$, which is also the length of the basis functions.) Then the $VD \times 1$ vector $W$ can be written as:

$$W = \tilde{H}\beta \quad (3.13)$$

This simple change translates easily to the M step update derived in Appendix B, with the update for $\beta$ now given by:

$$\hat{\beta} \leftarrow (\tilde{H}'\tilde{X}'\gamma\tilde{X}\tilde{H})^{-1}\tilde{H}'\tilde{X}'\gamma\hat{Y} \quad (3.14)$$

There are two main advantages to this reparameterization of the response signatures. Firstly, by choosing smooth basis functions we can impose temporal smoothness on the process responses and predicted means. We can also force the beginning and end of the responses to tend to zero by choosing the basis functions to begin and end near zero. Secondly, if we choose the number of basis functions $B$ to be smaller than the number of independent time points $d$ in $W$, we can reduce the number of parameters in the HPM. Where previously each process required $d$ parameters for each voxel (for each time point of the response), using basis functions requires only $B$ parameters for each voxel (coefficients for each basis function). For example, in the sentence-picture verification study where we acquired 2 images per second, we would need $D = 24$ to model a 12 second hemodynamic response function. If instead we use 3 basis functions to model this experiment, we can estimate $\frac{1}{8}$ of the number of parameters in the previous model.

The obvious remaining question is how to choose the number and form of the basis functions. In general, choosing the optimal basis set for fMRI data is outside the scope of this thesis. The model can generally be expected to perform well with basis functions if the basis can represent the true process response signatures; if the basis cannot represent the true model then the nonparametric approach presented above (especially the regularized version) may be a better option. One approach to modeling the HRF with basis functions is presented in Hossein-Zadeh et al. [2003]. That work suggests choosing a plausible functional form for the HRF with some number of parameters (they use a gamma function with two parameters). The HRF is then instantiated many times, for varying settings of the parameters within some reasonable range. They construct a $P \times N$ matrix $Q$ consisting of $P$ realizations of the HRF using different parameter settings, evaluated at $N$ time points. They perform PCA on $Q$, and use the first $M$ principal components as basis functions (they use $M = 3$). This approach satisfies two general criteria to consider when choosing a basis set for HPMs: that the basis be able to represent a relevant class of functions (i.e. believed to contain the process response signatures), and that the basis be small enough to reduce the number of parameters in the model (i.e. fewer than $d$ basis functions).
In practice, HPMs parameterized with basis functions generated using the Hossein-Zadeh et al. [2003] approach performed similarly to regularized HPMs, but took less time to train. Experimental results on these models are presented in Chapter 5.

### 3.3 Continuous HPMs

In the HPM formalism presented so far, the implicit assumption has been that processes begin at time points on the temporal grid defined by the data acquisition rate. This constraint results from the discrete parameterization of both the offset values and the process response signatures. The time points of the process response signatures are assumed to correspond to time points in the discrete data, and the offsets are integers added to landmarks that are also defined on the temporal grid of the data. Landmarks that occur between data points must be rounded to the nearest data point to align the process response signatures correctly. In fMRI, the assumption that cognitive processes begin on the same temporal grid as the image acquisitions is clearly false. In this section, we seek to eliminate this assumption and allow process start times (and therefore process offset values) to vary continuously.

In the model presented in Chapter 2, which we will refer to as the ‘discrete HPM’ below, the legal discrete offset values for each process $\pi$ were listed in the vector $\Omega(\pi)$, and their corresponding multinomial parameters were in $\Theta(\pi)$. To allow continuous process start times, we must allow continuous offset values for the processes. The offset values for a process could either be bounded by a pre-specified closed interval $[l(\pi), h(\pi)]$, or they could be unbounded. In the first case, one possible modeling choice is a Beta distribution over that interval, with parameters $\alpha(\pi)$ and $\beta(\pi)$ taking the place of $\Theta(\pi)$. The second case is even more general, and one example of an appropriate probability distribution here is a Gaussian with parameters $\mu(\pi)$ and $\sigma^2(\pi)$. In either case, each process defines a distribution $P(o(i)|\pi(i); \Theta(\pi))$ where $\Theta(\pi)$ is used generally to denote process-specific parameters of whatever distribution is being used (multinomial, Beta, Gaussian, etc.).

This reparameterization of offsets requires a redefinition of the notion of configurations. Whereas configurations in the discrete model enumerated a process ID, landmark, and offset for each process instance, configurations in the continuous model only enumerate values for the process ID and landmark, which are then combined with a hidden, continuous offset random variable. For example, the hypothesis space defined by the configurations listed in Table 2.1 for the discrete model corresponds to the configurations shown in Table 3.1 for the continuous model. We write $o_{ci}$ to mean the hidden offset variable for process instance $i$ under configuration $c$. Note that we have only two configu-
rations here as compared to 16 in the discrete case.

<table>
<thead>
<tr>
<th>c</th>
<th>$\pi(i_1)$</th>
<th>$\lambda(i_1)$</th>
<th>$O(i_1)$</th>
<th>$\pi(i_2)$</th>
<th>$\lambda(i_2)$</th>
<th>$O(i_2)$</th>
<th>$\pi(i_3)$</th>
<th>$\lambda(i_3)$</th>
<th>$O(i_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>1</td>
<td>$o_{11}$</td>
<td>P</td>
<td>17</td>
<td>$o_{12}$</td>
<td>D</td>
<td>17</td>
<td>$o_{13}$</td>
</tr>
<tr>
<td>2</td>
<td>P</td>
<td>1</td>
<td>$o_{21}$</td>
<td>S</td>
<td>17</td>
<td>$o_{22}$</td>
<td>D</td>
<td>17</td>
<td>$o_{23}$</td>
</tr>
</tbody>
</table>

Table 3.1: The set of configurations in continuous HPMs that corresponds to the set of discrete HPM configurations in Table 2.1. The $o_{ci}$s are hidden random variables governed by the distributions specified by their corresponding processes.

These parameterized configurations introduce another modeling difference between discrete and continuous HPMs. While both models have a set of configurations to explicitly define the hypothesis space of the model, there are some types of process ordering constraints that can be represented with the discrete HPM configurations but not with the parameterized continuous HPM configurations. To see this, consider two process instances that we wish to constrain to a particular ordering, even if their intervals of legal start times ($\lambda + o$) overlap. This might be the case for processes like Decide and PressButton in the sentence-picture verification example: both of these processes should begin shortly after the second stimulus is presented, but Decide should begin before PressButton. In constructing configurations for a discrete HPM, we enumerate all possible combinations of the offsets, and we can then eliminate any configurations containing combinations with an illegal ordering. On the other hand, continuous HPMs introduce random variables for each of these offsets, and they are drawn independently of one another, from the distributions specified by their corresponding processes. There is no constraint to say that one offset value must be larger or smaller than another. A modeling tradeoff then, is that continuous HPMs allow start times to be removed from the temporal grid of the observations at the expense of the ability to specify strict process orderings in the hypothesis space for some cases.

Continuous offset values and start times also imply the need for continuous process response signatures, since we will need to be able to evaluate the response signatures at the times of the observed data points, regardless of how those time points relate to the continuous start time. Essentially, we need a continuous parametric form for the process response signature, which we will call $h(x; \omega(\pi))$, whose contribution to an observed data point at time $t$ is $h(t - s; \omega(\pi))$. Here $s$ is the continuous start time of an instance of process $\pi$, and $\omega(\pi)$ contains process-specific parameters of $h$. $h(x; \omega(\pi))$ could have a pre-specified duration $d$ as in the discrete HPM. One example of a possible form for $h(x; \omega(\pi))$ is a gamma function with 3 parameters, where the parameters can vary across
voxels \( h(x; \omega(\pi, v)) \):

\[
h(x; \omega(\pi)) = \nu \ast \left( \frac{\left( \frac{\pi}{\rho} \right)^{\eta - 1} \exp \left( -\frac{x}{\rho} \right)}{\rho(\eta - 1)!} \right)
\]  

(3.15)

where \( \nu, \rho, \) and \( \eta \) are defined for each process and each voxel \( \{\nu(\pi, v),\rho(\pi, v),\eta(\pi, v)\} \). \( \nu \) controls the amplitude of the response, \( \rho \) controls the width of the peak, and \( \eta \) controls the delay of the peak. (This is the functional form of the impulse response used in Boynton et al. [1996].)

So far, we have purposefully left the specific forms of the continuous distribution over offsets and the process response signatures unspecified because the framework of continuous HPMs is sufficiently general to allow for a variety of modeling choices in these areas. The general form of the joint distribution specified by continuous HPMs can be written as:

\[
P(O, C, Y) = P(O)P(C|O)P(Y|C, O)
\]

where \( O \) represents the set of all hidden offset variables, \( C \) represents a random variable defined over configurations, and \( Y \) is the observed data.

We now further specify that the individual offset variables are marginally independent:

\[
P(O) = \prod_{c \in C} \prod_{i \in c} P(o_{ci}|\pi(i))
\]  

(3.16)

where \( P(o_{ci}|\pi(i)) \) is the same as the \( P(o(i)|\pi(i); \Theta(\pi)) \) defined above for each process but with the parameters suppressed for brevity (i.e. this could be a Beta or Gaussian distribution depending on modeling choices).

Similarly to discrete HPMs, we specify the probability of the configurations as being proportional to the likelihood of their components:

\[
P(C = c|O) \propto P(\wedge_{i \in c, \pi(i)} P(o_{ci}|\pi(i)) \prod_{i \in c} P(o_{ci}|\pi(i))
\]  

(3.17)

As before, we will treat the joint distribution over process IDs as uniform, essentially leaving us with:

\[
P(C = c|O) \propto \prod_{i \in c} P(o_{ci}|\pi(i))
\]  

(3.18)

Finally, the distribution over the observed data given the hidden variables remains Gaussian:

\[
P(Y|C = c, O = o) = \prod_{v=1}^{V} \prod_{n=1}^{N} \frac{T(n)}{\sqrt{2\pi\sigma_{v}^{2}}} \prod_{t=1}^{T(n)} \exp \left( -\frac{1}{2\sigma_{v}^{2}} (y_{tv} - \mu_{tv}(c, o))^{2} \right)
\]  

(3.19)
where

$$\mu_{tv}(c, o) = \sum_{i \in c} h(t - \lambda(i) - o_{ci}; \omega(\pi(i), v))$$ (3.20)

The generative model corresponding to these equations works as follows. Given a set of parameterized configurations and a set of processes, we first draw values for the offset variables for every configuration. That is, for each process instance $i$ in each configuration $c$, we draw $o_{ci}$ using the process parameters indicated by the process ID for this instance ($\pi(i)$). Once the configurations are fully instantiated with offset values, we draw a value for the correct configuration $c$ from a multinomial distribution whose parameters are proportional to the likelihood of the offsets in each configuration. Now that we have a particular configuration, we can predict the mean of the Gaussian over the observed data by summing the process responses of all the instances in $c$ over time, again using the parameters indicated in the configuration for their process IDs. A graphical model showing a continuous 2-process HPM for two trials is shown in Figure 3.1.
Figure 3.1: Graphical model for a continuous HPM with two trials of data and two processes. Shaded nodes are observed; square nodes are discrete, round nodes are continuous. All elements of the configurations except the $o_{ci}$ are fixed in advance. $\theta$ parameterizes an offset distribution, $\omega$ parameterizes the process response signature, $\sigma$ contains a noise value for every voxel, $C_n$ is a random variable over configurations for trial $n$, and $Y_n$ is a $T \times V$ data matrix for trial $n$. The set of configurations for each trial are the same in this example; in general they could be different. In some cases the trial subscript $n$ is suppressed for simplicity (i.e. $o_{ci}$ is really $o_{nci}$ so that the random variables for the offsets in the two different trials are distinguishable).
Regardless of the specific distribution chosen to model $P(o_i|\pi(i); \theta(\pi))$ and the specific form of $h(x; \omega(\pi, v))$, the shift from discrete to continuous offsets introduces several intractable integrals into the EM derivation presented in Appendix B. We therefore introduce a different algorithm for inference and learning in continuous HPMs: Metropolis sampling. MacKay [2003] and MacKay [1998] provide excellent introductions to Markov Chain Monte Carlo (MCMC) methods, of which Metropolis sampling is one example.

The concept of the Metropolis algorithm is fairly simple. Suppose we are given a joint probability distribution $P(Y, X; \theta)$ over observed variables $Y$ and hidden variables $X$. Furthermore, let us treat any unknown parameters $\theta$ the same as hidden variables (so $X = \{X, \theta\}$). Assuming that we can evaluate $P(Y, X)$ (or that we can evaluate it except for the normalization constant), we can draw samples from $P(X|Y)$ and use statistics of these samples to make statements about the values of the hidden variables and unknown parameters. The Metropolis algorithm starts from an initial value $X^{(0)}$ and proposes a change $X^{(prop)}$ from a proposal distribution $Q$. For example, $Q$ might be a Gaussian distribution with fixed variance centered on the current point $X^{(0)}$. This new sample $X^{(prop)}$ is accepted with probability:

$$a = \min \left(1, \frac{P(Y, X^{(prop)}) Q(X^{(0)}; X^{(prop)})}{P(Y, X^{(0)}) Q(X^{(prop)}; X^{(0)})} \right)$$  \hspace{1cm} (3.21)

If the proposal distribution $Q$ is symmetric (like a Gaussian), then $Q(X^{(0)}; X^{(prop)}) = Q(X^{(prop)}; X^{(0)})$ and this simplifies to:

$$a = \min \left(1, \frac{P(Y, X^{(prop)})}{P(Y, X^{(0)})} \right)$$  \hspace{1cm} (3.22)

This equation says that if $X^{(prop)}$ increases the joint likelihood, it is accepted with probability 1. If it decreases the joint likelihood, the acceptance probability depends on the ratio of the likelihoods under the current and proposed values for $X$. If $X^{(prop)}$ is rejected, $X^{(0)}$ is added to the list of samples again. We continue to generate samples $X^{(t+1)}$ in this manner to acquire some number of samples. This process defines a Markov chain that is guaranteed to converge to the true distribution $P(X|Y)$ as $t \to \infty$.

More concretely, the hidden variables and parameters to be sampled in a continuous HPM are $X = \{\theta(\pi), \omega(\pi, v), \sigma^2(v), o_{n,ci}, C(n)\} \forall \pi, v, n, c, i$. This assumes we are interested in learning the parameters; if the parameters have already been estimated or are assumed to be known instead, we can add them to the observed variables $Y$ instead and sample only the hidden variables. Let us define a fully factorized proposal distribution $Q$ consisting of an independent Gaussian distribution for each variable and parameter, each
with known variance (e.g. $Q(C(n)^{(prop)}) \sim N(C(n)^{(t-1)}, \sigma^2_{C(n)})$). The Metropolis algorithm proceeds as follows:

- Initialize $X^{(0)}$.
- For $t = 1 : T$
  - Generate $X^{(prop)}$ by sampling a new value for each element $i$ in $X^{(t-1)}$ from that element’s proposal distribution $Q(i)$.
  - Use Equation 3.16 (the joint likelihood) to compute $a$ as in Equation 3.22 (the acceptance probability under a symmetric proposal density).
  - If $a = 1$, set $X^{(t)} = X^{(prop)}$.
  - Otherwise, set $X^{(t)} = X^{(prop)}$ with probability $a$ and $X^{(t)} = X^{(t-1)}$ with probability $1 - a$.
- Disregard the first $S$ samples (for which the chain has not yet converged to the true distribution).
- Compute statistics of interest (like mean and variance) about the hidden variables and/or parameters from the remaining $T - S$ samples.

The values of $T$ and $S$ depend on problem size.

The advantages of continuous HPMs are that they relax an assumption made in discrete HPMs that is obviously wrong: that process start times must coincide with the data acquisition rate. The disadvantages of this model, in addition to the inability to model some kinds of process orderings as discussed above, are the difficulties associated with Metropolis sampling. While Metropolis sampling is guaranteed to converge to the true distribution as $t \to \infty$, convergence can be slow because the hidden state space is explored with a random walk, and it can be hard to determine whether or not the chain has converged. Convergence can also be sensitive to the proposal distribution ($Q(X)$ above), the distribution over the latent variables and parameters ($P(X)$ above), and the initial values. Furthermore, since the samples are correlated, we need to collect many samples before they can be treated as effectively independent.

In practice, we have only achieved convergence with this algorithm on synthetic data for a toy problem (2 voxels). Even on the toy problem, convergence only occurred when the algorithm was initialized with parameters equal to (or very nearly equal to) the true values and the proposal distribution was sharply peaked around the true values. Since we do not expect to be able to recreate these conditions with real fMRI data, we have not applied MCMC to the sentence-picture study.
3.4 Summary

The goal of the extensions in this chapter is to provide a variety of modeling choices for HPMs. We showed how to add regularization to the learning algorithm to bias the process response signature parameters toward several desirable properties. We presented an alternative parameterization of the process response signatures using a set of basis functions that can reduce the number of parameters in the model while restricting the responses to a general class of smooth functions. Finally, we introduced continuous HPMs which allow the hidden processes to begin at any time, regardless of whether that time corresponds to an observed data point.

All of the extensions in this chapter retained the notion of configurations, which allows extreme flexibility in specifying the hypothesis space of the model. In the next chapter, we will examine a version of HPMs that does not use configurations.
Chapter 4

A Dynamic Bayesian Network Formulation of HPMs

The formalism for Hidden Process Models presented above allows a great deal of flexibility in terms of the hypothesis space of the model. By explicitly listing configurations in the HPM, the model can specify the number of process instances, the order of process instances, and interactions between the start times of process instances, simply by including or not including configurations that satisfy various constraints in the model. The cost of this flexibility is an inference algorithm whose complexity grows with the number of configurations, since every configuration must be considered explicitly to determine which one is most likely. If we have significant prior knowledge about how process instances should be arranged for a particular data set, then we can take advantage of that knowledge with a small number of configurations. However, as our uncertainty about the data set grows, we experience a computational explosion in the number of configurations.

In this chapter, we explore a fundamentally different way to encode prior knowledge in HPMs. We present an alternative modeling framework for HPMs that does not use configurations using Dynamic Bayesian Networks (DBNs) (Murphy [2002]), discuss the differences between this model and the previous ones. We also present algorithms for doing Bayesian inference and learning in this framework. We will refer to the new model as an HPM-DBN, to distinguish it from the HPMs presented above.
4.1 Writing HPMs as DBNs

In this section, we describe how to write a Hidden Process Model as a Dynamic Bayesian Network (DBN) (Murphy [2002]). Factorial Hidden Markov Models (fHMMs, Ghahramani and Jordan [1997]) are a subclass of DBNs that can express many of the assumptions of HPMs if we constrain them properly. (An introduction to fHMMs is provided in Appendix C for the unfamiliar reader.) In HPM-DBNs, we will have a Markov chain for every process we wish to model, but with restricted dynamics to reflect our assumptions about processes. Similarly to discrete HPMs, HPM-DBNs will define a Gaussian probability distribution over the observed data points, the mean of which will be a sum of contributions from each process-chain. We will also introduce input variables for each process-chain to model landmarks. We now proceed to the specifics and notations of HPM-DBNs. A diagram of an example HPM-DBN is provided in Figure 4.1 to supplement the text.
Figure 4.1: Example HPM-DBN. Triangles represent binary input nodes, squares represent discrete process nodes, circles represent continuous output nodes. Shaded nodes are observed. Each process has an arrow from its corresponding input type for each possible offset in $\Omega$. Notation is provided for time slice $t = 3$. 
4.1.1 Variables of HPM-DBNs

To write an HPM as a DBN, we create a chain of discrete state variables like a fHMM for each process in the HPM. Following the notation of Ghahramani and Jordan [1997], we will write $S_t^{(\pi)}$ to mean an indicator vector holding the value of the chain corresponding to process $\pi$ at time $t$. Each state variable takes on values from 0 to $d(\pi)$, the duration of the process to which it corresponds, so $S_t^{(\pi)}$ has length $d(\pi) + 1$. The dynamics of HPM-DBNs are designed so that a process-chain starts at 0, transitions to 1 when the process begins, and deterministically counts to its duration before transitioning back to 0. In Figure 4.1, these state variables are the square unshaded nodes.

HPM-DBNs also have a layer of input nodes that are not typically present in fHMMs, represented by the shaded triangles in Figure 4.1. These nodes contain information about the timing landmarks in the experiment. Each chain has a corresponding binary input value at every time step called $I_t^{(\pi)}$ that is 1 if a landmark for process $\pi$ occurred at time $t$ and 0 otherwise. While these nodes may contain information about different kinds of landmarks for the same process (e.g. second stimulus presentation and button press) we assume that the distribution governing the process start time in relation to the landmark time is invariant with respect to the type of landmark and treat all landmarks for a given process the same. The set of nodes influenced by a particular input node depends on the number of offsets allowed for the corresponding process ($\Omega(\pi)$); there is a line from $I_t^{(\pi)}$ to $S_{t+o}^{(\pi)}$ for every value of $o \in \Omega(\pi)$. HPM-DBNs assume that the set of input nodes $\{I_{t-\Omega(\pi)}^{(\pi)}\}$ that influences $S_t^{(\pi)}$ are either all zero or contain only a single one. These constraints reflect the assumption that only a single instance of a process can be occurring at a given time.

Finally, an HPM-DBN contains a continuous observed variable (the shaded circles in Figure 4.1) representing the data at each time step called $Y_t$. $\{Y\}$ ($\{Y\} = \{Y_t\}\forall t$) does not have its own temporal dynamics, but instead depends on the values of the chains at time $t$, which we will write $\{S_t\}$, as shorthand for $\{S_{t}^{(1)}, S_{t}^{(2)}, \ldots, S_{t}^{(\Pi)}\}$.

4.1.2 Parameters and Distributions of HPM-DBNs

The set of parameters $\Psi$ of an HPM-DBN contains a vector of parameters called $b^{(\pi)}$ that define a distribution over the state values at $t = 1$ for each chain, transition matrices called $A^{(\pi)}$ defining the temporal dynamics of each chain, weight matrices called $W^{(\pi)}$ that contain the contributions of that chain to the emission distribution over the observed nodes for each chain, and noise variables called $\sigma^2_v$ for the emission distribution for each dimension of the data ($v = [1, \ldots, V]$). We now discuss these parameters in more detail,
along with the distributions they define.

First, consider the probability distribution over $S_1(\pi)$ for some chain $\pi$, which depends on $I_1(\pi)$, $P(S_1(\pi) | I_1(\pi))$. We define $b(\pi) = \{b_0(\pi), b_1(\pi)\}$, where the subscript contains the value of $I_1(\pi)$. With these vectors, we can write:

$$P(S_1(\pi) | I_1(\pi)) = \left( \prod_{k=1}^{d(\pi)+1} (b_{0,k}^{(\pi)} S_{1,k}^{(\pi)})^{I_1(\pi)} \right) \left( \prod_{k=1}^{d(\pi)+1} (b_{1,k}^{(\pi)} S_{1,k}^{(\pi)})^{1-I_1(\pi)} \right)$$

$$\log P(S_1(\pi) | I_1(\pi)) = (1 - I_1(\pi))(S_1(\pi))' \log b_0(\pi) + I_1(\pi)(S_1(\pi))' \log b_1(\pi)$$

(4.1)

These equations describe a mixture of multinomial distributions over the values of $S_1(\pi)$, where $I_1(\pi)$ selects which multinomial to use. (Note that it would also be reasonable to fix $S_0(\pi) = 0$ and $I_0(\pi) = 0$ for all $\pi$ and only deal with the transition matrices $A^{(\pi)}$.)

The probability distribution over $S_t(\pi)$ depends on $S_{t-1}(\pi)$ and some set of the input variables $\{I_{t-\Omega(\pi)}\}$, where we assume that if some value of $\{t - \Omega(\pi)\}$ lies outside the legal range of time steps ($t \in [1, T]$) it is removed from the set. This distribution is parameterized by a set of transition matrices $A^{(\pi)} = \{A_0^{(\pi)}, A_0^{(\pi)}\}, \forall o \in \Omega(\pi)$. Each transition matrix in this set covers a different setting of the input variables $I_{t-\Omega(\pi)}$ on which $S_t(\pi)$ depends. $A_0^{(\pi)}$ is the transition matrix for the case where all of the $I_{t-\Omega(\pi)}$ are 0; that is, none of the landmarks for process $\pi$ occurred during the legal offset window. $A_0^{(\pi)}$ is the transition
matrix for the case in which \( I_{t-o}^{(\pi)} = 1 \). The full distribution is then written as:

\[
P(S_t^{(\pi)} \mid S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}^{(\pi)}\}) = \left( \prod_{i=1}^{d(\pi)+1} \prod_{j=1}^{d(\pi)+1} (A_{\odot,i,j}^{(\pi)} S_{t-1,i}^{(\pi)} S_{t,j}^{(\pi)}) \right) \times \prod_{o \in \Omega(\pi)} \left( \left( \prod_{i=1}^{d(\pi)+1} \prod_{j=1}^{d(\pi)+1} (A_{o,i,j}^{(\pi)} S_{t-1,i}^{(\pi)} S_{t,j}^{(\pi)}) \right) \right)
\]

\[
\log P(S_t^{(\pi)} \mid S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}^{(\pi)}\}) = \left( 1 - \sum_{o \in \Omega(\pi)} I_{t-o}^{(\pi)} \right) (S_{t-1}^{(\pi)})' \log A_{\odot}^{(\pi)} S_t^{(\pi)} + \sum_{o \in \Omega(\pi)} \left( I_{t-o}^{(\pi)} (S_{t-1}^{(\pi)})' \log A_o^{(\pi)} S_t^{(\pi)} \right)
\]

(4.2)

As mentioned above, the desired dynamics for each chain are largely known in advance for HPM-DBNs. While we have uncertainty about when the process should begin (i.e. at which time step the chain should go from 0 to 1), once it begins it must count to its duration and return to 0. This means that \( A_{\odot}^{(\pi)} \) is fully deterministic; since it reflects the case where none of the input variables are one, chain \( \pi \) may not transition from 0 to 1 (we do not allow processes to begin spontaneously) and must continue counting if its value is already above 1. (Once a chain begins counting, we ignore the input values until it resets to zero again. This is consistent with our assumption that only one instance of a process is active at a time.) In each transition matrix corresponding to an offset value \( o \), there is only 1 free parameter (e.g. in \( A_o^{(\pi)} \), writing \( A_o^{(\pi)} (S_{t-1}^{(\pi)}, S_t^{(\pi)}) \), the only unknown element is \( A_o^{(\pi)}(0,1) \) since \( A_o^{(\pi)}(0,0) = 1 - A_o^{(\pi)}(0,1) \)). This free parameter closely corresponds to \( \Theta_o(\pi) \) in discrete HPMs. In that case, a process was forced to occur following its landmark since \( \sum_{o \in \Omega(\pi)} \Theta_o(\pi) = 1 \). We can either remove this constraint in HPM-DBNs and let the free parameters of the \( A_o^{(\pi)} \) be independent, or we can retain this constraint by renormalizing the free parameters. For instance, for \( \Omega(\pi) = [0, 1, 2] \), \( \Theta(\pi) = [0.1, 0.4, 0.5] \), and \( I_{t}^{(\pi)} = 1 \), \( A_0^{(\pi)}(0,1) = 0.1 \), \( A_1^{(\pi)}(0,1) = 0.5 \), and \( A_2^{(\pi)}(0,1) = 1 \).

The emission distribution for this model is exactly the one used for HPMs in Chapter 42.
$Y_t|\{S_t\} \sim N(\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)}, \Sigma)$

$$P(Y_t|\{S_t\}) = \frac{1}{(2\pi)^{V/2}|\Sigma|^{1/2}} \exp\left(-\frac{1}{2}(Y_t - \sum_{\pi}(W^{(\pi)})'S_t^{(\pi)})'\Sigma^{-1}(Y_t - \sum_{\pi}(W^{(\pi)})'S_t^{(\pi)})\right)$$

$$\log P(Y_t|\{S_t\}) = -\log((2\pi)^{V/2}|\Sigma|^{1/2}) - \frac{1}{2}(Y_t)'\Sigma^{-1}Y_t +$$

$$\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)} = \frac{1}{2}\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)}'\Sigma^{-1}\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)}$$

(4.3)

Here, $Y_t$ is a $V \times 1$ vector, $\{S_t\}$ represents the collection of $|\Pi|$ state variables at time $t$, $W^{(\pi)}$ is a $(D^{(\pi)} + 1) \times V$ matrix containing the response signature parameters for process $\pi$ augmented with a row of zeros for $S_t^{(\pi)} = 0$, and $\Sigma$ is a $V \times V$ diagonal covariance matrix containing the $\sigma^2_v$ variables.

Finally, let us write down the full log-likelihood of the HPM-DBN model:

$$P(\{I, S, Y\}|\Psi) = \prod_{\pi=1}^{\Pi}[P(S_1^{(\pi)}|I_1^{(\pi)}, b^{(\pi)})] \times$$

$$\prod_{t=2}^{T} \prod_{\pi=1}^{\Pi}[P(S_t^{(\pi)}|S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}\}, \{S_{t-\delta}^{(\pi') \neq (\pi)}\}, A^{(\pi)})] \times$$

$$\prod_{t=1}^{T} P(Y_t|\{S_t\}, W, \Sigma)$$

$$\log P(\{I, S, Y\}|\Psi) = \sum_{\pi=1}^{\Pi}[\log P(S_1^{(\pi)}|I_1^{(\pi)}, b^{(\pi)})] +$$

$$\sum_{t=2}^{T} \sum_{\pi=1}^{\Pi}[\log P(S_t^{(\pi)}|S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}\}, \{S_{t-\delta}^{(\pi') \neq (\pi)}\}, A^{(\pi)})] +$$

$$\sum_{t=1}^{T} \log P(Y_t|\{S_t\}, W, \Sigma)$$

(4.4)
4.2 Modeling Differences and Extensions

HPM-DBNs are not equivalent to the HPMs presented in Chapter 2, nor the extensions presented in Chapter 3. The earlier models based on configurations allowed the explicit inclusion or exclusion of specific arrangements of processes. The removal of configurations from the model entails an arguably more elegant, but technically less expressive distribution over the hidden variables describing the underlying processes.

For instance, the HPMs discussed in earlier chapters allowed multiple overlapping process instances of the same type. HPM-DBNs do not allow this phenomenon. One might think it would be a simple extension, in that the state of a chain could be the sum of the values for each process instance. The difficulty is in disambiguating the contribution of each instance. For example, if the state value of a chain at a particular time is 7, there are several possible interpretations. This node might represent a single process that began 7 time steps ago, or it might represent two instances that began 2 and 5 time steps ago, or two instances that began 3 and 4 time steps ago, or three instances that began 1 and 2 and 4 time steps ago, etc.

Another difference between configuration-based HPMs and HPM-DBNs is that configurations easily accommodate process ordering constraints, whereas HPM-DBNs as discussed so far do not. By choosing the set of configurations carefully, constraints on process ordering are encoded by simply including configurations that respect the constraint and excluding those that do not. In HPM-DBNs as discussed so far, this type of constraint is not present. The start times of the process chains are treated independently, and all possibilities are considered.

Process ordering constraints can be reintroduced into HPM-DBNs by adding arrows from one chain to another, connecting time steps $t$ of the first chain to time steps $t + \delta$ of another, where $\delta$ is the required temporal delay between the processes. An example of this is shown in Figure 4.2, where in this case we want the Decide process to begin before the PressButton process. We do not need any new parameters to achieve this constraint; we simply change the expression for $P(S_t^{(\pi)} | S_{t-1}^{(\pi)}, \{ I_{t-\Omega(\pi)}^{(\pi)} \})$ slightly to also depend on $S_{t-\delta}^{(\pi)}$. 
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where $\pi'$ is the chain on which $\pi$ depends:

$$
P(S_{t}^{(\pi)} | S_{t-1}^{(\pi)}, S_{t-\delta}^{(\pi')}, \{I_{t-\Omega(\pi)}^{(\pi)}\}) = \left(\prod_{i=1}^{d(\pi)+1} \prod_{j=1}^{d(\pi)+1} (A_{i,j}^{(\pi)} S_{t-1,i}^{(\pi)} S_{t,j}^{(\pi)})\right)^{1 - \delta(S_{t-\delta}^{(\pi')} > 0) \sum_{o \in \Omega(\pi)} I_{t-o}^{(\pi)}} \times \\
\prod_{o} \left(\prod_{i=1}^{d(\pi)+1} \prod_{j=1}^{d(\pi)+1} (A_{o,i,j}^{(\pi')} S_{t-1,i}^{(\pi')} S_{t,j}^{(\pi)})\delta(S_{t-\delta}^{(\pi')} > 0) I_{t-o}^{(\pi)}\right)
$$

$$
\log P(S_{t}^{(\pi)} | S_{t-1}^{(\pi)}, S_{t-\delta}^{(\pi')}, \{I_{t-\Omega(\pi)}^{(\pi)}\}) = \left(1 - \delta(S_{t-\delta}^{(\pi')} > 0) \sum_{o \in \Omega(\pi)} I_{t-o}^{(\pi)}\right) (S_{t-1}^{(\pi)})' \log A_{\pi}^{(\pi)} S_{t}^{(\pi)} + \\
\delta(S_{t-\delta}^{(\pi')} > 0) \sum_{o \in \Omega(\pi)} \left(I_{t-o}^{(\pi)} (S_{t-1}^{(\pi)})' \log A_{o}^{(\pi)} S_{t}^{(\pi)}\right)
$$

(4.5)

where the delta function $\delta(\cdot)$ returns 1 if its argument is true and 0 otherwise. This equation simply defines the conditions under which each of the transition matrices is to be used. If $\delta(S_{t-\delta}^{(\pi')} > 0) I_{t-o}^{(\pi)}$ is 1, then it is true that $\pi'$ has begun and $I_{t-o}^{(\pi)}$ is 1, so the appropriate transition matrix is $A_{\pi}^{(\pi)}$. If $1 - \delta(S_{t-\delta}^{(\pi')} > 0) \sum_{o} I_{t-o}^{(\pi)}$ is 1, then it is true that either $\pi'$ has not yet started (its value is still 0) and/or none of the input values in the legal window $t - \Omega(\pi)$ are 1. In this case, the conditions for the start of process $\pi$ are not met, and we use $A_{\pi}^{(\pi)}$.
Figure 4.2: Example process ordering constraint. The bold arrows encode the dependence of the PressButton chain on the Decide chain.
In designing a model with process ordering constraints, one must be aware of the possibility that a ill-designed constraints could potentially disallow a process instance. For instance, if the start time windows for two processes are identical, and we constrain the model such that one must begin strictly before the other, then choosing the last possible start time for the first process precludes the second process from occurring at all, since all of its possible start times violate the ordering constraint. In some cases this consequence may be acceptable; in other cases it may be undesirable. We will leave this concern to the model designer.

4.3 Algorithms for HPM-DBNs

HPM-DBNs without process ordering constraints can be treated just like fHMMs for doing inference and learning, since the addition of an observed input layer and restricting the transition dynamics does not add any complexity to the model. Appendix C discusses these algorithms. Below, we discuss algorithms for HPM-DBNs with process ordering constraints. Introducing dependencies between process chains in the model to encode these constraints creates couplings between the chains beyond just the shared responsibility for the output variable. As a result, we can no longer use standard fHMM algorithms to do inference and learning in this model. Appendix E develops a variational approximation for HPM-DBNs with process ordering constraints based on the structured approximation for fHMMs. The rest of this chapter discusses Markov Chain Monte Carlo (MCMC) sampling algorithms (MacKay [1998, 2003]) to do Bayesian inference and learning in HPM-DBNs. Note that the Bayesian inference approach is not specific to the HPM-DBN representation; we could train HPM-DBNs using maximum likelihood techniques (with or without regularization), and/or we could develop Bayesian inference techniques for the HPMs of Chapter 2 as well.

4.4 A MCMC Sampling Algorithm for HPM-DBNs

The inference problem in HPM-DBNs is to recover the sequence of hidden states \( \{S^{(\pi)}\} \) for each chain \( \pi \) given the observed inputs \( \{I\} \), the observed outputs \( \{Y\} \), and the parameters of the model \( \Psi \). The learning problem is to estimate the parameters of the model \( \Psi \) given the observed inputs \( \{I\} \) and the observed outputs \( \{Y\} \).

Gibbs sampling is a Markov Chain Monte Carlo (MCMC) method that addresses both inference and learning (MacKay [2003, 1998]). MCMC methods iteratively generate sam-
amples of a hidden variable $x$. The sample at iteration $t$ called $\{x^{(t)}\}$ depends on the sample at iteration $t - 1 (\{x^{(t-1)}\})$, and the sequence of iterations defines a Markov chain. As $t \to \infty$, $\{x^{(t)}\}$ tends to the true distribution $P(x)$. In Gibbs sampling, each dimension $x_i$ of the hidden variable is sampled from its full conditional distribution given all other dimensions.

To do Gibbs sampling for learning in HPM-DBNs, the hidden variables to be sampled are $\{S\}$ and $\Psi$. We can think of the dimensions of these hidden variables as a grouping of the components that can be sampled individually at each iteration, conditioned on everything else. In our case, we sample the values of each chain in turn ($\{S^{(\pi)}\}$ one $\pi$ at a time), and then sample the values of the parameters of the model:

1. Initialize values for $\{S\}^{(0)}$ and $\Psi^{(0)}$.
2. For $\text{iter} = 1 : N$
   a. For $\pi = 1 : \Pi$:
      i. Sample $\{S^{(\pi)}\}^{(\text{iter})}$ from $P(\{S^{(\pi)}\}|\{I\}, \{S^{(\pi' \neq \pi)}\}^{(\text{iter}-1)}, \{Y\}, \Psi^{(\text{iter}-1)})$.
   b. Sample $\Psi^{(\text{iter})}$ from $P(\Psi|\{I\}, \{S^{(\pi)}\}^{(\text{iter})}, \{Y\})$.

If the parameters are known, we can do inference by just sampling the chains and not updating the parameters (i.e. omitting step 2b).

Below, we examine each step in greater detail. Section 4.4.1 adapts a sampling method presented in Scott [2002] for Hidden Markov Models (HMMs) similar to the forward-backward algorithm to sample each chain while holding the other chains and parameters fixed. Section 4.4.2 gives the full conditional distributions for each parameter to be sampled.

### 4.4.1 Sampling Chains in HPM-DBNs

In Step 2(a)i above, we wish to sample $\{S^{(\pi)}\}$ from its full conditional distribution, given all other variables in the model: $P(\{S^{(\pi)}\}|\{I\}, \{S^{(\pi' \neq \pi)}\}^{(\text{iter}-1)}, \{Y\}, \Psi^{(\text{iter}-1)})$. We can accomplish this with a simple modification to an existing algorithm for sampling the hidden states of a Hidden Markov Model (HMM) (Scott [2002]).

The method described in Scott [2002] is based on the forward-backward algorithm for HMMs (Rabiner [1989]). The forward-backward algorithm efficiently computes the probability distribution over the hidden variables in an HMM (the unobserved state sequence) given the observed data and parameters. Let us call the hidden states of the HMM $S_t$ and...
the data $Y_t$, for time steps $t = [1, \ldots, T]$, and let the set of all parameters of the HMM be $\Psi$. The forward pass computes matrices $F_t$ for $t = [2, \ldots, T]$ where $F_t(r, s) \propto P(S_{t-1} = r, S_t = s, Y_{t|1:t-1}, \Psi)$, where $Y_{1:t}$ denotes the sequence $\{Y_\tau\}$ where $\tau = [1, \ldots, t]$. The backward pass computes matrices $B_t$ where $B_t(r, s) \propto P(S_{t-1} = r, S_t = s|Y_{1:T}, \Psi)$. Proportionality for each matrix is reconciled by $\sum_r \sum_s F_t(r, s) = 1$ and $\sum_r \sum_s B_t(r, s) = 1$. Note that this normalization means that $F_t(r, s) = P(S_{t-1} = r, S_t = s|Y_{1:t}, \Psi)$.

A method for recursively sampling the states of an HMM on the backward pass is presented in Scott [2002]. The stochastic backward recursion begins by sampling a value for $S_T$ from the last result of the forward pass, summed over all possible state values for $S_{T-1}$. That is, $S_T$ is sampled from $\sum_r F_T(r,:).$ $= \sum_r P(S_T, S_{T-1} = r|Y_{1:T}, \Psi).$ Given a sampled value $S_T$, $S_{T-1}$ is recursively sampled from the appropriate column of $F_t$. That is, we draw $S_{t-1}$ from $F_t(:, S_t)$.

The extension to HPM-DBNs is straightforward. We consider three cases: those that influence another chain, those that are influenced by another chain, and those that are only coupled to other chains through the output variables.

**Case 1: sampling a chain without direct links to other chains**

For a chain without direct links to other chains, which we will call chain $\pi = 1$, the forward pass computes $P(Y_{1:t}, S_{t}^{(1)}|\Psi, I^{(1)})$ recursively for all $t$, and the backward pass samples $S_{t}^{(1)}$ from $P(S_{t}^{(1)}|Y_{1:T}, \Psi)$ recursively for all $t$. More specifically, the forward recursion constructs $(d(1) + 1) \times (d(1) + 1)$ matrices $F_t \propto P(S_{t-1}^{(1)}, S_t^{(1)}, Y_{t|1:t-1}, \Psi)$ for $t = [2, \ldots, T]$ as follows:

\[
F_2(r, s) \propto P(S_1^{(1)} = r|\{I^{(1)}\}, \Psi)P(Y_1|S_1^{(1)} = r, \{S_1^{(\pi \neq 1)}\}, \Psi) \times \\
\quad P(S_2^{(1)} = s|S_1^{(1)} = r, \{I^{(1)}\}, \Psi)P(Y_2|S_2^{(1)} = s, \{S_2^{(\pi \neq 1)}\}, \Psi) \\
F_t(r, s) \propto P(S_{t-1}^{(1)} = r|Y_{1:t-1}, \{I^{(1)}\}, \Psi)P(S_t^{(1)} = s|S_{t-1}^{(1)} = r, \{I^{(1)}\}, \Psi) \\
\quad P(Y_t|S_t^{(1)} = s, \{S_t^{(\pi \neq 1)}\}, \Psi) \\
= \sum_q [F_{t-1}(q, r)]P(S_{t}^{(1)} = s|S_{t-1}^{(1)} = r, \{I^{(1)}\}, A^{(1)}) \\
\quad P(Y_t|S_t^{(1)} = s, \{S_t^{(\pi \neq 1)}\}, W, \Sigma)
\]

(4.6)

where proportionality is reconciled with $\sum_r \sum_s F_t(r, s) = 1$. All of these distributions are defined in the probabilistic model described in Section 4.1. The stochastic backward
pass samples a value from the distribution specified by the appropriate column of the $F_t$ matrix as follows (the $\sim$ indicates a sampled value):

$$S^{(1)}_t \sim \sum_r F_T(r, \cdot)$$

$$S^{(1)}_{t-1} \sim F_t(\cdot, S^{(1)}_t)$$

(4.7)

**Case 2: sampling a chain with outgoing links to another chain**

Now consider chain $\pi = 2$ with links from its nodes at times $t$ to the nodes of a different chain (let us call this chain $\pi = 3$) at $t + \delta$. Since Gibbs sampling assumes the values of all variables not being sampled in a given step are fixed and known, we can treat the fixed, known values $\{S^{(3)}\}$ essentially as additional observations in the model, as we did with $\{I\}$ and $\{Y\}$ in Case 1. Now the forward recursion becomes:

$$F_t(r, s) \propto \sum_q [F_{t-1}(q, r)] P(S^{(2)}_t = s | S^{(2)}_{t-1} = r, \{I^{(2)}\}, A^{(2)})$$

$$P(\textbf{Y}_t | S^{(2)}_t = s, \{S^{(\pi \neq 1)}_t\}, W, \Sigma) P(S^{(3)}_{t+\delta} | S^{(3)}_{t+\delta-1}, S^{(2)}_t, \{I^{(3)}\}, A^{(3)})$$

(4.8)

with appropriate adjustments for end effects, and with proportionality again reconciled with $\sum_r \sum_s F_t(r, s) = 1$. The backward sampling is the same once the $F_t$ are constructed.

**Case 3: sampling a chain with incoming links from another chain**

Chain $\pi = 3$ described above has incoming links from chain $\pi = 2$. This again requires a slight change in the construction of the $F_t$, but again the change is simple since we can treat the values of $\{S^{(2)}\}$ as fully observed when sampling $\{S^{(3)}\}$. Here the forward matrices are constructed as follows:

$$F_t(r, s) \propto \sum_q [F_{t-1}(q, r)] P(S^{(3)}_t = s | S^{(3)}_{t-1} = r, S^{(2)}_{t-\delta} \{I^{(3)}\}, A^{(3)})$$

$$P(\textbf{Y}_t | S^{(3)}_t = s, \{S^{(\pi \neq 1)}_t\}, W, \Sigma)$$

(4.9)

Once more, we must normalize such that $\sum_r \sum_s F_t(r, s) = 1$ and adjust for end effects, after which the backward recursion is the same.
### 4.4.2 Updating the HPM-DBN Parameters

Having sampled values for the hidden states \( \{S\} \) on a given iteration of the Gibbs sampling procedure, the next step is to sample new values for the parameters \( \Psi \). Recall that the distribution to be sampled from is the full conditional distribution of \( \Psi \) given everything else in the model:

\[
P(\Psi|\{I, S, Y\}) \propto P(\{I, S, Y\}|\Psi)P(\Psi)
\]

(4.10)

The likelihood \( P(\{I, S, Y\}|\Psi) \) is defined in Section 4.1. Let us define the priors over the components of \( \Psi \) to be a priori independent:

\[
P(\Psi) = P(\Sigma) \prod_{\pi=1}^{\Pi} P(b^{(\pi)})P(A^{(\pi)})P(W^{(\pi)})
\]

\[
= P(\Sigma) \prod_{\pi=1}^{\Pi} b_0^{(\pi)}P(b_1^{(\pi)})P(W^{(\pi)})P(A_0^{(\pi)})\prod_{o \in \Omega(\pi)} P(A_o^{(\pi)})
\]

\[
\log P(\Psi) = \log P(\Sigma) + \sum_{\pi=1}^{\Pi} [\log P(b_0^{(\pi)}) + \log P(b_1^{(\pi)}) + \log P(W^{(\pi)}) + \log P(A_0^{(\pi)})] + \sum_{o \in \Omega(\pi)} \log P(A_o^{(\pi)})
\]

(4.11)

So for some normalizing constant \( c \) we have:
\[
\log P(\Psi|\{I, S, Y\}) = c + \sum_{\pi=1}^{\Pi} [\log P(S_{1}^{(\pi)}|I_{1}^{(\pi)}, b^{(\pi)})] + \\
\sum_{t=2}^{T} \sum_{\pi=1}^{\Pi} [\log P(S_{t}^{(\pi)}|S_{t-1}^{(\pi)}, \{I_{t-1}^{(\pi)}\}, \{S_{t-\delta}^{(\pi') \neq \pi}\}, A^{(\pi)})] + \\
\sum_{t=1}^{T} \log P(Y_{t}|\{S_{t}\}, W, \Sigma) + \\
\log P(\Sigma) + \sum_{\pi=1}^{\Pi} [\log P(b_{0}^{(\pi)}) + \log P(b_{1}^{(\pi)}) + \log P(W^{(\pi)}) + \\
\log P(A_{o}^{(\pi)}) + \sum_{o \in \Omega^{(\pi)}} \log P(A_{o}^{(\pi)})]
\] (4.12)

For each element of \(\Psi\) in turn, we can choose an appropriate prior distribution and derive its full conditional distribution by grouping terms not involving the parameter of interest into the normalizing constant \(c\). We summarize these distributions below; Appendix D provides more detail on how each distribution was derived.

First consider the parameters \(b^{(\pi)}\). Since \(b_{0}^{(\pi)}\) contains the parameters of a multinomial distribution, we use the conjugate prior, a Dirichlet distribution, with parameters \(\alpha_{0}^{(\pi)}\) (a \(D^{(\pi)}\) \(\times 1\) vector). Then the full conditional distribution from which we sample a new value of \(b_{0}^{(\pi)}\) at each Gibbs iteration is also Dirichlet, with parameters \((1 - I_{1}^{(\pi)})S_{1}^{(\pi)} + \alpha_{0}^{(\pi)}\). The parameters \(b_{1}^{(\pi)}\) are treated similarly.

Next consider the transition matrices. Recall that each \(A_{o}^{(\pi)}\) contains only one free parameter, which we will call \(\rho_{o}^{(\pi)}\). Since \(\rho_{o}^{(\pi)}\) is effectively the parameter of a Binomial distribution, the conjugate prior \(P(\rho_{o}^{(\pi)})\) is a Beta distribution with parameters \(\beta_{o}^{(\pi)}\) and \(\gamma_{o}^{(\pi)}\). This results in another Beta distribution to sample at each Gibbs iteration, with parameters

\[
\sum_{t=2}^{T} [\delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)}S_{t-1}^{(\pi)}, 0 S_{t}^{(\pi), 1}] + \beta_{\omega}^{(\pi)}
\]
and

\[
\sum_{t=2}^{T} [\delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)}S_{t-1}^{(\pi), 0} S_{t}^{(\pi), 0}] + \gamma_{\omega}^{(\pi)}
\]
The weight matrices $W^{(\pi)}$ containing the contributions of each chain to the output are $(d(\pi) + 1) \times V$ and we will sample them one row ($W^{(\pi)}_d$) at a time. Under a multivariate Gaussian prior with parameters $\mu^{(\pi)}_d$ (a $V \times 1$ vector) and $\Sigma^{(\pi)}_d$ (a $V \times V$ matrix), we obtain a multivariate Gaussian sampling distribution with parameters

\[
\left( \sum_{t=1}^{T} [S^{(\pi)}_{t,d}] \Sigma^{-1} + (\Sigma^{(\pi)}_d)^{-1} \right)^{-1} \left( \Sigma^{-1} \sum_{t=1}^{T} [S^{(\pi)}_{t,d}] (Y_t - \frac{1}{2} \sum_{\pi^r \neq \pi}^{\infty} (W^{(\pi^r)})' S^{(\pi^r)}_{t,d}) + (\Sigma^{(\pi)}_d)^{-1} \mu^{(\pi)}_d \right)
\]

and

\[
\left( \sum_{t=1}^{T} [S^{(\pi)}_{t,d}] \Sigma^{-1} + (\Sigma^{(\pi)}_d)^{-1} \right)^{-1}
\]

Finally, we can treat the elements of the diagonal of $\Sigma$ independently, so we define an inverse-Gamma prior for each $\sigma^2_v$ with parameters $\eta_v$ and $\nu_v$. This results in an inverse-Gamma to sample from, with parameters $\frac{1}{2} T + \eta_v$ and $\nu_v + \frac{1}{2} \sum_{t=1}^{T} [(Y_{t,v} - \mu_{t,v})^2]$. 

In summary, this chapter has presented HPM-DBNs, a Dynamic Bayes Net similar to a factorial HMM. The assumptions made by HPM-DBNs are similar to those made by the HPMs presented in the previous chapters, but as we have discussed, they are not the same. In particular, the HPM-DBNs we described cannot accommodate temporally overlapping instances of the same process, whereas discrete HPMs can. Discrete HPMs generally have more flexibility than HPM-DBNs in restricting the hypothesis space through configurations. Another example of this flexibility is that discrete HPMs can use different sets of configurations for different trials, whereas the HPM-DBN we described maintains the same structure for all trials. For experiment designs and models where this flexibility is not necessary, the major difference between discrete HPMs and HPM-DBNs is the use of EM versus sampling to learn the model parameters. Based on the lack of convergence for the sampling algorithm for continuous HPMs in such a sparse, high-dimensional setting, we anticipated similar problems and did not implement the sampling algorithm for HPM-DBNs. The next chapter presents experimental results for the HPMs discussed in Chapters 2 and 3.
Chapter 5

Experimental Results

In this chapter, we present experimental results using HPMs. We first demonstrate the performance of HPMs on a synthetic dataset for which we know our modeling assumptions are sound and about which we have ground truth. We then give an analysis of the real sentence-picture fMRI dataset exploring the extensions described in Chapter 3.

5.1 Synthetic Data

In this section, we explore the performance of HPMs on synthetic data. The benefit of using synthetic data is the ability to compare results to ground truth. With synthetic data, we can determine how well the learned process response signature parameters match the true responses that generated the data (something for which we have no ground truth in the real data). We can also justify the use of cross-validated data log-likelihood as an evaluation metric by showing that it selects the model with the correct number of processes on synthetic data.

Of course, the drawback of synthetic data is that we cannot really know whether it is a good approximation to real data. In fact, since we generate synthetic data from a true HPM and add independent, identically distributed, Gaussian noise to each point in space and time, we expect that the synthetic data is significantly easier to model than real data, which may or may not be consistent with the HPM assumptions and certainly has more complex noise properties. For example, all of the synthetic data experiments were run with the standard version of HPMs, and as detailed below, the standard version was successful. However, as described later on, standard HPMs suffered from overfitting in the real data experiments, and regularization and basis functions were needed to overcome the problem.
5.1.1 Data Generation

The synthetic data was created to roughly imitate the real sentence-picture experiment. We created datasets using two synthetic processes (ViewPicture and ReadSentence), three processes (adding Decide), and four processes (adding PressButton). For each experiment, all of the voxels responded to all of the processes. It is unlikely that all the voxels in the brain would respond to all processes in an experiment, but we wished to test HPMs in the most challenging setting possible: maximal spatial-temporal overlap among the HRFs of different processes.

For each dataset, the HRF for each process was generated by convolving a boxcar function indicating the presence of the stimulus with a gamma function (following Boynton et al. [1996]) with parameters \( \{a, \tau, n\} \) of the form

\[
h(t) = a \ast \left( \frac{t^{n-1} \exp\left(\frac{-t}{\tau}\right)}{\tau(n-1)!} \right).
\]

![Synthetic Hemodynamic Response Signatures](image)

**Figure 5.1:** Noise-free hemodynamic response functions of the processes in the synthetic data.

The parameters for the gamma functions were \( \{8.22, 1.08, 3\} \) for ViewPicture, \( \{8, 2.1, 2\} \) for ReadSentence, and \( \{7.5, 1.3, 3\} \) for Decide. The processes’ gamma functions were
convolved with a 4-second boxcar, matching the experiment timeline. These responses are shown in Figure 5.1.

The ViewPicture and ReadSentence processes had offset values of \{0, 1\}, meaning their onsets could be delayed 0 or 1 images (0 or 0.5 seconds) from their corresponding stimuli. The Decide process had offset values of \{0, 1, 2, 3, 4, 5\}, meaning its onset could be delayed 0-5 images (0-2.5 seconds) from its corresponding stimulus, which in each case was the second stimulus presentation, whether it was a picture or a sentence. The synthetic HPMs were roughly equivalent to models used in the real data experiments (HPM-2-U, HPM-3-U, and HPM-4-U, described below).

![Synthetic 2-process data](image)

Figure 5.2: Two-process synthetic data: a single voxel timecourse for two trials, with and without noise. The first trial (the left half of the time series) is a picture followed by a sentence; the second trial is the reverse.

To generate the data for a new trial in the two-process dataset, we first chose which stimulus would come first (picture or sentence). We required that there be an equal number of picture-first and sentence-first trials. When a picture stimulus occurred, we selected an offset from the ViewPicture offsets according to the distribution specified by for that process and added it to the stimulus onset time to get the process start time. Then we added the ViewPicture HRF (over all voxels) to the synthetic data beginning at that start time. Sentences were dealt with similarly, where overlapping HRFs summed linearly. Finally, we added Gaussian noise with mean 0 and standard deviation 2.5 independently to every voxel at every time point. The three-process dataset was generated similarly, except that
Figure 5.3: Three-process synthetic data: a single voxel timecourse for two trials, with and without noise. The first trial (the left half of the time series) is a picture followed by a sentence; the second trial, which starts at time 60, is the reverse. The second peak in each trial is higher than in Figure 5.2 because the three-process data includes activation for the Decide process. Each trial included a Decide process as well, whose onset was chosen according to the timing distribution of that process, and added to the second stimulus onset time to get the process start time. Figure 5.2 shows the timecourse of a single voxel for a sequence of two trials from the two-process dataset (with and without noise), and Figure 5.3 shows the same for the three-process dataset. In both cases, the first trial is a picture followed by a sentence; the second trial is the reverse. The same general process was used to generate four-process data.
5.1.2 Estimation of the Hemodynamic Responses

To test whether HPMs can accurately recover the true process response signatures underlying the data, we compared the learned response signatures to the true responses in the two and three-process synthetic datasets. These datasets each had only 2 voxels (the small number of voxels was chosen to easily show the learned responses, even though the learning problem is easier with more informative voxels). In each case, we trained the model on 40 trials (the number of trials we have in the real data) using standard HPMs (no regularization or basis functions).

In both datasets, the identity of the process instances in each trial were provided to the learning algorithm via the configurations, but their timings were not. This corresponds to reasonable assumptions about the real fMRI data. Since we know the sequence of the stimuli, it is reasonable to assume that the process instances match that sequence. However, we do not know the delay between the stimulus presentation and the beginning of the cognitive process(es) associated with it. This is consistent with the sets of configurations used in the real data experiments.

![Two trials of synthesized data for the 2-process experiment](image)

Figure 5.4: A sequence of two trials of synthetic data for the 2-process experiment using 2 voxels. The first trial (the left half of the time series) is a picture followed by a sentence; the second trial, starting at time 60, is the reverse.

A sequence of two trials of the two-process data are shown in Figure 5.4, and the learned responses for each process in each voxel are shown in Figure 5.5. Note that the
Learned responses are reasonably smooth, even though this assumption was not provided to the learner. The mean squared error between the learned and true responses averaged over timepoints, processes, and voxels is 0.2647, and the estimated standard deviations for the voxels are 2.4182 and 2.4686 (compare with the true value of the standard deviation of the noise added to the training data, which was 2.5). Figures 5.6 and 5.7 are the corresponding plots for the three-process data. In this case, the mean squared error between the learned and true responses averaged over timepoints, processes, and voxels is 0.4427, and the estimated standard deviations for the voxels are 2.4316 and 2.4226. The parameters of the timing distributions for the processes were also estimated accurately in both the two-process and three-process experiments. The mean squared error averaged over the 10 $\theta$ parameters in the three-process experiment was 0.01.
Figure 5.6: A sequence of two trials of synthetic data for the 3-process experiment using 2 voxels. The first trial (the left half of the time series) is a picture followed by a sentence; the second trial, starting at time 60, is the reverse.

Figure 5.7: Comparison of the learned vs. true process response signatures in the synthetic three-process data for two voxels. The mean squared error between the learned and true responses averaged over timepoints, processes, and voxels is 0.4427.
5.1.3 Choosing the Number of Processes to Model

Another interesting question to approach with synthetic data is whether the use of cross-validated data log-likelihood for model selection in HPMs is justified. One might be concerned about bias toward HPMs with larger numbers of processes, but we expect that the potential for overfitting will be mitigated by the use of cross-validation. In fact, there can be a slight bias, even when using separate test data, in favor of models that allow a larger number of possible configurations. This bias occurs because we compute the posterior distribution over configurations for each test trial, meaning that we can adjust the mixture of configurations to best explain each test trial. Since we can make this adjustment at test time, there can be a bias toward more flexible models, like those with a larger number of possible configurations. There can also be a bias during training toward configurations that cover longer intervals of time within the trial. We attempt to control this source of bias by filling in the mean training trial for any time points that are not influenced by the process instances when we compute the data log-likelihood. As we show below, the impact of these potential biases in our synthetic data experiments does not prevent HPMs from recovering the correct model.

To investigate this question, we generated training sets of 40 examples each using 2, 3, and 4 processes in the same fashion as the previous experiments. For each training set, we trained HPMs with 2, 3, and 4 processes each. Additionally, we generated test sets of 100 examples each using 2, 3, and 4 processes. Every training and test set had 100 voxels. For each test set, we used each of the HPMs trained on its corresponding training set to evaluate the log-likelihood of the test data under the model. More specifically, we used the log-likelihood of the test data under the configuration with the highest posterior probability for each trial. In each case, the model with the best score was the one with the correct number of processes. We performed this experiment with independently generated training and test sets 30 times with consistent results. The average test-set log-likelihoods are shown in Table 5.1, along with further repetitions of this experiment with decreasing training set sizes. As expected, we see increased variability with smaller training sets, but even for small numbers of examples, the HPM with the highest test data log-likelihood has the same number of processes as were used to generate the data.

5.2 Sentence-Picture Verification fMRI Data

Here we present results on the sentence-picture verification fMRI dataset described above. Recall that in this dataset (Keller et al. [2001]), participants were presented with a sequence of 40 trials. In half of the trials participants were shown a picture (involving vertical
<table>
<thead>
<tr>
<th>Number of Training Trials</th>
<th>Number of Processes in HPM</th>
<th>2 Process Data</th>
<th>3 Process Data</th>
<th>4 Process Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>2</td>
<td>-5.64 ± 0.00444</td>
<td>-7.93 ± 0.0779</td>
<td>-7.72 ± 0.0715</td>
</tr>
<tr>
<td>40</td>
<td>3</td>
<td>-7.47 ± 0.183</td>
<td>-5.66 ± 0.00391</td>
<td>-5.72 ± 0.00504</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>-7.19 ± 0.0776</td>
<td>-5.687 ± 0.00482</td>
<td>-5.65 ± 0.00381</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>-2.87 ± 0.204</td>
<td>-3.80 ± 0.192</td>
<td>-3.70 ± 0.606</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>-4.00 ± 0.0461</td>
<td>-2.86 ± 0.00597</td>
<td>-2.87 ± 0.00276</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>-3.91 ± 0.0319</td>
<td>-2.89 ± 0.00320</td>
<td>-2.85 ± 0.00364</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>-1.44 ± 0.245</td>
<td>-2.07 ± 0.0653</td>
<td>-1.96 ± 0.0665</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>-1.99 ± 0.119</td>
<td>-1.47 ± 0.0231</td>
<td>-1.47 ± 0.00654</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>-1.95 ± 0.0872</td>
<td>-1.49 ± 0.0195</td>
<td>-1.46 ± 0.00427</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>-2.87 ± 0.204</td>
<td>-1.32 ± 0.0363</td>
<td>-1.34 ± 0.297</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>-4.00 ± 0.0461</td>
<td>-0.923 ± 0.0130</td>
<td>-0.928 ± 0.0126</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>-3.91 ± 0.0319</td>
<td>-0.933 ± 0.0149</td>
<td>-0.921 ± 0.00976</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>-3.75 ± 0.00710</td>
<td>-7.23 ± 0.0456</td>
<td>-4.62 ± 0.0383</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-5.36 ± 0.0689</td>
<td>-6.99 ± 0.0823</td>
<td>-3.96 ± 0.0252</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-5.08 ± 0.0704</td>
<td>-7.02 ± 0.0853</td>
<td>-3.91 ± 0.0241</td>
</tr>
</tbody>
</table>

Table 5.1: For each training set, the table shows the average (over 30 runs) test set log-likelihood of each of 3 HPMs (with 2, 3, and 4 processes) on each of 3 synthetic data sets (generated with 2, 3, and 4 processes). Each cell is reported as mean ± standard deviation. NOTE: All values in this table are $10^5$.

arrangements of the symbols *, +, and $) for 4 seconds followed by a blank screen for 4 seconds, followed by a sentence (e.g. “The star is above the plus.”) for 4 seconds. Participants could press buttons indicating whether the sentence correctly described the picture at any time during the second stimulus presentation. The participants then rested for 15 seconds before the next trial began. In the other half of the trials the sentence was presented first and the picture second, using the same timing. Figure 1.1 diagrams the temporal structure of the trials.

Imaging was carried out on a 3.0 Tesla G.E. Signa scanner. A T2*-weighted, single-shot spiral pulse sequence was used with TR = 500 ms, TE= 18 ms, 50-degree flip angle. This sequence allowed us to acquire 8 oblique axial slices every 500 ms, with an in-plane resolution of 3.125 millimeters and slice thickness of 3.2 mm, resulting in approximately 5000 voxels per participant. The 8 slices were chosen to cover areas of the brain believed
to be relevant to the task at hand. Each participant was also annotated with anatomical regions of interest (ROIs). The data were preprocessed to remove artifacts due to head motion and signal drift using the FIASCO program Eddy et al. [1999].

5.2.1 Models

Our experiments compare seven different HPMs, and compare them against a standard classifier. In this section, we describe the details of each model.

GNB

The Gaussian Naive Bayes classifier (Mitchell [1997]) used in our experiments operates on the 8 second window following each stimulus presentation. It considers the two windows per trial as two independent examples from one of two classes: either ReadSentence or ViewPicture. For each class, a mean and variance are estimated for each feature independently. In this case, the features are the values of every voxel at every timepoint in the window (16 images, so $16 \times V$ features, where $V$ is the number of voxels being modeled). Once the mean and variance estimates are computed from the training set, they are used to compute the probability of a test example belonging to one class or the other, again under the assumption that all features are independent. The class with the higher probability is predicted for each example, and the classification accuracy for a given fold is the percentage of examples predicted correctly.

There are a few key differences between the GNB approach and HPMs. Firstly, the GNB considers the examples corresponding to the first and second stimuli of each trial in the test set independently (i.e. the $N$ trials become $2N$ separate examples instead of pairs of examples). Through the set of configurations, HPMs are provided with the prior knowledge that in each trial, there must be exactly one instance of ReadSentence and exactly one of ViewPicture. Therefore HPMs cannot make the mistake of predicting two ReadSentence instances for a test trial, whereas the GNB can. Secondly, the GNB has a different noise model from HPMs. The GNB estimates a variance for every voxel at every time point; HPMs estimate a variance for every voxel, independently of time and independently of process (similar to class).
HPM-GNB

The HPM-GNB model approximates the GNB through the HPM framework. It has two processes: ReadSentence and ViewPicture. The duration of each process is 8 seconds (16 images) so that they may not overlap. HPM-GNB essentially eliminates the differences between HPMs and GNB discussed above. It has a variance for each voxel, and incorporates the knowledge that each trial has exactly one instance of ReadSentence and exactly one of ViewPicture. It is the same as HPM-2-K (presented in the next section) except that the processes are shorter so that they may not overlap.

HPM-2-K and HPM-2-U

HPM-2-K is a 2-process HPM containing just ReadSentence and ViewPicture, each of which has a duration of 12 seconds (a reasonable length for the hemodynamic response function). The 'K' stands for 'known,' meaning that the timing of these two processes is assumed to be known. More specifically, it is assumed that each process starts exactly when its corresponding stimulus is presented. In the notation of Chapter 2, \( \Omega = \{0\} \) for both processes. For a given test set trial, the configurations for HPM-2-K are shown in Table 5.2. The configurations for a training set trial are restricted to those containing the correct order of the processes (based on the order of the stimuli).

<table>
<thead>
<tr>
<th>( c )</th>
<th>( \pi(i_1) )</th>
<th>( \lambda(i_1) )</th>
<th>( O(i_1) )</th>
<th>( \pi(i_2) )</th>
<th>( \lambda(i_2) )</th>
<th>( O(i_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2: Configurations for a test set trial under HPM-2-K. For supervised training, there is only one configuration for each training trial. For each configuration \( c \), \( i_k \) is the \( k \)th process instance, \( \pi(i_k) \) is its process ID, \( \lambda(i_k) \) is its landmark, and \( O(i_k) \) is its offset.

HPM-2-U is also a 2-process HPM containing just ReadSentence and ViewPicture. In this case though, the 'U' stands for 'unknown,' meaning that we allow a small amount of uncertainty about the start times of the processes. In HPM-2-U, the \( \Omega \) for each process is \( \{0, 1\} \), which translates to delays of 0 or 0.5 seconds (0 or 1 images) following the relevant stimulus presentation. The configurations for the test set in this case are in Table 5.3. Again, during supervised training, the configurations for a given training trial are limited to those that have the correct process ordering. Since the true offset for the processes are unknown even during training, there are still 4 configurations for each training trial.
Table 5.3: Configurations for a test set trial using HPM-2-U. For supervised training where we assume the order of the stimuli is known, there will be only four configurations for each training trial. For each configuration $c$, $i_k$ is the $k$th process instance, $\pi(i_k)$ is its process ID, $\lambda(i_k)$ is its landmark, and $O(i_k)$ is its offset.
HPM-3-K and HPM-3-U

HPM-3-K and HPM-3-U add a Decide process to the previous 2 models, also with a duration of 12 seconds. We used a duration of 12 seconds despite reaction times faster than that because we expected that the hemodynamic response would be temporally sluggish compared to the reaction times. In both cases, the Decide process has $\Omega = \{0, 1, 2, 3, 4, 5, 6, 7\}$, allowing the process to start with a delay of 0 to 3.5 seconds from the second stimulus presentation. For these HPMs, we can use the information we have about the participant’s reaction time by assuming that the Decide process must begin before the participant pushes the button. This means that for each trial, we can also eliminate any configurations in which the Decide process starts after the button press; that is, any configurations for which $o_3 > \text{reaction time}$. Note that this implies that different trials can have different sets of configurations since reaction times varied from trial to trial. If the participant did not press the button for some trial, all offsets are considered for the Decide process. The test set configurations for HPM-3-K for a trial with a reaction time of 2.6 seconds are given in Table 5.4. Since the nearest preceding image to the button press corresponds to offset 5, we have removed configurations with $o_3 \in \{6, 7\}$. To do supervised training, we only use the configurations with the correct ordering of ReadSentence and ViewPicture. The configurations for HPM-3-U are the analogous extension to those for HPM-2-U; that is, the configurations in Table 5.4 are extended to allow offsets of 0 or 1 for the first two process instances.
<table>
<thead>
<tr>
<th>c</th>
<th>(\pi(i_1))</th>
<th>(\lambda(i_1))</th>
<th>(O(i_1))</th>
<th>(\pi(i_2))</th>
<th>(\lambda(i_2))</th>
<th>(O(i_2))</th>
<th>(\pi(i_3))</th>
<th>(\lambda(i_3))</th>
<th>(O(i_3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5.4: Configurations for a test set trial under HPM-3-K. The reaction time for this trial is 2.6 seconds, which corresponds to offset 5 for the Decide process, so all configurations with offsets greater than 5 for this process have been eliminated for this trial. For each configuration \(c, i_k\) is the \(k\)th process instance, \(\pi(i_k)\) is its process ID, \(\lambda(i_k)\) is its landmark, and \(O(i_k)\) is its offset.
HPM-4-K and HPM-4-U

The final two rows of Table 5.10 show results for HPMs similar to HPM-3-K and HPM-3-U called HPM-4-K and HPM-4-U. These HPMs include another process called PressButton, with a duration of 12 seconds. The landmark for instances of this process is the time at which the participant pressed the button rounded to the nearest preceding image. The offsets are $\Omega = \{-1, 0\}$, indicating that the process may begin 0 or 0.5 seconds before the landmark. If the participant did not press the button during a particular trial, this process is not included in the configurations for that trial. That is, we are treating this process as observable in terms of its existence or non-existence, with a small amount of uncertainty in its timing when it does exist. Furthermore, we can assume that Decide must begin no later than PressButton, and remove configurations in which this assumption does not hold. The configurations for HPM-4-K for a test trial in which the participant pressed the button 1.75 seconds (between offsets 3 and 4) after the second stimulus presentation are shown in Table 5.5. If there was no button press, the configurations for HPM-4-K are identical to those for HPM-3-K (and those for HPM-4-U match the set for HPM-3-U). For supervised training, we simply limit the configurations to those with ReadSentence and ViewPicture in the correct order.
<table>
<thead>
<tr>
<th>$c$</th>
<th>$\pi(i_1)$</th>
<th>$\lambda(i_1)$</th>
<th>$O(i_1)$</th>
<th>$\pi(i_2)$</th>
<th>$\lambda(i_2)$</th>
<th>$O(i_2)$</th>
<th>$\pi(i_3)$</th>
<th>$\lambda(i_3)$</th>
<th>$O(i_3)$</th>
<th>$\lambda(i_4)$</th>
<th>$O(i_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>P</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>3</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>0</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>1</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>2</td>
<td>B</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>P</td>
<td>1</td>
<td>0</td>
<td>S</td>
<td>17</td>
<td>0</td>
<td>D</td>
<td>17</td>
<td>3</td>
<td>B</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.5: Configurations for a test set trial using HPM-4-K. For this trial, the participant’s reaction time was 1.75 seconds, so the landmark for PressButton (B) is 3 (the nearest preceding image). We have eliminated configurations in which Decide (D) begins after PressButton. For each configuration $c$, $i_k$ is the $k$th process instance, $\pi(i_k)$ is its process ID, $\lambda(i_k)$ is its landmark, and $O(i_k)$ is its offset.
### 5.2.2 Comparing HPMs

Given that we are studying datasets with an unknown number of processes, each of which may have unknown properties, how can we compare a set of HPMs, each describing a different model of the data, against each other? Below we explore two metrics: accuracy in predicting aspects of the dataset that we do know (like the order of the stimuli), and the log-likelihood of the data under the model. Both metrics are computed within the framework of cross-validation.

For each metric, we first report an experiment using all the HPMs described above trained using the standard parameterization on all available voxels for each participant. Since this is computationally expensive, we then restricted our experiments to the top 1000 most active voxels for each participant and the subset of HPMs with known timing for the first two processes. (It does seem reasonable to assume that the start times of these two processes coincide with their corresponding stimulus presentations.) These experiments compare standard HPMs, regularized HPMs, and HPMs with basis functions.

In the regularization experiments, the temporal smoothness and spatial smoothness penalties described in Chapter 3 were weighted by a regularization parameter chosen using HPM-3-K on Participant A. From the set of powers of two (with exponents from 0 to 10), the value with the highest average test set log-likelihood over baseline was at 512. We used the temporal smoothness and spatial smoothness penalties to reflect our prior knowledge that the hemodynamic response is based on blood flow, which should be smooth over space and time. We chose not to use the spatial sparsity penalty because the experiments were already limited to 1000 voxels, and we did not have sufficient prior knowledge to use the spatial prior penalty.

The HPMs parameterized with basis functions used the basis set shown in Figure 5.8. These basis functions were generated using the method described in Section 3.2, based on the work in Hossein-Zadeh et al. [2003]. To generate this basis, we first created a matrix $Q$ containing 10,000 realizations over 24 time points of the gamma function:

$$h(t) = \exp\left(-\frac{t}{\sqrt{ab}}\right) \frac{et\sqrt{b/a}}{b}$$

where the parameter $a$ ranged from 0.05 to 0.21 and the parameter $b$ ranged from 3 to 7. The basis set is the first three principal components of $Q'Q$. 
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Figure 5.8: Basis functions used to parameterize process response signatures in sentence-picture experiments.
Data Log-Likelihood

To compute the log-likelihood of a single trial of data with respect to a given HPM, we compute the log-likelihood of the trial under each test set configuration and weight that log-likelihood by the posterior probability of the configuration. Since in practice, the posterior probability distributions tend to be sharply peaked, almost always assigning probability 1 to a single configuration, this can be thought of as the log-likelihood of the maximum a posteriori (MAP) configuration for each trial. For each configuration, we compute a predicted trial by adding the response signature of each process instance in the configuration to the window of the trial in which it is active. The average trial (from the training set) is used to fill in any time points in the predicted trial for which no process instance is active. This predicted trial is the mean used for the log-likelihood computation.

Since log-likelihood has no concrete units, we also computed a baseline log-likelihood from a naive method, and we compare performance across models and participants using improvement over this baseline. The naive method used to create the baseline is to simply average the time courses of the training trials without regard to processes, and use that time course as the mean for the test trials. Note that this baseline averages together trials with all possible orders of the stimuli (picture followed by sentence and sentence followed by picture).

Table 5.6 reports the average improvement over baseline test set log-likelihood over 5 folds of cross-validation for each of 13 participants under seven different HPMs. Table 5.7 reports the same metric for the top 1000 most active voxels for each participant under the restricted set of four HPMs. Tables 5.8 and 5.9 give the corresponding results under the same experimental conditions as Table 5.7, but for regularized and basis function HPMs, respectively.

The first result of note is that for the standard HPMs (Tables 5.6 and 5.7) and for the vast majority of participant-HPM combinations, the improvement in log-likelihood over the baseline is a negative number. That is, the data log-likelihood is higher using the baseline method of predicting the mean training trial than when using HPMs. These results indicate that standard HPMs are overfitting the training data. The presence of overfitting is unsurprising given the ratio of parameters to training data. (Recall that each process in an HPM has $DV$ parameters to characterize its response signature (e.g. $DV = 24 \times 1000$), and only $N$ trials to use as examples (in 5-fold cross-validation over 40 trials, $N = 32$). This is in addition to the parameters of the processes’ timing distributions and the $V$ process-independent noise parameters.) The scores get worse as the HPMs become more complex, providing more evidence for overfitting.

Table 5.8 suggest that regularization is able to mitigate overfitting. All of the improve-
ments in data log-likelihood over the baseline are positive, and the improvements now increase with the complexity of the HPM. As a general trend, it appears that HPM-3-K and HPM-4-K outperform HPM-GNB and HPM-2-K, but the differences between HPM-3-K and HPM-4-K are small. The trends for HPMs with basis functions (Table 5.9) are very similar to those for regularized HPMs. On average, the regularized HPMs just barely outperform HPMs with basis functions. Both regularization and basis functions provide HPMs with a temporal smoothness constraint, which appears to help them both outperform standard HPMs. Regularization also provides a spatial smoothness constraint, which is not present in the basis function version of HPMs. In contrast, basis functions provide a significant decrease in the number of parameters in the model. The fact that regularized HPMs have slightly higher performance than basis function HPMs may suggest that the spatial smoothness constraint is more important than the parameter reduction. Another possible explanation for the lower performance of HPMs with basis functions is that the basis set used here might not be expressive enough to capture the correct process response signatures.
<table>
<thead>
<tr>
<th>Participant</th>
<th>GNB</th>
<th>2-K</th>
<th>2-U</th>
<th>HPM-3-K</th>
<th>3-U</th>
<th>4-K</th>
<th>4-U</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.162±0.29</td>
<td>-0.487±0.059</td>
<td>-0.178±0.13</td>
<td>-1.24±0.21</td>
<td>-1.03±0.26</td>
<td>-2.01±0.16</td>
<td>-1.75±0.20</td>
</tr>
<tr>
<td>B</td>
<td>0.217±0.22</td>
<td>-0.196±0.12</td>
<td>-0.102±0.066</td>
<td>-1.12±0.23</td>
<td>-1.07±0.21</td>
<td>-2.17±0.15</td>
<td>-2.03±0.18</td>
</tr>
<tr>
<td>C</td>
<td>-0.094±0.33</td>
<td>-0.475±0.17</td>
<td>-0.360±0.14</td>
<td>-1.32±0.27</td>
<td>-1.18±0.26</td>
<td>-2.74±0.24</td>
<td>-2.47±0.35</td>
</tr>
<tr>
<td>D</td>
<td>-0.067±0.13</td>
<td>-0.326±0.096</td>
<td>-0.264±0.16</td>
<td>-1.23±0.13</td>
<td>-1.11±0.12</td>
<td>-2.60±0.37</td>
<td>-2.47±0.34</td>
</tr>
<tr>
<td>E</td>
<td>0.032±0.16</td>
<td>-0.443±0.13</td>
<td>-0.396±0.18</td>
<td>-1.62±0.11</td>
<td>-1.50±0.14</td>
<td>-2.70±0.37</td>
<td>-2.48±0.26</td>
</tr>
<tr>
<td>F</td>
<td>0.325±0.35</td>
<td>-0.183±0.30</td>
<td>0.018±0.38</td>
<td>-1.34±0.17</td>
<td>-1.02±0.13</td>
<td>-2.66±0.84</td>
<td>-2.44±0.86</td>
</tr>
<tr>
<td>G</td>
<td>0.065±0.055</td>
<td>-0.311±0.071</td>
<td>-0.244±0.081</td>
<td>-1.31±0.089</td>
<td>-1.14±0.15</td>
<td>-2.00±0.27</td>
<td>-1.89±0.20</td>
</tr>
<tr>
<td>H</td>
<td>0.117±0.096</td>
<td>-0.328±0.093</td>
<td>-0.264±0.12</td>
<td>-1.28±0.13</td>
<td>-1.27±0.063</td>
<td>-2.24±0.32</td>
<td>-2.01±0.32</td>
</tr>
<tr>
<td>I</td>
<td>0.002±0.21</td>
<td>-0.322±0.23</td>
<td>-0.261±0.22</td>
<td>-1.14±0.19</td>
<td>-1.03±0.15</td>
<td>-2.14±0.30</td>
<td>-2.02±0.30</td>
</tr>
<tr>
<td>J</td>
<td>-0.171±0.16</td>
<td>-6.78±0.16</td>
<td>-4.26±0.099</td>
<td>-1.29±0.19</td>
<td>-1.06±0.18</td>
<td>-2.50±0.31</td>
<td>-2.28±0.37</td>
</tr>
<tr>
<td>K</td>
<td>0.035±0.24</td>
<td>-0.273±0.16</td>
<td>-0.169±0.23</td>
<td>-1.15±0.24</td>
<td>-1.01±0.20</td>
<td>-2.55±0.43</td>
<td>-2.36±0.56</td>
</tr>
<tr>
<td>L</td>
<td>0.228±0.20</td>
<td>-3.95±0.058</td>
<td>-3.20±0.090</td>
<td>-1.73±0.064</td>
<td>-1.64±0.049</td>
<td>-3.41±0.68</td>
<td>-3.26±0.60</td>
</tr>
<tr>
<td>M</td>
<td>0.044±0.11</td>
<td>-0.375±0.19</td>
<td>-0.330±0.22</td>
<td>-1.20±0.12</td>
<td>-1.15±0.13</td>
<td>-2.42±0.11</td>
<td>-2.22±0.11</td>
</tr>
<tr>
<td>Mean</td>
<td>0.0690</td>
<td>-1.11</td>
<td>-0.770</td>
<td>-1.31</td>
<td>-1.17</td>
<td>-2.47</td>
<td>-2.28</td>
</tr>
</tbody>
</table>

Table 5.6: Improvement over baseline of log-likelihood, ± one standard deviation, of the 8-trial test set under the HPM trained on the remaining 32 trials averaged over 5-fold cross-validation for 13 participants. All values are \( \times 10^4 \). The baseline is the log-likelihood of the data obtained using the mean of all the training trials to predict each test trial, ignoring stimulus order and participant response. Note that negative values mean that the baseline outperformed the model. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented). HPM-N-U is an HPM with N processes with unknown timing for ReadSentence and ViewPicture (the processes may begin 0 or 1 images after the corresponding stimulus is presented).
<table>
<thead>
<tr>
<th>Participant</th>
<th>GNB</th>
<th>2-K</th>
<th>3-K</th>
<th>4-K</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.0533±0.11</td>
<td>-0.224±0.038</td>
<td>-0.163±0.077</td>
<td>-0.327±0.063</td>
</tr>
<tr>
<td>B</td>
<td>0.0536±0.12</td>
<td>0.0251±0.054</td>
<td>-0.144±0.077</td>
<td>-0.392±0.058</td>
</tr>
<tr>
<td>C</td>
<td>-0.116±0.15</td>
<td>-0.802±0.067</td>
<td>-0.236±0.065</td>
<td>-0.488±0.097</td>
</tr>
<tr>
<td>D</td>
<td>-0.0924±0.059</td>
<td>0.0192±0.069</td>
<td>-0.0952±0.061</td>
<td>-0.375±0.14</td>
</tr>
<tr>
<td>E</td>
<td>-0.0710±0.053</td>
<td>-0.117±0.045</td>
<td>-0.275±0.021</td>
<td>-0.492±0.062</td>
</tr>
<tr>
<td>F</td>
<td>0.0924±0.15</td>
<td>0.0155±0.15</td>
<td>-0.196±0.068</td>
<td>-0.445±0.18</td>
</tr>
<tr>
<td>G</td>
<td>-0.00969±0.025</td>
<td>-0.0580±0.036</td>
<td>-0.260±0.032</td>
<td>-0.404±0.099</td>
</tr>
<tr>
<td>H</td>
<td>0.00556±0.043</td>
<td>-0.0358±0.045</td>
<td>-0.201±0.051</td>
<td>-0.466±0.079</td>
</tr>
<tr>
<td>I</td>
<td>-0.0133±0.071</td>
<td>-0.0531±0.069</td>
<td>-0.229±0.048</td>
<td>-0.511±0.049</td>
</tr>
<tr>
<td>J</td>
<td>-0.126±0.095</td>
<td>-0.165±0.091</td>
<td>-0.207±0.019</td>
<td>-0.477±0.071</td>
</tr>
<tr>
<td>K</td>
<td>-0.0654±0.12</td>
<td>0.0304±0.11</td>
<td>-0.106±0.13</td>
<td>-0.402±0.13</td>
</tr>
<tr>
<td>L</td>
<td>0.0267±0.056</td>
<td>-0.0817±0.023</td>
<td>-0.279±0.031</td>
<td>-0.574±0.098</td>
</tr>
<tr>
<td>M</td>
<td>-0.0124±0.074</td>
<td>-0.0506±0.099</td>
<td>-0.210±0.089</td>
<td>-0.482±0.071</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.0293</td>
<td>-0.115</td>
<td>-0.200</td>
<td>-0.449</td>
</tr>
</tbody>
</table>

Table 5.7: For the baseline HPM with the top 1000 most active voxels, improvement over baseline of log-likelihood, ± one standard deviation, of the 8-trial test set under the HPM trained on the remaining 32 trials averaged over 5-fold cross-validation for 13 participants. All values are \( \times 10^4 \). The baseline is the log-likelihood of the data obtained using the mean of all the training trials to predict each test trial, ignoring stimulus order and participant response. Note that negative values mean that the baseline outperformed the model. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
Table 5.8: For HPMs with spatial smoothness and temporal smoothness regularization penalties on the top 1000 most active voxels, improvement over baseline of log-likelihood, ± one standard deviation, of the 8-trial test set under the HPM trained on the remaining 32 trials averaged over 5-fold cross-validation for 13 participants. All values are \( \times 10^4 \). The baseline is the log-likelihood of the data obtained using the mean of all the training trials to predict each test trial, ignoring stimulus order and participant response. Note that negative values mean that the baseline outperformed the model. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
Table 5.9: For HPMs parameterized with basis functions using the top 1000 most active voxels, improvement over baseline of log-likelihood, ± one standard deviation, of the 8-trial test set under the HPM trained on the remaining 32 trials averaged over 5-fold cross-validation for 13 participants. All values are $\times 10^4$. The baseline is the log-likelihood of the data obtained using the mean of all the training trials to predict each test trial, ignoring stimulus order and participant response. Note that negative values mean that the baseline outperformed the model. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
Classification Accuracy

As an alternative to cross-validated data log-likelihood, we consider here using classification accuracy to compare HPMs. First, we briefly describe how the classification accuracy for a single fold of the cross-validation is computed for the HPM models. On a given fold, each HPM contains a set of configurations for each of the 32 training trials and a set of configurations for each of the 8 test trials. We estimate the parameters of the HPM using the training set (using the learning algorithms in Chapter 2) and use them to compute the posterior probability of each test set configuration for each test trial (using the inference algorithm in Chapter 2). Given the posterior probabilities of the configurations for a particular test trial, we can compute the marginal probability of any property of the configurations. For example, we can sum the posterior probabilities of all the configurations whose first process instance is ViewPicture to get the marginal probability that the first process instance of this test trial is ViewPicture. In fact, we compute these marginal probabilities for all combinations of process instance and process ID independently. We can then make a prediction by choosing the process ID with the highest marginal probability for each process ID. For each trial, this prediction is compared with the true process IDs. The fraction correct on each trial is averaged over trials to obtain the classification accuracy over the whole test set. This is repeated for each fold of the cross-validation, and those results are once again averaged to produce a single classification accuracy. The standard deviations reported in Table 5.10 are computed across folds of the cross-validation using this mean.

Table 5.10 presents 5-fold cross-validated accuracies for the task of classifying ReadSentence and ViewPicture processes for eight different models in all 13 participants, using standard HPMs. Table 5.11 reports the same accuracies, but restricted to the top 1000 most active voxels for each participant, and the smaller set of models. Tables 5.12 and 5.13 give the corresponding results for HPMs with regularization and basis functions, respectively.

The first general result of note involving classification accuracies is that on average, HPM-2-K performs slightly better than HPM-GNB, but adding the third and fourth processes to the model tends to degrade performance. That HPM-2-K improves upon HPM-GNB suggests that modeling the temporal overlap between the first two processes’ response signatures is helpful. The decreased performance for the more complex HPMs may or may not be surprising. On the one hand, we might expect that adding the Decide process would improve classification accuracies among the first two processes by deconvolving the beginning of the third processes from the end of the second process. However, this assumes that the Decide processes begin soon enough after the second stimuli to have an impact on the estimation of ViewPicture and ReadSentence, and that the response
signature of the third process has significant spatial overlap with the first two. If these assumptions are not met, the addition of a third process could be detrimental because of the additional parameters that the learning algorithm to estimate, taking focus away from the two processes involved in the classification task. In our experiments, it appears that the potential benefits of deconvolving contributions of the third process from the first two processes is outweighed by the additional parameters required to add the Decide process.

Another general trend in the results reporting classification accuracies is that none of the HPMs beat the classification scores of a Gaussian Naive Bayes classifier. In considering this result, it is important to recall that GNB has a different noise model than HPMs. GNB has a feature for each voxel at each image (time point) of the 8 seconds following the stimulus. For each feature, GNB estimates a mean and variance parameter for each class. In contrast, HPMs have process-independent (analogous to class-independent) noise parameters for each voxel. GNB and HPM-GNB provide a direct comparison of the two noise models, showing that the class-specific noise model in GNB is advantageous. While HPMs do not classify the stimuli as well as GNB, they do tend to perform better than random in most cases. (Since this is a binary classification task, the null hypothesis is that for each fold, the number of correct classifications achieved by a classifier with no discriminative power will be Binomial with parameters $p = 0.5$ and $N = 8$. At significance level $\alpha = 0.05$, we would reject this null hypothesis for $X \geq 6$ correct classifications, or accuracy of 0.75.) This suggests that even though HPMs are not optimized to find the decision boundary between ViewPicture and ReadSentence, they do learn information that discriminates between these two processes to some extent.

Finally, we note that on average, HPMs parameterized with basis functions slightly outperform regularized HPMs, which outperform the standard HPMs in terms of classification accuracy on this task. This is in contrast to the comparison in terms of held-out data log-likelihood, where regularized HPMs outperformed HPMs with basis functions on average. The different metrics lend themselves to slightly different interpretations. The log-likelihood metric speaks to the ability of the HPM in question to track the time series, whereas the classification metric addresses the ability of the HPM to model the decision boundary of the classification task. The metrics are related through the posterior distribution on configurations. The log-likelihood metric is a weighted average of the log-likelihood under each configuration weighted by its posterior probability, which in practice generally corresponded to the log-likelihood under the maximum a posteriori configuration. The classification metric computes the marginal probabilities for the classification task from the posterior distribution over configurations, which also generally corresponded to the classification from the MAP configuration. HPMs are optimized in training for log-likelihood, so we suggest using the log-likelihood metric as the primary
evaluation criterion, and using the classification accuracy secondarily.
Table 5.10: Percent accuracy ± one standard deviation at classifying the first two process instances per trial as either ReadSentence or ViewPicture averaged over 5-fold cross-validation for 13 participants. GNB is the traditional Gaussian Naive Bayes classifier. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented). HPM-N-U is an HPM with N processes with unknown timing for ReadSentence and ViewPicture (the processes may begin 0 or 1 images after the corresponding stimulus is presented).
Table 5.11: For the baseline HPM with the top 1000 most active voxels, percent accuracy ± one standard deviation at classifying the first two process instances per trial as either ReadSentence or ViewPicture averaged over 5-fold cross-validation for 13 participants. GNB is the traditional Gaussian Naive Bayes classifier. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
<table>
<thead>
<tr>
<th>Participant</th>
<th>GNB</th>
<th>GNB</th>
<th>2-K</th>
<th>3-K</th>
<th>4-K</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>86.3±14.3</td>
<td>75.0 ±8.8</td>
<td>70.0±19.0</td>
<td>75.0±17.7</td>
<td>70.0±18.3</td>
</tr>
<tr>
<td>B</td>
<td>92.5±10.3</td>
<td>97.5±5.6</td>
<td>97.5±5.6</td>
<td>95.0±11.2</td>
<td>90.8±11.2</td>
</tr>
<tr>
<td>C</td>
<td>97.5±5.6</td>
<td>85.0±16.3</td>
<td>95.0±11.2</td>
<td>92.5±16.8</td>
<td>90.0±13.7</td>
</tr>
<tr>
<td>D</td>
<td>97.5±3.4</td>
<td>95.0±11.2</td>
<td>100.0±0.0</td>
<td>97.5±5.6</td>
<td>85.8±7.0</td>
</tr>
<tr>
<td>E</td>
<td>100.0±0.0</td>
<td>100.0±0.0</td>
<td>92.5±11.2</td>
<td>95.0±6.8</td>
<td>89.2±8.1</td>
</tr>
<tr>
<td>F</td>
<td>81.3±21.7</td>
<td>80.0±6.8</td>
<td>85.0±10.5</td>
<td>80.0±14.3</td>
<td>76.7±15.2</td>
</tr>
<tr>
<td>G</td>
<td>97.5±5.6</td>
<td>85.0±10.5</td>
<td>77.5±18.5</td>
<td>77.5±16.3</td>
<td>78.3±6.8</td>
</tr>
<tr>
<td>H</td>
<td>96.3±5.6</td>
<td>95.0±6.8</td>
<td>97.5±5.6</td>
<td>90.0±5.6</td>
<td>88.3±4.6</td>
</tr>
<tr>
<td>I</td>
<td>92.5±6.8</td>
<td>77.5±10.5</td>
<td>90.0±10.5</td>
<td>85.0±10.5</td>
<td>85.8±7.6</td>
</tr>
<tr>
<td>J</td>
<td>96.3±3.4</td>
<td>92.5±6.8</td>
<td>97.5±5.6</td>
<td>95.0±6.8</td>
<td>93.3±6.3</td>
</tr>
<tr>
<td>K</td>
<td>93.8±8.8</td>
<td>80.0±19.0</td>
<td>92.5±16.8</td>
<td>92.5±16.8</td>
<td>85.0±19.9</td>
</tr>
<tr>
<td>L</td>
<td>78.8±14.4</td>
<td>67.5±14.3</td>
<td>77.5±16.3</td>
<td>80.0±14.3</td>
<td>70.8±16.4</td>
</tr>
<tr>
<td>M</td>
<td>100.0±0.0</td>
<td>95.0±6.8</td>
<td>97.5±5.6</td>
<td>97.5±5.6</td>
<td>93.3±5.6</td>
</tr>
<tr>
<td>Mean</td>
<td>93.1</td>
<td>86.5</td>
<td>90.0</td>
<td>88.7</td>
<td>84.4</td>
</tr>
</tbody>
</table>

Table 5.12: For HPMs with spatial and temporal smoothness regularization penalties on the top 1000 most active voxels, percent accuracy ± one standard deviation at classifying the first two process instances per trial as either ReadSentence or ViewPicture averaged over 5-fold cross-validation for 13 participants. GNB is the traditional Gaussian Naive Bayes classifier. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
<table>
<thead>
<tr>
<th>Participant</th>
<th>GNB</th>
<th>GNB</th>
<th>2-K</th>
<th>3-K</th>
<th>4-K</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>86.3±14.3</td>
<td>72.5±13.7</td>
<td>72.5±20.5</td>
<td>72.5±13.7</td>
<td>82.5±9.9</td>
</tr>
<tr>
<td>B</td>
<td>92.5±10.3</td>
<td>97.5±5.6</td>
<td>97.5±5.6</td>
<td>92.5±11.2</td>
<td>88.3±11.2</td>
</tr>
<tr>
<td>C</td>
<td>97.5±5.6</td>
<td>90.0±13.7</td>
<td>87.5±12.5</td>
<td>92.5±11.2</td>
<td>92.5±7.5</td>
</tr>
<tr>
<td>D</td>
<td>97.5±3.4</td>
<td>100.0±0.0</td>
<td>100.0±0.0</td>
<td>97.5±5.6</td>
<td>85.8±7.0</td>
</tr>
<tr>
<td>E</td>
<td>100.0±0.0</td>
<td>100.0±0.0</td>
<td>95.0±11.2</td>
<td>100.0±0.0</td>
<td>94.2±6.3</td>
</tr>
<tr>
<td>F</td>
<td>81.3±21.7</td>
<td>80.0±11.2</td>
<td>90.0±5.6</td>
<td>85.0±5.6</td>
<td>79.2±8.3</td>
</tr>
<tr>
<td>G</td>
<td>97.5±5.6</td>
<td>82.5±14.3</td>
<td>80.0±11.2</td>
<td>82.5±14.3</td>
<td>79.2±7.8</td>
</tr>
<tr>
<td>H</td>
<td>96.3±5.6</td>
<td>97.5±5.6</td>
<td>97.5±5.6</td>
<td>92.5±6.8</td>
<td>93.3±3.7</td>
</tr>
<tr>
<td>I</td>
<td>92.5±6.8</td>
<td>85.0±13.7</td>
<td>87.5±8.8</td>
<td>85.0±10.5</td>
<td>80.8±10.5</td>
</tr>
<tr>
<td>J</td>
<td>96.3±3.4</td>
<td>95.0±6.8</td>
<td>97.5±5.6</td>
<td>97.5±5.6</td>
<td>90.8±5.4</td>
</tr>
<tr>
<td>K</td>
<td>93.8±8.8</td>
<td>92.5±11.2</td>
<td>90.0±16.3</td>
<td>90.0±16.3</td>
<td>86.7±11.9</td>
</tr>
<tr>
<td>L</td>
<td>78.8±14.4</td>
<td>82.5±19.0</td>
<td>87.5±8.8</td>
<td>87.5±8.8</td>
<td>69.2±23.9</td>
</tr>
<tr>
<td>M</td>
<td>100.0±0.0</td>
<td>100.0±0.0</td>
<td>95.0±11.2</td>
<td>100.0±0.0</td>
<td>97.5±2.3</td>
</tr>
<tr>
<td>Mean</td>
<td>93.1</td>
<td>90.4</td>
<td>90.6</td>
<td>90.4</td>
<td>86.2</td>
</tr>
</tbody>
</table>

Table 5.13: For HPMs parameterized with basis functions using the top 1000 most active voxels, percent accuracy ± one standard deviation at classifying the first two process instances per trial as either ReadSentence or ViewPicture averaged over 5-fold cross-validation for 13 participants. GNB is the traditional Gaussian Naive Bayes classifier. HPM-GNB is a Gaussian Naive Bayes with the same noise model and assumptions as HPMs. HPM-N-K is an HPM with N processes with known timing for ReadSentence and ViewPicture (both processes are forced to begin when the corresponding stimulus is presented).
5.2.3 Visualizing Learned HPMs

The above section used 5-fold cross-validation to estimate the performance of a variety of models in terms of classification accuracy and data log-likelihood. Of course, the best model we can learn uses all available data. For this section, we trained a variety of models using all available trials and voxels.

We can visualize the resulting HPMs in a number of ways. To see the spatial response for a process, we can average the response for each voxel over time and plot the result over the whole brain. Examples of this type of visualization are given in Figures 5.9 and 5.10. These figures were extracted from HPM 'browsers' written in Matlab. Appendix F contains images of the processes of HPM-3-K learned using standard, regularized, and basis function versions of HPMs on Participant D (selected for generally high performance across metrics and algorithms). At this level of aggregation, the differences between the three versions of HPMs are almost impossible to see.

Another way to visualize the learned HPMs is to plot the temporal response for a process in any given voxel. Figures 5.11, 5.12, and 5.13 show the time course of a single voxel in the right dorso-lateral prefrontal cortex for standard, regularized, and basis function versions of HPMs respectively, again for Participant D. Unlike the images that are averaged over time, these plots plainly show differences among the methods, with the temporal smoothness of the time course increasing from standard to regularized to basis function HPMs.

We can also compare the learned timing distributions for the Decide process across methods. These results (again for Participant D) are shown in Tables 5.14, 5.15, and 5.16, for standard, regularized, and basis function versions of HPMs respectively. The standard and regularized HPMs have very similar timing distributions for Decide, whereas the distribution for HPMs with basis functions is skewed more toward the beginning of the interval.

These visualizations are important for interpreting the learned HPMs, and being able to visualize them at all for a process with an onset that is both unknown and variable from one trial to the next is a major contribution of HPMs. Recall that the true meaning of this process is unsupervised; it is the process learned from the training set that begins between the second stimulus and the button press. To fully understand the process, we must examine the process response signature and timing distribution in the context of the study.
Figure 5.9: Screen shot of an HPM viewer written in Matlab. Drop-down menus select from the following views: observed data (for any particular trial), observed data averaged over all trials, predicted data (for any particular trial), and process response signatures (for any particular process). Anatomical regions of interest (ROIs) can also be highlighted, as demonstrated here for the visual cortex.
Figure 5.10: Screen shot of an HPM viewer written in Matlab. The viewer displays a single z-slice at a time, and clicking on a voxel brings up a new plot of the temporal response for that voxel (which was averaged to produce the original plot). Drop-down menus select from the following views: observed data (for any particular trial), observed data averaged over all trials, predicted data (for any particular trial), and process response signatures (for any particular process). Anatomical regions of interest (ROIs) can also be highlighted.
Figure 5.11: The timecourse of the response signature for the Decide process in HPM-3-K learned from all trials and all voxels using standard HPMs for one voxel in the right dorsolateral prefrontal cortex (in z-slice 5).
Figure 5.12: The timecourse of the response signature for the Decide process in HPM-3-K learned from all trials and all voxels using regularized HPMs for one voxel in the right dorsolateral prefrontal cortex (in z-slice 5).
Figure 5.13: The timecourse of the response signature for the Decide process in HPM-3-K learned from all trials and all voxels using HPMs with basis functions for one voxel in the right dorsolateral prefrontal cortex (in z-slice 5).
Table 5.14: Timing distribution for the Decide process in HPM-3-K learned from all trials and all voxels using standard HPMs.

<table>
<thead>
<tr>
<th>Offset</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>0.2957</td>
<td>0.0762</td>
<td>0.1006</td>
<td>0.0518</td>
<td>0.0518</td>
<td>0.1982</td>
<td>0.0762</td>
<td>0.1494</td>
</tr>
</tbody>
</table>

Table 5.15: Timing distribution for the Decide process in HPM-3-K learned from all trials and all voxels of Participant D using regularized HPMs.

<table>
<thead>
<tr>
<th>Offset</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>0.2957</td>
<td>0.0762</td>
<td>0.1014</td>
<td>0.0518</td>
<td>0.0518</td>
<td>0.1973</td>
<td>0.0762</td>
<td>0.1494</td>
</tr>
</tbody>
</table>

Table 5.16: Timing distribution for the Decide process in HPM-3-K learned from all trials and all voxels of Participant D using HPMs with basis functions.

<table>
<thead>
<tr>
<th>Offset</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theta</td>
<td>0.525</td>
<td>0.1</td>
<td>0.1</td>
<td>0.075</td>
<td>0.05</td>
<td>0.025</td>
<td>0.05</td>
<td>0.075</td>
</tr>
</tbody>
</table>
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This chapter has provided the results of a variety of experiments on HPMs, using both the real sentence-picture experiment fMRI data and synthetic data. The next chapter discusses these results and summarizes our conclusions for Hidden Process Models.
Chapter 6

Conclusions

This thesis has presented Hidden Process Models, as inspired by the fMRI domain. We detailed the model formalism and inference and learning algorithms in Chapter 2. In Chapter 3, we described extensions to the standard version of HPMs, including regularization penalties for the process response signatures, a reparameterization of the process response signatures using basis functions, and a version of HPMs with continuous process start times. Chapter 4 discussed the theoretical correspondence between HPMs and Dynamic Bayes Nets, and gave suggestions for how the models could be learned in that framework. In Chapter 5 we provided experimental results evaluating the performance of HPMs on real and synthetic datasets, and we gave examples of how the learned models could be visualized.

In this chapter, we review the results presented in Chapter 5. We then suggest future directions for work on HPMs, provide some advice to potential users of HPMs, and revisit related work to illustrate the contributions of HPMs. Finally, we summarize and conclude.

6.1 Discussion of Results

The synthetic data results in Chapter 5 provide a proof-of-concept for the HPM approach. We showed that for data that is consistent with the assumptions of HPMs, HPMs can accurately recover the process response signatures. We also demonstrated that held-out data log-likelihood can be used to select the HPM that truly generated the data from among several HPMs with different numbers of processes. These results are important because they are obtained using data simulated to mimic the real fMRI experiment, but in a situation where we know the HPM modeling assumptions are correct and where we know
ground truth. Two key components of the thesis of this research were to recover the spatial-
temporal signatures of processes with uncertain and variable onset, and to compare several
models of an fMRI study. Since in the real data we do not know the true process response
signatures or the true number of processes underlying the data, we provide the synthetic
data results to demonstrate success at both of these tasks where we do have ground truth.

The results comparing models and methods using cross-validated data log-likelihood
improvement over the baseline on real fMRI data indicated that HPMs trained using the
standard parameterization and algorithm tend to overfit, as evidenced by log-likelihoods
that are lower than the baseline. However, the HPMs using regularization or basis func-
tions do not appear to overfit, consistently outperforming the baseline method. HPMs
with regularization generally perform similarly to HPMs with basis functions. The im-
provement over standard HPMs that regularization and basis functions have in common
is temporal smoothness constraints on the process response signatures, and our results
suggest that these constraints are important.

Chapter 5 also provided cross-validated classification accuracies on the View
Picture vs. ReadSentence task for the real fMRI experiment. These accuracies are helpful because
they have a concrete interpretation, whereas the scale of the data log-likelihood scores is
harder to interpret. However, they also measure performance on a task that only involves
the first part of the trial, and aggregate spatial and temporal information (which may be
interesting in its own right) into a binary decision. We saw that HPM-2-K outperformed
HPM-GNB on this classification task, where the difference between those two models was
that HPM-2-K allowed the ViewPicture and ReadSentence processes to have temporal
overlap. Another trend in the classification results was that the HPMs containing more
than just the two processes involved in the classification task did not perform as well
as HPMs with just ViewPicture and ReadSentence. We suggest that this is because the
extra processes being modeled in the more complex HPMs do not have much spatial-
temporal overlap with the first two processes. If there were more spatial-temporal overlap,
modeling the Decide and/or PressButton processes might aid classification, for example
by deconvolving the beginning of the third process from the end of the second. However in
the absence of signification spatial-temporal overlap, the additional parameters required to
model the extra processes may force the algorithms to make compromises at the expense
of the ViewPicture and ReadSentence process, degrading performance.

In general, our results show that HPMs do not outperform a Gaussian Naive Bayes
classifier on this task, but we note that GNB has some advantages over HPMs for clas-
sification, including the ability to model class-conditional variances over time and space,
as opposed to the process-independent, time-independent, voxel-wise variances in HPMs.
We note that it would not be difficult to extend HPMs to model a variance for each point
in time and space over the trials, as long as all trials are the same length. We could also imagine an extension to the generative model that includes variances that depend on the processes, but this would require design choices about how to combine variances when process instances overlap, and how to model variance when no process instances are active. Process-specific variances may also introduce additional challenges for learning the model. While HPM accuracies were often lower than GNB accuracies, they were usually well above naive guessing, indicating that while HPMs are not optimized for classification, they can still recover some information helpful for discriminating among processes.

In addition to estimating HPM performance with cross-validation, we have demonstrated how trained HPMs can be visualized by modelers, which can be helpful for exploratory data analysis. We must reiterate though, that it is critical to consider the assumptions of the model carefully when browsing learned HPMs.

### 6.2 Advice on Using HPMs

When considering applying HPMs to an fMRI study, the goal of the analysis should be kept in mind. If the task of interest is to classify among a set of stimuli based on the fMRI data in a fixed-length window beginning at the stimulus presentation, HPMs may not be the right tool. There are numerous other classification techniques that are optimized more specifically for finding decision boundaries, and as we have demonstrated, HPMs do not outperform Gaussian Naive Bayes on the ReadSentence vs. ViewPicture classification task. However, if the main interest in the study involves a cognitive process whose onset is not perfectly tied to the stimulus timing, HPMs may be quite relevant.

Also of note is that the trial structure of the sentence-picture fMRI data provides important conditional independencies that allow for more compact representation of configurations. Since trials are long enough to allow brain activity to return to a baseline after the mental task, there are timepoints towards the end of each trial where no processes are active. This allows configurations to be specified at the trial-level, independently of the set of configurations for the neighboring trials; that is, the trial-specific latent indicator variables are conditionally independent given the process parameters. If trials were not separated by these inactive periods, we would have to consider configurations spanning the entire experiment instead of individual trials, which would likely consist of all possible combinations of the trial-specific configurations and be computationally intractable. For fMRI analysts, this means that HPMs are better suited to event-related designs (like the sentence-picture experiment) than block designs (in which many stimuli of the same type are presented in quick succession for a period of time). In other domains, HPM users are advised to exploit
similar structure in the time series of interest to avoid excess complexity.

Finally, when using HPMs it is wise to consider whether the processes of interest are identifiable. Processes are identifiable if there is sufficient variability in their timing over the course of the experiment to permit a unique solution to their deconvolution. Alternatively, processes are unidentifiable if there are multiple settings of their parameters that produce the same log-likelihood of the data. For instance, an obviously problematic case is when two processes of interest always overlap completely. Unfortunately, most cases are not as intuitive. The two-process HPMs in the sentence-picture experiment are identifiable because of the stimuli are presented in both possible orders. However, when the third processes is added, the situation is less clear. If the timing of the third process is always the same, then the end of the ViewPicture and ReadSentence response signatures and the beginning of the Decide response signature become unidentifiable. If the timing of the third process varies sufficiently across trials, we may have enough constraints to render the processes identifiable. In general, we can improve identifiability by varying the likely orders and timings of the processes of interest in the experiment.

Another way to guarantee identifiability is to experimentally isolate each process of interest. For example, we could augment the sentence-picture experiment with several preceding trials of single stimuli. However, this approach becomes less attractive when we consider the linearity assumption. While assuming that overlapping hemodynamic responses sum linearly is common and somewhat reasonable, deviations from linearity are also well-studied. The ViewPicture process by itself may be significantly different from the ViewPicture process in the context of the mental task at hand. For this reason, we recommend varying the context, order, and timing of the processes instead of isolating them to achieve identifiability.

### 6.3 Contributions

In section 1.3, we overviewed research relevant to Hidden Process Models. As discussed there, most efforts to estimate hemodynamic responses assume that the timings of their generating cognitive processes are known. Classification techniques also make this assumption. HPMs provide a framework for fMRI analysis that relaxes the assumption of fixed, known process timings, and allows both classification and HRF estimation.

One technique for HRF estimation that we discussed above is the General Linear Model (Dale and Buckner [1997], Dale [1999]). HPMs can be viewed as a generalization of the GLM. Instead of using a fixed design matrix containing the known experimental design, HPMs use a design matrix containing several competing explanations for some
time points. The EM algorithm discussed in Chapter 2 then iterates between determining which explanation is correct, and estimating the parameters of the model.

Above, we also mentioned SPM (Friston [2003]) as a widely used fMRI analysis technique, and we return to it here to clarify the difference between that approach and HPMs. In particular, SPM generates maps that indicate the extent to which particular voxels have activation that is statistically significant for various experimental conditions. The HPM maps in Chapter 5 show the learned parameters for the signatures of various processes. They do not make claims about statistical significance. We believe these maps are still helpful, but they should not be interpreted in the same way that SPM maps are. In general, SPM is a massively univariate technique that assumes known process timing to make statements about the statistical significance of voxel activity in various conditions. In contrast, HPMs are a multivariate technique that learns parameters of processes with uncertain timing.

Overall, we believe that the biggest impact of HPMs is to provide a framework for studying cognitive processes with unknown onset. Conveniently, HPMs also allow classification, although as we have discussed, they are not optimized for that task. Our work on regularizing HPMs and parameterizing HPMs with basis functions is a starting point for providing a variety of modeling assumptions about the process response signatures of interest, to accommodate researchers who may wish to model the hemodynamic response function in different ways.

### 6.4 Future Directions

We see four major avenues for future work on Hidden Process Models: work on the representation of the hypothesis space, work on different parameterizations of HPMs, work on automatically discovering the number of processes in an HPM, and work applying HPMs to more studies.

One current limitation of HPMs is the need to enumerate the hypothesis space of the model in the set of configurations. This is inelegant at best, and intractable at worst. Chapter 4 outlines a possible alternative to configurations using Dynamic Bayesian Networks. It remains to be seen whether the variational EM and/or Gibbs sampling algorithms for HPMs described in Chapter 4 can cope with data as high-dimensional, sparse, and noisy as fMRI. Further work on these approaches would be valuable since it could save work for HPM users (by not needing to specify the list of configurations for each trial) and allow the learned models to be independent of the sets of configurations.
A second direction for improving HPMs is to expand the choices for parameterizing the model. For instance, it would be interesting to introduce a parameter for the duration of each process, to be learned instead of fixed in advance. Experimenting with alternative noise models may also be fruitful, since we have seen that the Gaussian Naive Bayes noise model outperforms similar HPMs in classification.

Thirdly, it would be very interesting to develop algorithms for automatically discovering the optimal number of processes in an HPM. The current method of using cross-validated data log-likelihood to decide the correct number of processes is reasonable for choosing among a small set of possible numbers of processes, but becomes impractical when there is more uncertainty about how many processes to model.

Finally, there is still work to be done using the HPM framework developed so far. HPMs could be applied to more datasets, within the fMRI domain and outside of it. For scenarios with appropriate prior knowledge, it would be interesting to experiment with more regularization penalties, including spatial sparsity and spatial priors. Since HPMs parameterized with basis functions have performed well so far, it may be worth investigating different numbers of basis functions, different types of bases, and regularization for spatial smoothness on the basis function weights.

6.5 Summary

In conclusion, recall the thesis presented in Section 1.4: The thesis of the research reported here is that we can develop machine learning techniques for time series data that can simultaneously estimate parameters of temporal signatures and the onsets of the latent processes that generate them. These techniques can be improved by incorporating domain knowledge, and they can be used to express, learn, and compare competing models of the processes generating the data. This thesis is motivated by, and will be explored within the fMRI domain.

In support of this thesis, we introduced Hidden Process Models, with the formalism and algorithms in Chapter 2. We elaborated on this basic version of HPMs in Chapters 3 and 4. Then in Chapter 5, we provided results on synthetic fMRI data (for which we knew ground truth) demonstrating that HPMs can recover the parameters of the processes even in the presence of uncertain timing. We also used synthetic data to show that HPMs can use held-out data log-likelihood to select the model with the correct number of latent processes. We showed that incorporating domain knowledge about the temporal smoothness of the process response signatures in fMRI, via regularization and basis functions, improved the performance of HPMs on real fMRI data. We also provided a comparison
of several models of the real fMRI study, and we showed how the learned HPMs can be visualized to aid interpretation of the processes. Finally, the current chapter has discussed the experimental results, advice for HPM users, contributions of HPMs to the field, and future directions of research.

In summary, Hidden Process Models are, to the best of our knowledge, the first attempt to simultaneously recover the timings and hemodynamic responses of the cognitive processes underlying an fMRI experiment. The evidence to date suggests that HPMs have promise for fMRI, but they are still in their infancy. We hope that progress on the research directions outlined above will make HPMs increasingly useful to cognitive scientists.
Appendix A

Notation

This section provides tables of notation to aid the reader in understanding the formalism and algorithms for HPMs (Sections 2.1 and 2.2, respectively). Table A.1 refers primarily to the notation for the formalism, and Table A.2 is primarily for the algorithms.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Size/Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>Data matrix.</td>
<td>$T \times V$</td>
</tr>
<tr>
<td>$t$</td>
<td>Time point in data.</td>
<td>${1 \ldots T}$</td>
</tr>
<tr>
<td>$v$</td>
<td>Voxel.</td>
<td>${1 \ldots V}$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Process.</td>
<td>${1 \ldots</td>
</tr>
<tr>
<td>$d(\pi)$</td>
<td>The duration of process $\pi$.</td>
<td></td>
</tr>
<tr>
<td>$W(\pi)$</td>
<td>The process response signature matrix for process $\pi$.</td>
<td>$d(\pi) \times V$</td>
</tr>
<tr>
<td>$\Theta(\pi)$</td>
<td>Vector of multinomial parameters over $\Omega(\pi)$.</td>
<td>Same length as $\Omega(\pi)$</td>
</tr>
<tr>
<td>$\Omega(\pi)$</td>
<td>The vector of offsets for process $\pi$.</td>
<td>Integers</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>The set of all processes.</td>
<td></td>
</tr>
<tr>
<td>$i$</td>
<td>Process instance.</td>
<td>${1 \ldots I}$</td>
</tr>
<tr>
<td>$\pi(i)$</td>
<td>The process ID for $i$.</td>
<td></td>
</tr>
<tr>
<td>$\lambda(i)$</td>
<td>The timing landmark for $i$.</td>
<td></td>
</tr>
<tr>
<td>$O(i)$</td>
<td>The offset for $i$.</td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>Configuration.</td>
<td>${1 \ldots C}$</td>
</tr>
<tr>
<td>$\mathcal{C}$</td>
<td>The set of all configurations.</td>
<td></td>
</tr>
<tr>
<td>$\sigma_v^2$</td>
<td>The variance of voxel $v$.</td>
<td></td>
</tr>
<tr>
<td>$\delta(\cdot)$</td>
<td>Returns 1 if and only if its argument is true.</td>
<td></td>
</tr>
<tr>
<td>$\mu(c)$</td>
<td>The mean of the distribution over $Y$ under $c$.</td>
<td>$T \times V$</td>
</tr>
<tr>
<td>$X_c$</td>
<td>The binary design matrix for configuration $c$.</td>
<td>$T \times D$</td>
</tr>
<tr>
<td>$D$</td>
<td>The sum of the durations of all processes ($\sum_{\pi} d(\pi)$).</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>The vertical concatenation of $W(\pi) \forall \pi$.</td>
<td>$D \times V$</td>
</tr>
<tr>
<td>$\mu(c)$</td>
<td>The mean of the Gaussian distribution over $Y$ under $c$.</td>
<td>$TV \times 1$</td>
</tr>
<tr>
<td>$n$</td>
<td>Trial.</td>
<td>${1 \ldots N}$</td>
</tr>
<tr>
<td>$c_n$</td>
<td>Configuration within trial $n$.</td>
<td>${1 \ldots C_n}$</td>
</tr>
<tr>
<td>$\mathcal{C}_n$</td>
<td>The set of all configurations for trial $n$.</td>
<td></td>
</tr>
</tbody>
</table>

Table A.1: Notation used in the formalism for HPMs, roughly in order of introduction. The last column indicates the size and/or domain of the variable, where appropriate.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi$</td>
<td>The set of HPM parameters to be learned from data.</td>
</tr>
<tr>
<td>$X_c$</td>
<td>The vertical concatenation of $X_{nc}$ for all trials $n$.</td>
</tr>
<tr>
<td>$Y$</td>
<td>Data vector.</td>
</tr>
<tr>
<td>$Y_n$</td>
<td>Data vector for a trial $n$.</td>
</tr>
<tr>
<td>$W$</td>
<td>The vertical concatenation of $W(\pi)\forall \pi$.</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>The vertical concatenation of $\sigma_n^2$ for all trials.</td>
</tr>
<tr>
<td>$\Sigma^2$</td>
<td>The covariance matrix. $\Sigma = \text{diag}(\sigma^2)$</td>
</tr>
<tr>
<td>$Z$</td>
<td>Binary indicator vector for the correct configuration.</td>
</tr>
<tr>
<td>$Z_c$</td>
<td>Binary indicator variable for configuration $c$.</td>
</tr>
<tr>
<td>$M$</td>
<td>Length of the vertical concatenation of the design matrices for all configurations in all trials. $M = V \sum_n T_n C_n$</td>
</tr>
<tr>
<td>$X$</td>
<td>The vertical concatenation of $X_n$ for all trials $n$.</td>
</tr>
<tr>
<td>$X_n$</td>
<td>The vertical concatenation of $X_c$ for all configurations in trial $n$.</td>
</tr>
<tr>
<td>$X_{nc}$</td>
<td>The block-diagonal of $X_{nc}$ is $X_{nc}$ repeated $V$ times.</td>
</tr>
<tr>
<td>$Y$</td>
<td>Vertical concatenation $Y_n$ for all $n$.</td>
</tr>
<tr>
<td>$Y_n$</td>
<td>Vertical concatenation of $Y_n$ repeated for $C_n$ times.</td>
</tr>
<tr>
<td>$Z$</td>
<td>Expansion of $Z$. $Z_{nc}$ for each element $m$ corresponding to $c_n$.</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>Covariance matrix for $Y$.</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>Diagonal of $\Sigma$. $\sigma_v^2$ for each element $m$ corresponding to voxel $v$.</td>
</tr>
<tr>
<td>$\Upsilon$</td>
<td>Weights for the weighted least squares solution. $\Upsilon = \Sigma^{-1} E[Z]$</td>
</tr>
<tr>
<td>$Z_{nc}$</td>
<td>Binary indicator variable for configuration $c$ in trial $n$.</td>
</tr>
</tbody>
</table>

Table A.2: Notation used in descriptions of the HPM algorithms. The last column indicates the size and/or domain of the variable, where appropriate.
Appendix B

Derivation of the M step Update for W

The M step estimate of \( W \) under uncertainty about the true configuration of process instances can be understood in terms of an extension to the General Linear Model (GLM) presented in 2.2.2. In that approach, we created a design matrix \( \tilde{X}_c \) from the known configuration \( c \). Here, we consider the design matrix \( \tilde{X} \) reflecting all possible configurations. The construction of \( \tilde{X} \) and the related variables \( \tilde{Y}, \tilde{Z}, \) and \( \tilde{\Sigma} \) the are described in Section 2.2.3.

We begin with the expected log-likelihood of the complete data, including the observed data \( Y \) and the latent indicator variable \( Z \):

\[
Q(\Psi, \Psi^{\text{old}}) = E_{P(Z|Y, \Psi^{\text{old}})}[\ln P(Y, Z|\Psi)] = E_{P(Z|Y, \Psi^{\text{old}})}[\ln P(Y|Z, \Psi) + \ln P(Z|\Psi)]
\]

\[
= E_{P(Z|Y, \Psi^{\text{old}})} \left[ \ln \left( \frac{1}{(2\pi)^{\frac{M}{2}}|\Sigma|^{\frac{1}{2}}} \exp \left( -\frac{1}{2} \tilde{Z}||\tilde{Y} - \tilde{X}W||^2_{\tilde{\sigma}^{-1}} \right) \right) \right] + E_{P(Z|Y, \Psi^{\text{old}})} \left[ \ln \left( \prod_n \prod_{c \in C_n} P(c|\Psi)^{Z_{nc}} \right) \right]
\]

\[
= -\ln((2\pi)^{\frac{M}{2}}|\Sigma|^{\frac{1}{2}}) - \frac{1}{2} E[\tilde{Z}||\tilde{Y} - \tilde{X}W||^2_{\tilde{\sigma}^{-1}}] + \sum_n \sum_{c \in C_n} E[Z_{nc}] \ln(P(c|\Psi))
\]

We can maximize the expected log-likelihood of the complete data \( Q \) by solving for
the $W$ that minimizes the objective function:

$$f_0(W) = E[\tilde{Z}] \| \tilde{Y} - \tilde{X}W \|^2_{\tilde{\Sigma}^{-1}}$$

$$= (\tilde{Y} - \tilde{X}W)'\tilde{\Sigma}^{-1}E[\tilde{Z}](\tilde{Y} - \tilde{X}W)$$

(B.2)

This is a weighted least squares problem with weight matrix $\Upsilon = \tilde{\Sigma}^{-1}E[\tilde{Z}]$, the solution to which is given by:

$$\hat{W} \leftarrow \left(\tilde{X}'\Upsilon\tilde{X}\right)^{-1}\tilde{X}'\Upsilon\tilde{Y}$$

(B.3)

We arrive at this solution by setting the derivative of $f_0(W)$ equal to zero and solving for $W$ as follows:

$$\frac{df_0}{dW} = \frac{d}{dW}(\tilde{Y} - \tilde{X}W)'\Upsilon(\tilde{Y} - \tilde{X}W)$$

$$= \frac{d}{dW} \left(\tilde{Y}'\Upsilon\tilde{Y} - 2\tilde{Y}'\Upsilon\tilde{X}W + W'\tilde{X}'\Upsilon\tilde{X}W\right)$$

$$0 = -2\tilde{X}'\Upsilon\tilde{Y} + 2\tilde{X}'\Upsilon\tilde{X}W$$

$$\tilde{X}'\Upsilon\tilde{X}W = \tilde{X}'\Upsilon\tilde{Y}$$

$$W = \left(\tilde{X}'\Upsilon\tilde{X}\right)^{-1}\tilde{X}'\Upsilon\tilde{Y}$$

(B.4)
Appendix C

Tutorial on Factorial Hidden Markov Models

In this section, we give some background on factorial Hidden Markov Models (fHMMs) which may be helpful in understanding the extension to fHMMs that corresponds to Hidden Process Models, described in Chapter 4. We describe the model, two exact inference algorithms, and two variational inference algorithms for fHMMs. None of this is original work; instead, it is intended as a tutorial for the unfamiliar reader. All of the material on fHMMs follows Ghahramani and Jordan [1997] closely. The only original work in this Appendix is in Section C.1.3, which describes a small modification to the second fHMM exact inference algorithm for HPMs.

Factorial Hidden Markov Models are a generalization of Hidden Markov Models (HMMs) (Rabiner [1989]) in which the hidden state is factored into multiple state variables that are conditionally independent of one another given the observed data. A graphical depiction of the model is given in Figure C.1. Let \( \{S_t\} \) be a sequence of hidden states, using the factored representation with \( M \) chains so that \( S_t = \{S_t^{(1)}, S_t^{(2)}, \ldots, S_t^{(M)}\} \), where \( S_t^{(m)} \) is a \( K \times 1 \) binary vector containing a single 1 in the position of the state value. In general each chain can take on \( K^{(m)} \) values but here for simplicity, we assume that \( K^{(m)} = K, \forall m \). Let \( \{Y_t\} \) be a sequence of observations, and let \( \Psi \) represent the parameters of the model. The factorial HMM defines a probability distribution as follows:

\[
P(\{S_t, Y_t\} | \Psi) = \prod_{m=1}^{M} P(S_t^{(m)} | \Psi) \prod_{t=2}^{T} \prod_{m=1}^{M} \left[ P(S_t^{(m)} | S_{t-1}^{(m)}, \Psi) \right] P(Y_t | S_t, \Psi)
\]

(C.1)
We will work with the following distributions for the components of $P(\{S_t, Y_t\} | \Psi)$:

$$P(S_1^{(m)} | \Psi) = \prod_{k=1}^{K} \left( \pi_k^{(m)} \right)^{S_1^{(m)}_{k,k}} \quad \text{(C.2)}$$

$$\log P(S_1^{(m)} | \Psi) = S_1^{(m)} \log(\pi^{(m)}) \quad \text{(C.3)}$$

where $\pi^{(m)}$ is a $K \times 1$ vector containing the initial probabilities of each state value for chain $m$.

$$P(S_{t}^{(m)} | S_{t-1}^{(m)}, \Psi) = \prod_{k=1}^{K} \left( \prod_{j=1}^{K} \left( A_{j,k}^{(m)} \right)^{S_{t-1,j}^{(m)}} \right)^{S_{t,k}^{(m)}} \quad \text{(C.4)}$$

$$\log P(S_{t}^{(m)} | S_{t-1}^{(m)}, \Psi) = (S_{t-1}^{(m)})^\top \log(A^{(m)})^{S_{t}^{(m)}} \quad \text{(C.5)}$$

where $A^{(m)}$ is a $K \times K$ matrix containing the state transition probabilities for chain $m$. 

Figure C.1: (a) Graphical representation of a Hidden Markov Model. $S_t$ is the value of the hidden state at time $t$; $Y_t$ is the observed data at time $t$. (b) Graphical representation of a factorial Hidden Markov Model with $M = 3$ hidden Markov chains. $S_t^{(m)}$ is the value of the hidden state of the $m^{th}$ chain at time $t$. This figure is from Ghahramani and Jordan [1997].
\(A_{i,j}^{(m)}\) is \(P(S_t^{(m)} = j | S_{t-1}^{(m)} = i)\).

\[
P(Y_t | S_t, \Psi) = |C|^{\frac{1}{2}} (2\pi)^{D} \times 
\exp \left( -\frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S_{t}^{(m)})' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S_{t}^{(m)}) \right) \tag{C.6}
\]

\[
\log P(Y_t | S_t, \Psi) = \log(|C|^{\frac{1}{2}} (2\pi)^{D}) - \frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S_{t}^{(m)})' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S_{t}^{(m)}) \tag{C.7}
\]

where \(Y_t\) is a \(D \times 1\) vector of observations, \(C\) is a \(D \times D\) covariance matrix, and \(W^{(m)}\) is a \(D \times K\) matrix where \(W_{i,j}^{(m)}\) is the contribution to the \(i^{th}\) dimension of \(Y_t\) from chain \(m\) when it takes on its \(j^{th}\) value. This equation says that the observed data is governed by a multivariate Gaussian distribution whose mean is the sum of a contribution from each chain that depends on the chain’s value. Using these distributions, \(\Psi = \{\{\pi^{(m)}, A^{(m)}, W^{(m)}\} \forall m, C\}\).

For the inference problem, we are interested in the probability distribution over the hidden state sequence conditioned on the observation sequence, which is:

\[
P(\{S_t\}|\{Y_t\}, \Psi) = \frac{P(\{S_t, Y_t\}|\Psi)}{P(\{Y_t\}|\Psi)} = \frac{1}{Z_P} P(\{S_t, Y_t\}|\Psi) \tag{C.9}
\]

\[
= \frac{1}{Z_P} \prod_{m=1}^{M} \left[ P(S_1^{(m)}|\Psi) \right] P(Y_1|S_1, \Psi) \prod_{t=2}^{T} \left[ \prod_{m=1}^{M} \left[ P(S_t^{(m)}|S_{t-1}^{(m)}, \Psi) \right] P(Y_t|S_t, \Psi) \right]
\]
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\[
\log P(\{S_t\} | \{Y_t\}, \Psi) = -\log(Z_P) + \sum_{m=1}^{M} \log P(S_1^{(m)} | \Psi) + \sum_{t=1}^{T} \log P(Y_t | S_t, \Psi) + \\
\sum_{m=1}^{M} \sum_{t=2}^{T} \log P(S_t^{(m)} | S_{t-1}^{(m)}, \Psi)
\]

\[
= -\log(Z_P) + \sum_{m=1}^{M} S_1^{(m)} \log(\pi^{(m)}) + \sum_{m=1}^{M} \sum_{t=2}^{T} (S_{t-1}^{(m)})' \log(A^{(m)}) S_t^{(m)} + \\
\log(|C|^\frac{1}{2} (2\pi)^{\frac{D}{2}}) - \frac{1}{2} \sum_{t=1}^{T} Y_t' C^{-1} Y_t + \sum_{m=1}^{M} \sum_{t=1}^{T} Y_t' C^{-1} W^{(m)} S_t^{(m)} - \\
\frac{1}{2} \sum_{t=1}^{T} \sum_{m=1}^{M} \sum_{n=1}^{M} (S_t^{(n)})' (W^{(n)})' W^{(m)} S_t^{(m)}
\]

(C.10)

### C.1 Exact Inference

#### C.1.1 Naive Inference

Since a factorial HMM can be expressed as an HMM, we can use the forward-backward algorithm (Rabiner [1989]) to do inference in fHMMs. For a fHMM with \( M \) state variables, each of which takes on \( K \) values, the corresponding HMM has \( K^M \) states. The forward-backward algorithm proceeds by computing \( \alpha_t(i) = P(Y_{1:t}, S_t = i | \Psi) \) for every time \( t \) and state value \( i \) on the forward pass, and \( \beta_t(i) = P(Y_{t+1:T} | S_t = i, \Psi) \) for every time \( t \) and state value \( i \) on the backward pass, where \( Y_a:b \) indicates the sequence from \( a \) to \( b \). The forward-backward algorithm can be implemented with dynamic programming. The forward recursion is given by:

\[
\alpha_1(i) = P(S_1 = i)P(Y_1 | S_1 = i) \\
1 \leq i \leq K^M
\]

(C.11)

\[
\alpha_{t+1}(j) = P(Y_{t+1} | S_{t+1} = j) \sum_{i=1}^{K^M} P(S_{t+1} = j | S_t = i) \alpha_t(i) \\
1 \leq t \leq T - 1, 1 \leq j \leq K^M
\]

(C.12)
The backward recursion is given by:

\[ \beta_T(i) = 1 \]
\[ 1 \leq i \leq K^M \]  \hspace{1cm} (C.13)

\[ \beta_t(i) = \sum_{j=1}^{K^M} P(Y_{t+1}|S_{t+1} = j)P(S_{t+1} = j|S_t = i)\beta_{t+1}(j) \]
\[ t = [T - 1, T - 2, \ldots, 1], 1 \leq i \leq K^M \]  \hspace{1cm} (C.14)

The complexity of the forward-backward algorithm is \( O(T K^2 M) \). The \( TK^M \) in the complexity result occurs because we do a computation for every time step and every state value, and the second \( K^M \) occurs because the sum over \( P(S_{t+1} = j|S_t = i) \) also has \( K^M \) terms.

C.1.2 An Improvement

We can improve on the naive inference algorithm presented above by taking advantage of the conditional independence assumption between Markov chains in fHMMs. In this case, the transition probability matrix can be factored into \( M K \times K \) matrices, one for each state variable \( M \), instead of the \( K^M \times K^M \) matrix used above. For the forward recursion, this gives:

\[ \alpha_t(i) = \prod_{m=1}^{M} \sum_{i^{(m)}} P(S_t = i^{(m)}|S_t = i) \prod_{m=1}^{M} P(S_{t+1} = j|S_t = i^{(m)}) \] \hspace{1cm} (C.15)

There are \( K \) terms in each sum, and \( M \) sums overall, resulting in \( KM \) terms instead of \( K^M \). This improves our complexity result from \( O(TK^2 M) \) to \( O(TKM K^M) = O(TM K^{M+1}) \).

C.1.3 Exact Inference for HPMs

Here, we attempt to modify the exact inference algorithms presented above for HPMs. Our hope is that the additional structure provided by the HPM assumptions will improve the complexity of the algorithms.

The first improvement we can make on the fHMM inference algorithm using the HPM structure is to remove the +1 from the time complexity \( O(TMK^{M+1}) \). We do this by
noticing that for any given state \( S_t \), the sum over probabilities of transitioning from any of the \( K^M \) states to \( S_t \) can be simplified. If \( S_t = 0 \), then \( S_{t-1} \) could only have been 0 or \( d \), so the sum is \( P(S_t = 0|S_{t-1} = 0) + P(S_t = 0|S_{t-1} = d) = (1 - p) + 1 \). If \( S_t > 0 \), the state variable is deterministically counting, so the only non-zero term in the sum over all possible predecessors is \( P(S_t = x|S_{t-1} = x - 1) = 1 \). So we have:

\[
\prod_{m=1}^{M} \sum_{i}^{K} P(S_{t+1}^{(m)} = j^{(m)}|S_{t}^{(m)} = i) = (1 - p) + 1, j^{(m)} = 0
\]

Decomposing this sum decouples it from the arity of the state variable, \( K \), which means a constant amount of computation for each state variable, so we have \( O(TM^K) \).

The second insight for HPMs as fHMMs is that if all the state variables \( j^{(m)} \) for a state value \( j \) are non-zero, then we have:

\[
\prod_{m=1}^{M} \sum_{i}^{K} P(S_{t+1}^{(m)} = j^{(m)}|S_{t}^{(m)} = i) = \prod_{m=1}^{M} 1 = 1
\]

For these state values, the forward recursion simplifies to:

\[
\alpha_{t+1}(j) = P(Y_{t+1}|S_{t+1} = j) \prod_{m=1}^{M} \alpha_{t}(j^{(m)} - 1)
\]

Finally, note that there are \( 2^M - 1 \) state values with at least one zero for one of the state variable values, regardless of the arity of the state variables.

Unfortunately this second insight does not further improve our complexity, since even though we can remove the sum completely, we still have a product of \( M \) terms for each of \( K^M \) state variables.

### C.2 Variational Inference

Since the exact inference algorithms presented so far all have exponential time complexities, we now consider approximate inference algorithms for fHMMs. We will begin by explaining the theory behind variational inference in general, and then give two examples of variational inference algorithms for fHMMs.
C.2.1 The General Framework for Variational Inference

Here we describe the basic idea behind variational approximations for inference in graphical models. This section is based on the descriptions given in Jordan et al. [1998] and Ghahramani and Jordan [1997].

Let us call the set of hidden variables in our model $H$ and the set of observed variables, or evidence $E$. The inference problem is to compute the probability distribution over the hidden variables given the evidence:

$$ P(H|E) = \frac{P(H,E)}{P(E)} = \frac{P(H,E)}{\sum_H P(H,E)} \quad \text{(C.19)} $$

When $P(H|E)$ is intractable to compute directly, we can use variational methods to approximate it by a tractable distribution $Q(H|E)$. Here we show that any distribution $Q(H|E)$ provides a lower bound on the log likelihood of $P(E)$:

$$ \log P(E) = \log \sum_H P(H,E) = \log \sum_H Q(H|E) \frac{P(H,E)}{Q(H|E)} \geq \sum_H Q(H|E) \log \frac{P(H,E)}{Q(H|E)} \quad \text{(C.20)} $$

$$ = \sum_H Q(H|E) (\log \frac{P(H|E)}{Q(H|E)} + \log P(E)) = \sum_H Q(H|E) \log \frac{P(H|E)}{Q(H|E)} + \sum_H Q(H|E) \log P(E) = \sum_H Q(H|E) \log \frac{P(H|E)}{Q(H|E)} + \log P(E) \quad \text{(C.21)} $$

where in Equation C.20 we have used Jensen’s inequality (Wasserman [2004]). Subtracting $\log P(E)$ from both sides, we see that the difference between the left and right sides
This last line is the Kullback-Leibler (KL) divergence (Wasserman [2004]) between \( Q \) and \( P \), \( KL(Q||P) \). This means that the KL divergence between an arbitrary distribution \( Q(H|E) \) and the true distribution \( P(H|E) \) is a lower bound on the log likelihood of the observed evidence.

Variational inference methods proceed from this result by choosing a family of distributions \( Q(H|E) \) defined by a set of conditional independence relationships among the variables in \( H \), and then choosing a member of that family, which corresponds to choosing particular settings for the parameters of the family \( Q \). These parameters are called variational parameters. To make the bound on the log likelihood as tight as possible, the variational parameters are chosen to minimize the KL divergence between \( Q \) and \( P \) (e.g. by setting the derivative of Equation C.23 to zero and solving for the parameters of \( Q \)).

Having chosen and parameterized \( Q \), we can approximate \( P(H|E) \) with \( Q(H|E) \) and/or compute expected sufficient statistics under \( Q(H|E) \) to be used in learning model parameters in an EM algorithm.

### C.2.2 Mean Field Approximation for Factorial HMMs

In this section, we describe the mean field approximation for factorial HMMs. Both the method and the notation are based on Ghahramani and Jordan [1997].

The first step in developing a variational method is to choose the family of distributions to be used for \( Q \); that is, to choose the set of conditional independence relationships that hold for \( Q \). The simplest choice of \( Q \) for fHMMs is to decouple all of the state variables, breaking the links of each chain going forward in time and the links from each chain to the observed variables at every time point. This completely factorized approximation is called the mean field approximation, and is depicted in Figure C.2.

The family of distributions represented by this structure is given by:

\[
Q(\{S_t\}|\theta) = \prod_{t=1}^{T} \prod_{m=1}^{M} Q(S_t^{(m)}|\theta_t^{(m)})
\]  

(C.24)
Figure C.2: Graphical representation of the approximating family of distributions for the mean field variational approximation for factorial HMMs. $S_t^{(m)}$ represents the state of the $m^{th}$ chain at time $t$. In the mean field approximation, all state variables are decoupled. This figure is from Ghahramani and Jordan [1997].

where $\theta = \{\theta_i^{(m)}\}$ are the variational parameters, also represented as $K \times 1$ vectors defining a multinomial distribution on $S_t^{(m)}$, in which the $k^{th}$ element contains the probability that $S_t^{(m)}$ is in state $k$:

$$Q(S_t^{(m)}|\theta_t^{(m)}) = \prod_{k=1}^{K} (\theta_{t,k}^{(m)})^{S_t^{(m)}_{t,k}} \quad (C.25)$$

Adding a normalization term $Z_Q$ to ensure that $\sum_k \theta_{t,k}^{(m)} = 1$, we have:

$$Q(\{S_t\}|\theta) = \frac{1}{Z_Q} \prod_{t=1}^{T} \prod_{m=1}^{M} \prod_{k=1}^{K} (\theta_{t,k}^{(m)})^{S_t^{(m)}_{t,k}}$$

$$\log Q(\{S_t\}|\theta) = -\log(Z_Q) + \sum_{t=1}^{T} \sum_{m=1}^{M} (S_t^{(m)})' \log \theta_t^{(m)} \quad (C.26)$$

Given this family of distributions, we wish to choose the variational parameters $\theta$ that minimize the KL-divergence between $Q(\{S_t\}|\theta)$ and the true $P(\{S_t\}|\{Y_t\}, \Psi)$, given by:

$$KL(Q||P) = \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log \frac{Q(\{S_t\}|\theta)}{P(\{S_t\}|\{Y_t\}, \Psi)} \quad (C.27)$$
\[ \text{KL}(Q||P) = \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log Q(\{S_t\}|\theta) - \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log P(\{S_t\}|\{Y_t\}, \Psi) \]  
(C.28)

\[
\begin{align*}
\text{KL}(Q||P) &= \sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( -\log(Z_Q) + \sum_{m=1}^{M} \sum_{t=1}^{T} (S_t^{(m)})' \log \theta_t^{(m)} + \log(Z_P) \right) - \\
&\quad \sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( \sum_{m=1}^{M} S_t^{(m)} \log(\pi^{(m)}) + \sum_{m=1}^{M} \sum_{t=2}^{T} (S_{t-1}^{(m)})' \log(A^{(m)}) S_t^{(m)} \right) - \\
&\quad \sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( \log(|C|^\frac{1}{2}(2\pi)^{\frac{D}{2}}) \right) - \frac{1}{2} \sum_{t=1}^{T} Y_t'C^{-1}Y_t - \\
&\quad \sum_{\{S_t\}} Q(\{S_t\}|\theta) \frac{1}{2} \sum_{t=1}^{T} \sum_{m=1}^{M} \sum_{n=1}^{M} (S_t^{(n)})' (W^{(n)})' W^{(m)} S_t^{(m)} \\
\end{align*}
\]  
(C.29)

\[
\begin{align*}
\text{KL}(Q||P) &= -\log(Z_Q) + \sum_{m=1}^{M} \sum_{t=1}^{M} (E_Q[S_t^{(m)}])' \log \theta_t^{(m)} + \log(Z_P) - \\
&\quad \sum_{m=1}^{M} E_Q[S_t^{(m)}] \log(\pi^{(m)}) - \sum_{m=1}^{M} \sum_{t=2}^{T} tr\{E_Q[S_t^{(m)}] (S_{t-1}^{(m)})'\} \log(A^{(m)}) \right) - \\
&\quad \log(|C|^\frac{1}{2}(2\pi)^{\frac{D}{2}}) + \frac{1}{2} \sum_{t=1}^{T} Y_t'C^{-1}Y_t - \\
&\quad \sum_{t=1}^{T} \sum_{m=1}^{M} Y_t'C^{-1} W^{(m)} E_Q[S_t^{(m)}] + \\
&\quad \frac{1}{2} \sum_{m=1}^{M} \sum_{t=1}^{T} tr\{diag\{E_Q[S_t^{(m)}]\} (W^{(m)})' C^{-1} W^{(m)}\} + \\
&\quad \frac{1}{2} \sum_{m=1}^{M} \sum_{t=1}^{T} \sum_{n\neq m} tr\{E_Q[S_t^{(m)}] (S_t^{(n)})' (W^{(n)})' C^{-1} W^{(m)}\} \\
\end{align*}
\]  
(C.30)
where \( tr\{ \} \) is takes the trace of a matrix and \( \text{diag}\{ \} \) puts its argument on the diagonal of an otherwise-zero matrix.

In this case, the expected values of the state variables are simple because \( Q \) is fully factorized:

\[
E_Q[S_t^{(m)}] = \theta_t^{(m)} \tag{C.31}
\]

\[
E_Q[S_t^{(m)}(S_{t-1}^{(m)})'] = \theta_t^{(m)}(\theta_{t-1}^{(m)})' \tag{C.32}
\]

\[
E_Q[S_t^{(m)}(S_t^{(n)})'] = \theta_t^{(m)}(\theta_t^{(n)})' \tag{C.33}
\]

We now plug these expected values back into the KL divergence and take the derivative with respect to the variational parameters:

\[
\frac{dKL(Q||P)}{d\theta^{(l)}_\tau} = -\frac{d}{d\theta^{(l)}_\tau} \log(Z_Q) + 1 + \log \theta^{(l)}_\tau - (W^{(l)})'C^{-1}Y_\tau + \frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} + \\
\sum_{n \neq l}^M (W^{(l)})'C^{-1}W^{(n)}\theta_t^{(n)} - \log A^{(m)}\theta_\tau^{(l)} - (\theta_\tau^{(l)})' \log A^{(l)}
\]

where \( \Delta\{ \} \) returns a vector containing the diagonal of its argument.

Setting this derivative to zero and solving for \( \theta^{(l)}_\tau \) gives:

\[
0 = -\frac{d}{d\theta^{(l)}_\tau} \log(Z_Q) + 1 + \log \theta^{(l)}_\tau - (W^{(l)})'C^{-1}Y_\tau + \frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} + \\
\sum_{n \neq l}^M (W^{(l)})'C^{-1}W^{(n)}\theta_t^{(n)} - \log A^{(m)}\theta_\tau^{(l)} + (\theta_\tau^{(l)})' \log A^{(l)}
\]

\[
\log \theta^{(l)}_\tau = \frac{d}{d\theta^{(l)}_\tau} \log(Z_Q) - 1 + (W^{(l)})'C^{-1}Y_\tau - \frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} - \\
\sum_{n \neq l}^M (W^{(l)})'C^{-1}W^{(n)}\theta_t^{(n)} + \log A^{(m)}\theta_\tau^{(l)} + (\theta_\tau^{(l)})' \log A^{(l)}
\]
\[
\hat{\theta}_t^{(l)} = \exp(c + (W^{(l)})'C^{-1}Y_t - \frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} - \\
\sum_{n \neq l}^M (W^{(l)})'C^{-1}W^{(n)}\theta_t^{(n)} + \log A^{(m)}\theta_t^{(l)} + (\theta_t^{(l)})' \log A^{(l)}) \\
= \exp(c + (W^{(l)})'C^{-1}Y_t - \frac{1}{2} \sum_{n \neq l}^M (W^{(n)})'\theta_t^{(n)}) - \\
\frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} + \log A^{(m)}\theta_t^{(l)} + (\theta_t^{(l)})' \log A^{(l)}) \\
= \exp \left( (W^{(l)})'C^{-1}\tilde{Y}_t^{(l)} - \frac{1}{2} \Delta\{(W^{(l)})'C^{-1}W^{(l)}\} + \log A^{(m)}\theta_t^{(l)} + (\theta_t^{(l)})' \log A^{(l)}) \right)
\]

where \(\tilde{Y}_t^{(l)} = Y_t - \sum_{n \neq l}^M (W^{(n)})\theta_t^{(n)}\), the residual error in \(Y_t\) given the predictions from all the state variables except for \(l\). The constant \(c\) has been removed, and in its place we renormalize the vector \(\hat{\theta}_t^{(l)}\) after every computation.

Equation C.37 defines a set of fixed point equations for the variational parameters. We can iterate on these equations until the KL divergence converges. Notice that the terms in the fixed point equation for a particular \(\theta_t^{(m)}\) involve the other parameters in the Markov blanket of \(\theta_t^{(m)}\) (the variational parameters for chains \(n \neq m\) at time \(t\), and the variational parameters for chain \(m\) at times \(t - 1\) and \(t + 1\)). Therefore, even though the approximating distribution is completely factorized, its parameters are coupled according to the dependencies in the true distribution.

Having solved for the variational parameters, we can use them to do inference about the hidden state sequence using \(Q\) or we can take the expectations under \(Q\) of the sufficient statistics of \(P\) to be used in an EM algorithm for learning the parameters \(\Psi\) of \(P\).

\section*{C.2.3 Structured Approximation for Factorial HMMs}

In this section, we describe a structured approximation for factorial HMMs. Again, both the method and the notation are based on Ghahramani and Jordan [1997].

As before, we start by choosing a family of distributions with which to approximated \(P(\{S_t\}|\{Y_t\}, \Psi)\). This family is depicted in Figure C.3. Unlike the mean field approximation, this family of distributions retains the temporal structure of the hidden state variables. It essentially treats each chain as an independent HMM, decoupled from the observed data.
Let us write this family $Q$ as:

$Q(\{S_t\} | \theta) = \frac{1}{Z_Q} \prod_{m=1}^{M} Q(S_1^{(m)} | \theta) \prod_{t=2}^{T} Q(S_t^{(m)} | S_{t-1}^{(m)}, \theta)$ \hspace{1cm} (C.38)

We choose the following parameterization for the components of $Q$:

$Q(S_1^{(m)} | \theta) = \prod_{k=1}^{K} (h_{1,k}^{(m)} \pi_k^{(m)})^{S_1^{(m),k}}$ \hspace{1cm} (C.39)

$\log Q(S_1^{(m)} | \theta) = \sum_{k=1}^{K} S_1^{(m),k} \log(h_{1,k}^{(m)} \pi_k^{(m)})$

$= (S_1^{(m)})' \log h_1^{(m)} + (S_1^{(m)})' \log \pi^{(m)}$

$Q(S_t^{(m)} | S_{t-1}^{(m)}, \theta) = \prod_{k=1}^{K} \left( h_{t,k}^{(m)} \prod_{j=1}^{K} (A_{j,k}^{(m)} S_{t-1,j}^{(m)})^{s_t^{(m),k}} \right)$

$\log Q(S_t^{(m)} | S_{t-1}^{(m)}, \theta) = (S_t^{(m)})' \log h_t^{(m)} + (S_t^{(m)})' \log A^{(m)} S_t^{(m)}$ \hspace{1cm} (C.40)
The variational parameters are \( \theta = \{ \pi^{(m)}, A^{(m)}, h_t^{(m)} \} \forall m, t \), where \( h_t^{(m)} \) is a \( K \times 1 \) vector that intuitively plays the role of the probability of a fictitious observation for each of the \( K \) settings of \( S_t^{(m)} \). So we have:

\[
Q(\{S_t\}|\theta) = \frac{1}{Z_Q} \prod_{m=1}^{M} \prod_{k=1}^{K} \left( h_{t,k}^{(m)} \pi_k^{(m)} \right)^{S_t^{(m)}_{1,k}} \prod_{t=2}^{T} \prod_{k=1}^{K} \left( h_{t,k}^{(m)} \prod_{j=1}^{K} (A_{j,k}^{(m)})^{S_{t-1,j}^{(m)}} \right)^{S_t^{(m)}_{t,k}}
\]

\[
\log Q(\{S_t\}|\theta) = - \log(Z_Q) + \sum_{m=1}^{M} (S_1^{(m)})' \log \pi^{(m)} + \sum_{m=1}^{M} \sum_{t=1}^{T} (S_t^{(m)})' \log h_t^{(m)} + \sum_{m=1}^{M} \sum_{t=2}^{T} (S_{t-1}^{(m)})' \log A^{(m)} S_t^{(m)}
\]

We follow the same reasoning as above in determining how to set the parameters \( \theta \) of \( Q \); that is, we again seek to minimize the KL divergence between \( Q \) and \( P \):

\[
KL(Q||P) = \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log \frac{Q(\{S_t\}|\theta)}{P(\{S_t\}|Y_t, \Psi)} \tag{C.42}
\]

\[
KL(Q||P) = \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log Q(\{S_t\}|\theta) - \sum_{\{S_t\}} Q(\{S_t\}|\theta) \log P(\{S_t\}|Y_t, \Psi) \tag{C.43}
\]
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\[
KL(Q||P) = \sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( -\log(Z_Q) + \sum_{m=1}^{M} (S_1^{(m)})' \log \pi^{(m)} + \sum_{m=1}^{M} \sum_{t=1}^{T} (S_t^{(m)})' \log h_t^{(m)} \right) + \\
\sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( \sum_{m=1}^{M} \sum_{t=2}^{T} (S_{t-1}^{(m)})' \log A^{(m)} s_t^{(m)} \right) - \\
\sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( \sum_{m=1}^{M} S_t^{(m)} \log(\pi^{(m)}) \right) - \\
\sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( \sum_{m=1}^{M} \sum_{t=2}^{T} (S_{t-1}^{(m)})' \log (A^{(m)}) s_t^{(m)} + \log(|C|^{\frac{1}{2}} (2\pi)^{\frac{D}{2}}) \right) - \\
\sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( -\frac{1}{2} \sum_{t=1}^{T} Y_t'C^{-1}Y_t + \sum_{t=1}^{T} \sum_{m=1}^{M} Y_t'C^{-1}W^{(m)}S_t^{(m)} \right) - \\
\sum_{\{S_t\}} Q(\{S_t\}|\theta) \left( -\frac{1}{2} \sum_{t=1}^{T} \sum_{m=1}^{M} \sum_{n=1}^{M} (S_t^{(m)})' (W^{(n)})' W^{(m)} S_t^{(m)} \right)
\] (C.44)
\[ KL(Q||P) = -\log(Z_Q) + \sum_{m=1}^{M} \sum_{t=1}^{T} E_Q[S^{(m)}_t] \log(h^{(m)}_t) + \sum_{m=1}^{M} E_Q[S^{(m)}_t] \log(\pi^{(m)}) + \]
\[
\sum_{m=1}^{M} \sum_{t=2}^{T} tr\{E_Q[S^{(m)}_t(S^{(m)}_{t-1})'] \log(A^{(m)})\} + \]
\[
\log(Z_P) - \sum_{m=1}^{M} E_Q[S^{(m)}_1] \log(\pi^{(m)}) - \]
\[
\sum_{m=1}^{M} \sum_{t=2}^{T} tr\{E_Q[S^{(m)}_t(S^{(m)}_{t-1})'] \log(A^{(m)})\} - \log(|C|^\frac{1}{2}(2\pi)^{\frac{D}{2}}) + \]
\[
\frac{1}{2} \sum_{t=1}^{T} Y'_t C^{-1} Y_t - \sum_{t=1}^{T} \sum_{m=1}^{M} Y'_t C^{-1} W^{(m)} E_Q[S^{(m)}_t] + \]
\[
\frac{1}{2} \sum_{m=1}^{M} \sum_{t=1}^{T} tr\{diag\{E_Q[S^{(m)}_t]\}\}(W^{(m)})'C^{-1}W^{(m)}\} + \]
\[
\frac{1}{2} \sum_{m=1}^{M} \sum_{n \neq m} \sum_{t=1}^{T} tr\{E_Q[S^{(m)}_t(S^{(n)}_{t})'](W^{(n)})'C^{-1}W^{(m)}\}\}
\]
(C.45)

\[ KL(Q||P) = -\log(Z_Q) + \sum_{m=1}^{M} \sum_{t=1}^{T} E_Q[S^{(m)}_t] \log(h^{(m)}_t) + \log(Z_P) + \]
\[
\frac{1}{2} \sum_{t=1}^{T} Y'_t C^{-1} Y_t - \sum_{t=1}^{T} \sum_{m=1}^{M} Y'_t C^{-1} W^{(m)} E_Q[S^{(m)}_t] + \]
\[
\frac{1}{2} \sum_{m=1}^{M} \sum_{t=1}^{T} tr\{diag\{E_Q[S^{(m)}_t]\}\}(W^{(m)})'C^{-1}W^{(m)}\} + \]
\[
\frac{1}{2} \sum_{m=1}^{M} \sum_{n \neq m} \sum_{t=1}^{T} tr\{E_Q[S^{(m)}_t(S^{(n)}_{t})'](W^{(n)})'C^{-1}W^{(m)}\}\}
\]
(C.46)
Note that we can write this as:

\[
KL(Q \| P) = - \log(Z_Q) + \log(Z_P) + \sum_{m=1}^{M} \sum_{t=1}^{T} E_Q[S_t^{(m)}]' \log h_t^{(m)} + \\
\sum_{m=1}^{M} \sum_{t=1}^{T} f(E_Q[S_t^{(m)}])
\]

(C.47)

where

\[
f(E_Q[S_t^{(m)}]) = \frac{1}{2M} Y_t' C^{-1} Y_t - Y_t' C^{-1} W^{(m)} E_Q[S_t^{(m)}] + \\
\frac{1}{2} tr\{ diag\{E_Q[S_t^{(m)}]\}(W^{(m)}') C^{-1} W^{(m)}\} + \\
\frac{1}{2} \sum_{n \neq m} tr\{ E_Q[S_t^{(m)}] (S_t^{(n)})' (W^{(n)})' C^{-1} W^{(m)}\}
\]

(C.48)

which makes the derivative:

\[
\frac{dKL(Q \| P)}{d \log h_t^{(l)}} = - \frac{d \log(Z_Q)}{d \log h_t^{(l)}} + \frac{d}{d \log h_t^{(l)}} \sum_{m=1}^{M} \sum_{t=1}^{T} E_Q[S_t^{(m)}]' \log h_t^{(m)} + \\
\sum_{m=1}^{M} \sum_{t=1}^{T} \frac{df}{dE_Q[S_t^{(m)}]} \frac{dE_Q[S_t^{(m)}]}{d \log h_t^{(l)}}
\]

(C.49)
where
\[
\frac{d \log(Z_Q)}{d \log h^{(l)}_\tau} = \frac{1}{Z_Q} \frac{dZ_Q}{d \log h^{(l)}_\tau} = \frac{1}{Z_Q} \frac{d}{d \log h^{(l)}_\tau} \sum_{\{S\}} \prod_t \left( \ldots (h^{(m)}_t)^{S^{(m)}_{t \ldots}} \right)
\]
\[
= \frac{1}{Z_Q} \sum_{\{S\}} \exp \left( \sum_{t, m} (\ldots S^{(m)}_t \log h^{(m)}_t \ldots) \right) S^{(l)}_\tau
\]
\[
= \sum_{\{S\}} Q(S) S^{(l)}_\tau
\]
\[
= E_Q[S^{(l)}_\tau]
\] (C.50)

and
\[
\frac{d}{d \log h^{(l)}_\tau} \sum_{m=1}^{M} \sum_{t=1}^{T} E_Q[S^{(m)}_t] \log h^{(m)}_t = \sum_{m=1}^{M} \sum_{t=1}^{T} \frac{d}{d \log h^{(l)}_\tau} \left( E_Q[S^{(m)}_t] \log h^{(m)}_t \right)
\]
\[
= \sum_{m=1}^{M} \sum_{t=1}^{T} dE_Q[S^{(m)}_t] \log h^{(m)}_t + E_Q[S^{(m)}_t] \frac{d}{d \log h^{(l)}_\tau} \log h^{(m)}_t
\]
\[
= \sum_{m=1}^{M} \sum_{t=1}^{T} \left( dE_Q[S^{(m)}_t] \log h^{(m)}_t \right) + E_Q[S^{(l)}_\tau]'
\] (C.51)

and
\[
\frac{df}{dE_Q[S^{(m)}_t]} = -(W^{(m)})'C^{-1}Y_t + \frac{1}{2} \Delta \{(W^{(m)})'C^{-1}W^{(m)}\} + \frac{1}{2} \sum_{n \neq m} (W^{(m)})'C^{-1}W^{(n)} E_Q[S^{(n)}_t])
\] (C.52)
Substituting these back in gives:

\[
\frac{dKL(Q||P)}{d \log h_r^{(l)}} = -E_Q[S_r^{(l)}] + \sum_{m=1}^{M} \sum_{t=1}^{T} \left( \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}} \log h_t^{(m)} \right) + E_Q[S_r^{(l)}]' + \sum_{m=1}^{M} \sum_{t=1}^{T} -(W^{(m)})'C^{-1}Y_t + \frac{1}{2} \Delta\{(W^{(m)})'C^{-1}W^{(m)}\} + \frac{1}{2} \sum_{n \neq m}^{M} (W^{(m)})'C^{-1}W^{(n)}E_Q[S_t^{(n)}] \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}}
\]

\[
0 = \sum_{m=1}^{M} \sum_{t=1}^{T} [(\log h_t^{(m)} - (W^{(m)})'C^{-1}Y_t + \frac{1}{2} \Delta\{(W^{(m)})'C^{-1}W^{(m)}\} + \frac{1}{2} \sum_{n \neq m}^{M} (W^{(m)})'C^{-1}W^{(n)}E_Q[S_t^{(n)}] \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}}]^{(C.53)}
\]

We will solve this equation by setting the terms inside the first term of the product (with \( \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}} \) being the second term) equal to zero. This will clearly find a solution. Since the KL divergence is convex (though we will not prove this), any solution to this equation is a
global optimum. This lets us avoid computing \( \frac{dE_Q[S^{(m)}_t]}{d \log h_t} \).

\[
0 = \log h_t^{(m)} - (W^{(m)})'C^{-1}Y_t + \frac{1}{2} \Delta \{(W^{(m)})'C^{-1}W^{(m)}\} + \\
\frac{1}{2} \sum_{n \neq m} (W^{(n)})'C^{-1}W^{(n)} E_Q[S^{(n)}_t]
\]

\[
\log h_t^{(m)} = (W^{(m)})'C^{-1}Y_t - \frac{1}{2} \Delta \{(W^{(m)})'C^{-1}W^{(m)}\} - \\
\frac{1}{2} \sum_{n \neq m} (W^{(m)})'C^{-1}W^{(n)} E_Q[S^{(n)}_t]
\]

\[
h_t^{(m)} = \exp[(W^{(m)})'C^{-1}Y_t - \frac{1}{2} \Delta \{(W^{(m)})'C^{-1}W^{(m)}\} - \\
\frac{1}{2} \sum_{n \neq m} (W^{(m)})'C^{-1}W^{(n)} E_Q[S^{(n)}_t]]
\]

\[
h_t^{(m)} = \exp[(W^{(m)})'C^{-1}Y_t^{(m)} - \frac{1}{2} \Delta \{(W^{(m)})'C^{-1}W^{(m)}\}]
\]

(C.54)

where again \( Y_t^{(m)} = Y_t - \sum_{n \neq m} (W^{(n)})' \hat{q}_t^{(n)} \), the residual error in \( Y_t \) given the predictions from all the state variables except for \( m \).

At the end of this derivation, we end up with a set of fixed point equations for \( h_t^{(m)} \) that depend on \( E_Q[S^{(m)}_t] \). The estimation of the variational parameters therefore proceeds iteratively, using the forward-backward algorithm for HMMs to calculate the expected values for each \( m \) using the current \( h \) values, and then updating the \( h \) values, iterating until convergence.
Appendix D

Derivation of Sampling Distributions for HPM-DBNs

In Section 4.4, we presented a Gibbs sampling algorithm for doing inference and learning in HPM-DBNs. On each iteration of the Gibbs algorithm, we sample a new value for each parameter in the set $\Psi$ from its full conditional distribution. In this appendix, we provide the derivations of the full conditional distributions each components of $\Psi$.

Recall that $\Psi$ and each of its components are proportional to the likelihood times the prior:

$$P(\Psi \{I, S, Y\}) \propto P(\{I, S, Y\}|\Psi)P(\Psi)$$

(D.1)

where the likelihood is:

$$P(\{I, S, Y\}|\Psi) = \prod_{t=1}^{T} \prod_{\pi=1}^{\Pi} [P(S_t^{(\pi)}|I_t^{(\pi)}, b^{(\pi)})] \times$$

$$\prod_{t=2}^{T} \prod_{\pi=1}^{\Pi} [P(S_t^{(\pi)}|S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}^{(\pi)}\}, \{S_{t-\delta}^{(\pi') \neq (\pi)}\}, A^{(\pi)})] \times$$

$$\prod_{t=1}^{T} P(Y_t|\{S_t\}, W, \Sigma)$$

(D.2)
the log-likelihood is:

\[
\log P(I, S, Y | \Psi) = \sum_{t=1}^{T} \sum_{\pi=1}^{P} \left[ \log P(S^{(\pi)}_1 | I^{(\pi)}_1, b^{(\pi)}) \right] + \\
\sum_{t=2}^{T} \sum_{\pi=1}^{P} \left[ \log P(S^{(\pi)}_t | S^{(\pi)}_{t-1}, \{I^{(\pi)}_{t-\Omega(\pi)}\}, \{S^{(\pi') \neq \pi}_t\}, A^{(\pi)}) \right] + \\
\sum_{t=1}^{T} \log P(Y_t | \{S_t\}, W, \Sigma) \tag{D.3}
\]

and the prior over the set \( \Psi \) is:

\[
P(\Psi) = P(\Sigma) \prod_{\pi=1}^{P} P(b^{(\pi)}) P(A^{(\pi)}) P(W^{(\pi)})
\]

\[
= P(\Sigma) \prod_{\pi=1}^{P} P(b^{(\pi)}_0) P(b^{(\pi)}_1) P(W^{(\pi)}) P(A^{(\pi)}) \prod_{o \in \Omega(\pi)} P(A^{(\pi)}_o)
\]

\[
\log P(\Psi) = \log P(\Sigma) + \sum_{\pi=1}^{P} \left[ \log P(b^{(\pi)}_0) + \log P(b^{(\pi)}_1) + \log P(W^{(\pi)}) + \log P(A^{(\pi)}) \right] + \\
\sum_{o \in \Omega(\pi)} \log P(A^{(\pi)}_o) \tag{D.4}
\]
So for some normalizing constant $c$ we have:

$$\log P(\Psi|\{I, S, Y\}) = c + \sum_{t=1}^{T} \sum_{\pi=1}^{\Pi} \left[ \log P(S_{t}^{(\pi)}|I_{t}^{(\pi)}, b^{(\pi)}) \right] +$$

$$\sum_{t=2}^{T} \sum_{\pi=1}^{\Pi} \left[ \log P(S_{t}^{(\pi)}|S_{t-1}^{(\pi)}, \{I_{t-\Omega(\pi)}^{(\pi)}\}, \{S_{t-\delta}^{(\pi')\neq\pi}\}, A^{(\pi)}) \right] +$$

$$\sum_{t=1}^{T} \log P(Y_{t}|\{S_{t}\}, W, \Sigma) +$$

$$\log P(\Sigma) + \sum_{\pi=1}^{\Pi} \left[ \log P(b_{0}^{(\pi)}) + \log P(b_{1}^{(\pi)}) + \log P(W^{(\pi)}) + \log P(A^{(\pi)}) \right] +$$

$$\sum_{o\in\Omega(\pi)} \log P(A^{(\pi)}_{o})$$

(D.5)

Below, we choose priors for each component of $\Psi$ and show how each conditional distribution is derived by grouping terms not involving the parameter of interest into the normalizing constant $c$.

### D.1 Sampling $b$

Let us focus first on the parameters $b^{(\pi)} = \{b_{0}^{(\pi)}, b_{1}^{(\pi)}\} \forall \pi$. Since $b_{0}^{(\pi)}$ and $b_{1}^{(\pi)}$ are the parameters of multinomial distributions, we will use the conjugate priors, Dirichlet distributions with parameters $\alpha_{0}^{(\pi)}$ and $\alpha_{1}^{(\pi)}$. For $b_{0}^{(\pi)}$, we have:

$$b_{0}^{(\pi)} \sim Dir(\alpha_{0}^{(\pi)})$$

$$P(b_{0}^{(\pi)}) = \frac{1}{B(\alpha_{0}^{(\pi)})} \prod_{j=1}^{D^{(\pi)}} (b_{0,j}^{(\pi)})_{\alpha_{0,j}^{(\pi)}} - 1$$

$$\log P(b_{0}^{(\pi)}) = -\log(B(\alpha_{0}^{(\pi)})) + (\alpha_{0}^{(\pi)} - 1)' \log b_{0}^{(\pi)}$$

(D.6)

where $\alpha_{0}^{(\pi)}$ is a $D^{(\pi)} \times 1$ vector and $B(\cdot)$ is the Beta function. The prior is analogous for $\alpha_{1}^{(\pi)}$. Letting $\{\Psi \setminus b_{0}^{(\pi)}\}$ denote all parameters in $\Psi$ except $b_{0}^{(\pi)}$ and grouping all terms not
involving \( b_0^{(\pi)} \) into the normalizing constant \( c \), we have:

\[
\log P(b_0^{(\pi)} | \{ \Psi \setminus b_0^{(\pi)} \}, \{ I, S, Y \}) = c + \log P(S_1^{(\pi)} | I_1^{(\pi)}, b_0^{(\pi)}, b_1^{(\pi)}) + \log P(b_0^{(\pi)}) \\
= c + (1 - I_1^{(\pi)})(S_1^{(\pi)})' \log b_0^{(\pi)} + I_1^{(\pi)}(S_1^{(\pi)})' \log b_1^{(\pi)} + \\
- \log(B(\alpha_0^{(\pi)})) + (\alpha_0^{(\pi)} - 1)' \log b_0^{(\pi)} \\
= c + (1 - I_1^{(\pi)})(S_1^{(\pi)})' \log b_0^{(\pi)} + (\alpha_0^{(\pi)} - 1) \log b_0^{(\pi)} \\
= c + ((1 - I_1^{(\pi)})S_1^{(\pi)} + \alpha_0^{(\pi)} - 1)' \log b_0^{(\pi)} \\
b_0^{(\pi)} | \{ \Psi \setminus b_0^{(\pi)} \}, \{ I, S, Y \} \sim \text{Dir}((1 - I_1^{(\pi)})S_1^{(\pi)} + \alpha_0^{(\pi)})
\]

(D.7)

A similar derivation for \( b_1^{(\pi)} \) yields:

\[
b_1^{(\pi)} | \{ \Psi \setminus b_1^{(\pi)} \}, \{ I, S, Y \} \sim \text{Dir}(I_1^{(\pi)}S_1^{(\pi)} + \alpha_1^{(\pi)})
\]

(D.8)

### D.2 Sampling \( A \)

Next consider the transition matrix parameters. For each \( \pi \) we have a known matrix \( A_{(\rho)}^{(\pi)} \) and unknown matrices \( A_0^{(\pi)} \forall \theta \in \Omega(\pi) \). Each of these matrices contains only one free parameter, which is element \((0, 1)\), the probability of chain \( \pi \) transitioning from 0 to 1 under the conditions represented by the particular \( A_0^{(\pi)} \). We will call these free parameters \( \rho_0^{(\pi)} \). The probability of transitioning from 0 to 0 in these matrices is then \( 1 - \rho_0^{(\pi)} \), since no other transitions are legal. Then the values of \( \rho_0^{(\pi)} \) are the parameters of Binomial distributions over \( A_{(\pi)}^{(0,0,1)} \) and their conjugate priors are Beta distributions. For \( \rho_0^{(\pi)} \) we have:

\[
\rho_0^{(\pi)} \sim \text{Beta}(\beta_0^{(\pi)}, \gamma_0^{(\pi)}) \\
P(\rho_0^{(\pi)}) = \frac{1}{B(\beta_0^{(\pi)}, \gamma_0^{(\pi)})(\rho_0^{(\pi)})^{\beta_0^{(\pi)}-1}(1-\rho_0^{(\pi)})^{\gamma_0^{(\pi)}-1}} \\
\log P(\rho_0^{(\pi)}) = -\log B(\beta_0^{(\pi)}, \gamma_0^{(\pi)}) + (\beta_0^{(\pi)} - 1) \log \rho_0^{(\pi)} + (\gamma_0^{(\pi)} - 1) \log (1 - \rho_0^{(\pi)})
\]

(D.9)

Here, \( \beta_0^{(\pi)} \) and \( \gamma_0^{(\pi)} \) are the parameters of the distribution, and \( B(\cdot) \) is the Beta function again, not to be confused with the Beta distribution. For a particular \( \rho_0^{(\pi)} \), we collect terms
of the full conditional to get:

\[
\log P(\rho_\omega^{(\pi)} | \{\Psi \setminus \rho_\omega^{(\pi)}\}, \{I, S, Y\}) = c + \sum_{t=2}^{T} \left[ \log P(S_t^{(\pi)} | S_{t-1}^{(\pi)}, I_{t-\Omega(\pi)}^{(\pi)}, S_{t-\delta}^{(\pi)}, A^{(\pi)}) \right] + \log P(\rho_\omega^{(\pi)})
\]

\[
= c + \sum_{t=2}^{T} \left[ \left( 1 - \delta(S_{t-\delta}^{(\pi')} > 0) \sum_o I_{t-o}^{(\pi)} \right) (S_{t-1}^{(\pi)})' \log A_\omega^{(\pi)} S_t^{(\pi)} + \delta(S_{t-\delta}^{(\pi')} > 0) \sum_o I_{t-o}^{(\pi)} (S_{t-1}^{(\pi)})' \log A_\omega^{(\pi)} S_t^{(\pi)} \right] - \log B(\beta_\omega^{(\pi)}, \gamma_\omega^{(\pi)}) + (\beta_\omega^{(\pi)} - 1) \log \rho_\omega^{(\pi)} + (\gamma_\omega^{(\pi)} - 1) \log(1 - \rho_\omega^{(\pi)})
\]

\[
= c + \sum_{t=2}^{T} \left[ \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} \left( S_{t-1,0}^{(\pi)} \log A_\omega^{(\pi)} S_{t,1}^{(\pi)} \right) + \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} \left( S_{t-1,0}^{(\pi)} \log(1 - \rho_\omega^{(\pi)}) S_{t,0}^{(\pi)} \right) \right] + (\beta_\omega^{(\pi)} - 1) \log \rho_\omega^{(\pi)} + (\gamma_\omega^{(\pi)} - 1) \log(1 - \rho_\omega^{(\pi)})
\]

\[
= c + \left( \sum_{t=2}^{T} \left[ \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} S_{t-1,0}^{(\pi)} S_{t,1}^{(\pi)} \right] + \beta_\omega^{(\pi)} - 1 \right) \times \log \rho_\omega^{(\pi)} + \left( \sum_{t=2}^{T} \left[ \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} S_{t-1,0}^{(\pi)} S_{t,0}^{(\pi)} \right] + \gamma_\omega^{(\pi)} - 1 \right) \times \log(1 - \rho_\omega^{(\pi)})
\]

\[
\rho_\omega^{(\pi)} | \{\Psi \setminus \rho_\omega^{(\pi)}\}, \{I, S, Y\} \sim Beta \left( \sum_{t=2}^{T} \left[ \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} S_{t-1,0}^{(\pi)} S_{t,1}^{(\pi)} \right] + \beta_\omega^{(\pi)} \right), \sum_{t=2}^{T} \left[ \delta(S_{t-\delta}^{(\pi')} > 0) I_{t-\omega}^{(\pi)} S_{t-1,0}^{(\pi)} S_{t,0}^{(\pi)} \right] + \gamma_\omega^{(\pi)} \right)
\]

(D.10)
D.3 Sampling

We will treat the $W$ matrices one process and one time point at a time. That is, we will work with $W^{(\pi)}_d$, the length $V$ vector that is contributed to the output variable by process $\pi$ at the $d^{th}$ time point after it begins. (Note: technically $W^{(\pi)}_d$ is $1 \times V$. To avoid tedious notation in the derivation below, when we write $W^{(\pi)}_d$ we will assume that it has already been transposed into a $V \times 1$ column vector.) We define a multivariate Gaussian prior over $W^{(\pi)}_d$ with parameters $\mu^{(\pi)}_d$ (a $V \times 1$ vector) and $\Sigma^{(\pi)}_d$ (a $V \times V$ matrix):

$$W^{(\pi)}_d \sim \mathcal{N}(\mu^{(\pi)}_d, \Sigma^{(\pi)}_d)$$

$$P(W^{(\pi)}_d) = \frac{1}{(2\pi)^{V/2}|\Sigma^{(\pi)}_d|^{1/2}} \exp\left(-\frac{1}{2}(W^{(\pi)}_d - \mu^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}(W^{(\pi)}_d - \mu^{(\pi)}_d)\right)$$

$$\log P(W^{(\pi)}_d) = -\log((2\pi)^{V/2}|\Sigma^{(\pi)}_d|^{1/2}) - \frac{1}{2}(W^{(\pi)}_d - \mu^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}(W^{(\pi)}_d - \mu^{(\pi)}_d)$$

$$= c - \frac{1}{2}(W^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}W^{(\pi)}_d + (W^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}\mu^{(\pi)}_d - \frac{1}{2}(\mu^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}\mu^{(\pi)}_d$$

(D.11)

The full conditional distribution is:

$$\log P(W^{(\pi)}_d|\{\Psi \setminus W^{(\pi)}_d\}, \{I, S, Y\}) = c + \sum_{t=1}^{T}[\log P(Y_t|\{S_t\}, W, \Sigma)] + \log P(W^{(\pi)}_d)$$

$$= c + \sum_{t=1}^{T}[(Y_t)'\Sigma^{-1}\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)} -$$

$$\frac{1}{2}(\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)})'\Sigma^{-1}\sum_{\pi}(W^{(\pi)})'S_t^{(\pi)}] -$$

$$\frac{1}{2}(W^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}W^{(\pi)}_d + (W^{(\pi)}_d)'(\Sigma^{(\pi)}_d)^{-1}\mu^{(\pi)}_d$$

(D.12)
\[
\log P(W_d^{(\pi)}|\{\Psi \setminus W_d^{(\pi)}\}, \{I, S, Y\}) = c + \sum_{t=1}^{T} [(W_d^{(\pi)} S_{t,d}^{(\pi)})^\top \Sigma^{-1} Y_t] - \\
\frac{1}{2} \sum_{t=1}^{T} [(W_d^{(\pi)} S_{t,d}^{(\pi)})^\top \Sigma^{-1} W_d^{(\pi)} S_{t,d}^{(\pi)}] - \\
\frac{1}{2} \sum_{t=1}^{T} [(W_d^{(\pi)} S_{t,d}^{(\pi)})^\top \Sigma^{-1} \sum_{\pi' \neq \pi} (W_d^{(\pi')})^\top S_{t,d}^{(\pi')}] - \\
\frac{1}{2} (W_d^{(\pi)})^\top (\Sigma_d^{(\pi)})^{-1} W_d^{(\pi)} + (W_d^{(\pi)})^\top (\Sigma_d^{(\pi)})^{-1} \mu_d^{(\pi)}
\]

\[
= c - \frac{1}{2} (W_d^{(\pi)})^\top \left( \sum_{t=1}^{T} [S_{t,d}^{(\pi)} \Sigma^{-1} S_{t,d}^{(\pi)}] + (\Sigma_d^{(\pi)})^{-1} \right) W_d^{(\pi)} + \\
(W_d^{(\pi)})^\top \left( \sum_{t=1}^{T} [S_{t,d}^{(\pi)} \Sigma^{-1} S_{t,d}^{(\pi)}] + (\Sigma_d^{(\pi)})^{-1} \right) \times \\
\left( \sum_{t=1}^{T} [S_{t,d}^{(\pi)} \Sigma^{-1} S_{t,d}^{(\pi)}] + (\Sigma_d^{(\pi)})^{-1} \right)^{-1} \times \\
(\Sigma^{-1} \sum_{t=1}^{T} [S_{t,d}^{(\pi)} (Y_t - \frac{1}{2} \sum_{\pi' \neq \pi} (W_d^{(\pi')})^\top S_{t,d}^{(\pi')})] + (\Sigma_d^{(\pi)})^{-1} \mu_d^{(\pi)})
\]

\[
W_d^{(\pi)}|\{\Psi \setminus W_d^{(\pi)}\}, \{I, S, Y\} \sim N \left( \sum_{t=1}^{T} [S_{t,d}^{(\pi)}] \Sigma^{-1} + (\Sigma_d^{(\pi)})^{-1} \right) \times \\
(\Sigma^{-1} \sum_{t=1}^{T} [S_{t,d}^{(\pi)} (Y_t - \frac{1}{2} \sum_{\pi' \neq \pi} (W_d^{(\pi')})^\top S_{t,d}^{(\pi')})] + (\Sigma_d^{(\pi)})^{-1} \mu_d^{(\pi)})
\]

\[\text{(D.13)}\]
D.4 Sampling $\Sigma$

Recall that $\Sigma$ is a diagonal covariance matrix; that is, it has the values of $\sigma^2_v$ on its diagonal and it is zero off-diagonal. This means we can write $P(Y_t|\{S_t\}, \Psi)$ as:

$$P(Y_t|\{S_t\}, \Psi) = \prod_{v=1}^{V} P(Y_{t,v}|\{S_t\}, \Psi)$$  \hspace{1cm} (D.14)

where

$$Y_{t,v}|\{S_t\}, \Psi \sim N(\mu_{t,v}, \sigma^2_v)$$

and

$$\mu_{t,v} = \sum_{\pi} (W^t(\pi)' S(\pi)_t)$$  \hspace{1cm} (D.15)

Below, we derive the full conditional distribution for each $\sigma^2_v$ independently. We define the prior over each $\sigma^2_v$ to be an inverse-gamma with parameters $\eta_v$ and $\nu_v$:

$$\sigma^2_v \sim InvGamma(\eta_v, \nu_v)$$

$$P(\sigma^2_v) = \frac{(\nu_v)^{\eta_v}}{\Gamma(\eta_v)} \left( \frac{1}{\sigma^2_v} \right)^{\eta_v+1} \exp\left( -\frac{\nu_v}{\sigma^2_v} \right)$$

$$\log P(\sigma^2_v) = \eta_v \log \nu_v - \log \Gamma(\eta_v) - (\eta_v + 1) \log \sigma^2_v - \frac{\nu_v}{\sigma^2_v}$$  \hspace{1cm} (D.16)

The full conditional distribution is then:

$$\log P(\sigma^2_v|\Psi \setminus \sigma^2_v, \{I, S, Y\}) = c + \sum_{t=1}^{T} \left[ \log P(Y_{t,v}|\{S_t\}, W, \Sigma) \right] + \log P(\sigma^2_v)$$

$$= c + T \log(\sigma_v) - \frac{1}{\sigma^2_v} \sum_{t=1}^{T} [(Y_{t,v} - \mu_{t,v})^2] -$$

$$(\eta_v + 1) \log \sigma^2_v - \frac{\nu_v}{\sigma^2_v}$$

$$= c - \left( \frac{1}{2} T + \eta_v + 1 \right) \log(\sigma^2_v) - (\nu_v + \frac{1}{2} \sum_{t=1}^{T} [(Y_{t,v} - \mu_{t,v})^2]) \frac{1}{\sigma^2_v}$$

$$\sigma^2_v|\Psi \setminus \sigma^2_v, \{I, S, Y\} \sim InvGamma\left( \frac{1}{2} T + \eta_v, \nu_v + \frac{1}{2} \sum_{t=1}^{T} [(Y_{t,v} - \mu_{t,v})^2] \right)$$  \hspace{1cm} (D.17)
Appendix E

Variational Inference for HPM-DBNs

Here we adapt the structured variational approximation for fHMMs (see the tutorial in Section C.2.3 for more details) to the model described in Chapter 4 (with process ordering constraints). Since the exact structure of the model varies with different modeling choices (e.g. the length of influence of an input variable on a process chain) we will work from an example, shown in Figure E.1, which we will approximate as shown in Figure E.2.
Figure E.1: Example HPM-DBN with process ordering constraints for which the variational inference algorithm is developed. This is the graphical structure of the probability distribution P in the text.
Figure E.2: The structured approximation $Q$ to the true HPM-DBN ($P$) shown in Figure E.1.
We begin by writing down the probability distribution for the true model (Figure E.1):

\[
P(\{I, S, Y\}) = \left[ \prod_{t=1}^{T} \prod_{m=1}^{M} P(I_t^{(m)}) \right] \times \\
\prod_{m=1}^{M} P(S_1^{(m)}|I_1^{(m)}) \prod_{t=2}^{T} P(S_t^{(m)}|S_{t-1}^{(m)}, \{I_t^{(m)}\}, \{S_{t-1}^{(m\neq m)}\}) \\
\prod_{t=1}^{T} P(Y_t|S_t^{(1)}, S_t^{(2)})
\]

(E.1)

The components of this distribution are as follows (they are explained in more detail in Chapter 4):

\[
P(I_t^{(m)}) = (p^{(m)})^{I_t^{(m)}}(1 - p^{(m)})^{1-I_t^{(m)}}
\]

\[
\log P(I_t^{(m)}) = I_t^{(m)} \log p^{(m)} + (1 - I_t^{(m)}) \log(1 - p^{(m)})
\]

(E.2)

\[
P(S_1^{(m)}|I_1^{(m)}) = \left( \prod_{k} \left( \pi_{0,k}^{(m)} \right)^{I_1^{(m)}} \right) \left( \prod_{k} \left( \pi_{1,k}^{(m)} \right)^{S_1^{(m)}} \right)^{1-I_1^{(m)}}
\]

\[
\log P(S_1^{(m)}|I_1^{(m)}) = (1 - I_1^{(m)}) S_1^{(m)} \log \pi_0^{(m)} + I_1^{(m)} S_1^{(m)} \log \pi_1^{(m)}
\]

(E.3)
\[
P(S_t^{(m)} | S_{t-1}^{(m)}, \{ I_{t-\Omega(m)} \}, \{ S_{t-1}^{(n \neq m)} \}) = \left( \prod_{i,j} (A_{\circ,i,j}^{(m)} S_{t-1,i}^{(m)} S_{t,j}^{(m)}) \right)^{1-\delta(S_{t-1}^{(n)} > 0) \sum_o I_{t-o}^{(m)}} \times \prod_o \left( \left( \prod_{i,j} (A_{o,i,j}^{(m)} S_{t-1,i}^{(m)} S_{t,j}^{(m)}) \right)^{\delta(S_{t-1}^{(n)} > 0) I_{t-o}^{(m)}} \right)
\]

\[
\log P(S_t^{(m)} | S_{t-1}^{(m)}, \{ I_{t-\Omega(m)} \}, \{ S_{t-1}^{(n \neq m)} \}) = \left( 1 - \delta(S_{t-1}^{(n)} > 0) \sum_o I_{t-o}^{(m)} \right) \times (S_{t-1}^{(m)})' \log A_{\circ}^{(m)} S_{t}^{(m)} + \delta(S_{t-1}^{(n)} > 0) \sum_o \left( I_{t-o}^{(m)} (S_{t-1}^{(m)})' \log A_{o}^{(m)} S_{t}^{(m)} \right)
\]

The form of \( P(S_t^{(m)} | S_{t-1}^{(m)}, \{ I_{t-\Omega(m)} \}, \{ S_{t-1}^{(n \neq m)} \}) \) varies depending on specific modeling choices. Generally, \( S_t^{(m)} \) can depend on some number of input values \( I_{t-\Omega(m)}^{(m)} \) where \( \Omega(m) \) is a vector of the legal offset values for process \( m \). The length and values of these vectors vary from one process to another, and therefore from one chain to another. \( S_t^{(m)} \) can also depend on zero or more other processes \( (n \neq m) \). These dependencies encode process ordering constraints. In this example, chain 2 at time \( t \) depends on chain 1 at time \( t - 1 \) but in general the dependence could be on any time point of any other chain. \( \{ S_{t-1}^{(n \neq m)} \} \) can also be the empty set, as is the case for chain 1, which does not depend on any other chains. Here, \( A_{\circ}^{(m)} \) contains the transition dynamics for the case where the relevant input values are 0 and/or a chain on which \( m \) depends has not yet begun. \( A_{o}^{(m)} \) encodes the dynamics for the case where the input value at \( t - o \) was 1 and any dependencies on other chains are satisfied.
\[
\begin{align*}
P(Y_t | S_t) &= |C|\frac{1}{2} (2\pi)^{D/2} \times \\
&\quad \exp \left( -\frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t)' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t) \right) \\
\log P(Y_t | S_t) &= \log(|C|\frac{1}{2} (2\pi)^{D/2}) - \\
&\quad \frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t)' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t)
\end{align*}
\]

(E.5)

Putting all this together gives:

\[
\begin{align*}
\log P(\{I, S, Y\}) &= \sum_{m=1}^{M} \sum_{t=1}^{T} \log P(I^{(m)}_t) + \sum_{m=1}^{M} \log P(S^{(m)}_1 | I^{(m)}_1) + \\
&\quad \sum_{m=1}^{M} \sum_{t=2}^{T} \log P(S^{(m)}_t | S^{(m)}_{t-1}, \{I^{(m)}\}, \{S^{(m)}\}) + \sum_{t=1}^{T} \log P(Y_t | S^{(1)}_t, S^{(2)}_t) \\
&= \sum_{m=1}^{M} \sum_{t=1}^{T} \log p^{(m)} + (1 - I^{(m)}_t) \log(1 - p^{(m)}) + \\
&\quad \sum_{m=1}^{M} (1 - I^{(m)}_1) (S^{(m)}_1)' \log \pi^{(m)} + I^{(m)}_1 (S^{(m)}_1)' \log \pi^{(m)} + \\
&\quad \sum_{m=1}^{M} \sum_{t=2}^{T} \left[ \left( 1 \delta(S^{(n)}_{t-1} > 0) \sum_{o} I^{(m)}_{t-o} \right) \times \\
&\quad (S^{(m)}_t)' \log A^{(m)}_o S^{(m)}_t + \\
&\quad \delta(S^{(n)}_{t-1} > 0) \sum_{o} \left( I^{(m)}_{t-o} (S^{(m)}_{t-1})' \log A^{(m)}_o S^{(m)}_t \right) \right] + \\
&\quad \sum_{t=1}^{T} \log(|C|\frac{1}{2} (2\pi)^{D/2}) - \frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t)' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S^{(m)}_t)
\end{align*}
\]

(E.6)
The approximating distribution (Figure E.2) is:

\[
Q(\{I, S\}) = \prod_{t=1}^{T} \prod_{m=1}^{M} P(I_t^{(m)}) \times \\
\left[ \prod_{m=1}^{M} Q(S_1^{(m)} | I_1^{(m)}) \prod_{t=2}^{T} Q(S_t^{(m)} | S_{t-1}^{(m)}, \{I_{t-\Omega(m)}^{(m)}\}) \right]
\]

(E.7)

The components of \(Q\) are similar to those of \(P\) except for the addition of variational parameters \(h\) to replace the dependence on outputs \(Y\) and the process ordering constraints:

\[
Q(S_1^{(m)} | I_1^{(m)}) = \left( \prod_k \left( h_{1,k}^{(m)} \pi_{0,k}^{(m)} \right) S_1^{(m)} \right)^{1-I_1^{(m)}} \left( \prod_k \left( h_{1,k}^{(m)} \pi_{1,k}^{(m)} \right) S_1^{(m)} \right)
\]

log \(Q(S_1^{(m)} | I_1^{(m)})\) = \((S_1^{(m)})' \log h_1^{(m)} + (1 - I_1^{(m)})(S_1^{(m)})' \log \pi_0^{(m)} + I_1^{(m)}(S_1^{(m)})' \log \pi_1^{(m)}\)

(E.8)

\[
Q(S_t^{(m)} | S_{t-1}^{(m)}, \{I_{t-\Omega(m)}^{(m)}\}) = \left( \prod_j \left( h_{t,j}^{(m)} \prod_i \left( A_{\otimes,i,j}^{(m)} \right) S_{t-1,i}^{(m)} \right) S_{t,j}^{(m)} \right)^{1-\sum_o I_{t-o}^{(m)}} \times \\
\prod_o \left( \left( \prod_j \left( h_{t,j}^{(m)} \prod_i \left( A_{o,i,j}^{(m)} \right) S_{t-1,i}^{(m)} \right) S_{t,j}^{(m)} \right) I_{t-o}^{(m)} \right)
\]

log \(Q(S_t^{(m)} | S_{t-1}^{(m)}, \{I_{t-\Omega(m)}^{(m)}\})\) = \((S_t^{(m)})' \log h_t^{(m)} + \left( 1 - \sum_o I_{t-o}^{(m)} \right)(S_{t-1}^{(m)})' \log A_{\otimes}^{(m)} S_{t}^{(m)} + \sum_o I_{t-o}^{(m)}(S_{t-1}^{(m)})' \log A_{o}^{(m)} S_{t}^{(m)}

(E.9)

Note that in the structured approximation, there is no dependence on other chains in \(Q(S_t^{(m)} | S_{t-1}^{(m)}, \{I_{t-\Omega(m)}^{(m)}\})\). The full distribution is then:
\[
\log Q(\{I, S\}) = \sum_{t=1}^{T} \sum_{m=1}^{M} \log P(I_t^{(m)}) + \\
\sum_{m=1}^{M} \log Q(S_1^{(m)}|I_1^{(m)}) + \sum_{m=1}^{M} \sum_{t=2}^{T} \log Q(S_t^{(t)}|S_{t-1}^{(m)}, \{I^{(m)}\}) \\
= \sum_{t=1}^{T} \sum_{m=1}^{M} I_t^{(m)} \log p^{(m)} + (1 - I_t^{(m)}) \log (1 - p^{(m)}) + \\
\sum_{m=1}^{M} (S_1^{(m)})' \log h_1^{(m)} + (1 - I_1^{(m)})(S_1^{(m)})' \log \pi_\oplus^{(m)} + I_1^{(m)}(S_1^{(m)})' \log \pi^{(m)} \\
\sum_{m=1}^{M} \sum_{t=2}^{T} (S_t^{(m)})' \log h_t^{(m)} + \left(1 - \sum_{o} I_{t-o}^{(m)}\right)(S_{t-1}^{(m)})' \log A_\ominus^{(m)} S_t^{(m)} + \\
\sum_{o} I_{t-o}^{(m)}(S_{t-1}^{(m)})' \log A_o^{(m)} S_t^{(m)}
\]

(E.10)

As discussed in the overview of variational inference (Section C.2.1), we wish to choose parameters of \(Q\) to minimize the KL divergence between \(P\) and \(Q\). The KL divergence is:
\[ KL(Q\|P) = -\log Z_Q + \log Z_P + \sum_{\{S\}} Q(\{I, S\})[\log Q(\{I, S\}) - \log P(\{I, S, Y\})] \]

\[ = -\log Z_Q + \log Z_P + \sum_{\{S\}} Q(\{I, S\})[\]

\[ \sum_{t=1}^{T} \sum_{m=1}^{M} (I_t^{(m)} \log p^{(m)} + (1 - I_t^{(m)}) \log (1 - p^{(m)})) + \]

\[ \sum_{m=1}^{M} ((S_1^{(m)})' \log h_1^{(m)} + (1 - I_1^{(m)}) (S_1^{(m)})' \log \pi_0^{(m)} + I_1^{(m)} (S_1^{(m)})' \log \pi_1^{(m)}) + \]

\[ \sum_{m=1}^{M} \sum_{t=2}^{T} ((S_t^{(m)})' \log h_t^{(m)} + (1 - \sum_{o} I_{t-o}^{(m)}) (S_{t-1}^{(m)})' \log A_o^{(m)} S_t^{(m)} + \]

\[ \sum_{o} I_{t-o}^{(m)} (S_{t-1}^{(m)})' \log A_o^{(m)} S_t^{(m)}]) - \]

\[ \sum_{m=1}^{M} \sum_{t=1}^{T} (I_t^{(m)} \log p^{(m)} + (1 - I_t^{(m)}) \log (1 - p^{(m)})) + \]

\[ \sum_{m=1}^{M} ((1 - I_1^{(m)}) (S_1^{(m)})' \log \pi_0^{(m)} + I_1^{(m)} (S_1^{(m)})' \log \pi_1^{(m)}) + \]

\[ \sum_{m=1}^{M} \sum_{t=2}^{T} \left( 1 - \delta(S_{t-1}^{(m)}>0) \sum_{o} I_{t-o}^{(m)} \right) \times \]

\[ \sum_{t=1}^{T} (\log(|C|^{\frac{1}{2}} (2\pi)^{\frac{D}{2}}) - \frac{1}{2} (Y_t - \sum_{m=1}^{M} W^{(m)} S_t^{(m)})' C^{-1} (Y_t - \sum_{m=1}^{M} W^{(m)} S_t^{(m)}))] \]

(E.11)
After simplifying, this is:

\[
KL(Q||P) = -\log Z_Q + \log Z_P + \sum_{\{I,S\}} Q(\{I,S\})[
\sum_{m=1}^{M} \sum_{t=1}^{T} ((S_t^{(m)})') \log h_t^{(m)} +
\sum_{m=1}^{M} \sum_{t=2}^{T} \delta(S_{t-1}^{(m)}) = 0) \sum_o I_o^{(m)} (S_{t-1}^{(m)})' \log A_o^{(m)} S_t^{(m)} -
(\sum_o I_o^{(m)} (S_{t-1}^{(m)})' \log A_o^{(m)} S_t^{(m)}) -
T \log (|C|^\frac{1}{2} (2\pi)^{\frac{D}{2}}) +
\sum_{t=1}^{T} \frac{1}{2} (Y_t - \sum_{m=1}^{M} W(m) S_t^{(m)})' C^{-1} (Y_t - \sum_{m=1}^{M} W(m) S_t^{(m)})]
\]

= -\log Z_Q + \log Z_P + \sum_{m=1}^{M} \sum_{t=1}^{T} ((E_Q[S_t^{(m)}])') \log h_t^{(m)} +
\sum_{m=1}^{M} \sum_{t=2}^{T} Q(S_{t-1}^{(m)}) = 0) \sum_o I_o^{(m)} tr(\log A_o^{(m)} E_Q[S_t^{(m)} (S_{t-1}^{(m)})]) -
(\sum_o I_o^{(m)} tr(\log A_o^{(m)} E_Q[S_t^{(m)} (S_{t-1}^{(m)})])) -
T \log (|C|^\frac{1}{2} (2\pi)^{\frac{D}{2}}) +
\sum_{t=1}^{T} \frac{1}{2} E_Q[(Y_t - \sum_{m=1}^{M} W(m) S_t^{(m)})' C^{-1} (Y_t - \sum_{m=1}^{M} W(m) S_t^{(m)})]
\]

(E.12)

We wish to set the derivative of the KL divergence with respect to the variational parameters equal to zero and solve for their updates.
\[ \frac{dKL(Q\|P)}{d \log h_r} = 0 \quad = \quad -E_Q[S_r^{(t)}] + \sum_{m=1}^{M} \sum_{t=1}^{T} \left( \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}} \log h_r^{(m)} \right) + E_Q[S_r^{(l)}] + \]

\[ \sum_{m=1}^{M} \sum_{t=1}^{T} - (W^{(m)})' C^{-1} Y_t + \frac{1}{2} \Delta \{(W^{(m)})' C^{-1} W^{(m)} \} + \]

\[ \frac{1}{2} \sum_{n \neq m}^{M} (W^{(m)})' C^{-1} W^{(n)} E_Q[S_t^{(n)}] \frac{dE_Q[S_t^{(m)}]}{d \log h_r^{(l)}} + \]

\[ \frac{d}{d \log h_r^{(l)}} \left[ \sum_{m=1}^{M} \sum_{t=2}^{T} Q(S_{t-1}^{(m)} = 0) \left( \sum_{o} I_{t-1}^{(m)} tr(\log A_o^{(m)} E_Q[S_t^{(m)}(S_{t-1}^{(m)})']) - \right. \]

\[ \left. (\sum_{o} I_{t-1}^{(m)} tr(\log A_o^{(m)} E_Q[S_t^{(m)}(S_{t-1}^{(m)})'])) \right] \]

(E.13)

We can solve this equation for the parameters \( h \) using an iterative method.
Appendix F

Visualizations of Learned HPM Processes

This appendix contains images of the processes of HPM-3-K learned using baseline, regularized, and basis function versions of HPMs on Participant D. Each section corresponds to one of the methods for parameterizing and training HPMs, and the three figures in each section show the ViewPicture, ReadSentence, and Decide process response signatures averaged over time. Darker red voxels, therefore, have higher amplitude on average. Details on HPM-3-K are found in Section 5.2.1.

F.1 Standard HPMs
Figure F.1: Learned ViewPicture process in HPM-3-K learned from all trials and all voxels using standard HPMs.
subject 04847, process comprehend sent known amplitude=[−14.5 18.5]

Figure F.2: Learned ReadSentence process in HPM-3-K learned from all trials and all voxels using standard HPMs.
subject 04847, process make decision amplitude=[−26.8 34.5]

Figure F.3: Learned Decide process in HPM-3-K learned from all trials and all voxels using standard HPMs.
F.2 Regularized HPMs
Figure F.4: Learned ViewPicture process in HPM-3-K learned from all trials and all voxels of Participant D using regularized (for spatial and temporal smoothness) HPMs.
Figure F.5: Learned ReadSentence process in HPM-3-K learned from all trials and all voxels of Participant D using regularized (for spatial and temporal smoothness) HPMs.
Figure F.6: Learned Decide process in HPM-3-K learned from all trials and all voxels of Participant D using regularized (for spatial and temporal smoothness) HPMs.
F.3 HPMs with Basis Functions
Figure F.7: Learned ViewPicture process in HPM-3-K learned from all trials and all voxels of Participant D using HPMs with basis functions.
Figure F.8: Learned ReadSentence process in HPM-3-K learned from all trials and all voxels of Participant D using HPMs with basis functions.
subject 04847, process make decision amplitude=[−25.2 32.3]

Figure F.9: Learned Decide process in HPM-3-K learned from all trials and all voxels of Participant D using HPMs with basis functions.
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