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This report summarizes work conducted in FY2007-FY2008 to conduct marine mammal monitoring and habitat investigations in the southern California offshore region. The report describes marine mammal monitoring results during quarterly cruises, and models how physical and biological oceanographic conditions affect marine mammal habitat. Additionally, progress with constructing automatic detection and classification algorithms for acoustic monitoring of marine mammals is summarized, as is work on finite element modeling of acoustic propagation within the bodies of beaked whales and related marine mammals.

- Data collected (July 2004-March 2008) support the hypothesis that distributions of foraging large whales are linked to cold surface temperatures. However, winter distributions of migrating large whales don’t appear to be related to habitat variables analyzed herein, and may be harder to predict based on oceanographic data.
- A species classifier which decides whether short groups of clicks are produced by one or more individuals from three particular species is presented. The system uses the Teager energy operator and cepstral analysis.
- Anatomical investigations and computer finite element modeling with marine mammal bodies were conducted, which resulted in two methodological advancements and the addition of more beaked whale species to the Digital Library of Anatomy.
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Executive Summary

This report summarizes work conducted in FY2007-FY2008 with Navy support to conduct marine mammal monitoring and habitat investigations in the southern California offshore region, an area of significant naval training. The report describes results of monitoring for marine mammals during quarterly CalCOFI (California Cooperative Fisheries Investigations) cruises, and models how physical and biological oceanographic conditions affect marine mammal habitat. In addition, we report on progress with constructing automatic detection and classification algorithms for acoustic monitoring of marine mammals. Finally, we report on finite element modeling of acoustic propagation within the bodies of beaked whales and related marine mammals.

We investigated the spatial and temporal variation in distributions of three large baleen whale species off southern California in relation to sea surface temperature (SST) and zooplankton displacement volume using Geographic Information System (GIS) software. Data were collected on sixteen CalCOFI quarterly cruises (lines 77-93) from July 2004 - March 2008. The most frequently sighted large whales were humpback whales (67 sightings), fin whales (52 sightings), and blue whales (36 sightings). Blue and humpback whale sightings peaked in summer (July/August) and fin whales were most frequently seen in summer and fall, consistent with known migratory patterns. In spring through fall, sightings were associated with colder SST and greater zooplankton abundance levels compared to averages from random locations on the trackline. These results support the hypothesis that foraging distributions of large whales are linked to cold surface temperatures, which may indicate processes that enhance prey production and accumulation, such as upwelling or advection of productive water within the California Current. However, winter distributions of whales assumed to be migrating do not appear to be related to the habitat variables we analyzed, and may be harder to predict based on oceanographic data. The frequency of CalCOFI cruises provides us with high temporal resolution and long time series compared to other survey efforts, allowing comparison between seasons and years that will increase our understanding of these top predators and their response to habitat variability within an important subregion of the California Current Ecosystem.

To assist with analysis of passive acoustic data, we present a species classifier which decides whether or not short groups of clicks are produced by one or more individuals from the following species: Blainville’s beaked whales, short-finned pilot whales, and Risso’s dolphins. The system locates individual clicks using the Teager energy operator and then constructs feature vectors for these clicks using cepstral analysis. Two different types of detectors confirm or reject the presence of each species. Gaussian mixture models (GMMs) are used to model time series independent characteristics of the species feature vector distributions. Support vector machines (SVMs) are used to model the boundaries between each species’ feature distribution and that of other species. Detection error tradeoff curves for all three species are shown with the following equal error rates: Blainville’s beaked whales (GMM 3.32%/SVM 5.54%), pilot whales (GMM 16.18%/SVM 15.00%), and Risso’s dolphins (GMM 0.03%/SVM 0.70%).
To understand the propagation of acoustic energy with the bodies of marine mammals, we conducted anatomical investigations and computer finite element modeling. There are five significant research results from our efforts over the past year. Two of these results are methodological advancements. Two other results demonstrate the successful addition of additional beaked whale species (Mesoplodon densirostris and Mesoplodon bidens) to the Digital Library of Anatomy. The primary simulation results are the analysis of propagated acoustic waves incident upon our model of Cuvier’s beaked whale. The primary sound receiving channel (via the gular or throat area) amplifies incident signals. The volume-averaged amplification of up to 5 dB was observed for frequencies between 15 kHz and 35 kHz. Locally the received signal can be boosted significantly higher than the volume averaged pressures would suggest. The locations in the vicinity of the ear bones receiving the highest amplitude signals vary with acoustic frequency. This suggests that different mechanisms (and pathways) may function to transmit sound (pressure) to the cochlea for different frequencies. The simulations of the amplification mechanism of the sound receiving channel do not support conjectures that for the range of sound pressure and frequency parameters considered in the present study the acoustic pressures in the soft tissues surrounding the ears could be boosted to levels that would generate physical damage in tissues. At 5 kHz, the lowest frequency tested, the sound reception anatomy acts as a filter, reducing the received level by 10 to 15 dB below that for the sound incident on the surface of the head.
Overview

This report covers scientific research activities conducted by the Scripps Institution of Oceanography during 2007-2008 concerned with understanding cetacean use of sound and their sensitivity to anthropogenic sound. The proposal is a continuation from work conducted in FY2006 with Navy support and addressed four research tasks: (1) passive acoustic monitoring for marine mammals in the SCORE range, (2) modeling how physical and biological oceanographic conditions affect marine mammal habitat, and how habitat features can be used to predict marine mammal distribution and abundance, (3) study of beaked whale acoustic behavior and habitat, and (4) finite element modeling of acoustic propagation within the bodies of beaked whales and related marine mammals.

A broad range of mysticetes (baleen whales) and odontocetes (toothed whales) are found in southern California waters and in the Navy’s SCORE range in particular. Mysticetes have been seen off southern California in all seasons, though particular species are more numerous during particular seasons. For instance, Blue (Balaenoptera musculus), fin (Balaenoptera physalus), and humpback (Megaptera novaeangliae) whales are present in greater numbers in the summer and fall as they migrate into the Southern California Bight (Forney and Barlow 1998, Larkman and Veit 1998, Calambokidis and Barlow 2004). Gray whales (Eschrichtius robustus) migrate through the region southbound between November - February and northbound in April - June (Poole 1984). Minke whale (Balaenoptera acutorostrata) and sei whale (Balaenoptera borealis) inhabit southern California waters in all seasons or with unknown seasonal patterns.

Some odontocetes are found in southern California offshore waters throughout the year, whereas others migrate into the area on a seasonal basis. Short- and long-beaked common dolphins (Delphinus delphis and Delphinus capensis) (Heyning and Perrin 1994) are typically sighted in schools of hundreds to greater than 1000 individuals. Short-beaked common dolphins are one of the most abundant odontocete species off California, though their abundance varies seasonally and annually as they move offshore and northward in summer months (Forney and Barlow 1998). Conversely, an offshore population of bottlenose dolphins (Tursiops truncatus) occurs during all seasons throughout the Southern California Bight (Forney and Barlow 1998). Risso's dolphins (Grampus griseus), Pacific white-sided dolphins (Lagenorhynchus obliquidens), northern right whale dolphins (Lissodelphis borealis), and Dall's porpoise (Phocoenoides dalli) exhibit a seasonal presence, moving into waters off California during cold-water months (November – April) and shifting northward to Oregon and Washington or offshore in warmer-water months (May – October) (Green et al. 1992, Forney et al. 1995, Forney and Barlow 1998). Several additional species inhabit southern California waters in all seasons or with unknown seasonal patterns. Among these are the sperm whale (Physeter macrocephalus), killer whale (Orcinus orca), Baird’s beaked whale (Berardius bairdii), pilot whale (Globicephala macrocephalus), false killer whale (Pseudorca crassidens), Cuvier’s beaked whale (Ziphius cavirostris) and various other beaked whale species (Mesoplodon spp.).

Development of acoustic techniques for study of cetaceans is a major focus of this study. Different sounds are made by different species, and documenting these sounds provides a basis for passive acoustic monitoring. The kinds of sounds produced vary by season and by time of day; by making long-term acoustic recordings, we are documenting these temporal variations in sound production. Likewise, since sounds are associated with behaviors, they may reveal the cycle of activities of these animals.
By using the *R/P FLIP* for simultaneous visual and acoustic observations of dolphins, we have discerned differences in vocal behavior. Our study focuses on five delphinid species found in SCORE: Pacific white-sided dolphin, short-beaked common dolphin, long-beaked common dolphin, Risso’s dolphin, and bottlenose dolphin. Behavioral sampling consists of visual observers on *R/P FLIP* recording focal follows of individual animals or groups of animals, and designating behavior by the following categories: Milling/Resting (variable direction of movement, slow swimming speeds, remain near surface); Foraging (variable direction of movement, high arching dives, fish chasing/tossing); Traveling (move in same direction, steadily/rapidly, often synchronous and frequent surfacing); Social/Surface Active (individuals in close proximity/physical contact, often interacting, frequent surface active behavior). Acoustic behavior (broadband sampling with multiple arrays) allows localization of calling and quantification of whistles, clicks, and burst pulses, as well as other call characteristics, such as inter-click interval, peak frequency, duration, and bandwidth. Thus far 92 groups of delphinids have been analyzed, revealing significantly more echolocation during foraging and less during travel (especially fast travel). Species-distinctive differences have been observed at different times of day and with group size (*e.g.*, large groups of common dolphin tend to travel, whereas small groups tend to mill). These results are important for interpreting long-term acoustic monitoring data.

Acoustic call detection and classification by species is a key step in processing acoustic monitoring data. Recent advances in acoustic recording capabilities allow remote autonomous recordings with terabyte data storage (Wiggins and Hildebrand 2007). Manual analyses of these large data sets are prohibitive based on the time and costs for manual analysis. Reliable automated methods are needed for detection and classification of cetacean calls to allow rapid analysis of these large acoustic data sets.

Models are needed for how cetaceans are distributed within the ocean environment. These models will allow not only for better understanding of how cetaceans exploit the marine environment, but also the ability to predict the potential for cetaceans to be present at a particular place and time. Our focus has been to collaborate with the CalCOFI to study how marine mammals are distributed with respect to oceanographic parameters such as water temperature and the presence of prey, such as fish and zooplankton.
Results

Marine Mammal Observations during 2007-2008 CalCOFI Surveys

Lisa Munger, Greg Campbell, Karlina Merkens, Anne Douglas, John Calambokidis and John Hildebrand

METHODS

Visual monitoring for cetaceans was conducted on quarterly CalCOFI cruises during 2007-2008 using standard line-transect protocol. Visual observers watched during daylight hours when weather permitted while the ship transited between CalCOFI stations (Beaufort sea states 0-5 and visibility greater than 1 nm). A team of two observers searched for cetaceans in a 90° field of view from the bow to abeam of the ship, alternating between 7 x 50 power binoculars and the naked eye. Because CalCOFI cruises were conducted on two different vessels, viewing conditions such as survey height varied by cruise (Table 1.1).

A record of time, position, ship’s heading and speed, viewing conditions (including sea state, wind speed and visibility), and observer identification was maintained and updated at regular intervals or whenever conditions changed. Information on all cetacean sightings was logged systematically, including distance and bearing from the ship, species identification and group composition, estimated group size and behavior. In all surveys during this reporting period, 25x power binoculars were used to improve species identification after the sighting of animals using lower power 7x binoculars or no magnification.

Table 1.1: Visual survey information for CalCOFI cruises during our 2007-2008 reporting period.

<table>
<thead>
<tr>
<th>Cruise Date</th>
<th>Ship Name</th>
<th>Survey Speed (kt)</th>
<th>Observer Height (m)</th>
<th>Observers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jun. 28 – Jul. 15, 2007</td>
<td>R/V New Horizon</td>
<td>10</td>
<td>8.1</td>
<td>Andrea Havron, Suzanne Yin, Greg Campbell</td>
</tr>
<tr>
<td>Nov. 2 –21, 2007</td>
<td>R/V New Horizon</td>
<td>10</td>
<td>8.1</td>
<td>Dominique Camacho, Laura Morse, Greg Campbell</td>
</tr>
<tr>
<td>Jan. 4 – 21, 2008</td>
<td>NOAA Ship David Starr Jordan</td>
<td>10</td>
<td>10.7</td>
<td>Dominique Camacho, Greg Campbell, Mike Bentley</td>
</tr>
<tr>
<td>Mar. 25 – Apr. 9, 2008</td>
<td>NOAA Ship David Starr Jordan</td>
<td>10</td>
<td>10.7</td>
<td>Dominique Camacho, Greg Campbell, Mike Bentley</td>
</tr>
</tbody>
</table>
Acoustic monitoring for cetaceans during line-transect surveys is conducted using a towed hydrophone array. A 300-m lead wire connects the array to the vessel, and the leading edge of the hydrophone is wrapped with 15 lbs of lead wire to submerge the array. Each pre-amplified element was band-pass filtered from 3 kHz to 100 kHz to decrease high-intensity, low-frequency flow noise and provide protection from signal aliasing at high-frequencies. The multi-channel array data were digitized using a Mark of the Unicorn (MOTU) 896 sound system that recorded the data directly to a computer hard drive using the software program *Ishmael*. An acoustic technician listened to sounds received from the towed array while visually monitoring a scrolling spectrogram of the incoming sounds on a computer display.

Acoustic monitoring during CalCOFI stations was conducted with broadband AN-SSQ-57B sonobuoys. Sonobuoys are expendable hydrophones, sensitive from 20 Hz to 20 kHz, with radio data links for transmission of acoustic data to the ship. Sonobuoys were deployed one nautical mile before each daylight station to a depth of 30m and were recorded for 2-3 hours. The received acoustic signal was digitized with a SoundBlaster SB0300 24-bit external soundcard and recorded directly to computer hard drive using *Ishmael*. An acoustic technician monitored the sonobuoy signals for cetacean calls using a scrolling spectrogram display. Mysticete calls, sperm whale clicks, and dolphin calls, including whistles, burst pulses, and the low frequency component of their clicks, were recorded with this system. These data provide an expanded database of calls produced by a known, visually-identified species.

**RESULTS**

Visual sighting and school size data are summarized in Table 1.2 for all cetacean species. The most commonly sighted large whales were humpback, fin, blue, and minke whales, while common dolphins, Dall’s porpoise, Pacific white-sided dolphins, and Risso’s dolphins were the most commonly seen small cetaceans. Results from the visual surveys indicate that baleen whales were seen more frequently during summer and fall surveys, while Dall’s porpoises were seen more frequently during winter and spring surveys.
Table 1.2: Visual detections of cetaceans over CalCOFI cruises from July 2007 – April 2008. Total number of schools sighted and total number of animals sighted per species for each trip.

<table>
<thead>
<tr>
<th>Species</th>
<th>July 2007 # sight animals</th>
<th>November 2007 # sight animals</th>
<th>January 2008 # sight animals</th>
<th>April 2008 # sight animals</th>
<th>July 2007 – April 2008 # sight animals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue whale</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Fin whale</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Humpback whale</td>
<td>35</td>
<td>61</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Sei whale</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Minke whale</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Gray whale</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Sperm whale</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Short-beaked common dolphin</td>
<td>11</td>
<td>529</td>
<td>9</td>
<td>992</td>
<td>31</td>
</tr>
<tr>
<td>Long-beaked common dolphin</td>
<td>6</td>
<td>794</td>
<td>8</td>
<td>2293</td>
<td>6</td>
</tr>
<tr>
<td>Common dolphin species</td>
<td>17</td>
<td>646</td>
<td>8</td>
<td>2293</td>
<td>33</td>
</tr>
<tr>
<td>Pacific white-sided dolphin</td>
<td>1</td>
<td>10</td>
<td>2</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Risso's dolphin</td>
<td>6</td>
<td>87</td>
<td>2</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Northern right-whale dolphin</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>Bottlenose dolphin</td>
<td>1</td>
<td>25</td>
<td>2</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>Dall's porpoise</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>21</td>
<td>14</td>
</tr>
<tr>
<td>Short-finned pilot whale</td>
<td>1</td>
<td>33</td>
<td>1</td>
<td>33</td>
<td>1</td>
</tr>
<tr>
<td>Killer whale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuvier's beaked whale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unidentified whale</td>
<td>31</td>
<td>40</td>
<td>21</td>
<td>26</td>
<td>67</td>
</tr>
<tr>
<td>Unidentified dolphin</td>
<td>16</td>
<td>806</td>
<td>5</td>
<td>1720</td>
<td>24</td>
</tr>
<tr>
<td>Unidentified beaked whale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>138</td>
<td>3025</td>
<td>56</td>
<td>5093</td>
<td>36</td>
</tr>
</tbody>
</table>

Total: 138 3025 56 5093 36 3673 47 1587 277 13378
Baleen whale distribution relative to surface temperature and zooplankton abundance off southern California, 2004-2008

Lisa M. Munger, Dominique Camacho, Andrea Havron, Greg Campbell, John Calambokidis, Annie Douglas, and John Hildebrand

Abstract
We investigated the spatial and temporal variation in distributions of three large baleen whale species off southern California in relation to sea surface temperature (SST) and zooplankton displacement volume using Geographic Information System (GIS) software. Data were collected on sixteen California Cooperative Oceanic Fisheries Investigations (CalCOFI) quarterly cruises (lines 77-93) from July 2004 - March 2008. The most frequently sighted large whales were humpback whales (67 sightings), fin whales (52 sightings), and blue whales (36 sightings). Blue and humpback whale sightings peaked in summer (July/August) and fin whales were most frequently seen in summer and fall, consistent with known migratory patterns. In spring through fall, sightings were associated with colder SST and greater zooplankton abundance levels compared to averages from random locations on the trackline. These results support the hypothesis that foraging distributions of large whales are linked to cold surface temperatures, which may indicate processes that enhance prey production and accumulation, such as upwelling or advection of productive water within the California Current. However, winter distributions of whales assumed to be migrating do not appear to be related to the habitat variables we analyzed, and may be harder to predict based on oceanographic data. The frequency of CalCOFI cruises provides us with high temporal resolution and long time series compared to other survey efforts, allowing comparison between seasons and years that will increase our understanding of these top predators and their response to habitat variability within an important subregion of the California Current Ecosystem.

Introduction
Baleen whales are highly mobile apex predators that feed on spatially patchy, ephemeral aggregations of zooplankton. Several baleen whale species seasonally forage and migrate within the productive and dynamic California Current Ecosystem (CCE), which varies markedly on seasonal, interannual and multi-year timescales (Hickey 1979; Hayward and Venrick 1998; Mullin et al. 2000; Brinton and Townsend 2003; Chhak and Di Lorenzo 2007; Keister and Strub 2008). CalCOFI cruises, conducted offshore of southern California every 3 months, provide an excellent platform to observe temporal variation in whale distribution in relation to zooplankton abundance and other habitat variables. The data provided by these frequent surveys and extensive oceanographic measurements may aid in developing predictive models of whale occurrence as a useful management and conservation tool in southern California, a region heavily used by humans for military, industrial, and other activities.

Cetacean surveys have been conducted on each CalCOFI cruise since July 2004 using both visual and acoustic detection methods (Soldevilla et al. 2006; Douglas et al. in preparation). The most frequently sighted baleen whales during these and other surveys off southern California are blue (Balaenoptera musculus), fin (Balaenoptera physalus), and humpback (Megaptera novaeangliae) whales, all within the family Balaenopteridae (rorquals) (Smith et al. 1986; Soldevilla et al. 2006; Barlow and Forney 2007). Blue whales off California feed exclusively on euphausiids (‘krill’) (Fiedler et al. 1998), whereas the diets of fin whales and humpback whales include krill as well as copepods, cephalopods, and small schooling fish such as sardines, herring, and anchovies (Fiedler et al. 1998; Flinn et al. 2002; Clapham et al. 1997).
Baleen whales forage primarily in summer and typically migrate to lower-latitude breeding and calving grounds in winter, although wintering grounds and movement patterns of fin whales are not well known (Mate et al. 1999, Forney and Barlow 1998, Etnoyer et al. 2006). Whaling records from the early 20th century and recent surveys over the past twenty years indicate that blue and fin whales are most abundant off the coast of California in summer and fall (but also seen occasionally in winter), whereas humpbacks were seen near the coast in summer but further offshore in winter (Clapham et al. 1997; Forney and Barlow 1998). Recent cetacean survey effort off California has been seasonally biased, conducted primarily from ships in summer-fall (Barlow and Forney 2007), except for two winter aerial surveys conducted in 1991 and 1992 (Forney and Barlow 1998). Continuous year-round acoustic monitoring off southern California corroborates that blue whales are present in summer and fall and are rare or absent at other times of year (Burtenshaw et al. 2004; Oleson et al. 2007); fin whale calls, although most abundant in summer through fall, are detected year-round (Oleson 2005).

The foraging distributions of baleen whales off California vary depending on where and when their prey, especially euphausiids (for blue and fin whales), are concentrated, which is determined by marine ecosystem features and dynamic climactic and oceanic processes. Circulation within the southern California Bight is characterized by the cold, equatorward-flowing California Current (CC) centered about 200-300 km offshore, and the strengthening in summer to fall of the southern California Eddy and southern California countercurrent, which brings warm water northward along the coast (Hickey 1992). In the CCE, wind-driven coastal upwelling in spring promotes high primary productivity (as indicated by chlorophyll concentration), with a subsequent increase in zooplankton production that reaches a peak in adult biomass after a time lag of 1-4 months (Hayward and Venrick 1998). This time lag corresponds to the interval between peak surface chlorophyll concentration and peak whale abundance off California (Burtenshaw et al. 2004; Croll et al. 2005). As upwelled, productive waters are advected southward by the CC, dense euphausiid patches may develop in areas where bottom topography and/or other features (such as eddies and fronts) contribute to retention, such as in Monterey Bay (Croll et al. 2005) and around the Channel Islands (Fiedler et al. 1998). Keiper et al. (2005) recorded greater marine mammal sighting rates during periods of upwelling relaxation/stronger stratification in early to late spring surveys, and hypothesized that these conditions contribute to stabilization and aggregation of prey.

Climatic oscillations on annual and multiyear timescales contribute to variability in production within the CCE and hence distribution of whales. For example, cetacean surveys in Monterey Bay during the late 1990s documented decreased balaenopterid whale abundance during the 1997 onset of El Nino, when krill acoustic backscatter was low, and then a sharp increase in whales as krill abundance slowly increased in 1998 (Benson et al. 2002). The authors hypothesized that the sharp increase in whale numbers within the bay was due to whales concentrating in inshore productive areas while offshore krill abundance remained low through the El Nino event. Over the past couple of decades, large-scale population assessment surveys conducted by the U.S. National Marine Fisheries Service (NMFS) provide evidence for blue whales shifting foraging grounds outside of the California-Oregon-Washington study area (Barlow and Forney 2007; Barlow et al. 2008a). This shift in blue whale distribution may be associated with the overall declining trend in zooplankton displacement volumes off California since the 1990s (Goericke et al. 2007; McClatchie et al. 2008). However, NMFS surveys are conducted every 3-5 years primarily in summer and fall, and as such do not capture seasonal variability between years.

The CalCOFI program has conducted four cruises per year since 1949 that presently measure over 20 meteorological, oceanographic and biological variables. Since 2004, CalCOFI cruises have included systematic marine mammal visual and acoustic surveys, providing an opportunity
to investigate the relationship of top marine predators to these numerous habitat variables. Previous studies in the CCE have found that baleen whale distributions are related to season and environmental variables, including bathymetry, sea surface temperature, salinity, location of fronts, chlorophyll concentration, and acoustic backscatter (Smith et al. 1986; Burtenshaw et al. 2004; Keiper et al. 2005; Tynan et al. 2005; Etnoyer et al. 2006). However, habitat models are often limited by small sample sizes due to infrequent surveys/low numbers of sightings, lack of data during winter months when surveys are not typically conducted, and/or by availability of oceanographic data. For example, many studies incorporate bathymetry and remotely-sensed ocean surface data from satellites because these data are widely available, but assumptions are required to explain physical and biological mechanisms by which surface production is transferred to macrozooplankton in dense aggregations needed to support apex predators.

This paper provides a preliminary descriptive overview of spatiotemporal patterns in selected habitat variables and cetacean distributions within the southern California Bight. We examined two habitat variables measured in situ during CalCOFI cruises, sea surface temperature (SST) and zooplankton displacement volume, in relation to concurrent whale sightings data. We selected sea surface temperature due to its potential to indicate physical mechanisms that lead to either production (e.g., upwelling or advection of cold, nutrient-rich water) or concentration (e.g., along temperature fronts or eddies) of prey. Zooplankton displacement volume, a proxy for abundance, does not directly measure krill abundance. However, where there are small zooplankton, there will also be larger zooplankton as well as other prey, such as fish. This suggests that zooplankton displacement volume may indirectly represent whale forage conditions. Identifying potential patterns and linkages between whale distributions, prey, and oceanographic variables will allow the formulation of hypotheses that can be tested using more rigorous statistical methods.

Materials and Methods

Data collection

Data were collected during CalCOFI cruises off southern California (Figure 2.1) from July 2004 through March 2008 using Scripps Institution of Oceanography (SIO) research vessels New Horizon (NH), Roger Revelle (RR) and the National Oceanic and Atmospheric Administration (NOAA) research vessel David Starr Jordan (JD). Two trained marine mammal observers were posted on the bridge wings (NH, 8.1m above water), flying bridge (JD, 11m), or 03 level (RR, 13.2m), and equipped with 7 x 50 power binoculars to locate and identify cetaceans as the ship transited between stations at 10 knots. Ship time constraints did not allow deviation from the trackline to approach unidentified cetaceans; however, “big eye” binoculars (25 x 50 power) were available in November 2004 and during all cruises since July 2005 (JD and RR = constant access, NH = restricted access) to aid in species identification at long distances (Soldevilla et al. 2006). Mammal observers recorded sighting information including species, group size (estimated by consensus), behavior, weather and sea state. The latter two variables were also recorded periodically independent of sightings. Survey effort was curtailed in sea states of Beaufort 6 or greater, or when visibility was reduced to less than 1 km. Mammal observers recorded opportunistic sightings during non-standard transits, poor visibility, and/or while on station; but these were not used in this analysis.
Sea surface temperature (SST) and other ocean surface data were collected at approximately 2 m depth using the ship hull-mounted system and Seabird Electronics SBE-21 thermosalinograph or similar. Underway data were collected at 30-second intervals and processed with 10-minute time resolution. Underway data from the NOAA Ship David Starr Jordan were not available during 2007 and 2008 winter cruises (CC0701 and CC0801). For these cruises we analyzed on-station temperature data from CTD sensors and bottles.

Zooplankton were sampled at CalCOFI stations with a standard oblique plankton tow to 210 meters (bottom depth permitting) using Bongo paired 505 μm mesh nets with 71 cm diameter openings. Total zooplankton volumes (ml) were standardized to water volume (per 1000 cubic meter strained volume). For this analysis, we removed high outlier zooplankton displacement volumes (likely due to overabundance of gelatinous species) (A. Hays, personal communication).

**Data analysis**

We used Geographic Information Systems (GIS) software to analyze whale sightings in relation to oceanographic data. Zooplankton displacement volumes, SST, and sightings of
blue, fin, humpback, and unidentified balaenopterid whales were uploaded into ArcGIS 9.2 and analyzed using Geostatistical Analyst. Zooplankton volume and SST coverages were created using two interpolation methodologies. A universal Kriging analysis was applied to the 10-minute averaged underway SST data, accounting for a northwest directional second-degree polynomial trend in temperature (Royle et al. 1981; Oliver and Webster 1990; ESRI 2008). Because of smaller sample size and greater spacing between data points, an Inverse Distance Weighted (IDW) analysis (Watson and Philip 1985; ESRI 2008) was applied to data collected at CalCOFI stations. Station data analyzed using IDW included zooplankton displacement volumes and CTD bottle temperature data for cruises 0701, 0801, and 0804 (January 2007, January 2008, and April 2008, respectively). To ensure that the different interpolations produced similar contour maps for underway data and station data, we resampled underway data for four cruises (one each season) at intervals mimicking station spacing, and compared the IDW product to the Kriging product for full-resolution data.

Whale sighting locations recorded during on-effort observer transits were overlaid onto zooplankton displacement volume and SST coverages to produce contour maps for each cruise. Line segments representing visual search effort were constructed and depicted on contour maps. Zooplankton displacement volume and SST were extracted at each sighting location. We compared the average seasonal zooplankton and SST values extrapolated at whale sightings to averages for the same number of random locations along on-effort tracklines.

Results

The sighting rates of blue, fin, and humpback whales varied seasonally and spatially. Total large baleen whale sightings, including unidentified sightings, were greatest in summer and fall (Table 2.1). Blue and humpback whale sightings were most abundant during summer cruises (July-August); fin whales were seen with almost equal frequency in summer and fall (October-November). Blue whales were not seen in winter (January-February) or spring (March-April), whereas fin whales were observed year-round and humpback whales were frequently seen in spring and fall. Unidentified large whale sightings accounted for about 40% of the total sightings in spring and summer, 54% in fall, and over 90% in winter. Humpback whale sightings were predominantly on the shelf (< 2000 m depth; see Figure 2.1), concentrated near Point Conception and the Channel Islands, whereas blue and fin whale distributions extended further offshore (Figure 2.2). Douglas et al. (in preparation) provide a more detailed analysis of cetacean seasonality and inshore/offshore patterns observed during CalCOFI cruises.

Table 2.1: Large baleen whale sightings, combined by season, in CalCOFI southern California region (lines 93 through 77), July 2004 – March 2008

<table>
<thead>
<tr>
<th>Whales Type</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Fall</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blue Whale</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td>5</td>
<td>36</td>
</tr>
<tr>
<td>Fin Whale</td>
<td>3</td>
<td>4</td>
<td>23</td>
<td>22</td>
<td>52</td>
</tr>
<tr>
<td>Humpback Whale</td>
<td>0</td>
<td>13</td>
<td>36</td>
<td>18</td>
<td>67</td>
</tr>
<tr>
<td>Unidentified Baleen Whale</td>
<td>22</td>
<td>10</td>
<td>54</td>
<td>51</td>
<td>137</td>
</tr>
<tr>
<td>TOTAL</td>
<td>25</td>
<td>27</td>
<td>144</td>
<td>96</td>
<td>292</td>
</tr>
</tbody>
</table>
Figure 2.2: Legend: Zooplankton biomass = total zooplankton displacement volume, ml/1000 m³ strained; sea surface temperature in degrees Celsius.
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Winter baleen whale sightings, predominantly unidentified and fin whales, were sparse and occurred both inshore and offshore (of the 2000 m isobath) (Figure 2.2A). Winter and spring were characterized by cold SST and low zooplankton biomass throughout most of the study area (Figures 2.2A, 2.2B). Winter whale distributions did not differ noticeably between years. During spring, SSTs remained cold overall, with the California Current (CC) becoming more pronounced in the nearshore region from Point Conception to the northern Channel Islands (Figure 2.2A). Zooplankton biomass increased somewhat in spring relative to winter, and the greatest displacement volumes were generally along the coast (Figure 2.2B). Nearly all whale sightings that took place in spring were inshore, again with no noticeable interannual variation, particularly given the reduced survey effort in spring 2007 and 2008 (Figure 2.2B).

Summer whale sightings were associated with elevated zooplankton levels, which corresponded to cold SSTs indicative of the CC (Figure 2.2C). The CC was positioned further offshore in summer than in spring, just seaward of the Channel Islands. In summer 2004, the CC was further offshore than usual and zooplankton abundance was high throughout the central part of the study area. This was reflected by more dispersed, offshore whale sightings (Figure 2.2C). In contrast, whale sightings in 2007 were clustered around Point Conception, where zooplankton abundance was greatest and more tightly restricted. The southern California Countercurrent was also strongest in summer, resulting in warm coastal water and lower zooplankton levels in the southeastern portion of the bight; however, several whale sightings (blue and unidentified whales) occurred along the southern California coast in 2006 and 2007 (Figure 2.2C). Blue and fin whale summer distributions included both southern (87-93) and northern (77-83) CalCOFI lines, whereas humpbacks were only seen north of line 83 during summer cruises (Figure 2.2C).

Fall SSTs remained warm throughout much of the study area, as the CC weakened and retracted to the north (Figure 2.2D). In fall, zooplankton displacement volumes were low overall, and whale sightings occurred primarily in cool water near shore and islands, with some scattered sightings offshore on southern CalCOFI lines. During three of the four fall cruises, a cluster of blue and fin whale (2004, 2005) or unidentified whale sightings (2007) was observed offshore along lines 77 and 80 (Figure 2.2D). A southward transit along the outer Channel Islands in fall 2006 resulted in numerous sightings, but was not a regular trackline and cannot be compared with other seasons or years.

Whale sightings in summer through fall were associated with colder SST than the cruise average, with the greatest difference in summer (Figure 2.3). The exception to this was summer 2006, when the mean SST at whale sightings was almost 2° C greater than the cruise average. Summer whale sighting locations also corresponded to greater zooplankton displacement volumes than the cruise average (Figure 2.4). Summer zooplankton displacement volumes were greatest in 2004 and declined in subsequent summers. Zooplankton abundance was usually lowest in fall and winter and greatest in summer, but was high in fall 2007 through spring 2008.
Figure 2.3: Mean SST for cruise (filled diamonds) and at whale sightings (open squares) for all 16 cruises between July 2004 and April 2008 (cruises 0407-0804), by cruise order (top) and by season (bottom).
Figure 2.4: The natural logarithm of average total zooplankton displacement volumes for cruise (filled diamonds) and at whale sighting locations (open squares) for all 16 cruises between July 2004 and April 2008 (cruises 0407-0804), by cruise order (top) and by season (bottom).
Discussion

The summer peak in large whale sightings and their association during that time with high zooplankton displacement volumes indicate that blue, fin, and humpback whales use the southern California Bight (SCB) primarily as summer foraging habitat, consistent with historic and recent observations. However, fin whales and unidentified large whales were present year-round in the SCB, with a more scattered offshore distribution in winter. The high proportion of unidentified sightings in winter may be related to generally poorer sighting conditions, i.e., weather and sea state, during that time of year, particularly in the offshore region. Although weather and sea conditions are typically at their worst in spring, most sightings were close to shore or islands and potentially were in relatively calmer water. Unidentified winter and spring sightings were likely to include fin whales and humpbacks, as they have been visually and acoustically detected off California during those times of year (Forney and Barlow 1998; Norris et al. 1999; Oleson 2005), whereas blue whales were only rarely detected in early winter and late spring (Oleson et al. 2007).

In summer, whale sightings were generally associated with high zooplankton displacement volumes and cold surface water. The exception to this was summer 2006, when surface temperatures were warm inshore throughout the SCB and whale sightings were in warmer than average surface water. Although the overall zooplankton abundance in summer 2006 was lower than usual, perhaps due to delayed and weak upwelling (Goericke et al. 2007), whale sightings were nonetheless associated with greater than cruise-average zooplankton displacement volumes. The general pattern of whales and zooplankton being associated with cold surface temperatures or gradients in SST may be indicative of conditions leading to zooplankton production, e.g., upwelling and advection of cold, nutrient-rich water, or mechanisms that entrain and concentrate zooplankton, such as fronts and eddies.

The macrozooplankton sampling and analysis methods were not specifically geared toward measuring krill abundance; and therefore zooplankton biomass used in this study should be considered a proxy for whale forage. Net samples were not sorted to taxon as of this study, and may have included some gelatinous organisms as well as prey items, such as copepods and euphausiids. (In an attempt to exclude those samples likely to have contained abundant gelatinous organisms, we spoke to scientists who had personally collected the samples.) In addition, whale observation effort and zooplankton sampling did not take place on exactly the same scales. Visual search effort was conducted while in transit, whereas zooplankton sampling took place at stations 37 or 74 km apart, and therefore zooplankton patchiness on finer spatial scales may have been missed. Krill are capable of avoiding nets, particularly in daylight (Brinton, 1967; Everson and Bone 1986), and may have been underrepresented in total macrozooplankton biomass. A better method for estimating euphausiid densities may be to measure acoustic backscatter near-continuously (Sameoto et al. 1993; Fielding et al. 2004). Acoustic backscatter was not measured by the R/V New Horizon, which conducted most of the summer cruises, although backscatter data at some frequencies were collected on other cruises by the NOAA Ship Jordan and the R/V Revelle. In winter 2009 a Simrad EK-60 acoustic echosounder was installed on the R/V New Horizon, which will enable better characterization of euphausiid densities with greater spatial resolution.

Although marine mammal sighting effort was conducted only during daylight hours, we compared SST and zooplankton values to those averaged over the entire cruise, including from data collected at night. This comparison is warranted, as SST averaged for daylight samples did not differ from the overall cruise average, and daylight-averaged zooplankton values were lower than the cruise average. Therefore, a comparison based on daytime zooplankton abundance
would only amplify the difference noted between the cruise average and values at whale sightings, particularly in summer. The lower zooplankton volumes during daytime may be related to net avoidance by zooplankton, especially euphausiids, during daylight (Ianson et al. 2004, Everson and Bone 1986) and/or to lower availability to nets during the day, when they are concentrated in deep water, of vertically-migrating zooplankton (Brinton 1967).

During the past two decades, populations of baleen whales that forage or migrate in the California Current Ecosystem have increased and/or continue to increase (Barlow and Forney 2007; Calambokidis and Barlow 2004). At the same time, average zooplankton values off California have been declining from 1984-1998 and 1999-present (Goericke et al. 2007; McClatchie et al. 2008). Shifts in whale distribution may be partly in response to such trends in zooplankton availability. For example, blue whales, abundant around the Channel Islands in the 1990s (Fiedler et al. 1998), have been decreasing in density in southern California since 1997 (Barlow and Forney 2007). This is likely due to redistribution of animals that previously fed off California, potentially to more northerly feeding areas off British Columbia and in the Gulf of Alaska (Barlow et al. 2008a), or to feeding grounds in Mexican waters or perhaps further south. During 2005 CalCOFI cruises, fin whales were seen more frequently and more often in northern offshore areas than in the 1990s, and blue whales were more dispersed northward along the entire California coast (Peterson et al. 2006), perhaps also related to prey distribution. Barlow et al. (2008b) calculated that, at their currently estimated abundance, baleen whales in the California Current Ecosystem require about 4% of the Net Primary Production to sustain the prey that they consume. As cetacean populations continue to increase, it will be of value to understand how climate variability and long-term trends affect primary production, as well as the mechanisms that lead to secondary production and prey concentration within the California Current Ecosystem.

This study was descriptive, rather than quantitative, as a first step toward using CalCOFI data to examine patterns in large baleen whale distributions and marine ecosystem variables off southern California. Based on these results, we hypothesize that large baleen whale distributions are negatively correlated with sea surface temperature and positively correlated with zooplankton biomass during foraging season. We also hypothesize that whale foraging distributions off southern California shift depending on location, strength, and timing of the California Current and coastal upwelling centers. Some recurring high densities of whale sightings, such as offshore on northern CalCOFI lines (77-80) in fall, are not clearly related to either of the variables mapped in this study, which warrants further examination. Analyses are underway to investigate CalCOFI cetacean diversity and encounter rates in relation to season, depth, and distance to shore and shelf break (Douglas et al. in preparation). Subsequent analyses should incorporate additional environmental variables, including remotely sensed data as well as in situ measurements, both to elucidate habitat use using more rigorous statistical techniques and also to potentially aid in estimating whale densities (de Segura et al. 2007).

Conclusions

Habitat models are a useful tool for understanding how whales interact with dynamic marine ecosystems and respond to prey patchiness and temporal variability. Federally-sponsored marine mammal surveys off California are designed to estimate population abundance over its entire seasonal range, and are conducted primarily in summer and fall every 3-5 years over a broad area spanning the U.S. west coast (Barlow and Forney 2007; Forney and Barlow 1998). In contrast, CalCOFI provides a platform to observe marine mammals at a smaller geographic scale with greater temporal resolution. As of the submission of this manuscript, marine mammal surveys have been conducted on 20 CalCOFI cruises since 2004, and the number of CalCOFI baleen whale sightings is beginning to exceed those reported in the southern California region in NMFS
Population assessment surveys for some species (e.g., for humpback whales). As we augment the CalCOFI marine mammal time series and increase sighting sample size via continuation of marine mammal observations aboard seasonal CalCOFI cruises, this will improve our understanding of whale habitat use in southern California and allow us to test predictions about whale occurrence in relation to different oceanographic variables. Southern California marine ecosystems are impacted by a variety of human uses (shipping, fishing, military, industrial, etc.), and predictive models of whale distribution may become a valuable management tool for whale populations with whom we share this productive and complex ecosystem.
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Comparison of machine learning techniques for the classification of echolocation clicks from three species of odontocetes

Marie Roch, Melissa Soldevilla, Rhonda Hoenigman, Sean Wiggins, and John Hildebrand

Abstract
A species classifier is presented which decides whether or not short groups of clicks are produced by one or more individuals from the following species: Blainville’s beaked whales, short-finned pilot whales, and Risso’s dolphins. The system locates individual clicks using the Teager energy operator and then constructs feature vectors for these clicks using cepstral analysis. Two different types of detectors confirm or reject the presence of each species. Gaussian mixture models (GMMs) are used to model time series independent characteristics of the species feature vector distributions. Support vector machines (SVMs) are used to model the boundaries between each species’ feature distribution and that of other species. Detection error tradeoff curves for all three species are shown with the following equal error rates: Blainville’s beaked whales (GMM 3.32%/SVM 5.54%), pilot whales (GMM 16.18%/SVM 15.00%), and Risso’s dolphins (GMM 0.03%/SVM 0.70%).

Introduction
The use of acoustic information for study of marine mammals is a promising method that is complimentary to visual observations. One use of acoustics is to determine the presence of species of interest, the so-called detection problem. In this work, we describe a detection system implemented for the 3rd International Workshop on the Detection and Classification of Marine Mammals Using Passive Acoustics, a conference which brought together multiple groups to work on a common data set containing calls from Blainville’s beaked whales (*Mesoplodon densirostris*), short-finned pilot whales (*Globicephala macrorhynchus*) and Risso’s dolphins (*Grampus griseus*). Low error-rate detections were achieved for all three species using both Gaussian mixture models (GMMs) and support vector machine algorithms.

Background
Building an effective machine learning solution is a combination of determining the right set of features to use and an appropriate classifier. Features should be chosen such that they capture the essence of the problem, a statement that is easy to make and frequently difficult to achieve. Once the feature set is determined, a method of detection or classification must be selected that enables the system to effectively exploit characteristics of the feature set.

3.2.1: Features
Bioacousticians working on detection and identification problems for odontocetes have traditionally concentrated on extracting features from whistles. Typically, systems identify either manually or automatically a variety of measurements of the whistle, such as slope, inflection points, frequency, etc. (e.g., Rendell et al. 1999, Oswald et al. 2007). There has been little effort in the examination of echolocation clicks or burst pulses as providing information that can be used to determine species, and until recently band limitations of most field recording systems prevented serious consideration of clicks as features for species recognition tasks.

We have noted unique spectral patterns in echolocation clicks of some species of delphinids, notably Pacific white-sided dolphins (*Lagenorhynchus obliquidens*) and Risso’s dolphins
Earlier work (Roch et al. 2007) on an automatic species identification system showed good results on a species identification problem where whistles, burst-pulses, and clicks were processed in an identical manner. These results have led us to investigate the suitability of clicks as indicators of species. We see this as being a complementary task to whistle-based systems rather than a competing one. Both methods have advantages: whistles propagate farther than clicks (Oswald et al. 2007), but the short duration of clicks makes call separation easier in large population groups, and some species are not known to whistle (Morisaka and Connor 2007). In addition, whistle production may be linked to behavioral state, and we have observed species which are known to whistle producing only clicks.

A range of techniques has been used to characterize odontocete clicks (Elsberry 2003). In general, signal samples are squared and heuristics or distributional metrics are used to determine the beginning and ending energy. As described later, we use a technique based upon the Teager energy operator which is similar to that proposed by Kandia and Stylianou (2006). Once the click is identified, typical features include the peak frequency, 3 dB bandwidth, inter-click intervals, etc. (Au 1993). These metrics are a very rough approximation of the spectral shape. Most of the work on echolocation has focused on on-axis clicks. However, it is well known that off-axis clicks lack the coherence of on-axis ones and have significantly different spectra (Madsen et al. 2004, Johnson et al. 2006, Zimmer et al. 2005). Also, in addition to inter-species differences, click production is known to vary even in the same individual in source level, peak frequency, and bandwidth, depending upon factors such as activity and environment (Johnson et al. 2006, Au 1993). The variation in click attributes suggests that an effective species detector needs to be able to learn a variety of click types associated with each given target species.

3.2.2: Classifiers and detectors

A recent discussion on applications of machine learning techniques to bioacoustics can be found in Roch et al. (2007), and includes linear discriminant analysis, neural networks, dynamic time warping, adaptive resonance theory networks, classification and regression trees, hidden Markov models, self-organizing maps, and Gaussian mixture models (GMMs). In this study, we compare the performance of GMMs with that of support vector machines (SVMs). GMMs are well known for their ability to model arbitrary distributions, whereas SVMs attempt to model the boundaries between distributions. SVMs have gained in popularity throughout the 1990s in the machine learning community, and to our knowledge have only recently been considered in the bioacoustics community (Fagerlund 2007, Jarvis et al. submitted).

Methods

3.3.1: Click production of target species

The click characteristics of the three species vary greatly. Digital acoustic recording tag (DTAG) recordings of free-ranging Blainville’s beaked whales have shown that they produce two types of click trains (Johnson et al. 2006). One type, characterized by a frequency modulated (FM) sweep with inter-click intervals (ICIs) of 100 ms and a median centroid frequency of 38.3 kHz, RMS bandwidth and duration of 6.9 kHz and 271 μs, respectively, has been observed in prey approach. These swept clicks are presumed to be related to foraging activities. As the whales close in on their prey, they have been observed to switch to buzz clicks, which have different spectral characteristics from the FM sweep clicks. The buzz clicks have greatly diminished ICIs, a higher median frequency of 51.3 kHz with wider
RMS bandwidth (14.6 kHz) and an RMS duration which is about half of the FM sweep clicks (29 μs).

Analysis of clicks recorded on a ship-deployed hydrophone array (Madsen et al. 2004) show that free-ranging Risso’s dolphins produce clicks with ICIs generally between 40-200 ms with short click trains having ICIs of 20 ms. Centroid frequency of on-axis clicks is 75 kHz (out of band for the conference data set) with an RMS bandwidth of 25 kHz and duration of 30-50 μs. Presumed off-axis clicks from a different population of Risso’s dolphins have been shown to have a spectral peak and notch structure (Soldevilla et al. submitted).

Echolocation clicks of short-finned pilot whales recorded in the Gomera and Canary Islands have been reported (Götz et al. 2005) to produce clicks with RMS bandwidths of 27 kHz and durations of 8.4 μs. The mean centroid frequency was 68 kHz (also out of band for the conference data).

### 3.3.2: Click detection and feature extraction

Clicks are detected using a two-stage search. In the first stage, spectra are created for 20 ms frames (with a 10 ms frame advance) that have been windowed using a Hann window. Noise is estimated on a per frequency bin basis over a 5 s average. A frame is said to be a click candidate when frequency bins covering at least 5 kHz exceed the noise floor by 12 dB. After obtaining a set of click candidates, a second pass locates clicks with greater precision in a high pass filtered (10 kHz) signal.

The Teager energy operator (Quatieri 2002) is an estimate of the instantaneous energy of a signal, and has been shown to be an effective method for detecting echolocation clicks (Kandia and Stylianou 2006). It is based upon a model of the energy needed to drive a spring-mass oscillator, and measures energy with high resolution:

$$\psi_d(x[n]) = x^2[n] - x[n-1]x[n+1]. \quad (1)$$

A noise floor is set at the 40th percentile of the Teager energy measurements across the interval detected in the previous step. Locations where the Teager energy exceeds the noise floor by a factor of 50 are assumed to be interior to the click, and the click onset is found by searching for the point at which the energy dips below 1.5 times the noise floor.

Once the click has been located, cepstral features (Picone 1993) are computed for a 1200 μs segment of the signal, starting with the click onset. The log magnitude of the discrete Fourier transform of the segment is computed after windowing with a Hann window. The discrete cosine transform of this result is the cepstrum. We also form an estimate of the cepstral representation of noise in the vicinity of the click, and subtract the average noise. This is known as cepstral means subtraction (Hermansky 1995), and is a method which normalizes for convolutional noise (e.g., mismatched hydrophones or filtering). Once cepstral features have been generated, they are grouped such that the first click and the last click are separated by no more than 2 s and no click is more than 1 s apart from the previous click.

### 3.3.3: Detection

Gaussian mixture models (GMMs) and support vector machines (SVMs) were both used in this study. Due to space constraints, only an outline of each technique is presented, but references to the literature where complete details can be found are provided. For both
methods, our experiments are designed to answer the question: Given that we are looking for target species X, was a specific set of clicks produced by this species? This contrasts with an identification task, where one attempts to determine which species produced the set of clicks.

Gaussian mixture models
For GMM classifiers, one GMM was trained for each of the three species. GMMs are frequently used to approximate arbitrary distributions as a linear combination of parametric distributions. A set of $N$ normal distributions with separate means $\mu_i$ and diagonal covariance matrices $\Sigma_i$ are scaled by a weight factor $c_i$ such that the sum of their integral across the entire feature space is 1. The likelihood of the cepstral feature vector $\hat{x}$ which represents a click can be computed for model $M = \{c_i, \mu_i, \Sigma_i\}$ where $1 \leq i \leq N$ by:

$$
Pr(\hat{x} | M) = \sum_{i=1}^{N} \frac{c_i}{(2\pi)^{\frac{d}{2}} |\Sigma_i|^{\frac{1}{2}}} e^{-\frac{1}{2} (\hat{x} - \mu_i)^{\top} \Sigma_i^{-1} (\hat{x} - \mu_i)}.
$$ (2)

The number of mixtures is typically chosen empirically. Model estimation (training) cannot be accomplished by a straightforward application of the maximum likelihood (ML) principle, as the relative contribution $c_i$ of each mixture to the total likelihood is unknown. To address this, the GMM is trained incrementally. A single mixture GMM is estimated from the sample mean and variance. This mixture is then split into two mixtures by dividing the weight in two and forming new mixtures where the means have been slightly perturbed by a small vector $\pm \epsilon$. The resulting model is then refined by an application of the EM algorithm (Huang et al. 2001) where the current estimate is used to determine the expected values of the mixture weights. With the missing weights estimated, the ML estimator can be found. This process is executed several times and the model is split again. Once the desired number of mixtures is reached, iteration is performed until a convergence threshold is reached. Convergence is guaranteed and is typically fast (5-15 iterations).

After the models have been trained, the likelihood of click groups is computed and a log likelihood ratio test is used to decide whether each group belongs to each species (Bimbot et al. 2004). We make the simplifying assumption that clicks in a group are independent, and compute the group likelihood as the product of the individual click likelihoods normalized for group duration by using the geometric mean. These operations are done in the log domain to prevent machine underflow. Decisions to accept or reject the hypothesis that a click group was produced by the species in question are based upon a log likelihood ratio test. Due to the small number of competing classes, we set the alternative class likelihood to be the likelihood of the highest competitor model, as opposed to a background model. The system is implemented using Cambridge University’s hidden Markov toolkit (HTK) (Young et al. 2006) along with a custom set of programs written in Python and Matlab™.

Support Vector Machines
Support vector machines do not model the distribution of classes, but rather their separation (Burgess 1998). SVMs find the separating hyperplane that minimizes the risk of a classifier under a 0-1 loss rule. Let $f_{\theta}(i)$ be a function parameterized by $\theta$ that maps examples to negative and positive class labels $y \in \{-1, 1\}$. As we almost never have access to the actual risk, we can attempt to minimize the empirical risk:
Thus, optimizing the parameter vector $\theta$ is likely to result in lowering the misclassification rate. For a given family of classifiers, it can be shown that there exists an upper bound on the actual risk with any desired level of certainty (Burgess 1998, Cristianini and Shawe-Taylor 2000). For SVMs, each $f_{\theta} = \langle w, b \rangle$ specifies a hyperplane $\langle w, x \rangle + b = 0$ which separates the two classes of linearly separable training data. (Nonseparable data are discussed later.) The hyperplane normal vector $w$ and bias $b$ are scaled such that $\langle w, x \rangle + b = \pm 1$ holds for the closest positive and negative training example, resulting in an empirical risk of 0. The separating line for a two dimensional synthetic data set and the parallel lines that occur at $\langle w, x \rangle + b = \pm 1$ are shown in Figure 3.1. As points on the hyperplane satisfy $\langle w, x \rangle + b = 0$, the distance between the closest point of each class and the hyperplane is $\frac{1}{\|w\|}$. Consequently, the separation between the two closest points and the hyperplane is $\frac{2}{\|w\|}$. This quantity is referred to as the margin, and we can learn the appropriate parameters for the SVM by maximizing the margin subject to the constraints of the closest vectors. This is done by minimizing $\|w\|$, or equivalently $\|w\|^2$, subject to constraints:

$$\|w\| \langle w, x \rangle + b \geq 1.$$  

(4)

This is a constrained convex optimization problem, which can be solved by optimizing the dual of the Lagrange multiplier representation (Burgess 1998). The Lagrange multipliers $\alpha_{\text{train}}$ will only be nonzero for training examples which satisfy equality in (4). These vectors are called support vectors. The SVM normal vector $w$ can be constructed from the dual solution, $w = \sum_{i} \alpha_{i} y_{i} x_{i}$, and $b$ is a more complicated function of the support vectors.
which we omit. We decide the class of test vector $t$ by examining the sign of $\mathbf{w}^\top t + b$, or equivalently in the dual representation:

$$
 f^r_{0i}(t) = \begin{cases} 
 1 & \sum_i \alpha_i y_i x_i^\top t + b \geq 0 \\
 -1 & \sum_i \alpha_i y_i x_i^\top t + b < 0 
\end{cases} .
$$

The above discussion is for sets that are linearly separable, and can be extended in two ways. The first is to introduce a slack variable $\xi_i \geq 0$ for each training vector which permits support vectors to be on the wrong side of the hyperplane:

$$
\begin{align*}
 r^\top x_i + b &\geq 1 - \xi_i & y_i &= 1 \\
 r^\top x_i + b &\leq -1 + \xi_i & y_i &= -1.
\end{align*}
$$

When minimizing the risk, a cost factor $C$ is introduced which scales the sum of the slack variables, with high values of $C$ resulting in higher penalties for crossing the margin. Like the linearly separable case, this can also be solved as a constrained optimization problem. The complexity of solving these problems results in selecting strategies such as the sequential minimal optimization algorithm (Cristianini and Shawe-Taylor 2000) to provide solutions within a reasonable time frame.

Typically, the normal vector $\mathbf{w}$ is not actually constructed, but left as a linear combination of the Lagrange multipliers $\alpha_i$ and their associated training data $x_i$ and class $y_i$:

$$
\mathbf{w}^\top t = \sum_i \alpha_i y_i x_i^\top t .
$$

A second key element to address nonlinearly separable data is to use a kernel function $K(\mathbf{x},\mathbf{t})$ to transform the data into a different space where linear separation is possible. The examples that we have seen so far use what is known as the dot product kernel $K(x, t) = x^\top t$. While numerous kernels have been proposed (Cristianini and Shawe-Taylor 2000), we will restrict ourselves to nonlinear Gaussian kernels

$$
K(x, t) = e^{-\frac{|x-t|^2}{2\sigma^2}} ,
$$

where $\sigma$ is a tunable parameter. Figure 3.2 shows an example of separating hyperplanes for nonlinearly separable data.

When multiple test vectors are classified as a group, the decision to accept a hypothesis that the clicks are produced by a specific species is based upon the threshold of a statistic of the group’s click scores. We use as our statistic the percentage of clicks for which $\mathbf{f}(t) \geq 0$.

The system is implemented using the Torch machine learning library (Collobert et al. 2002) and custom C++, Matlab™, and Python code.

For both types of classifiers, we used all available training data for the final classifier. During development, training data were jackknifed by recording date so that the system could be evaluated with test data separate from the evaluation test reported in the results section.
3.3.4: Evaluating results

Results are plotted (Figures 3.3, 3.4) using the detection error tradeoff (DET) curve (Martin et al. 1997). DET curves are similar to receiver operator curves (ROC), except that in the former error rate normal deviates are plotted on both axes, whereas in the latter the correct detection and false alarm probabilities are plotted. When the false alarm and missed detection probabilities are normally distributed, the result is a straight line in DET space. DET plots are more effective at highlighting differences between similar systems than are ROC curves.

Results

Mean normalized cepstral features were extracted for all files of the dataset. Tests on the jackknifed training data were used to tune the parameters of each classifier. For the GMMs, 2, 4, 8, 16, 32, and 64 mixture models were created, with 16 mixture models outperforming other parameters. For SVMs, a grid search on the penalty and standard deviation was performed ($C \in \{100, 200, \ldots, 600\}$, $\sigma \in \{100, 200, \ldots, 1000\}$). Equal error rates (EERs), the point at which a decision threshold results in the same percentage of false alarms (false positives) and missed detections, are summarized in Table 3.1. Tests on the last day’s training data performed poorly for SVMs, leading to the high overall EERs.
Figure 3.3: Detection error tradeoff curves for GMM detections evaluation data.

Figure 3.4: Detection error tradeoff curves for SVM detector on evaluation data.

<table>
<thead>
<tr>
<th>Species</th>
<th>GMM</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blainville’s</td>
<td>2.8</td>
<td>21.4</td>
</tr>
<tr>
<td>pilot</td>
<td>3.7</td>
<td>21.1</td>
</tr>
<tr>
<td>Risso’s</td>
<td>2.3</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Table 3.1: Equal error rates for jackknifed development data with 16 mixture GMMs and $C = 100, \sigma = 200$ SVMs for the best parameter set across all jackknife splits.

The best performing models from the development data were then used to classify click groups from the nine evaluation files whose content is summarized in Table 3.2. The evaluation dataset contained calls from the three aforementioned species plus an additional two: Atlantic spotted dolphins (*Stenella frontalis*) and sperm whales (*Physeter macrocephalus*).

<table>
<thead>
<tr>
<th>Species producing calls in the test files</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Table 3.2: Contents of evaluation files 1–9.
File 1 had mixed Blainville’s and pilot whale clicks. We manually established “correct” labels for each click group in the file based upon known characteristics of the species and our observations of the calls in the development data. A total of 2040 click groups with a mean of 10.1 clicks per group (min. = 1, max. = 103, std. dev. = 7.2) were classified. DET curves and EERs for all three target species are produced for the GMM and SVM detectors in Figures 3.3 and 3.4. The curves show the tradeoff between false alarms and missed detections for various detection thresholds. Note that the thresholds themselves would add a third dimension to the plot, and are not reported.

Discussion

For both classifiers, the detector performance on Risso’s dolphins appears to be nearly perfect in the evaluation data; but the Risso’s calls in the conference data were filtered, leading us to suspect that part of the accuracy is due to environment detection as opposed to species detection. It is also worth noting that much of the error on the SVM development set for Risso’s dolphins comes from one particular split, where the data from August 19th, 2006, were used as test data. This was the one day for which the Risso’s dolphin data contained clicks with spectra above 40 kHz. The GMM classifier dealt better with this situation, recognizing other similarities in the data. The pilot whale detectors had the worst performance on the evaluation data, with the majority of errors being in the 661 out-of-set (species not seen in training) click groups from the spotted dolphins and sperm whales. Using the EER threshold, 42.97% (GMM) and 39.79% (SVM) of the out-of-set click groups were incorrectly identified as pilot whales, indicating that rejection of out-of-set clicks is an area for future work.

For any out-of-set test, the impostor click will most closely fit one of the three distributions, making its GMM likelihood higher than the others. The likelihood ratio between the two highest ranked models may be large, and it is not unexpected that a greater number of errors will occur in this situation. When examining the likelihoods produced by the pilot whale model without the normalizing alternative hypothesis, there is significant overlap. Consequently, setting a threshold based upon the pilot whale model alone would not have improved the results. Adding enough species to the alternative hypothesis to better represent the variability of clicks across species may improve out-of-set rejection. For SVMs, the lack of a distributional approach means that, even if a click is far from the target species’ distribution, if it lies on the target side of the hyperplane, it will be considered a target, making the need for additional data critical.

It is worth noting that the DET curve for Blainville’s beaked whales has a relatively flat slope over much of its length for both detectors. This means that the threshold is not overly sensitive, and we can reduce either the miss or false alarm probabilities significantly with a low impact on the other metric. As an example, with GMMs it is possible to have a very low false detection rate (< 0.2%) and miss no more than 5% of the click groups. While the Risso’s dolphin curve has a steep slope, its location in the lower left corner makes this less critical. The shape of the pilot whale curves is more problematic, with small differences in threshold having more significant impact.

When examining what appeared to be off-axis clicks, Johnson et al. (2006) were able to distinguish individual pulses by cross correlation with on-axis clicks. They noted that the spectra of the off-axis clicks were “highly featured,” lacking the smoothness of presumed on-axis clicks. The spectral irregularities were attributed to possible interference between pulses. We believe this to be a reasonable hypothesis, and one of the major reasons that echolocation-based species
detection works well. Measurements of the melon taken from CT scans of a deceased Risso’s dolphin show a 30 cm length from dorsal bursae to probable signal exit and a 20 cm width at the widest section. While exact propagation paths are beyond the scope of this work, the 1200 μs window used in this study is adequately long to permit multiple paths to have interfered in constructive and/or destructive manners (assumed sound speed of 1500 m/s), even for the larger species. It is interesting to note that, when we used windows smaller than 1100 μs, detection performance degraded significantly.

Conclusions
We have shown that cepstral feature vectors extracted from spectra over a 1200 μs window starting at the beginning of an echolocation click can be used as the basis for automated species detectors. These detectors are competitive with other state-of-the-art systems for the detection of echolocating marine mammals. It is of particular interest that the system performed well even though the echolocation clicks extended beyond the bandwidth supported by the recording equipment. EERs for this dataset ranged between 0.03% and 16.8% for GMMs and 0.70% and 15.0% for SVMs. Further work is needed on rejecting out-of-set species whose clicks bear a stronger resemblance to the target species than to any of the species used to build the impostor set.

While other explanations may exist, we also believe that the observed degradation of performance when the analysis window was shortened is a strong indicator that interference patterns may play a role in the spectral patterns. Further experiments may help to confirm or reject this hypothesis.
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Abstract
There are five significant research results from our efforts over the past year. Two of these results are methodological advancements (Figures 4.1 and 4.2). Two other results demonstrate the successful addition of two more beaked whale species (*Mesoplodon densirostris* and *Mesoplodon bidens*) to the Digital Library of Anatomy (Figures 4.3 and 4.4). The primary simulation results are the analysis of propagated acoustic waves incident upon our model of Cuvier’s beaked whale. The following statements are the distillate of those simulations:

- The primary (gular) sound receiving channel amplifies incident signals. The volume-averaged amplification of up to 5 dB was observed for frequencies between 15 kHz and 35 kHz. Locally the received signal can be boosted significantly higher than the volume averaged pressures would suggest.
- The locations in the vicinity of the ear bones receiving the highest amplitude signals vary with acoustic frequency. This suggests that different mechanisms (and pathways) may function to transmit sound (pressure) to the cochlea for different frequencies.
- The simulations of the amplification mechanism of the sound receiving channel do not support conjectures that for the range of sound pressure and frequency parameters considered in the present study the acoustic pressures in the soft tissues surrounding the ears could be boosted to levels that would generate physical damage in tissues.
- At 5 kHz, the lowest frequency tested, the sound reception anatomy acts as a filter, reducing the received level by 10 to 15 dB below that for the sound incident on the surface of the head.

Introduction
In this study we have determined that it is feasible to simulate the interactions between complex anatomic configurations and the acoustic environment. In fact, the simulations reveal previously unknown acoustic functions in our beaked whale models. The first set of discoveries has been published and continues to cause ripples in the scientific community. First, the newly discovered sound reception pathway alters our view of hearing physiology in at least one beaked whale and probably *all* toothed whales. Second, that the complex anatomic system of sound reception amplifies some sounds and diminishes others.

We have devised a new approach that combines anatomic geometry from industrial CT scans, measurements of tissue elasticity, and custom software (the Vibro-acoustic Toolkit) based on finite element modeling techniques. The resulting numerical analysis methodology promises a relatively inexpensive testbed that can be used to open new frontiers in bioacoustics or provide a platform for conducting virtual experiments, and that is flexible enough to be expanded to include any number of aquatic species.

The most important and pertinent questions that we have answered are those that explore and designate the pathways by which sounds reach the hearing apparatus.
The simulations that address these questions have produced the most intriguing results and suggest a new pathway for sound reaching the ears. Our simulations suggest that for several frequencies tested in the vicinity of the frequency which the animals produce in the wild, a planar wave incident on the front of the animal propagates sound pressure waves along a novel pathway, entering the head from below and between the lower jaws. Sound then continues toward the bony ear complexes through the internal mandibular fat bodies.

These and more recent results show that we have developed a powerful combination of techniques that provides a reliable, low-cost tool that can be used to investigate questions that probe the interaction between the complex anatomic structure of animals and a broad spectrum of sound sources. The value of this technological triumph increases with the expanding taxonomic breadth of the digital library of cetacean anatomy. Finite element modeling also facilitates acoustic investigations on a broad spectrum of non-mammalian vertebrates.

Methodology
In order to accomplish discretization of anatomic geometry (Cranford et al. 2008b), we developed a voxel-based mesh from x-ray CT data, combined it with measurements of tissue elasticity, and added a comprehensive formulation for vibro-acoustic problems (Cranford et al. 2008a, Krysl et al. 2007).

The Vibro-acoustic Toolkit contains a fully Lagrangian finite element formulation based on the decomposition of incident and scattered fields that has been developed to incorporate seamless coupling of fluids and viscoelastic solids, and to allow for accurate representation of incident acoustic excitation (Krysl et al. 2007). This highly efficient parallel finite element code runs on an eight processor Linux machine that allows numerical simulations with ~1/2 billion unknowns to be calculated within a matter of days.

Summary of Results

Methodological Advancements
This project has pushed out the frontiers of our research on many fronts. One of the primary developments has been the demonstration of the ability to CT scan large whales. We have scanned large specimens half a dozen times over the course of this project and continue to refine and improve the associated methodological processes. In the past year we have accomplished two methodological advancements.

The first allows us to take advantage of economies of scale. We added a twist on the method of CT scanning large specimens to allow for scanning multiple specimens simultaneously. Figure 4.1 shows two views of a reconstruction from CT scans of five beaked whale specimens, all having been scanned at the same time. The long slender rods are composed of known density material for facilitating 3-D reconstructions and density comparisons (Cranford et al. 2008b).
Figure 4.1: Two views from computer reconstructions of five beaked whale specimens that were scanned simultaneously in the same container. In addition to the five heads, the specially designed sarcophagus contains four registration rods that also function as a density phantom. This technique was developed to economize on scanning time by processing multiple specimens at once.

Once these large specimens have been scanned, they need to be prepared for dissection so that the elastic properties of the tissues can be measured and recorded. Consequently, it is important to be able to thaw these specimens quickly, thoroughly, and evenly. The most economical means to accomplish this is to thaw the specimens in a water bath. This method is problematic because: (1) a large volume of water is needed to thaw these big specimens; (2) any standard tank that is sturdy enough to contain large volumes of water is expensive, heavy, awkward to handle without equipment, and is a nuisance to store when not in use.

Our second methodological innovation solves all of these problems. We have designed, built, and tested a portable tank that is inexpensive, structurally sound, can hold a large column of water, and can be tucked away in a narrow space between uses. Figure 4.2 shows a photo of the “portable reusable immersion tank.” It can be adjusted to comprise 3, 4, or 5 overlapping corrugated metal sheets that are fastened together into a cylinder and held in place with several 4 inch nylon load straps. A blue plastic pool liner contains the specimen and water within the metal cylinder.
Figure 4.2: Portable reusable immersion tank. This chamber is used to thaw large frozen whale heads evenly and thoroughly so that they can be dissected. The cylindrical chamber is constructed of overlapping corrugated metal panels that hold a swimming pool liner and is retained with a series of nylon load straps. Between usages the chamber can be disassembled and stored in a relatively compact space.

Additions to the Digital Library of Anatomy

We have added new sets of scans from the Blainville’s beaked whale (*Mesoplodon densirostris*) and Sowerby’s beaked whale (*Mesoplodon bidens*) to the Digital Library of Anatomy (Figures 4.3 and 4.4). These scans have been segmented and the specimens dissected at the National Museum of Natural History. This accomplishment will allow us to use finite element modeling studies to compare the functional anatomy of three species in the Digital Library of Anatomy (Blainville’s beaked whale, Sowerby’s beaked whale, and Cuvier’s beaked whale) to test whether there are significant differences that might account for the greater number of strandings that occur by Cuvier’s beaked whale in the presence of high intensity sound. Preparations for these tests are underway.
Sowerby’s beaked whale (*Mesoplodon bidens*) is a North Atlantic Ocean resident. It is a midsized beaked whale with a nondescript color pattern. Little is known about its natural history. We acquired these specimens in a cooperative and collaborative effort with the National Museum of Natural History in Washington, DC.

Blainville’s beaked whale (*Mesoplodon densirostris*) is a small to midsize beaked whale that inhabits tropical and warm temperate waters around the globe. It has a robust set of lower jaws that rise distinctively in the middle of each ramus, where it contains a single large tooth on each side set in a heavily bone-reinforced cavity.

We are now in a position to begin running acoustic simulations using these two specimens in order to compare the results of similar simulations with our first model of Cuvier’s beaked whale.
**Figure 4.4:** Computer reconstructions from segmented CT scan data of Blainville’s beaked whale, *Mesoplodon densirostris*. Various views are indicated. The display color map is: skin=blue, skull=gold, lower jaws=green, ears=red, and teeth=white.

*Recent Results of Numerical Analysis using the Vibro-acoustic Toolkit*

Two recently published papers (Cranford *et al.* 2008a; Cranford *et al.* 2008b) report results pertaining to the anatomy of an adult male Cuvier’s beaked whale and the results of the first FEM (Finite Element Method) simulations of sound propagation through it. Acoustic simulations indicate the two most likely source locations for sound generation and transmission pathways for sound propagation out of the head. The discovery of primary importance is a new pathway for sounds entering the head through the throat or “gular”
anatomy. These results push our knowledge base beyond what is generally known about most toothed whale species. The FEM tools promise to help the Navy successfully build a body of expertise upon which future decisions regarding the interaction between sources of sound and the anatomy of these marine mammals can be made.

The newly described *gular* sound receiving channel amplifies incident signals before they reach the hearing apparatus, but only within a narrow frequency range. A volume-averaged amplification of up to 5 dB was observed for frequencies between 15 kHz and 35 kHz, although locally the received signal can be boosted significantly higher than the volume averaged pressures would suggest.

The locations in the vicinity of the bony ear complex receiving the highest amplitude signals vary with acoustic frequency. This suggests that different mechanisms (and pathways) may function to transmit sound (pressure) to the cochlea for different frequencies.

The simulations of the amplification mechanism of the gular sound receiving channel do not support conjectures that the acoustic pressures in the soft tissues surrounding the ears could be boosted to levels that would generate physical damage in tissues, within the bounds and parameters of our simulations.

At 5 kHz, the lowest frequency tested, the sound reception anatomy acts as a filter, reducing the received level by 10 to 15 dB below that for the sound incident on the surface of the head. This frequency range of diminished amplitude contains the upper limit of the U.S. Navy’s AN/SQS-53C sonar, which generates frequency-modulated pulses of 1-2 second duration in the 1-5 kHz band.

It appears as if the anatomic geometry, a system of organs and complex tissue interfaces, along with the elastic properties of the tissues, are “tuned” to one frequency range while “filtering out” the low frequency components. We come to this conclusion from recent simulations with our model of Cuvier’s beaked whale, the most commonly stranded species when exposure to high intensity sound is suspected.

The vibro-acoustic toolkit (Krysl et al. 2007) was used to propagate steady-state acoustic signal in the form of a single frequency harmonic planar wave coming towards the animal directly from the head towards the tail. The sound pressure focusing towards the ear bones was explored for frequencies between 5 kHz and 60 kHz with the step of 5 kHz using a carefully verified numerical model of the sound receiving channel on the left side of the animal. Two virtual sound pressure sensors were placed next to the ear bones: sensor 1 at the hinge of the tympanic and periotic bone in the vicinity of the sigmoid process, and sensor 2 approximately 30 mm anterior to the tympanic bone. The reported pressures were averaged over a small volume surrounding the pressure sensor (6x6x6 millimeters).

For incident signals 15-25 kHz we find approximately 5 dB amplification at the location of sensor 1 (at the hinge of the tympanic and periotic bone in the vicinity of the sigmoid process) as compared to the received signal relative to the incident wave (Figure 4.5). Input signals at other frequencies were received with diminished amplitudes.

Figure 4.6 shows the results for sensor 2, located slightly below and 30 mm forward of the tympanic bone. We observe up to 5 dB amplification for frequencies between 25 - 35 kHz at the volume-averaged receive location (sensor 2) relative to the incident wave at the surface of
the head. Once again, input signals at other frequencies are received at this location with diminished amplitudes (Figure 4.6).

![Figure 4.5: Systemic amplification at sensor 1. Acoustic pressure amplification at sensor 1 with respect to the incident pressure wave for the adult male Ziphius cavirostris. Results are shown for simulations across a range of frequencies, from 5 to 60 kHz in 5 kHz steps.](image)
Figure 4.6: Systemic amplification at sensor 2. Acoustic pressure amplification at sensor 2 with respect to the incident pressure wave for the adult male *Ziphius cavirostris*. Results are shown for simulations across a range of frequencies, from 5 to 60 kHz in 5 kHz steps.

**Future Plans**

**Anatomic Studies**

- Launch a parallel FEM simulation effort using the bottlenose dolphin (*Tursiops truncatus*) in order to evaluate and validate current methodological practices and results.

- Develop a FEM simulation of sound propagation from the environment through the head to the bony tympanoperiotic (hearing) complex in our model of Cuvier’s beaked whale.

- Develop vibrational analysis tools to simulate the vibrational characteristics of the bony tympanoperiotic (hearing) complex in a bottlenose dolphin based on existing CT scans.

- Develop instrumentation to measure shear-wave velocity in tissue samples, then set up a test tank in which to immerse the mandible from the same Cuvier’s beaked whale we used to build our numerical analysis model (Cranford *et al.* 2008b). This apparatus will allow us to evaluate our latest “flexural wave” hypothesis for sound propagation along the conventional pathway to the odontocete ear complex (Norris 1968).
Future Directions in Vibro-acoustic Research

The results obtained with the current selection of finite elements do not display any pathologies associated with zero-frequency rotation modes, spurious acoustic modes, or locking in the incompressible limit; yet these weaknesses are commonly encountered in Lagrangian finite element codes. No theoretical proofs that these elements will perform satisfactorily are available at this point. This deficiency should be corrected to ensure that the implementation is a robust and reliable tool. Along these lines, we have published a paper on finite elements that addresses behavior in the incompressible limit. We haven't solved the question of whether our current elements are subject to spurious acoustic modes.

The approximation of surfaces of general shape does contain some error in the present implementation: surfaces are approximated by the faces of the voxels, hence are jagged even when the actual surfaces are perfectly smooth. Some artifacts of the special orientation of the voxel computational grid may be visible in the results, especially the pressure. This could become a critical issue when dealing with the hearing of beaked whales, since the ear bones and other structures around the ears are very delicate, and a good representation of the surfaces (or, put another way, of the acoustic impedances at the interfaces that these surfaces represent) may be required. We have made some headway on a technique for improving jagged geometry approximations. A paper was submitted to demonstrate technology for modeling shear-locking-free plates, which are a crucial ingredient for the next step, which is models for locking-free shells. With the shell model we want to address the representation of thin bones by embedding the shells in the tissue voxels as a replacement of the 3-D hard bone.

Initial investigations will be undertaken to achieve a multi-scale resolution of the acoustic/mechanical waves, so that the entire animal can eventually be exposed to sound while at the same time detailed results may be obtained around a very small feature, such as the ear bones. We have formulated the basic strategy for addressing the problem by decomposing the response of the local model in terms of the incident waves (computed with the global model) and a perturbation due to the difference in resolution between the global and local model. We are currently working on the formulation details and the implementation.
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