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Abstract

Requirements documents, test procedures, and problem and change reports from a U. S. Army Software Engineering Center (SEC) were analyzed to identify, clarify, and begin categorizing recurring patterns of issues raised throughout the product life cycle. Semi-automated content analysis was used to identify underlying patterns in the SEC documents. Automated tools and techniques were used to support efficient search and related semantic analysis that would not be possible manually. Discussions with Army personnel were used to confirm and elaborate initial findings and interpretations. The same analytic methods can be used as a basis for novel, proactive causal analysis processes.

One of the patterns identified suggests that usability is not sufficiently articulated and quantified early in the product life cycle. While the SEC has established exemplary processes to handle usability-related issues when they arise, some of them might be mitigated or prevented by documented consideration upstream.
1 Introduction and Executive Summary

Problems associated with requirements development, analysis, management, and validation have been pervasive in software and systems engineering for many years. Several recent reviews—like many before them—have identified requirements as among the top challenges facing software and systems engineering today [USGAO 2008, USGAO 2004, Walker 2007]. Yet there are many reasons why requirements engineering continues to be so difficult. Product requirements are typically emphasized instead of customer or user operational needs, and effective processes and infrastructure for tracing developing capabilities and requirements across the product life cycle tend to be deficient.¹ The problem may be due to differing perspectives and priorities among key stakeholders, including users, acquirers, maintainers, and developers.

Problem reports and change requests can be rich sources of data for investigating and improving the adequacy of characterizations of usability and other quality attributes. Yet researchers typically do not have access to such data, and practitioners often lack the resources to trace them back to requirements, analyze them for lessons learned, or recognize recurring problem areas.

The work described in this report is based largely on collaboration with one Army Software Engineering Center (SEC). The collaboration enabled researchers to access the necessary data and increased practitioner awareness that content analysis of textual documentation might be worth pursuing. The work uses semi-automated content analysis methods and tools to analyze requirements documents, testing procedures, and problem and change reports (PCRs). The tools capture recurring themes in the text that might be missed by manual methods alone. Interpretations of the content analysis results are then corroborated and refined through interviews with the domain experts and stakeholders who produce and use the documentation.

The overall aim of the report is to provide

1. an improved understanding of requirements and requirements-related issues in testing and maintenance
2. help in judging the potential of semi-automated content analysis to enable increased understanding and improvement of requirements engineering and other difficult aspects of software and systems engineering

Difficulties in validating requirements and tracing their effects downstream are pervasive in software and systems engineering. As will be seen later, the SEC has established exemplary processes to handle such problems when they arise. The initial semi-automated content analyses described in this report demonstrate its potential to efficiently identify recurring themes that might otherwise

¹ Two technical reports are in progress that address this work: Capabilities Engineering Framework: Elaboration Through Case Studies by Ira Monarch and Capabilities Engineering Framework: A Holistic Guide to Quality-Driven System of System Life-Cycle Engineering by Ira Monarch and James Wessel.
go unnoticed under the demands of day-to-day work. Future work with the SEC will examine the
use of semi-automated content analyses in a novel approach to proactive causal analysis.¹

This report introduces the workings of semi-automated content analysis methods and tools. It
shows how they can be used to provide practical value in support of engineering and management
decisions by deriving useful quantitative information from qualitative textual sources. Methods
that combine qualitative and quantitative analyses to help identify and define measurable concepts
may become the basis for a useful and credible approach to empirical software and systems engi-
neering.

¹.1 OVERVIEW AND INTERPRETATION OF THE RESULTS

The examples described in this report come from three Army SEC projects. The results of the
automated text analyses using documentation provided by these projects cohere well with the ob-
servations reported in interviews and other discussions with the projects’ subject matter experts
who have been collaborating in this work. The analyses, corroborated by them, also identified
issues that are now being addressed along with other issues worthy of being addressed in the fu-
ture (see Section 5.2).

As expected, the requirements specifications, test procedures, and PCRs contained some explicit
quality-attribute-related terminology. Because the systems maintained by these three projects are
used in the heat of battle, both security and accuracy are discussed in the requirement specifica-
tions. “Usability” and “readability” also were explicitly identified in one project’s PCRs for a pe-
riod of time.

Issues related to usability (e.g., screen, display, button press, and menu) are identified as recurring
concepts by the initial text analyses in all three projects and all three types of documents analyzed.
While the requirements documents do not capture usability as a quality attribute per se, issues
involving usability are sometimes explicit and quite often implied in all three sets of PCRs. There
are also PCR issues related to usability that were not explicitly addressed in the testing proce-
dures. Moreover, usability appears as a major theme in the PCR content analysis because of its
pervasive association with several other concepts and themes identified through the analysis.
Other issues related to quality attributes, such as maintainability and reusability, often are de-
scribed in the same PCRs.

Clearly stated usability criteria for information technology typically are not considered suffi-
ciently early in, or indeed throughout, the system life cycle. There are several reasons why that is
so and why such criteria are difficult to measure and apply: (1) functional criteria are better under-
stood and expressed in the requirements, (2) the functionality is perceived to be so important that
users have an immediate need for it and will learn to use it, or (3) developers believe that each
usability related issue can be fixed as it arises or deferred if it is not urgent.

This problem persists for methodological as well as substantive reasons. It is difficult to concep-
tualize usability, much less measure it quantitatively. While general guidelines have been speci-

² The method can be employed to support the CMMI Organizational Innovation and Deployment process area as
well as Causal Analysis and Resolution. It also may be incorporated into the SEC’s ongoing Six Sigma work.
fied for defining usability and other quality attributes, conceptual and operational definitions also must be sensitive to the specific contexts where the definitions are used. Actual cases need to be studied to determine the adequacy of existing definitions related to these and other aspects of requirements engineering.

Much more needs to be known about the prevalence and significance of usability issues in the SEC as well as elsewhere in software and systems engineering. The same is so about the extent to which process improvements and the inclusion of usability acceptance criteria in requirements specifications would serve as a basis for avoiding or mitigating usability-related problems.

1.2 AUDIENCE

Both practitioners and researchers of systems and software engineering may benefit from reading this report. In fact, it is our hope to blur the distinction between the two groups. The analytic approach and methods described here are meant to be adopted by practitioners, and the analyses are based on the terminology that practitioners use in their own context of work. Similarly, by moving the focus of research from high-level abstractions and generalization to actual context of use, the results of software and systems engineering research may become more useful for practitioners.

The report is meant for practitioners involved in requirements traceability and validation as a part of their capability-driven maintenance and testing activities. In the U. S. Army, these include, in particular, material developers associated with the SECs.

Researchers involved in software, systems, and requirements engineering research are the other primary audience for whom this report is meant. The document will introduce them to the fundamentals for doing research using semi-automated content analysis. It will help them explain results based on such methods to others, thus helping practitioners improve their processes and infrastructure on the basis of recurring patterns as opposed to isolated problem solving. It also will provide the researchers with a basis to further develop their own skills in performing similar research in domain-specific and context-sensitive conceptualization and measurement.

In addition to the typical skills of empirical software engineering researchers, some familiarity with information science and semantic analysis is helpful in evaluating the scientific underpinnings of the content analysis tools, semantic analysis, and ontological techniques. However, experienced researchers will be able to appreciate and understand the document at a conceptual level and will be in a position to delve more deeply into these fields after reading it. References included in the bibliography provide a roadmap to further work in the field.

1.3 THIS DOCUMENT

The remainder of this document includes four sections and two appendices. Section 2 provides brief discussions of problems that are often faced in requirements development and the impact of those requirements downstream. The emphasis is on the importance of capabilities and quality attributes, as well as the existence of multiple stakeholders with different needs and perspectives. A brief introduction to semi-automated content analysis can be found in Section 3. The results of that analysis are described in detail in Section 4. Section 5 contains summaries of the results,
conclusions, and suggestions for future work. Further background about quality attributes and usability is provided in Appendix A. Appendix B contains further background about semi-automated content analysis.
2 Requirements-Related Problems and Impacts

2.1 CAPABILITIES AND QUALITY ATTRIBUTES

Mutual understanding of capabilities and requirements across multiple stakeholders over the entire project life cycle is very difficult to achieve. A well-understood way of establishing and sustaining an evolving common language of concepts, relations, and attributes to characterize the desired operational capabilities could significantly mitigate the problem. Quality attributes thus can play a pivotal role.

Recent emphasis on quality attributes for software and system architectures have made developers, and to a certain extent acquirers, more aware of the potential benefits of considering such “non-functional” requirements earlier in the product life cycle [Ozkaya 2008]. Yet anecdotal evidence and our initial analyses show that this awareness remains limited to certain types of quality attributes. In particular, usability tends not to be considered sufficiently by practitioners. This may contribute to otherwise preventable or reducible downstream problems such as rework, cost and schedule overruns, and especially reduced usefulness or fitness for use of the resulting technology.

Further use of processes to formulate and negotiate quality attributes across stakeholders might help provide needed common ground across customer, contractual, and product requirements [Barbacci 2003]. Quality attribute and similar conceptual frameworks have been developed and used for several purposes. These include frameworks for software architecture as well as industry and international standards [ISO/IEC 1991, Bass 2003b, Firesmith 2006]. Many papers and books exist that focus heavily on various individual attributes such as usability, security, and interoperability [Bass 2003a, Ellison 2004, Krippendorff 2006, O’Brien 2005]. A similar approach to capabilities is an essential part of the Joint Capabilities Integration and Development System (JCIDS) policy [CJCSI 2007]. There also is a voluminous literature and many consultancies on usability and human computer interaction [Shneiderman 2004, Myers 1998, Nielsen 1994].

Further detail follows in Appendix A. However, suffice it to say that there is no single definitive statement of a quality attributes typology, much less a shared underlying ontology [Masolo 2003, Guarino 2005]. This may be particularly true with respect to usability. These are difficult concepts that are not well or widely understood. Army and other Department of Defense (DoD) organizations sometimes struggle in interpreting and using the JCIDS policy on capabilities, and standards groups continue to struggle with categorizing and clearly defining their quality attribute models and terminology.

These concepts are defined in broad, general terms that can be difficult to translate into terminology that is meaningful and precise enough to be useful in practical circumstances. In addition, there can be important tradeoffs among quality attributes; they do not exist in isolation (e.g., usability versus reusability or maintainability or the immediate need for new functionality to support the warfighter) [Bass 2003b].

Such issues are not always fully considered in more general discussions of quality attributes. The incorporation of semi-automated content analysis in a new, proactive approach to causal analysis...
and resolution may facilitate more and better consideration of capabilities and quality attributes. In the short run, legacy maintenance and sustainment organizations that must deal with evolving requirements and re-engineering may benefit most from the use of semi-automated content analysis.

2.2 REQUIREMENTS ENGINEERING: MULTIPLE STAKEHOLDERS

Work elsewhere has suggested that requirements engineering in the Army can be hampered by the lack of information sharing and inter-organizational processes among combatant commanders, warfighter representatives in the Training and Doctrine Command (TRADOC), acquirers in program offices who transform user/customer requirements into contractual requirements, maintainers, and developers.3

Similar points have been made about commercial software environments. Figure 1 shows actual conflicts among stakeholder value propositions that were not resolved in a classic failed software project [Boehm 2000b, Boehm 2007]. The solid lines represent the Bank of America Master Net System project and the dashed lines show conflicts discovered in other failed projects [Boehm 2007]. The “S,” “PD,” “PC,” and “PP” annotations on the lines indicate whether a line reflected conflicts among the stakeholder’s Success criteria (e.g., verifiability, validity, and/or business case), ProDuct models (e.g., various ways of specifying operational concepts, ontologies, requirements, architectures, designs, and code, along with the interrelationships among them), ProCess models (e.g., waterfall or evolutionary), or ProPerty characteristics (e.g., cost, schedule, performance, reliability, security, portability, evolvability, or reusability tradeoffs). Although many of the interpretations would differ, a similar format and structure could be used in a military acquisition context.

---

Other work with the Army has focused mainly on the differences between combat developers (similar to user stakeholders in Figure 1) and material developers (similar to acquirer stakeholders in Figure 1). The commercial users want many features in their products that can conflict with the acquirers’ cost and schedule success criteria. In the Army context, the problem is not so much that many features are wanted as gaining agreement and oversight on what features are needed and why they are needed.

The institutional Army is a very large enterprise made up of multiple organizations that must interact enough with each other and the operational Army in order to formulate, acquire, and field systems with the right operational capabilities. The Joint Capabilities Integration and Development System (JCIDS) is a Joint Chiefs of Staff policy that can be seen as a holistic attempt to address the problem of differences in perspectives between combat developers and material developers.

JCIDS is meant to promote clarification, prioritization, and traceability of operational and system requirements across the entire life cycle. Three separate documents are required: Initial Capabilities (ICDs), Capabilities Development Documents (CDDs) and Capability Production Documents.
(CPDs).\textsuperscript{5} The ICDs, CDDs, and CPDs are meant to encourage incremental specification in order to avoid having requirements become outdated with respect to new threats and technologies.\textsuperscript{6}

\textsuperscript{5} More detail about JCIDS, ICDs, CDDs and CPDs can be found in forthcoming SEI technical reports by Monarch and Monarch & Wessel.

\textsuperscript{6} See Appendix A for more detail about the JCIDS Key Performance Parameters.
3 Semi-Automated Content Analysis: Applying the Method

The results reported here are based on a semi-automated content analysis approach that combines detailed text analysis with semantic analysis done iteratively in collaboration with domain experts. Initial text analysis results were corroborated through interviews and other discussions. These results concern downstream activities such as testing, maintenance, and sustainment as well as activities further upstream that contribute to the development and capture of requirements. The aim of this research is to improve requirements specification by showing how problems and issues identified in downstream activities may be handled better and mitigated upstream.

Requirements specifications upstream and testing procedures and PCRs downstream are snapshots of ongoing work at the SEC. Particular attention is paid to the PCRs since they focus more directly on the problem areas faced by the SEC in its everyday work. In addition, many more of them are available for analysis.

The PCRs analyzed were text records derived from an existing SEC database. They were combined sequentially into three separate text files, one for each of the three participating projects. Each PCR is a single record in the SEC database. The records include several fields, which sometimes include values and sometimes are left unused. The values are all textual. Some are filled with a single term or phrase (e.g., dates, names of people, or short characterizations of status). Several other fields contain longer text with a paragraph or more of prose describing a problem, the considerations for resolving it, how it was resolved, and/or the pertinent rationales involved.

The text analysis described in this technical report was done using a tool called Leximancer.\(^7\) Leximancer automatically selects blocks of text, typically several sentences long, from the collection provided to it; however, its selection of the blocks can be constrained in various ways. The constraints specified for the current analysis guided the tool to select values based on the free-form text in the PCR and other form fields. The field names themselves were excluded, except when they were combined with symbolic values (e.g., status\_closed). Boundaries between separate PCRs were respected, so that the tool’s automatic selection of text blocks was prevented from combining text across the boundaries of adjacent PCRs.

The tool extracts concepts and themes from an analysis of co-occurrence of terms in the text blocks. The concepts are not simply literal terms but synonym lists consisting of terms used similarly in the blocks of text. Each concept is named by the most salient representative term in its respective synonym list.

Themes are collections of concepts whose meanings (represented as synonym lists) are closely associated with the other concepts that are collected into the same theme. Each theme is named by the concept most frequently connected to the other concepts in its respective cluster of concepts.

---

\(^7\) The product is described more fully at http://www.leximancer.com. As noted in Appendix B, many such tools exist, and they have different strengths and weaknesses. The SEI does not rank or promote them in any way.
A concept can be related with a concept in another theme, but it is less similar in usage to all of the other concepts in that theme than it is to the concepts within its own theme. Concepts also sometimes appear in the overlap of two or more contiguous themes.

The conceptual and thematic structure can be represented visually in concept maps, as shown in Figure 2 and Figure 3 with an example drawn from a semi-automated content analysis of CMMI® for Acquisition (CMMI ACQ) [Monarch 2008].

Much like Venn diagrams, the themes are represented spatially by colored circles (see Figure 3). Circle size is based on the spatial distribution of the concepts included in each theme. The brightness of each theme names represents the interconnectedness of the concepts included in it.

![Figure 2: Example Concept Map Showing Themes](image)

As shown in Figure 3, the concepts are indicated by dots. The size of the dots represents the interconnectedness of the terms in that concept’s synonym set. The distance between the concept dots is a measure of how similar in usage they are to each other.

---

Notice in Figure 3 that neither customer nor users is a central theme in CMMI ACQ. Rather, as pointed out by the arrows superimposed on the Leximancer figure, they are both concepts in the product theme. Customer also is a concept in the supplier theme. The authors of CMMI-ACQ did in fact choose to emphasize acquirer-supplier relationships. No one model can satisfy all perspectives.
As seen in Sections 4.4 through 4.6, the concept dots also can be linked by lines whose brightness represents the frequency of co-occurrence between each set of linked concepts. These kinds of co-occurrence can be especially useful as indicators of important causal relationships, especially across theme boundaries.

More detail about semi–automated content analysis can be found in Appendix B.
4 Analysis and Results

The results reported here are based on documents provided by three projects from one Army Software Engineering Center (SEC). Spanning the period from January 2005 through March 2007, the documents include requirements specifications, testing procedures, and PCRs from the three projects. Text and semantic analyses were done to characterize the overall meaning of all three sets of documents, with particular attention paid to the PCRs.

The Army practitioner-collaborators who participated in the study generally agreed with the interpretations identified by the initial text and semantic analyses. SEC project personnel already were aware of several issues and opportunities for improvement that were uncovered using the content analysis tools and techniques. Interviews and other discussions with project personnel identified a number of exemplary practices, some of which already were underway and others that were deemed worthy of being addressed by the SEC in the future.

Issues related to system usability constitute perhaps the most important semantic category supported by the automatically identified themes and concepts. That is true in spite of the fact that usability generally is not addressed explicitly as a quality attribute in the requirements specifications, test procedures, or PCRs. Nevertheless, topics related to information manipulation, user interfaces, and other factors important for operability and other aspects of usability are quite common. These usability-related topics were apparent in PCRs from all three projects, whether or not the projects were dealing with the introduction of new technologies. Not surprisingly, some of the PCRs that exhibited such user interface and usability issues did so in conjunction with other issues, such as reusability and maintainability, where important tradeoffs are often necessary.

4.1 REQUIREMENTS, VALIDATION, AND USABILITY AT THE SEC

While the requirements specifications and testing procedures do not explicitly contain context of use or acceptance criteria for usability, the SEC has in fact established processes to address usability-related issues. Operational scenarios and concepts have been developed by subject matter experts who are part of the SEC’s maintenance and sustainment teams. These scenarios and concepts can serve as de facto specifications against which system changes can be validated. If explicitly documented, these operational scenarios and concepts may be suitable for future semiautomated content analyses.

Prima facie usability and context-of-use criteria would seem to be especially important for validation processes using measured attributes and for establishing traceability between system and user requirements. However, because of the SEC’s current role (or lack of a role) in requirements development, they have been somewhat reticent to embrace quality attributes. The SEC is not always “involved in developing system requirements but rather in maintaining and sustaining the system according to these requirements.” They agree that incorporating quality attributes into requirements would be “ideal when you are the prime developer, but when you are not, you really

---

9 This is similar to the role customer requirements play in CMMI vis-a-vis contractual product requirements.
cannot influence the trade space in deriving product requirements. You more or less have to ac-
cept what is given to you” [conversation with a member of the SEC].

Ideally, of course, maintainers/sustainers should be involved in the trade space because they—
along with capability developers and material developers—are important stakeholders in capabili-
ties and requirements development. However, even though circumstances may prevent the SEC
from being involved in requirements development, quality attribute specifications captured in an-
other document would provide operationalized or measured attributes that could facilitate mainte-
nance and testing. Moreover, sustainment does involve refinements that also require gaining
agreement of other stakeholders, even if it does not involve a formal requirements change. Al-
though the trade space in these cases is not as large or heterogeneous, it still exists; refinements
must still be validated.

The fact that the SEC has already begun to respond to issues and opportunities for improving in-
teraction with users shows that validation with users is an important concern. For similar reasons,
the SEC also has established Six Sigma groups to improve PCRs and determine whether require-
ments sufficiently inform testing procedures.

Overall, content analysis of PCRs and requirement specifications can be utilized to identify issues,
opportunities for improvement, and potential exemplary practices. This will be seen in greater
detail later in this section, especially with respect to the role of usability in the PCRs and the need
for operationalizing it in requirements specifications or in other kinds of documentation.

Though the SEC has processes, software design criteria, and coding conventions to correct of-
fending code when it is found during routine maintenance procedures, it may be that there are
opportunities for improving these processes. New ways of interacting with other stakeholders to
define quality attributes may be important in achieving such improvement. In addition to usabil-
ity, quality attributes such as modifiability, reusability, interoperability, and other quality attrib-
utes emphasized in ISO standards and the software architecture literature may cover other issue
areas that further analysis of additional PCRs and other documentation might uncover. Such
analyses may prove to be viable additions to existing causal analysis and resolution processes.

### 4.2 AN INITIAL SEMANTIC CATEGORIZATION

An initial set of rough semantic categories (see Figure 4) were crafted based on numerous itera-
tions of the automated text analyses. The terms naming the categories are not necessarily used in
the PCRs themselves. However, they represent or classify themes that were automatically derived
from all three projects’ PCRs in categories whose meanings all SEC members share. These cate-
gories are used to enable comparison and contrast of the analysis results across the three different
projects. The meanings of these categories remain informal; however, no problems with their
meaning or applicability across the projects were raised by the SEC personnel who collaborated in
the analysis.

---

10 The iterations are necessary to settle on the best level of abstraction for the concept maps and for experimenta-
tion with manually added seed concepts. See Sections 4.5 and 4.7, and Appendix B for more detail about the
semantic analysis.
The semantic categories were created initially by examining the concept maps from all three projects and noting patterns of similar topics suggested by the terminology used. This was corroborated by reading the text indexed by the concepts that name the themes. More than one of these concepts clearly fit under a single higher level semantic category, and some of these same concepts fit under more than one of the higher level semantic categories. That is why the same concepts are associated with more than one semantic category in Figure 12 and Figure 19.

The current categorization should undergo more elaboration and formalization over time. This may be particularly valuable for better situating, understanding, and using quality attributes in the local SEC context. It also may provide a basis for computational support for assigning and characterizing such quality attributes.

4.3 QUALITY ATTRIBUTES IN THE THREE PROJECTS

Project 1 requirements specifications and testing procedure documentation did not contain usability scenarios, objectives, or ranges of quantified system responses deemed acceptable in interaction with the user. However, operational scenarios and, in some cases, quantified inputs and outputs are provided for other quality attributes including accuracy, security, and data handling. There are no such criteria for usability in the Project 1 requirements specifications and testing procedures that have been analyzed thus far. There are no usability criteria consisting of measurable attributes for suitability or usefulness in the context of use, learnability, or what counts as disruption for warfighters interacting with the system. This is the case even though decisions where such criteria had to be determined on the spot and acted upon were reported in the Project 1 PCRs during the same period.

Project 2 requirements and test documentation considered speed of employment, accuracy, security, data handling, situational awareness, and interoperability. Similar to Project 1, operational scenarios or quantified inputs and outputs sometimes are provided for accuracy, security, and data handling. However, usability criteria containing measurable attributes are not included in the requirements or test documents, even though they again come up in the PCRs. Usability criteria for situational awareness that would operationalize what is meant, for example, by rapid acceptance or prioritization of large amounts of data from a variety of digital networks are not covered in the requirements and test documents.

Similarly, Project 3 requirement specifications consider survivability, system responsiveness, data handling, security, reliability, availability, and maintainability. There are some scenarios and quantified inputs and outputs for survivability, system responsiveness, and data handling; however, scenarios, quantified inputs, and outputs rarely exist for security, reliability, maintainability,
and availability. Though once again, usability criteria are not explicitly stated in Project 3 requirements specifications.\footnote{No testing procedure documentation was provided for analysis by Project 3.}

\section{PROJECT 1}

The results from Project 1 are based on 647 PCRs. They were automatically apportioned for analysis into a total of 1103 text blocks. As seen in Figure 5, each word or words in the right-hand column names both a theme and the concept after which it is named by the automated text analysis. The number in parentheses to the right of each one represents the number of text blocks in which the concept corresponding to the theme with the same name occurs, including all of the terms in its synonym list. Additional terms occasionally follow in parentheses for further clarification. The six semantic categories described in Section 4.2 are listed in the left-hand column of Figure 5.

<table>
<thead>
<tr>
<th>Semantic Categories</th>
<th>Number of Text Blocks where Theme-Naming-Concepts Occur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Manipulation, User Interface, and other Usability Factors</td>
<td>Azimuth (36) (enter), reset (98), screen (501), send (161), displayed (390) (order of buttons), data (190), security (16)</td>
</tr>
<tr>
<td>Hardware System or Modules containing or controlled by information technology or software</td>
<td>Computer (71), r-pda (1103) (Ruggedized-Personal Digital Assistant), gun (244), shut_down (25) (HW)</td>
</tr>
<tr>
<td>Context of Use (Mission, Exercise, Training, User)</td>
<td>Security (11)</td>
</tr>
<tr>
<td>Testing and Maintenance, Configuration Management</td>
<td>mailto (17), Srs_19 (115), limits (16) (set by requirements)</td>
</tr>
<tr>
<td>Software, Software System, Data, Data Standards</td>
<td>Computer (71), r-pda (1103) (Ruggedized-Personal Digital Assistant), data (190), reset (98) (required), FOS (303) (Forward Observer System), azimuth (36), security (11), send (161), shut_down (25) (software)</td>
</tr>
<tr>
<td>Systems and Software Engineering</td>
<td>SRS_19 (115) (Software Requirements Spec)</td>
</tr>
</tbody>
</table>

\textit{Figure 5: Semantic Categories in Project 1}
All six semantic categories are represented; however, the user interface and usability category provides the most insight into the types of problems that are exhibited in this set of PCRs. The user interface and usability factors also overlap notably with the hardware and software categories. In this case, the themes identified by the text analysis tend to belong to more than one semantic category. The PCRs cover a time period when the project was still adjusting to issues arising from reusing software developed for a desktop computer in a ruggedized pda with a much smaller screen, compacted controls, and touch screen interaction.12

Figure 6 and Figure 7 contain the concept maps from the text analysis of the Project 1 PCRs. Figure 7 displays all of the concepts identified up to but not necessarily reaching the limit of 300 concepts set for this analysis.13 The concepts are fairly evenly distributed among themes; however, there are quite a few overlapping themes with the same concepts in more than one theme.

---

12 This circumstance led to the r-pda concept in this collection of PCRs having conceptual traces in all of the text blocks.

13 Because of the number of densely pack concepts, some of the concept names are difficult to see in Figure 7.
Figure 6: Project 1 PCRs Concept Map Showing Themes Only
As mentioned, the software and hardware categories overlap with the user interface and usability factor themes. For example, Figure 8 shows linkages among very frequent concepts stemming from the user interface concept screen linking to the named concepts FOS (Forward Observer System), FFE (Fire for Effect), FSCM (Fire Support Coordination Measures), message, r-pda, button, gun, send, displayed, error, geo, fire, and data. These concepts are at the heart of what is being discussed in the Project 1 PCRs; they identify important issues and possible opportunities for improvement at the intersections between hardware, software, user interface, and usability.

14 Concept and theme names are shown in bold face type for emphasis and to distinguish them from ordinary usage of the same words throughout the remainder of the text and figure captions in this section.
Figure 9 shows a ranked concept list on the left and a ranked concept co-occurrence list on the right. The ranked concept list includes the most common concepts, expressed in actual numbers and percentages of the total text blocks where they occur. The concept co-occurrence list provides further detail about the concepts related to screen, in order of their frequency of co-occurrence. The absolute count is the number of text blocks in which screen and each of the other concepts co-occur. The relative count is the percentage of text blocks where screen co-occurs with each other concept as a proportion of the total number of text blocks where screen co-occurs. The number of different concepts linked to screen (112) is given in parentheses at the top of the list.

The top-ranked concept and the most interlinked concept with screen is r-pda, which involves both hardware and software systems. Concepts in both these semantic categories are quite frequent and connected, but so are screen and other user interface- and usability-related concepts such as displayed, message, button, data, geo, and send. In fact, as is the case with screen, every one of these concepts is related to the other frequently used concepts identified by the text analysis, albeit with different strengths of connection.

The concept error in the displayed theme presents an interesting case (see Figure 10). One of the issues indexed by error is whether users are provided proper feedback for data entry errors. Notice that error links to button on the upper left part of the circumference of the theme screen in Figure 10.
### Ranked Concept List

<table>
<thead>
<tr>
<th>Concept</th>
<th>Absolute Count</th>
<th>Relative Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>r-pda</td>
<td>425</td>
<td>84.8%</td>
</tr>
<tr>
<td>access</td>
<td>191</td>
<td>38.1%</td>
</tr>
<tr>
<td>displayed</td>
<td>138</td>
<td>27.5%</td>
</tr>
<tr>
<td>fos</td>
<td>127</td>
<td>25.3%</td>
</tr>
<tr>
<td>message</td>
<td>124</td>
<td>24.7%</td>
</tr>
<tr>
<td>use-all</td>
<td>118</td>
<td>23.5%</td>
</tr>
<tr>
<td>gun</td>
<td>111</td>
<td>22.1%</td>
</tr>
<tr>
<td>button</td>
<td>100</td>
<td>19.9%</td>
</tr>
<tr>
<td>data</td>
<td>93</td>
<td>18.5%</td>
</tr>
<tr>
<td>error</td>
<td>71</td>
<td>14.1%</td>
</tr>
<tr>
<td>send</td>
<td>70</td>
<td>13.9%</td>
</tr>
<tr>
<td>geo</td>
<td>64</td>
<td>12.7%</td>
</tr>
<tr>
<td>fixed</td>
<td>63</td>
<td>12.5%</td>
</tr>
<tr>
<td>fire</td>
<td>60</td>
<td>11.9%</td>
</tr>
<tr>
<td>process</td>
<td>57</td>
<td>11.3%</td>
</tr>
<tr>
<td>target</td>
<td>55</td>
<td>10.9%</td>
</tr>
<tr>
<td>mn</td>
<td>53</td>
<td>10.5%</td>
</tr>
<tr>
<td>digital</td>
<td>51</td>
<td>10.1%</td>
</tr>
<tr>
<td>blank</td>
<td>51</td>
<td>10.1%</td>
</tr>
<tr>
<td>time</td>
<td>46</td>
<td>9.1%</td>
</tr>
<tr>
<td>issue</td>
<td>46</td>
<td>9.1%</td>
</tr>
<tr>
<td>Fdc</td>
<td>44</td>
<td>8.7%</td>
</tr>
<tr>
<td>position</td>
<td>44</td>
<td>8.7%</td>
</tr>
<tr>
<td>common</td>
<td>43</td>
<td>8.5%</td>
</tr>
</tbody>
</table>

**Figure 9:** Project 1 PCR's Ranked Concepts and Concepts Related to Screen
Figure 10: Many PCRs Point to Issues Providing Feedback with Respect to Data Entry Errors
As seen in Figure 11, **button** also links to many other concepts, most prominently to **r-pda**. However, **button** also links frequently to other user interface concepts, in descending order of frequency: **screen**, **displayed**, and **message**, followed by the system and software modules **FOS** and **FSCM**, a context of use concept (**FFE**), another user interface item (**use-all**), and finally to hardware employed in the context of use, namely **gun**. These linkages among concepts, even to a lay-person, are clearly about the pda’s use in controlling the firing of a gun. A further link, to the left lower part of the circumference of the theme **gun**, would seem to indicate issues in the pda’s role in carrying out gun orders. These are the contexts in which feedback regarding data entry errors has been an issue.

Notice also in Figure 11 that the text associated with any of the concepts can be seen by clicking on one of the “buttons to browse the evidence.” By reading the five text blocks (not shown in the figure) in which the concepts **order** and **button** appear together reveals another issue. This issue concerns the ordering of buttons on the computer menu, their accessibility, and their usability.

In under a half hour of perusing the concept map and using the browsing facilities, someone who knows how to use the text analysis tool but is only slightly familiar with the domain is able to identify two kinds of usability issues: (1) identification and characterization of data entry errors and providing appropriate feedback, and (2) proper layout and operability of soft buttons on a small PDA screen in a context where reusing software adapted from a system using a desktop computer with a larger screen and keyboard. While this is not an exhaustive use of the intelligent browsing and smart search procedures enabled by the content analysis tool, it is clear that a more complete classification of usability issues is well within reach. The same may be true for other quality-attribute-related issues such as reusability, maintainability, and reliability.
Figure 11: Ordering of Buttons on the Mission Menu
By devoting a relatively short amount of time to learning about the same kinds of semi-automatic content analysis methods and tools, practitioners and other subject-matter experts should be able to begin doing similar analyses on their own. With sufficient guidance, they also should be able to integrate such methods with their existing causal analysis and related processes.

4.5 PROJECT 2

The results from Project 2 are based on PCRs that cover roughly the same time period as those from Project 1. They were apportioned for analysis into a total of 958 approximately equally sized text blocks. Once again, each word or words in Figure 12 names a theme and the concept after which it is named by the automated text analysis, and the number in parentheses to the right of each one represents the number of text blocks in which the concept occurs. Additional terms follow in parentheses for further clarification in one instance. The other five semantic categories are represented in the figure; however, none of the themes identified for this project by the text analysis tool focus on the “systems and software engineering best practices” semantic category. Not surprisingly in a maintenance organization, the concept Discovering_Activity_Testing occurs pervasively in all 958 text blocks.

<table>
<thead>
<tr>
<th>Semantic Categories</th>
<th>Number of Text Blocks where Theme-Naming-Concepts Occur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Manipulation, User Interface, and other Usability Factors</td>
<td>Message (246), User (152), appears (27), Q_C_A_Usability (635), charge (15) (as displayed)</td>
</tr>
<tr>
<td>Hardware System or Modules containing or controlled by information technology or software</td>
<td>Network (21), cable (78), guns (353), drive (31), round (12), charge (15)</td>
</tr>
<tr>
<td>Context of Use (Mission, Exercise, Training, User)</td>
<td>user (152)</td>
</tr>
<tr>
<td>Testing and Maintenance, Configuration Management</td>
<td>Discovering_Activity_Testing (958), failure (58), problem (392), Q_C_A_Usability (635), dry_run (499)</td>
</tr>
<tr>
<td>Software, Software System, Data, Data Standards</td>
<td>software (107), SW (106)</td>
</tr>
<tr>
<td>Systems and Software Engineering</td>
<td>None</td>
</tr>
</tbody>
</table>

*Figure 12: Semantic Categories in Project 2*

In addition to providing software for Project 1, Project 2 continued its sustainment of similar software for a desktop computer. Recall that Project 1 had to reuse and adapt software for a significantly different computer environment. Project 2 has not faced the same challenges; however, usability-related issues arise in Project 2 as well.

As with Project 1, two figures contain the basic concept maps from the text analysis. Figure 13 shows the themes only, and Figure 14 also displays all the concepts identified up to but not necessarily reaching the 600 concept limit specified for the automated text analysis of the Project 2 PCRs. Notice in Figure 14 that a very large number of related concepts are associated with each other in a much smaller number of themes, which themselves overlap noticeably. The semi-
automated content analysis helps identify and clarify a thematic structure that would be difficult if not impossible to recognize by reading only the detailed text.

![Project 2 PCRs Concept Map Showing Themes Only](image)

Figure 13: Project 2 PCRs Concept Map Showing Themes Only

Note that the concept limit increased in the analysis of PCRs for this project. Several new seed concepts also were added manually to those generated automatically. The manually generated seed concepts included the creation of alias codes so proper names could not be traced back publicly to particular individuals. More importantly, seed concepts allow an analyst to semantically experiment iteratively. The Leximancer tool identifies seed concepts in the initial stages of processing and then weeds some of them out and adds new ones as it determines which terms have the most salient co-occurrence profiles. In subsequent runs, analysts can add seed concepts they want examined as candidate concepts. These need to be built from and associated with terms (in synonym lists) that exist in the texts being analyzed. Sometimes these are weeded out as well, but the automated analysis can designate them as concepts and sometimes themes.
combine fields and values that are not recognized automatically, such as **Q_C_A_Functionality** and **Q_C_A_Usability** (*Q_C_A* was abbreviated from Quality_Characteristic_Affected).

A similarly named PCR field, “Quality_Characteristic_Affected,” had been used by this project, but it was discontinued during the time period covered by this analysis. The two seed concepts just mentioned were introduced by the authors to probe further about the use of that field. Although some other field/value combinations, such as **Discovering_Activity_Testing** and **Status_List_Closed**, were automatically recognized, *Q_C_A* as a field was not recognized automatically with any of its values. Aside from “usability” and “readability,” “functionality” and “reliability” were the only other values entered in the *Q_C_A* field. A value for *Q_C_A* was specified for only 57 of the 567 PCRs analyzed for Project 2. However, the analysis found that *Q_C_A* was in fact associated with very highly connected concepts in the project’s PCRs.

The retirement of the “Quality_Characteristics_Affected” field may have been premature. The question as to what quality characteristic is affected is, after all, still used in the project’s peer reviews. Although the field was only used for a short time, its retirement may have been due to inadequate support of quality attribute selection and articulation.

One other seed concept, “popup,” was created manually. That was due to the fact that *pop* was recognized automatically, but “up” was not, even though “pop” never occurred without being followed by “up” in the PCRs. Interestingly, while *popup, Q_C_A_Functionality,* and **Q_C_A_Usability** all were included in the final concept map, only **Q_C_A_Usability** was designated as a theme.

As with Project 1, themes that appear to be related to user interface and usability-related issues are prevalent. As seen in Figure 14 there also was considerable conceptual density. Figure 15 shows linkages between the manually created concept **Q_C_A_Usability** and other highly ranked key concepts that were derived from the automated text analysis of the Project 2 PCRs.

---

16 **Q_C_A_Readability** was added to **Q_C_A_Usability**’s synonym list. Since reliability only occurred once, it was not useful as a probe.

17 The concepts are not meant to be readable in this figure.
Figure 14: Project 2 PCRs Concept Map Showing Both Themes and Concepts
The list on the left side of Figure 16 shows quantitative results for the most frequently occurring concepts found by the automated text analysis. **Q_C_A_Usability** itself is fourth on the ranked list of the most frequent and connected concepts. Moreover, one third of the top 33 concepts listed there are user interface or usability related, and they are strongly linked to **Q_C_A_Usability**. The other two thirds of the top 33 concepts on this list also are reasonably strongly linked to **Q_C_A_Usability**.
### Ranked Concept List

<table>
<thead>
<tr>
<th>Concept</th>
<th>Absolute Count</th>
<th>Relative Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovering Activity Testing</td>
<td>958</td>
<td>100%</td>
</tr>
<tr>
<td>test-times</td>
<td>866</td>
<td>90.3%</td>
</tr>
<tr>
<td>Swb2 Drop 1 Build 5 Db</td>
<td>749</td>
<td>78.1%</td>
</tr>
<tr>
<td>q C A Usability</td>
<td>635</td>
<td>66.2%</td>
</tr>
<tr>
<td>dry_run</td>
<td>499</td>
<td>52%</td>
</tr>
<tr>
<td>q C A Functionality</td>
<td>422</td>
<td>44%</td>
</tr>
<tr>
<td>Swb2 Drop 1 Build 2 Db 2.02</td>
<td>421</td>
<td>43.9%</td>
</tr>
<tr>
<td>problem</td>
<td>392</td>
<td>40.9%</td>
</tr>
<tr>
<td>screen</td>
<td>370</td>
<td>38.6%</td>
</tr>
<tr>
<td>guns</td>
<td>353</td>
<td>36.8%</td>
</tr>
<tr>
<td>displayed</td>
<td>325</td>
<td>33.9%</td>
</tr>
<tr>
<td>error</td>
<td>287</td>
<td>29.9%</td>
</tr>
<tr>
<td>fdc</td>
<td>286</td>
<td>29.8%</td>
</tr>
<tr>
<td>changing</td>
<td>270</td>
<td>28.1%</td>
</tr>
<tr>
<td>prev</td>
<td>254</td>
<td>26.5%</td>
</tr>
<tr>
<td>message</td>
<td>246</td>
<td>25.6%</td>
</tr>
<tr>
<td>mission</td>
<td>236</td>
<td>24.6%</td>
</tr>
<tr>
<td>missions</td>
<td>233</td>
<td>24.3%</td>
</tr>
<tr>
<td>initialize</td>
<td>218</td>
<td>22.7%</td>
</tr>
<tr>
<td>Status List Closed</td>
<td>218</td>
<td>22.7%</td>
</tr>
<tr>
<td>Version Swb 2</td>
<td>217</td>
<td>22.6%</td>
</tr>
<tr>
<td>select</td>
<td>208</td>
<td>21.7%</td>
</tr>
<tr>
<td>enter</td>
<td>198</td>
<td>20.6%</td>
</tr>
<tr>
<td>dhc</td>
<td>178</td>
<td>18.5%</td>
</tr>
<tr>
<td>User</td>
<td>152</td>
<td>15.8%</td>
</tr>
<tr>
<td>receive</td>
<td>141</td>
<td>14.7%</td>
</tr>
<tr>
<td>button</td>
<td>137</td>
<td>14.3%</td>
</tr>
<tr>
<td>send</td>
<td>134</td>
<td>13.9%</td>
</tr>
<tr>
<td>order</td>
<td>132</td>
<td>13.7%</td>
</tr>
<tr>
<td>added</td>
<td>128</td>
<td>13.3%</td>
</tr>
<tr>
<td>fscm</td>
<td>125</td>
<td>13%</td>
</tr>
<tr>
<td>process</td>
<td>125</td>
<td>13%</td>
</tr>
<tr>
<td>press</td>
<td>124</td>
<td>12.9%</td>
</tr>
<tr>
<td>check</td>
<td>120</td>
<td>12.5%</td>
</tr>
<tr>
<td>software</td>
<td>107</td>
<td>11.1%</td>
</tr>
<tr>
<td>Sw</td>
<td>106</td>
<td>11%</td>
</tr>
<tr>
<td>time</td>
<td>106</td>
<td>11%</td>
</tr>
<tr>
<td>data</td>
<td>104</td>
<td>10.8%</td>
</tr>
<tr>
<td>fix</td>
<td>95</td>
<td>9.9%</td>
</tr>
<tr>
<td>position</td>
<td>94</td>
<td>9.8%</td>
</tr>
<tr>
<td>work</td>
<td>91</td>
<td>9.4%</td>
</tr>
<tr>
<td>code</td>
<td>90</td>
<td>9.3%</td>
</tr>
</tbody>
</table>

### Related Entities for Selected Concept Q_A_C_Usability (Count: 247)

<table>
<thead>
<tr>
<th>Concept</th>
<th>Absolute Count</th>
<th>Relative Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discovering Activity Testing</td>
<td>457</td>
<td>71.9%</td>
</tr>
<tr>
<td>dry run</td>
<td>417</td>
<td>65.6%</td>
</tr>
<tr>
<td>test-times</td>
<td>390</td>
<td>61.4%</td>
</tr>
<tr>
<td>q C A Functionality</td>
<td>385</td>
<td>60.6%</td>
</tr>
<tr>
<td>problem</td>
<td>306</td>
<td>48.1%</td>
</tr>
<tr>
<td>Swb2 Drop 1 Build 5 Db</td>
<td>279</td>
<td>43.9%</td>
</tr>
<tr>
<td>prev</td>
<td>234</td>
<td>36.8%</td>
</tr>
<tr>
<td>missions</td>
<td>224</td>
<td>35.2%</td>
</tr>
<tr>
<td>Status List Closed</td>
<td>218</td>
<td>34.3%</td>
</tr>
<tr>
<td>Version Swb 2</td>
<td>217</td>
<td>34.1%</td>
</tr>
<tr>
<td>initialize</td>
<td>215</td>
<td>33.8%</td>
</tr>
<tr>
<td>dhc</td>
<td>173</td>
<td>27.2%</td>
</tr>
<tr>
<td>guns</td>
<td>163</td>
<td>25.6%</td>
</tr>
<tr>
<td>screen</td>
<td>161</td>
<td>25.3%</td>
</tr>
<tr>
<td>displayed</td>
<td>154</td>
<td>24.2%</td>
</tr>
<tr>
<td>Swb2 Drop 1 Build 2 Db 2.02</td>
<td>141</td>
<td>22.2%</td>
</tr>
<tr>
<td>changing</td>
<td>135</td>
<td>21.2%</td>
</tr>
<tr>
<td>fdc</td>
<td>124</td>
<td>19.5%</td>
</tr>
<tr>
<td>error</td>
<td>113</td>
<td>17.7%</td>
</tr>
<tr>
<td>select</td>
<td>106</td>
<td>16.6%</td>
</tr>
<tr>
<td>message</td>
<td>106</td>
<td>16.6%</td>
</tr>
<tr>
<td>mission</td>
<td>103</td>
<td>16.2%</td>
</tr>
<tr>
<td>enter</td>
<td>95</td>
<td>14.9%</td>
</tr>
<tr>
<td>receive</td>
<td>78</td>
<td>12.2%</td>
</tr>
<tr>
<td>User</td>
<td>67</td>
<td>10.5%</td>
</tr>
<tr>
<td>fscm</td>
<td>66</td>
<td>10.3%</td>
</tr>
<tr>
<td>software</td>
<td>64</td>
<td>10%</td>
</tr>
<tr>
<td>cpp</td>
<td>64</td>
<td>10%</td>
</tr>
<tr>
<td>order</td>
<td>63</td>
<td>9.9%</td>
</tr>
<tr>
<td>button</td>
<td>62</td>
<td>9.7%</td>
</tr>
<tr>
<td>fire</td>
<td>61</td>
<td>9.6%</td>
</tr>
<tr>
<td>added</td>
<td>60</td>
<td>9.4%</td>
</tr>
<tr>
<td>send</td>
<td>60</td>
<td>9.4%</td>
</tr>
<tr>
<td>build</td>
<td>57</td>
<td>8.9%</td>
</tr>
<tr>
<td>data</td>
<td>57</td>
<td>8.9%</td>
</tr>
<tr>
<td>process</td>
<td>53</td>
<td>8.3%</td>
</tr>
<tr>
<td>check</td>
<td>52</td>
<td>8.1%</td>
</tr>
<tr>
<td>fix</td>
<td>48</td>
<td>7.5%</td>
</tr>
<tr>
<td>work</td>
<td>47</td>
<td>7.4%</td>
</tr>
<tr>
<td>press</td>
<td>47</td>
<td>7.4%</td>
</tr>
<tr>
<td>system</td>
<td>45</td>
<td>7%</td>
</tr>
<tr>
<td>code</td>
<td>44</td>
<td>6.9%</td>
</tr>
</tbody>
</table>

*Figure 16: Ranked Concept List & Text Block Counts for Concepts Co-Occurring with Q_A_C_Usability*
The list on the right side of Figure 16 shows the rank order of the concepts that co-occur most frequently with $Q_{C\_A\_Usability}$. In fact, the co-occurrence of the top twenty-eight of these concepts with $Q_{C\_A\_Usability}$ ranges from 10 percent to over 70 percent. Although maintenance and testing clearly are the main focus of the Project 2 PCRs, user interface and usability factors are also very significant, especially as seen through the conceptual linkages with $Q_{C\_A\_Usability}$.

Several concepts related to user interface and usability factors are collected in the $Q_{C\_A\_Usability}$ theme, particularly when the $Q_{C\_A\_Usability}$ theme overlaps with the appears and dry run themes. One term in the $Q_{C\_A\_Usability}$ theme, stack_dump, stands out as being quite different from all the other concepts in that theme. Figure 17 shows a concept map with links radiating from stack_dump. Figure 18 contains further detail about the situation in which a stack dump can occur. A stack dump appeared when a user moved a mouse over a certain point on the screen under the rare conditions when a “divide by zero” error could occur. The stack dump consisted of a pop up dialog indicating the lines of code, file, and function that were executing when the error occurred. In test situations, the system would either reboot or lock up after the error and stack dump display. Such information obviously is useful for maintainability of the software. However, as noted in one of the PCRs, such behavior should not occur when errors like this are encountered in the field. A maintainability feature would then cause a disruption and interfere with usability or availability.

---

18 Recall that the ranking is based on how many text blocks are shared with $Q_{C\_A\_Usability}$.

19 Proper names are blanked out such that specific individuals are not identified by name.
Issues of this kind are quite rare at the SEC, and even more so in their field trouble reports which are exceedingly rare. The stack dump PCRs were written while the product still was being refined.

The example is entirely atypical. It is shown here only since it is a good illustration of how different quality-attribute-related indicators can co-occur. As seen in Figure 18, it also provides a good example of how an analyst can use smart searches to traverse through a voluminous amount of information to scan only the pertinent text during causal analysis.

While “usability” was the value entered in the PCR’s “Quality_Characteristic_Affected” field, the situation is more complicated. Two quality attributes are involved: usability and maintainability. The necessary corrective actions were taken by the SEC, but tradeoffs of this kind might benefit from explicit consideration of quality attributes and their possible impacts on each other. This may be especially important with respect to usability. Features that support maintenance and sustainability can be evaluated upfront to anticipate their effects elsewhere. Errors happen; processes for how they should be handled under different conditions can be established upfront in collaboration with the stakeholders most likely to be affected.
Figure 18: Browsing a PCR with the Co-occurring Concepts stack-dump & Q_C_A_Usability

4.6 PROJECT 3

From project 3, 550 PCRs were apportioned for analysis into a total of 2445 approximately equally sized text blocks. Each word or words in the right-hand column of Figure 19 names both a theme and the concept after which it is named by the automated text analysis. The number in parentheses to the right of each represents the number of text blocks in which the concept occurs, including all of the terms in its synonym list. Additional terms again follow in parentheses for further clarification. Five of the six semantic categories are represented in the figure for Project 3; however, in this instance, none of the themes identified by the text analysis tool deal with issues that focus on the second semantic category that encompasses hardware that contains or is controlled by software. However, the DRB concept occurs pervasively in all 2245 text blocks. As do other concepts in all three projects, it also co-occurs frequently with concepts in more than one semantic category.
<table>
<thead>
<tr>
<th>Semantic Categories</th>
<th>Number of Text Blocks Where Theme-Naming-Concepts Occur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Manipulation, User Interface, and other Usability Factors</td>
<td>Displays (376), user (47), mission (displayed) (333), shows (90) (display), data (110)</td>
</tr>
<tr>
<td>Hardware System or Modules containing or controlled by information technology or software</td>
<td>None</td>
</tr>
<tr>
<td>Context of Use (Mission, Exercise, Training, User)</td>
<td>User (73), mission (333)</td>
</tr>
<tr>
<td>Testing and Maintenance, Configuration Management</td>
<td>DRB (2445) (Data Review Board), agreed (42), issue (304), impact (47), shows (90), data (110)</td>
</tr>
<tr>
<td>Software, Software System, Data, Data Standards</td>
<td>SRBD.App.C (70), mission (333) (data), shows (90) (doc) (requirement), data (110)</td>
</tr>
<tr>
<td>Systems and Software Engineering</td>
<td>DRB (2445) (Data Review Board)</td>
</tr>
</tbody>
</table>

**Figure 19: Semantic Categories in Project 3**

Project 3 has fewer themes than do the other two projects (Figure 20). Conceptual content is evenly distributed among all themes and is particularly dense in maintenance and testing themes such as **DRB** and **issue**, as well as in user interface- and usability-related themes such as **displays** and **mission** (see Figure 21). Although data review boards (DRBs) function in the other two projects, they were not mentioned frequently enough in the other two projects’ PCRs to emerge from the automated text analysis as themes or concepts.

---

20 The **DRB** and **issue** theme names that are visible in Figure 20 are difficult to see in Figure 21 because of the density of the concept names.
Figure 20: Project 3 PCRs Concept Map Showing Themes Only
Figure 21: Project 3 PCRs Concept Map Showing Themes and Concepts

The makeup of the DRBs is the same in all three projects, consisting of technical leads (e.g., designers), project managers, and users or their representatives. The DRBs evaluate problems identified in the PCRs and decide what to do about them (e.g., prioritize, make changes, assign rework, defer the PCR, or reject it). The automated text analysis identified DRB as a concept and a theme in Project 3 because of its more frequent and interconnected usage of the term “DRB,” and its synonym list. Project 3 PCRs thus provides better insight into what the DRB does in its role in the PCR disposition process.

Figure 22 focuses on the most frequent concepts that populate the themes identified in Project 3 PCRs. These concepts, all of which are interlinked across themes, are most prominently linked through the DRB concept. These linkages begin to depict an emerging structural model of the Project 3 contents of PCRs. Moreover, the concepts in the DRB theme are the most frequent ones in the Project 3 PCRs.

A first step is to interpret the references of the different concepts in the work of the DRB. These interpretations are based on the way the terms corresponding to concepts are actually used in the

Iterations = 1000
PCRs. For example, concepts in the DRB theme can be interpreted as follows. The DRB refers to created PCRs and calls upon one team or another in doing its work. In doing its work, it has criteria for deciding which PCRs should be deferred, whether a fix or updates to software or code are needed or already verified, whether a test or IVV (independent verification and validation) is passed or complete and/or in accord with procedures. Sometimes this involves information that is found in a file concerning SWB_2, SWB 2_SQA or SWB_3 or in a file containing an ISD (interface specification document), which the DRB updates and reelines.

![Diagram](image)

**Figure 22:** Most Frequent Concepts Populating the Theme DRB in Project 3 PCRs

Figure 23 shows how concepts in the theme DRB interrelate with concepts in other themes. These latter concepts in other themes tend to be less frequent than those in the DRB theme, but they still appear quite frequently (see Figure 24). For example, criteria for created PCRs that are deferred have to be agreed upon (since these concepts are located in the overlap of the DRB and agreed themes). With respect to the themes issue and SRBD_APP_C (which stands for Software Requirements Baseline Document Appendix C), the PCRs refer to the DRB as having added or rejected a problem or issue based on results of a test and informed by documentation, by a requirement or by what is required by the SRBD_APP_C.
Figure 23: Most Frequent Concepts in all Themes Interrelating with DRB in Project 3 PCRs
## Ranked Concept List

<table>
<thead>
<tr>
<th>Concept</th>
<th>Absolute Count</th>
<th>Relative Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>db</td>
<td>2445</td>
<td>100%</td>
</tr>
<tr>
<td>updates</td>
<td>1239</td>
<td>50.6%</td>
</tr>
<tr>
<td>test</td>
<td>1137</td>
<td>46.5%</td>
</tr>
<tr>
<td>verified</td>
<td>988</td>
<td>40.4%</td>
</tr>
<tr>
<td>procedures</td>
<td>905</td>
<td>37%</td>
</tr>
<tr>
<td>software</td>
<td>572</td>
<td>23.3%</td>
</tr>
<tr>
<td>lvy</td>
<td>527</td>
<td>21.5%</td>
</tr>
<tr>
<td>Srbd</td>
<td>472</td>
<td>19.3%</td>
</tr>
<tr>
<td>displays</td>
<td>376</td>
<td>15.3%</td>
</tr>
<tr>
<td>mission</td>
<td>333</td>
<td>13.6%</td>
</tr>
<tr>
<td>Swb2</td>
<td>331</td>
<td>13.5%</td>
</tr>
<tr>
<td>issue</td>
<td>304</td>
<td>12.4%</td>
</tr>
<tr>
<td>operator</td>
<td>239</td>
<td>9.7%</td>
</tr>
<tr>
<td>deferred</td>
<td>237</td>
<td>9.6%</td>
</tr>
<tr>
<td>fix</td>
<td>233</td>
<td>9.5%</td>
</tr>
<tr>
<td>requirement</td>
<td>228</td>
<td>9.3%</td>
</tr>
<tr>
<td>documentation</td>
<td>218</td>
<td>8.9%</td>
</tr>
<tr>
<td>fire</td>
<td>200</td>
<td>8.1%</td>
</tr>
<tr>
<td>Swb3</td>
<td>179</td>
<td>7.3%</td>
</tr>
<tr>
<td>created</td>
<td>170</td>
<td>6.9%</td>
</tr>
<tr>
<td>suspense_event</td>
<td>165</td>
<td>6.7%</td>
</tr>
<tr>
<td>added</td>
<td>161</td>
<td>6.5%</td>
</tr>
<tr>
<td>file</td>
<td>161</td>
<td>6.5%</td>
</tr>
<tr>
<td>message</td>
<td>155</td>
<td>6.3%</td>
</tr>
<tr>
<td>required</td>
<td>152</td>
<td>6.2%</td>
</tr>
<tr>
<td>work</td>
<td>140</td>
<td>5.7%</td>
</tr>
<tr>
<td>Afcv</td>
<td>134</td>
<td>5.4%</td>
</tr>
<tr>
<td>system</td>
<td>126</td>
<td>5.1%</td>
</tr>
<tr>
<td>team</td>
<td>118</td>
<td>4.8%</td>
</tr>
<tr>
<td>passed</td>
<td>111</td>
<td>4.5%</td>
</tr>
<tr>
<td>data</td>
<td>110</td>
<td>4.4%</td>
</tr>
<tr>
<td>alert</td>
<td>107</td>
<td>4.3%</td>
</tr>
<tr>
<td>rejected</td>
<td>107</td>
<td>4.3%</td>
</tr>
<tr>
<td>Fdc</td>
<td>107</td>
<td>4.3%</td>
</tr>
<tr>
<td>behavior</td>
<td>107</td>
<td>4.3%</td>
</tr>
<tr>
<td>Isd</td>
<td>106</td>
<td>4.3%</td>
</tr>
<tr>
<td>criteria</td>
<td>106</td>
<td>4.3%</td>
</tr>
<tr>
<td>processing</td>
<td>106</td>
<td>4.3%</td>
</tr>
<tr>
<td>code</td>
<td>101</td>
<td>4.1%</td>
</tr>
<tr>
<td>problem</td>
<td>101</td>
<td>4.1%</td>
</tr>
<tr>
<td>time</td>
<td>100</td>
<td>4%</td>
</tr>
<tr>
<td>found</td>
<td>96</td>
<td>3.9%</td>
</tr>
</tbody>
</table>

*Figure 24: Ranked Concept List for Project 3 PCRs*
Figure 25 shows concepts in the displays, shows, data, and mission themes that can be interpreted to describe the specific factors underlying usability-related issues that the DRB addresses. Many of these issues revolve around an operator interpreting displays of data and messages, especially an alert or warning (not shown) that is received on the screen in order to enter a fire mission to be sent to the FDC (Fire Direction Center) or AFCS (Automatic Fire Control System). Sometimes an alert is displayed inadequately or is misleading, or other software behavior is manifest on screen displays but is not documented or is inconsistent with requirements.

**Figure 25: Displays, Shows, Mission and Data Themes in Project 3 PCRs**

### 4.7 SYNOPSIS AND FUTURE OPPORTUNITIES

The semi-automated content analysis identified recurring usability-related issues that had not been fully recognized on a case-by-case basis. All of them were found and corrected prior to release; however, such issues may be mitigated or avoided by process improvements resulting from this and future analyses done by the SEC.
Usability issues were fairly frequent and significant across all three projects, although they can be characterized differentially. Analyses thus far have identified several kinds of usability-related issues, including

- identification and characterization of data entry errors and providing appropriate feedback
- proper layout and operability of soft buttons on a small PDA screen when reusing software that is adapted from a system using a desktop computer with larger screen and keyboard\(^{21}\)
- display of inadequate and misleading alerts or warnings
- other software behavior manifested on screen displays that is not documented or is inconsistent with requirements.

These and other problems and issues can be elaborated further. For example, future analyses might generate results that fit scenarios based on those described by Bass and his colleagues [Bass 2003b]. Such categories could be divided into sub-categories of usability and other quality attributes such as reusability, modifiability, sustainability, and interoperability. Further analyses of current and additional documentation and other textual and quantified data provided by the SEC may help further refine the usability analysis described in this report. Further analyses of other quality attributes, their kinds, characterizations, and tradeoffs among them might also prove to be useful. Similarly, some usability issues are tightly coupled to software architectures. Others are separable yet still relevant to higher level operational and system architectural considerations, while others are not.

The potential value of capturing the conceptual space of quality attributes in the PCRs has implications for requirements development in general. Specification of quality attributes in requirements and other non-architectural documentation provide a basis for validation of eventual products, whether they are related to systems, subsystems, and modules or systems of systems. It may provide a better basis for validating the respective architectures of these products as well as building both system and operational architectures. Moreover, validating the architectures may be quite useful in validating the products themselves.

Regardless of the topics, follow-on analyses should be based on semi-automated content analyses, which would be more fully elaborated in collaboration with SEC members and their key stakeholders. Continued collaboration with the SEC is important because they are familiar with the contexts of use addressed by the systems sustained and developed in the three projects. In addition, interaction with program managers, users, and technical people would be extremely valuable. A quantified range of operational, system, or software scenarios and response measures acceptable for each type of usability and other quality attributes could then be identified and specified.

The results described in this report demonstrate what can be accomplished by semi-automated content analysis. It can facilitate the distillation and resolution of problems and issues into quality attributes. These quality attributes can be categorized, subcategorized, and characterized in scenarios where the range of acceptable or desired operational, system, or software responses can be

\(^{21}\) Architectural solutions to such usability-reusability-modifiability tradeoffs may be possible (e.g., by separating a system’s user interface from its functionality to support iterative design and reusability).
quantified and used as a basis for better software engineering measurement and analysis. Seeding additional concepts based on practitioner-collaborators’ in-depth knowledge may be especially useful. Such values would not simply be terms such as usability, reusability, modifiability, sustainability, or interoperability. They could be instantiations of one or more scenario schemas subject to tradeoff analysis in terms of which quality attribute might take precedence in a given context.

Such schemas and tradeoff analyses also could benefit by the iterative creation of a semantic formalization or ontology [Masolo 2003]. A formal ontology possibly could provide the basis for much better computational or automated support for specification of quality attribute requirements as well as improved PCR processes and documentation.22

Use of quality attributes in PCRs, for example, could begin by selecting a quality attribute as values of a field like Quality_Characteristic_Affected that earlier was removed from use in the Project 2 PCRs. Based on analysis of the PCRs and interaction with the project personnel, the authors recommend that this field should be re-considered for future use in the PCRs. Its reintroduction should be accompanied with more adequate support for selecting appropriate quality attributes and articulating tradeoffs among multiple quality attributes that may be applicable to a given PCR.

A formal ontology could provide the basis for a computational environment that would support specifying quality attributes into objectives, scenarios, measureable thresholds, and desirable outcomes that a responses should achieve. The environment could support linking or including quality attributes in requirements specifications or PCRs in a collaborative fashion and could also facilitate interactions at a distance with users concerning usefulness and usability.

Finally, dissemination of analysis results and suggestions for computational support might be of use to the Six Sigma groups established to improve PCRs and requirements specification at the SEC.

22 There has been an increasing focus on information content in recent years for building complex information and communications systems, with explicit conceptual models of the environments in which the systems operate, the organizations in which they are used, and the data and knowledge that they process. Ontology is best understood as a general theory of the types of entities and relations that make up a particular business, military or other domain and the systems that operate within it [adapted from Guarino 2005].
5 Summary and Conclusions

The SEC already has mature processes, process assets, and robust delivered systems. Applying semi-automated content analysis in a proactive approach to causal analysis may further its efforts at continuous process improvement.

Most of the results found in this study are consistent with what the practitioner-collaborators already know about their systems. Many of the semantic classifications, including some that map well to quality attributes, are in fact well understood by the software engineering center personnel (e.g., system reliability, dependability, and accuracy). Such issues are already incorporated in the performance measures and acceptance criteria that are used at the SEC. However, analysis of the problem and change requests also identified concepts and themes that appear to map well to usability issues that may not be fully anticipated in the requirements specifications or test procedures.

The prevalence in the SEC’s PCRs of issues related to quality attributes such as usability, readability, informability, and knowability suggests that consideration of these attributes earlier in the life cycle, even before creating an architecture, may lead to significant improvement. This is true whether key design considerations are determined in the requirement specifications that the SEC receives or other constraints are introduced elsewhere. Quality attribute considerations are also worth capturing in architecture documentation, not just for software but for system and operational architectures as well. The latter would be derived in part from the quality attributes that JCIDS capability documentation calls KPPs.

There also may be opportunities for improvement of the SEC’s verification and validation processes. For example, one project stopped using a field on its PCRs that was meant to capture quality-attribute-related problems. It may be wise to reconsider that decision, accompanied by more detailed processes, training, and measurement definitions. Similarly, whether for immediate corrective action or future releases, there may be opportunities to improve the SEC’s delivered systems, system requirements, and their traceability with desired force capabilities.

It remains to be seen if further causal analyses and resolution activities will identify actionable improvement plans with respect to usability. However, several things suggest that further efforts to improve requirements processes to address usability across the life cycle may be valuable. Along with published literature from warfighters and combat developers, these include the simple existence of usability problems as identified in the text analysis, as well as the SEC’s existing processes to capture user perspectives through integrated product teams, operational scenarios, and the employment of recent combat developers and warfighters.

Maintainability and modifiability do not appear to be major problems at the SEC, and semantically related terms do not appear as concepts in the text analysis. The SEC has existing processes, software design criteria, and coding conventions that are followed to correct offending code when it is found during routine maintenance procedures. Still, the terminology in use differs among the three projects as well as in the three kinds of data sources used for the semi-automated content analysis. Further analysis may yet uncover opportunities for improvement in this area.
5.1 IMPLICATIONS AND LIMITATIONS

The semi-automated content analysis methods themselves and the results derived by using them usually do not provide the basis for immediately actionable solutions, although the results sometimes can be used to guide specific corrective actions. Rather, their major contribution is in helping developers, maintainers, and other affected stakeholders better understand problems that then can be addressed using standard engineering methods. For example, the content analysis results may help identify new opportunities for improvement in existing processes or identify issues for escalation beyond an organization’s current scope of control. These methods and tools provide unique opportunities for proactive causal analysis by reviewing voluminous amounts of data to uncover recurring patterns that may have been missed in case by case adjudication of the PCRs.

The extent to which usability issues are considered before testing and maintenance needs to be investigated further. Operational scenarios and other documents generated in the three projects that do consider and operationalize usability issues may provide a sufficient basis for maintenance or sustainment work prior to testing. Processes also exist in the SEC to capture warfighter perspectives. Individuals with recent field experience are employed in systems engineering roles. PMO representatives, and to a lesser extent, combatants and their representatives, are queried through the auspices of an existing integrated product team (IPT).

Moreover, the results described in Section 4 remain provisional. They should not be overinterpreted as being either conclusive or broadly generalizable elsewhere. The analysis thus far has demonstrated that semi-automated content analysis can quickly identify recurring patterns of related text about certain topics that might not be considered otherwise. The PCRs describe problems related to user interface and usability. However, further in-depth causal analysis by domain experts is necessary to determine whether or not these problems fall into common categories that could have been anticipated or prevented.

The results presented in this report are from only one Army SEC, with a perspective that is unique compared to other sites that are providing similar documents for content analysis. These other sites are Program Executive Offices (PEOs) that oversee multiple acquisition projects rather than development or maintenance projects.

Regardless, operational capabilities remain a source of concern in Army maintenance organizations just as they do in the Program Management Offices (PMOs) overseen by the PEOs. Some quality attributes, and for the purposes of this study usability in particular, are not well understood conceptually; hence, they often are not documented adequately or explicitly. Capable projects and organizations sometimes struggle mightily with them. For example, almost half of the respondents from high maturity organizations in a recent survey said that they used quality attribute measures of any kind only occasionally at best [Goldenson 2007]. When quality attributes are not considered explicitly as operational or system requirements, acceptance criteria and other performance measures will focus heavily or exclusively on system functionality.

The meaning and utility of quality attributes must be made clear in practitioners’ own contexts if such concepts are ever to be applied effectively. This includes the operational contexts for which capabilities are defined as well as the system and software contexts for which requirement specifications are defined. Richer specification of quality attributes in both contexts, especially with respect to usability, will enable better traceability between customer and systems requirements.
that is so crucial for validation. Incorporating semi-automated content analysis methods into an organization’s ongoing causal analysis and resolution processes may provide a basis for establishing such traceability (see Section 5.2).

Semi-automated content analyses also may lead to improvements in the policy documents and process and quality models that are meant to guide practitioners. Results from analyses that focus on similar problems across particular practical contexts may suggest opportunities for improvement in the models and frameworks themselves. Opportunities for improvement can be facilitated if the same kinds of analytic methods are applied directly to the texts of the documented models and policies themselves. An example of such use in analyzing the full text of CMMI-ACQ may be found in a conference presentation by the present authors usually [Monarch 2008].

5.2 CONCLUSIONS AND FUTURE WORK

The research described and initial results presented in this technical report provide proof of concept that semi-automated content analysis can help practitioners identify opportunities for improvement in their products and work processes that might otherwise go unrecognized. By extension, they suggest that semi-automated content analysis methods can be used to improve our understanding in this and other important areas of empirical software and systems engineering. However, much more work remains to be done. Many more sites need be analyzed and joined with other measurement approaches to make more definitive claims about the state of requirements engineering practice in the Army or elsewhere. The same is so for other areas of research that may benefit by advances in semi-automated content analysis.

Plans are underway to continue the analyses at the Army software engineering center whose work is described here. Our practitioner-collaborators there have identified additional documents that can be analyzed, including design documents, training documents, operational scenarios, and field reports. In addition, they have suggested several opportunities for further collaboration. Staff members have downloaded some of the analytic software used for this report, and discussions have begun about ways to incorporate content analysis methods into existing causal analyses processes and on-going Six Sigma studies at the SEC. These may facilitate analyses of the impacts on project performance and product quality of future process changes, the establishment of new working relationships or the introduction of new technology.

Regularly doing content analysis may identify changes in the problem space earlier. Patterns of use found in analyses of existing data can be used as a basis for improving new releases and new sustainment projects. They also may suggest useful changes to forms and related processes to better track changing requirements. It also is possible to join qualitative data into a common measurement repository database linked to an organization’s process asset library.

Additional plans and analyses are ongoing with other Army and joint force sites. Organizations that have participated in extensive discussions and made documentation available for analysis include the Joint Program Executive Office Chemical-Biological Defense (JPEO-CBD), Joint Requirements Office Chemical-Biological Radiological Nuclear Defense (JRO CBRND), Army Program Executive Office (PEO) Soldier and Project Manager (PM) Soldier Warrior, Army PEO Aviation, and Army PEO Command, Control and Communications – Tactical (C3T).
Work underway elsewhere is aimed at better aligning customer-desired capabilities and quality attributes with derived requirements in legacy systems. Documents made available for analysis include Initial Capability Documents (ICDs); Capability Development Documents (CDDs); Capability Production Documents (CPDs); and Operational Requirements Documentation (ORDs). Derived Requirements Specifications include Implementation Plans (IPs); Information Support Plans (ISPs); Software Problem Reports (SPRs); and Problem and Change Reports (PCRs). Related documentation and records also exist that can and should be traceable to the capability documents. These include Military Operational Concepts and Doctrine; information captured in vetting of capability documents, architectural and design documents; testing scripts; other intermediate outcomes and final results; problem reports and change requests from testing, training, and the field; and maintenance and sustainment outcomes.

Most organizations do not phrase quality attributes in clearly defined scenarios and quantified terms, so they typically find the kinds of defects that they anticipate. Other collaborations similar to the one described in this report may lead to better training mechanisms, including more formalized hands-on workshops.

In principle, semi-automated content analyses can be done at any aggregated unit of analysis. Detailed analyses need not be limited to individual projects. Text from larger organizations can be analyzed together to identify common, shared problems to provide better decision support for portfolio management. The same is so among components of a system of systems. Content can focus on commonality as well as individual cases. Text analyzed can be aggregated over product components, component interoperability, requirements statements, test procedures, or problem and change reports from separate projects, organizations, larger enterprises, or systems of systems. Serious consideration is being given to doing further analyses of CMMI model structure and content, as well as other important policy documents, process, and quality models.

Another promising approach could use semi-automated content analysis in concert with collaborative software [Boehm 1998]. Doing so could be particularly valuable for eliciting additional information from large numbers of stakeholders, especially those who are not co-located geographically. Collaborative software works essentially by increasing participation in virtual group discussions where text is entered, reviewed, and clarified by participants online. Mechanisms exist to encourage open participation, which can capture more fully explicated and complete textual records for analysis. Such tools have been used elsewhere in the Army and with ships at sea [Army 2003]. Typical applications in addition to requirements engineering include project planning and portfolio management. Collaborative software also has been used without the text analysis to analyze inspection productivity [van Genuchten 2001].

Opportunities for improvement and exemplary practices need to be better understood in the context of particular organizations before they can be generalized elsewhere. Semi-automated content analysis is a relatively inexpensive way of focusing attention on important concepts by analyzing documented discourse among various practitioner stakeholders in their own terms. Practitioners can see value in this way of proceeding because policies, processes, and quality models can be

van Genuchten also used the same collaborative software in his unpublished work on software process appraisals, noted in footnote 27 on page 54.
better understood in their own context. The focus is on how things are done, not just what should be done.

Not only can the methodology be adopted by practitioners to improve their own organizational bodies of knowledge locally, analyses of this kind also may enable practitioners to have a greater hand in policy making and model construction. As more work of this kind is done, it is our hope that the results will be compared across organizations and collected into useful lessons learned repositories, and that they will influence the content and value to practitioners of future policies, process, and quality models.

In the end, our goal is to mature the semi-automated content analysis methods and procedures such that they can be used by software and systems engineering practitioners with minimal outside guidance. We hope that this report provides a viable beginning.
Appendix A: Further Background on Quality Attributes and Usability

JCIDS KEY PERFORMANCE PARAMETERS

Large amounts of heterogeneous information from multiple disparate capability stakeholders must be understood, coordinated, and synchronized across organizational and disciplinary boundaries to provide an adequate basis for capability development. JCIDS has provided policy and guidelines to identify and structure this information and to facilitate its flow via various capability documents and processes [CJCSI 2007, CJCSTM 2007]. The JCIDS policy addresses quality attributes in capability development mainly through Key Performance Parameters (KPPs) and Key System Attributes (KSAs). The KPPs are broader categories, and the KSAs are finer grained categories that help define the KPPs. Measured attributes are “value determiners” that help determine the values of the KPPs and KSAs, as seen in Enclosure B of the JCIDS manual [CJCSTM 2007]. There also are attributes that fall outside of or are not emphasized in the JCIDS specification of KPPs, KSAs, and value determiners. Usability, or what JCIDS calls Human Systems Integration, is an important example as seen Appendix A, Enclosure F, and Glossary GL 9 of the JCIDS manual.

Examples of quality attributes in JCIDS terms include

- **survivability** KPPs like speed, maneuverability, detectability, and countermeasures reducing likelihood of being engaged by hostile fire
- **sustainment** KPPs such as materiel availability and its two supporting KSAs, materiel reliability and ownership cost
- **net-ready** KPPs like interoperability that are to be used in information support plans to identify support required from outside a program
- **KPPs covering characteristics of the future force**, including being knowledge empowered, networked, interoperable, expeditionary, adaptable/tailorable, enduring/persistent, precise, fast, resilient, agile, lethal
- **information assurance** KPPs that protect availability, integrity, authentication, confidentiality, and non-repudiation

**Suitability** is used in JCIDS as a “higher order” KPP. It is defined as:

*The degree to which a system can be placed and sustained satisfactorily in field use with consideration given to availability, compatibility, transportability, interoperability, reliability, wartime usage rates, maintainability, environmental, safety, and occupational health, human factors, habitability, manpower, logistics, supportability, logistics supportability, natural environment effects and impacts, documentation, and training.*

Attributes in this definition such as human factors, habitability, and wartime usage rates are not defined elsewhere in JCIDS. However, the manner in which usability or any other quality attribute is being handled in JCIDS ICDs, CDDs, and CPDs can be investigated using content analysis. As noted in Section 1.1 and described more fully in Section 4, usability-related issues have in fact been recognized in content analyses applied at the SEC analyzed in this report and elsewhere.
OTHER QUALITY ATTRIBUTE SCHEMA

As noted earlier in Section 2.1, several existing standards have addressed quality attributes. Figure 26 summarizes the classification schema used in ISO/IEC 9126-1, which is the software product quality standard produced jointly by the International Organization for Standards (ISO) and the International Electrotechnical Commission (IEC) [ISO/IEC 2001]. Six high-level characteristics are broken down into several related sub-characteristics.

![Quality Characteristics Subcharacteristics]

Note that the categories are similar to the Key Performance Parameters (KPPs) and Key System Attributes (KSAs) that are called out in the Joint Capabilities Integration and Development System (JCIDS) policy (as discussed in the previous section of this Appendix). However, they are not the same.

Similarly, the categories used by leading software architects differ in subtle and not so subtle ways (see Figure 27). For example, the top level system quality attribute categories used in Bass, Clements, and Kazman’s highly regarded work [Bass 2003b] are availability, modifiability, performance, security, testability and usability. Availability for the architects overlaps significantly with reliability for the ISO/IEC standard. Modifiability and testability both are largely subsumed under maintainability. Security is a sub-characteristic of functionality for the ISO/IEC authors, and performance is orthogonal to the quality attributes in 9126-1. Only the term “usability” is used in a somewhat more directly comparable manner in both sources.

None of the three sources (JCIDS, ISO/IEC 9126-1 1999, or Bass 2001, Chapter 4) is more correct or accurate than the others. While one can hope for better harmonization among them and others as more is learned over time, all were created for different purposes. What is important is that they can help focus system architects as well as capabilities and requirements developers on important problem areas that frequently arise elsewhere. Much like the goal, question, metric (GQM) paradigm [Mashiko 1997, Goethert 2007] the trick then is to clarify, refine, and prioritize...
the more general quality attribute categories into finer grained, measureable terms that are pertinent for use under particular operational circumstances or incorporation into a particular system. As more organizations do such refinement and their experiences are incorporated into existing quality standards and frameworks, the standards and frameworks themselves may become more easily accessible and useful to software and systems engineering practitioners.

![Table of SEI Software Architecture Quality Attribute Scenarios]

Derived from *Software Architecture in Practice*, Chapter 4 [Bass 2003b].

**Figure 27: SEI Software Architecture Quality Attribute Scenarios**

**USABILITY**

Usability has been a particularly poorly understood concept in software and systems engineering. More and better collaboration with experts in human-computer interaction is needed. As is true with respect to quality attributes in general, aspects of usability are treated differently by different sources. ISO/IEC 9126-1 (1999) partitions usability into sub-characteristics of “understandability,” “learnability,” and “operability.” As Bass, *et al.* describe on pages 90-91 of their book [Bass 2003b], “learning system features” overlaps with understandability and learnability in 9126-1, while both “using a system efficiently” and “minimizing the impact of errors” are comparable to operability for the ISO/IEC authors. “Increasing confidence and satisfaction” is a fifth sub-area of usability for Bass and his colleagues; it overlaps to some extent with the “attractiveness” usability subcategory that is currently being considered for use in ISO/IEC 25000, which is slated to replace 9126-1 and related existing standards. Bass, *et al.* emphasize on page 92 of their book that, “the usability features that are the most difficult to achieve (and, in particular, the most difficult to add on after the system has been built) turn out to be precisely those that [also] are architectural.”

Other notable sources include Krippendorff, whose discussion of “disruption” is quite helpful. As seen in Figure 28, system use can be disrupted by various sorts of system or user interface errors and user slip-ups or mistakes that interfere with both routine and non-routine tasks. There is much anecdotal evidence that sometimes the situation can be bad enough from the users’ perspective that they cease using important functions or the system altogether.
Other important aspects of usability include the following:

- **Traversability** – Can the user find what he or she needs when it is needed? Hierarchical menus or other structured data hiding techniques come to mind here, as do Edward Tufte’s notions of clutter and “chart junk” [Sniederman 2004, Tufte 1983, Tufte 1997].

- **Clarity** – Can the user easily interpret the visual displays, layout, and audio queues? [Sniederman 2004, Tufte 1983, Tufte 1997].

- **Notification** – Are warnings and alerts presented on a timely basis, clearly, and without unduly interfering with current activities? [Bass 2003b]

- **Returning to previous state** – Can the user easily recover from errors, check on progress, or multitask in other ways? [Bass 2003b]
Appendix B: Further Background on Semi–Automated Content Analysis

TRADITIONAL CONTENT ANALYSIS

Content Analysis has been a standard methodology in the behavioral sciences for many years [Krippendorff 2004, Neuendorf 2001, Berelson 1952, Weber 1990]. It has been used for studying the content of printed documents and other communications by using systematic, replicable techniques for compressing many words of text into fewer content categories based on explicit rules of coding. For example, it was used in World War II to predict the bombing of London by the Germans by analyzing the content of Joseph Goebbels’ speeches [Krippendorff 1980].

Content analysis of free form text sometimes is used in public opinion and other survey research to estimate specific percentages and other population parameters. However, its major contribution is to better understand the nature of previously unstructured problem areas and clarify as yet poorly understood concepts. Similar to focus groups in modern survey research, content analysis results more typically are used to clarify ideas and suggest useful categories with clear operational definitions for measures that can be used in subsequent analyses. In that sense, content analysis can serve as a forensic tool that can provide clues and suggest where refinements may be needed during further causal analysis and resolution.

The problem with traditional content analysis is that it is very time consuming and difficult to do. In fact, that is why survey researchers since the 1950s have relied much more heavily on closed-ended questions that require choices among pre-defined response categories. Open-ended free form responses in people’s own words are much harder to analyze. Not only must the analysts create well-defined categories, they also must code the open-ended text consistently and reliably. There are well-defined statistical methods to check for what is called inter-coder reliability, but the process can be extremely time consuming and error prone [Krippendorff 2004, Banerjee 1999]. The semi-automated tools and techniques used in the present study reduce time consumption and difficulty considerably and reduce the need for inter-coder reliability since the algorithms used by the automated content analysis tool are not applied subjectively. Errors are reduced and huge amounts of data that was not being analyzed now can be.

AUTOMATED TEXT ANALYSIS

Automated text analysis tools have existed since the 1960s. They rely on computational and linguistic algorithms, which are based on underlying mathematics similar to those used for pattern

Note that content analysis, whether using manual or automated methods, has to address synonymy (different words having similar meaning) and polysemy (the same word having several meanings) in order to provide accurate counts. People typically do not think in the same contextual terms, particularly when considering poorly understood or unfamiliar topics. The tools and techniques being used and developed in this study are very sensitive to these problems and mitigate them considerably.

An early program described in [Stone 1966] still is being used by some quantitatively oriented behavioral scientists; see http://www.wjh.harvard.edu/~inquirer/ for more detail. Brief descriptions and links to other, more recent examples can be found at http://en.wikipedia.org/wiki/Text_mining#Software_and_applications.
recognition, data reduction of quantitative measures, and dimensional analyses such as factor analysis. Various combinations of lexical and natural language techniques are used to identify and thematically categorize co-occurrence of similar words and phrases. Some also provide functionality for joining those categorizations for analyses with other existing quantitative data [Galt 2008, Coulter 1998]. Similar tools are used for various internet and other data mining purposes.

Examples where text analysis has been used include studies of thematic differences between software practitioners and published research with respect to measurement processes and related issues [Monarch 2005]; process appraisal methods [Dunaway 1998]; appraisal findings26; thematic changes over time in published software engineering research [Coulter 1998]; and risk information analysis [Monarch 1995]. In addition, text analyses have been used to derive findings from appraisal interviews.27 Ongoing work and similar analyses have been done elsewhere at U. S. Army sites. Other notable work has been done in library science and in medical research to identify promising treatment modalities.

Of course, automated text analysis results still must be interpreted by humans with appropriate domain expertise. Their value is in identifying underlying patterns that would be difficult if not impossible to discover with manual methods. As seen more fully in Section 3 and later in this appendix, the tools also narrow the search space and enable smart searches that help analysts corroborate and clarify the sometimes unanticipated patterns identified by the automated tools.

THE NEED FOR BETTER KNOWLEDGE MANAGEMENT

As noted in Section 2, the traceability of Army capabilities documentation through system requirements is very difficult to manage. The same is true in many complex commercial and industrial settings where varying stakeholder perspectives must be considered. That is due in large part to differences in perspectives among key stakeholders, compounded by differing organizational responsibilities, along with incompletely understood and changing operational and system requirements. Online keyword search is a major improvement over traditional card catalogs; however, the lack of a common language semantics that is shared by all relevant stakeholders remains a much bigger problem. Many words take on different meanings in different contexts, for example “change” can refer to a major requirements change or a simple display change. Similarly, the same term often has different meanings: “issue” can refer to a problem or a means to provide something. Methods of conceptual indexing [Woods 1997] and conceptual search [Guarino 1999] exist, but they are not currently well-integrated into the analysis and evaluation work involved in requirements specification and traceability. Even relatively effective document management systems are limited by inadequate conceptualization [Mika 2003]. And quality attributes are loosely specified, if they appear at all, in requirements specifications [Ozkaya 2008].


27 Unpublished work in the Netherlands by Michiel van Genuchten in the late 1990s.
OUR APPROACH

Semi-automated content analysis combines automated text analysis with semantic classification, inference, and validation in collaboration with expert practitioners. The text analysis described in this technical report was done using a tool called Leximancer that was developed initially at the University of Queensland in Australia.28

Text Analysis

Leximancer has excellent thematic analysis capabilities and capabilities for handling synonymy. It works through a progression from many analysis passes through the full text to extraction of concepts by collecting synonymous terms in synonym sets, and then to clustering the concepts in themes. The concepts essentially are automatically generated synonym lists of strongly related co-occurring terms in automatically determined blocks of text. The term most strongly related to the other terms in the synonym set becomes the name of the concept. The themes are collections of co-occurring concepts. They are based on strength of inter-relatedness and frequency of occurrence, and they are automatically named by selection of the concept most strongly related to the other concepts in the theme.29

The tool starts by selecting a ranked list of important lexical terms on the basis of word frequency and co-occurrence of usage in the full body of text that is examined. These terms then seed a bootstrapping thesaurus builder, which learns a set of classifiers from the text by iteratively extending the seed word definitions. The resulting weighted term classifiers are then referred to as “concepts.” The text then is classified using these concepts at a high resolution, normally every three sentences. Doing so produces a concept index for the text and a concept co-occurrence matrix. By calculating the relative co-occurrence frequencies of the concepts, an asymmetric co-occurrence matrix is obtained.

The co-occurrence matrix then is used to produce a two-dimensional concept map via an emergent clustering algorithm. The connectedness of each concept in this semantic network is employed to generate a third hierarchical dimension, which displays the more general parent concepts at higher levels called “themes.” As seen in Sections 3 and 4, the themes are represented spatially as Venn diagrams. Each theme is shown as a circle, and its placement is based on closeness of meaning to the other themes. Concept placement is also based on closeness of meaning, and concepts can overlap theme boundaries, so the themes are not orthogonal. In the analyses performed for the SEC data, themes often overlap. Circle size is based on the placement of concepts clustered in a theme.

Semantic Analysis

The automatically generated themes and concept maps vary based on the level of abstraction chosen for a particular purpose. Which representation is best depends on the need for detailed nuance

28 The product is described more fully at http://www.leximancer.com/cms/. As noted in this appendix, many such tools exist, and they have different strengths and weaknesses. The SEI does not rank or promote them in any way.

29 More details about how Leximancer works and its results can be found in the article, “Evaluation of Unsupervised Semantic Mapping of Natural Language With Leximancer Concept Mapping” [Smith 2006].
versus broad generalization. Further semantic classification, inference, and validation must be done once the basic text analysis is complete. Semantic analysts must apply their background and contextual knowledge to interpret, classify, and refine the automatically generated themes and concept maps.

SEI analysts did the initial review of the conceptual mappings for this technical report. They searched through and read the text classified by concepts and themes to infer the existence or absence of quality attributes and other conceptual content. Further semantic analysis, clarification and validation then was done through face to face presentations and interviews with Army practitioner-collaborators who of course were more familiar with the documents that were analyzed and the organizational and product context in which the documents were used.  

SEI analysts then did additional Leximancer analyses, the results of which can be seen in Section 4. Leximancer has less well-developed natural language processing capabilities than do some other content analysis tools; however, it has excellent capability for detecting similarity of meaning for generating synonym lists and concepts, for organizing concept co-occurrences for generating themes, and for indexing text blocks according to concepts. The latter allows the analyst to drill deeper and to do more focused searches through the automatically generated thematic and conceptual structure. Doing so helps the analyst to establish semantic categories that are supported by the textual evidence although not generated automatically. The process can and should continue iteratively to provide further corroboration and enhancement of the semantic interpretations. There is always a need for practitioners to discuss things using their own local terminology; however, semi-automated content analysis can help them tease out and share their common expertise in a common conceptual framework.

Unlike traditional, manual content analysis, which uses inter-coder reliability methods to validate its classifications, the approach in this study emphasizes working with expert groups as is often done in root cause analyses.
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One of the patterns identified here suggests that usability is not sufficiently articulated and quantified early in the product life cycle. While the SEC has established exemplary processes to handle usability-related issues when they arise, some of them might be mitigated or prevented by documented consideration upstream.