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RESEARCH IN WIRELESS NETWORKS AND COMMUNICATIONS

This project has yielded a number of results in wireless networking. We have developed algorithms of steering directional antennas in wireless mesh networks and for controlling radio interference in multi-hop wireless meshes. We have measured performance of 802.11a wireless links from an unmanned aerial vehicle (UAV) to ground stations. We have devised protocols for parallel use of multiple channels in a multi-radio, multi-hop 802.11 wireless network, with the goal of maximizing the total multi-hop throughput. We have proposed transmit antenna selection based on receiver feedback of channel information obtained via link layer probing. To validate these results, we have built a low-altitude UAV testbed using commodity 802.11 hardware and performed field experiments. Under this project, we have also obtained some mathematical results, such as the "hub theory," which provides a sufficient and necessary characterization on the effectiveness of some important communications and network systems.
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Work of this project has led to a number of findings and conclusions. Most of these results have been published. A list of publications is given in the next section. Reprints of published papers are attached to this report.

In the following paragraphs, we summarize our results.

Given a set of wireless access points (APs) with directional antennas, we have studied the problem of steering their antennas to form multiple non-interference wireless meshes in the same region. The resulting multiple wireless meshes provide not only a simultaneously usable, but also a fail-safe, wireless network infrastructure. We have developed a mesh construction algorithm, called “beam-crossing grids”, that allows the constructed multiple wireless meshes to cover a large common area, while not interfere with each other. This means that, from locations in a large area, wireless terminals can have access to more than one of these meshes for improved network bandwidth and redundancy. By using analysis and simulation, we show that when the AP density is relatively high, the algorithm converges rapidly to a high-performance construction of wireless meshes

We have evaluated the performance impact of adjacent channel interference (ACI) in multi-hop wireless networks based on dual-radio 802.11a nodes. Although these nodes use chipsets that satisfy the transmit-mask requirements set by the IEEE 802.11 standard, the multi-hop performance is still significantly affected by ACI. That is, a node’s transmitter can interfere with its own receiver on a different channel; as a result, multi-hop throughput is severely degraded. This degradation is especially pronounced for 802.11a. We use a spectrum analyzer with a signal combiner to quantify ACI under various conditions and propose solutions to mitigate the effect of such interference on multi-hop forwarding. Field experiments with multihop relay have validated these findings as well as the effectiveness of our solutions.

We have measured performance of 802.11a wireless links from an unmanned aerial vehicle (UAV) to ground stations. In a set of field experiments, we record the received signal strength indicator (RSSI) and measure the raw link-layer throughput for various antenna orientations, communication distances and ground-station elevations. By comparing the performance of 32 simultaneous pairs of UAV and ground station configurations, we are able to conclude that, in order to achieve the highest throughput under a typical flyover UAV flight path, both the UAV and the ground station should use omni-directional dipole (as opposed to high-gain, narrowbeam) antennas positioned horizontally, with their respective
antenna null pointing to a direction perpendicular to the UAV’s flight path. In addition, a moderate amount of elevation of the ground stations can also improve performance significantly.

We have considered parallel use of multiple channels in a multi-radio, multi-hop 802.11 wireless network, with the goal of maximizing the total multi-hop throughput. We first quantify several fundamental forms of radio interference that cause performance degradation when the number of hops increases and that prevent total throughput from scaling up with number of radio interfaces at each node. We then evaluate three different methods of parallel channel use: Ad-Hoc, Frequency-Division Multiplexing (FDM), and Time-Division Multiplexing (TDM). We measure their performance on a linearly connected multi-hop network of dual-radio nodes. Although theoretically these three methods should have comparable performance, their actual measured performances are quite different. We find that TDM has the best performance, followed by Ad-Hoc and then FDM. The performance differences are due to these methods’ capabilities of combating interference. We conclude that interference, especially adjacent channel interference, has significant effect on the achievable performance of a multi-radio, multi-hop network and hence should be carefully taken into account in the design and deployment of such a network.

We have proposed transmit antenna selection based on receiver feedback of channel information obtained via link layer probing. Furthermore, we report the performance gain of the proposed antenna selection scheme in an experimental multi-antenna 802.11 network. We built a low-altitude Unmanned Aerial Vehicle (UAV) testbed using commodity dual antenna 802.11 hardware and performed field experiments to collect traces of link performance using antennas of various types and orientations. Based on the collected traces, we demonstrate that transmit antenna selection can achieve a significant amount of gain using a link-layer channel probing protocol at a relatively low probing rate. The largest improvement we observed with joint transmit/receive antenna selection in 2×2 systems was 32%, about twice as much as that of receive-only antenna selection in 1×2 systems, which achieved 17%. Moreover, a similar improvement is obtained with probing intervals up to about 200 milliseconds, which is infrequently enough to consume only a small fraction of the available 802.11 channel capacity. Since these results require only a low implementation and operational cost, we conclude that transmit antenna selection is a worthwhile technique to use with the kind of multi-antenna mobile ad-hoc networks we examined.

In this effort, we have developed some mathematical theory. There are many communications and network systems whose properties are characterized by the gaps of the leading eigenvalues of \( A^TA \) for a matrix \( A \). We have shown that a sufficient and necessary
condition for a large eigen-gap is that $A$ is a “hub” matrix in the sense that it has dominant columns. We have illustrated the applications of this hub theory in multiple-input and multiple-output (MIMO) wireless systems.

Some of these results have been summarized in a Harvard Ph.D. thesis by Dario Vlah.
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Constructing Multiple Wireless Meshes in the Same Region with Beam-Crossing Grids

Pai-Hsiang Hsiao and H. T. Kung
Division of Engineering and Applied Sciences
Harvard University
Cambridge, MA 02138
{shawn, htk}@eecs.harvard.edu

Abstract—Given a set of wireless access points (APs) with directional antennas, we consider the problem of steering their antennas to form multiple non-interferencing wireless meshes in the same region. The resulting multiple wireless meshes provide not only a simultaneously usable, but also a fail-safe, wireless network infrastructure. We describe a mesh construction algorithm, called “beam-crossing grids”, that allows the constructed multiple wireless meshes to cover a large common area, while not interfering with each other. This means that, from locations in a large area, wireless terminals can have access to more than one of these meshes for improved network bandwidth and redundancy. By using analysis and simulation, we show that when the AP density is relatively high, the algorithm converges rapidly to a high-performance construction of wireless meshes.

I. INTRODUCTION

A wireless mesh, as we mean in this paper, is a set of wireless access points (APs), where some pairs of them are directly connected with radio links. There has been an increasing interest in such wireless mesh networks due to their relatively ease of deployment. For example, Beyer [1] discusses the advantages of using such wireless mesh networks to provide residential broadband Internet access. Nortel Networks recently started trials of their wireless mesh networks with British Telecom and other organizations. They use APs equipped with smart antennas and integrated routers. [2]

Consider a set of APs placed in a 2-dimensional space. We assume that these APs use directional antennas for inter-AP wireless connections. Typically a wireless IP networking infrastructure can be formed using these APs in two steps. First, select pairs of APs to connect directly with radio links and then steer/configure their antennas to make the radio connections. Second, by using a routing protocol, compute a routing path (if it exists) between any two APs. These computed paths will then be used for transporting IP packets on the network.

A main concern of these wireless IP infrastructures is their reliability. Unlike wireline links, the performance of a wireless link can be affected by many environment-related factors, including path loss, shadowing, fading, interference from other users, and the non-linearity of underlying devices. A wireless infrastructure must tolerate not only permanent link failures, but also transient failures. Conventional routing protocols can recover from link failures, but their routing message overheads and end-to-end control delays often make them not suited to wireless infrastructures where bandwidths are more limited and transient link failures are frequent. To combat these problems, alternative routing methods have been proposed, such as those where multiple routes are maintained [3]–[5]. But these methods tend to be more complicated and difficult to manage.

To support a fail-safe wireless infrastructure capable of fast recovery from failure, in this paper we take the position that additional redundancy at the wireless link level ought to be provided. That is, the infrastructure should include multiple wireless meshes, so that any node or terminal can immediately switch over to another wireless mesh when detecting failure in the mesh that it currently uses.

We assume that we can configure and steer the directional antennas of the APs under software control (e.g., see [6] for such antennas). By steering the beams of these antennas, we will form multiple wireless meshes, which will cover as large a common area as possible, while not interfering with each other. We will use these multiple wireless meshes to provide redundancy at the link level. When there are link failures, the multiple wireless meshes can back up each other. When there is no failure, these multiple wireless meshes can operate in parallel to increase the total bandwidth of the wireless infrastructure.

We describe an algorithm, called beam-crossing grids, to construct multiple wireless meshes. The main insight of the algorithm, as its name suggests, is that it uses a grid of square regions, where two or triple crossing beams have been configured, as building blocks to form multiple wireless meshes. Given square regions with these crossing beams, it becomes relatively easy to connect them to form multiple meshes. In contrast, if square regions with parallel beams were used, then it tends to be the case that only one mesh can be constructed.

The paper is organized as follows. We first state the simplifying assumptions we make about the radios and antennas in Section II. We then describe the beam-crossing grids algorithm for constructing two wireless meshes in Section III. An upper bound on the running time of the algorithm is given in Section IV. We use simulations to evaluate the performance of this algorithm. The simulation results are reported in Section V. Section VI discusses the applications of our method, and its generalization in constructing more than two collocated
networks in the region. We summarize this paper and provide conclusions in Section VII.

II. SIMPLIFYING RADIO AND ANTENNA MODEL

We make several simplifying assumptions on the radio and antenna models in this paper. We assume that inter-AP radio communication uses a dedicated frequency band which is different from those used by APs in communicating with wireless terminals. For inter-AP communication, the transmitting AP uses a directional antenna while the receiving AP uses an omnidirectional antenna. All APs produce the same transmit beam pattern, which is an ideally sectorized beam pattern, as illustrated in Fig. II. The length of the beam sector is of unit distance, and the angular width of the beam is 2θ. The gain inside the beam pattern is constant and is negligible both outside the pattern and on the boundary. To avoid interference, unintended AP receivers, e.g., C as shown in Fig II, cannot lie in the area of a transmit beam pattern of an AP. These assumptions are similar to those used by some typical models in the literature (see, e.g., [7]–[9]).

Given the assumptions about radio and antenna and a set of APs, we can specify a connectivity graph. In the connectivity graph, each vertex represents an AP, and two vertices are connected with an edge if the two corresponding APs can transmit to each other directly. In addition, we can also define an edge conflict graph. In the edge conflict graph, a vertex represents an edge of the connectivity graph. An edge connecting two vertices in the edge conflict graph indicates the two underlying radio links interfere with each other. For the case when two edges of the connectivity graph share a common vertex, we declare that there is no conflict between the two edges. This is because, in practice, the two transmitting APs in this case will contend with the shared AP using a medium access control protocol to avoid collision (see, e.g., [7]). In the example illustrated in Fig. II, AP C lies in the union area of the two radiated patterns will be interfered with by the communication, and the edge AB conflicts with all edges CD where D ≠ A and D ≠ B.

Although we make several simplifying assumptions on the radio and antenna models, the algorithm to be described below only considers the connectivity graph and the edge conflict graph. It is possible to derive these two graphs from more sophisticated radio and antenna models, or from site-measurement database.

For all the simulations performed in Section III and Section V, θ is set to be $\frac{\pi}{12}$.

III. CONSTRUCTING TWO WIRELESS MESHES IN THE SAME REGION

In this section we describe an algorithm, called beam-crossing grids, for constructing two wireless meshes, from a given set of APs randomly placed in a 2-dimensional space. The algorithm can be extended to constructing three or more collocated wireless networks as discussed in Section VI.

The goal of the algorithm is to produce two wireless meshes, as illustrated by Fig. 7, which cover as large a common area as possible, using links which are sufficiently apart to prevent possible radio interference.

We divide the entire area into unit squares, and in each square region we will find link pairs that can be used simultaneously without causing interference. We prefer beam-crossing link pairs, as illustrated in Fig. 2. Beam-crossing links will reduce the chance one wireless mesh may block the connectivity of another wireless mesh.

![Fig. 2. Example of a beam-crossing link pair](image-url)
there will be no conflicts between links in adjacent squares. The algorithm achieves this by eliminating the link pair that has the most conflicts, and replaces it with a new link pair. Specifically, for each link pair, the algorithm computes its penalty number which is the number of other link pairs that it has conflicts with. The algorithm then eliminates the link pair with the largest penalty number and tries to find a replacing link pair in the same square. This time, the link pairs of adjacent squares are used as constraints. That is, the new link pair cannot have conflicts with the link pairs of the adjacent squares. No link pair will be chosen for the square if the no link pair satisfies the constraints. This process repeats until all link pairs’ penalty numbers are zero. Fig. 4 is an example after this step.

4) For each square for which a link pair has been found, new links are added to connect them to link pairs in adjacent squares. (For computational simplicity, we include diagonally adjacent squares in our simulation). The two APs of an added link must be APs of previously chosen link pairs, and must belong to different squares. The algorithm looks at two adjacent squares at a time. Among the several ways of connecting two link pairs, we use the one that gives the largest number of links that are conflict-free. (This maximizes the number of in- and out-degrees of a square, thus helping find multiple networks.) The added links must also satisfy the constraint that there be no conflicts with nearby link pairs or other added links. This means that all the links, including the initial link pairs and the added links, are all conflict-free and can be used simultaneously. An example of the output of this step is shown in Fig. 5.

5) Find connected components or subgraphs among links that are selected in step 3 and step 4. A beam-crossing link (any grey edge shown in Fig. 5) is randomly selected as the seed. The subgraph now contains the single seed edge. Starting from this seed edge, other connected edges are added to this subgraph through breadth-first search. A subgraph can only contain at most one beam-crossing link for each square. If the subgraph can not grow any more, the process starts with another randomly selected link and forms another subgraph. This process is repeated until every grey edge is included in a subgraph.

This entire step is executed multiple times (we can bound the number of execution times for this step in the next section). Among these multiple executions, we will use the result of the execution that produces the largest combined size between the largest and second-largest subgraph.

Fig. 6 shows an example of the resulting computed subgraphs. Only the largest four subgraphs are shown in this figure; the smaller subgraphs are not shown.

6) The algorithm now merges these subgraphs into two subgraphs. For each subgraph that is not the largest two subgraphs, we will perform a breadth-first search for a path that will connect the subgraph to one of the two subgraphs. The subgraph will select the connection path that will maximize the common area occupied by the resulting two subgraphs. An example of the two subgraphs resulting from step 6 is shown in Fig. 7.

IV. AN UPPER BOUND ON THE RUNNING TIME OF THE BEAM-CROSSING GRIDS ALGORITHM

In this section we provide an upper bound on the running time of the beam-crossing grids algorithm presented in Section III. We will see that the upper bound can be expressed in terms of the size of the largest connected component, and
then, in terms of the density of APs. We focus only on steps 5 and 6, since they are the dominating steps in running time.

Consider the graph resulting from steps 3 and 4. Let $\alpha$ be the ratio of the number of nodes in the largest connected component over that in the entire graph, and $E$ the number of edges in the entire graph.

For any execution of step 5 of the algorithm, if the randomly selected seed happens to belong to the largest connected component, then through breadth-first search the execution will find this largest connected component. Thus the number of execution times for step 5 is bounded above by $E$ minus the number of edges in the largest connected component.

Similarly, we can provide an upper bound on the number of times that step 6 of the algorithm will need to perform its breadth-first search operations. The number is bounded above by $E$ minus the number of edges in the largest two connected components, which in turn, is number of edges in the largest connected component.

We can give tighter upper bounds for steps 5 and 6 in the following manner.

**Theorem 1.1**: Let $T$ be the expected running time of step 5 or 6 when it completes in 1 run and, for $i = 1, 2, \ldots$, let $A(i)$ be the expected running time of the algorithm when it completes in $i$ runs and $B(i)$ be the expected running time of the algorithm when it completes in more than $i$ runs. Then

\[
C = O(E),
\]

\[
A(i) \leq iC,
\]

\[
T = \frac{\alpha E}{E-1} A(1) + (1 - \frac{\alpha E}{E-1}) B(1)
= \alpha A(1) + (1 - \alpha) B(1)
\]

Note that

\[
B(1) = \frac{\alpha E}{E-1} A(2) + (1 - \frac{\alpha E}{E-1}) B(2)
\leq A(2) + (1 - \frac{\alpha E}{E-1}) B(2)
\leq 2C + (1 - \alpha) B(2)
\]

Similarly, for $i = 2, 3, \ldots$, we have

\[
B(i) = \frac{\alpha E}{E-i} A(i+1) + (1 - \frac{\alpha E}{E-i}) B(i+1)
\leq A(i+1) + (1 - \frac{\alpha E}{E-i}) B(i+1)
\leq (i+1)C + (1 - \alpha) B(i+1)
\]

Thus

\[
T \leq \alpha C + (1 - \alpha) \frac{\alpha E}{E-1} A(2) + (1 - \frac{\alpha E}{E-1}) B(2)
\]

\[
\leq \alpha C + (1 - \alpha) 2C + (1 - \alpha)^2 3C + (1 - \alpha)^3 4C + \cdots
\]

By computing a closed-form expression for the right-hand side of the above inequality, we have

\[
T \leq \frac{\alpha^3 - \alpha + 1}{\alpha^2} C
\]

Fig. 8 and Fig. 9 are simulation results which relate the size of the largest connected component to the average density of APs in a square. The former shows the largest component size as a function of probability that adjacent squares can be connected, and the latter shows the probability that adjacent squares can be connected as a function of the average density of APs in a square. Combining these results with the earlier result in this section, we see that the expected running time of the beam-crossing grids algorithm of Section III is a function of the average density of APs in a square. In particular, we see that the former will decrease as the latter increases.

**V. Evaluation and Simulation Results**

We evaluate the performance of the proposed algorithm using simulations, and report the simulation results in this section. We first introduce a coverage ratio that measures how well the area is covered by the meshes. Finally, we describe the simulation setup and report the results in terms of coverage ratio and number of APs used.
We assume each AP covers a circular area centered at the AP and the radius is its access radio range. The area a network covers is the coverage area of all its APs. The coverage ratio measures approximately the fraction of area covered by a network, by sampling at uniformly placed sampling locations. More specifically, all sampling locations lying in the circular area of any AP belonging to a particular network are said to be covered by the network. The coverage ratio is the number of covered sampling locations to the total number of sampling locations. An example of the coverage ratio computation is shown in Fig. 10. The union coverage ratio and the intersection coverage ratio of two networks can also be computed. For example, if each AP in Fig. 10 is a network, then the union coverage ratio is 0.55 and the intersection coverage ratio is 0.06.

For all simulations, the APs are randomly placed in an area of size 8 by 8. A density is used to control the total number of APs to be deployed in the networking area. We consider the following densities: 4, 6, 8, 10, 12, 14, 16. This translates into a total of 256, 384, 512, 640, 768, 896 and 1024 APs, respectively. For computing coverage ratio, we place sampling locations 0.05 apart, so there are a total of 25600 sampling locations in the networking area. Because this access radio range affects coverage ratio, we consider the following access radio ranges: 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4. For step 5 of the algorithm, 10 random trials are performed and the best results are chosen.

Fig. 11(a) to Fig.11(g) show the coverage ratios for various configurations. Each figure has a fixed access radio range, and shows the coverage ratios of all APs, the union and intersection coverage ratio of two networks, and the coverage ratios of individual networks. The coverage ratios reported are the averages of 100 simulations, each with randomly generated AP locations. Table I shows the average size, in number of nodes, of each network.

The results of coverage ratios show that, when the density is 8 or higher than and the access radio range is 0.6 or larger, each network on average covers more than 80% of the area. The union coverage of both networks in this case covers more than 95% of the area. This demonstrates that the proposed algorithm is effective in finding two networks without losing coverage.

Because the algorithm connects single links found in small regions, the resulting individual network uses no more than two APs per square. On the other hand, to achieve good performance the density must be greater than or equal to 8. This means that in order to achieve good performance, twice as many APs must be supplied to the algorithm than those would be used.

VI. DISCUSSION

The described method and algorithm can be used to organize APs in order to increase the throughput of broadband Internet services [1]. For example, in a rural area where wireline broadband has not yet be deployed, household APs can be connected using the method to increase the throughput of the network.

The method and algorithm can also be used for planning the deployment of APs. Instead of choosing from the set
of already-deployed APs, we consider all potential AP deployment locations. The output of the algorithm is a list of locations where APs should be placed and how they form networks for higher throughput. In other words, the method and algorithm can be used to select AP deployment locations. If APs can be placed at arbitrary locations, then there are other strategies that can be used to deploy these APs. For example, in our prior work [10], we consider the problem of collocating identical square mesh wireless networks.

The algorithm generates two wireless networks that each has the topology of a tree. Tree topology has the property that it uses minimal number of edges to connect all vertices. Because each additional link used in the network imposes additional interference constraint to itself and the other network, it is natural to design the algorithm to construct the network with tree topology. We could add shortcut links that connect branches of the network to reduce path length between any pair of APs, but we don’t consider this optimization technique in this paper.

The major disadvantage of tree topology is its lack of redundancy—any link breaks can result in the partitioning of the network. It may not be possible to reconnect the network by using other APs around the faulty area, so new networks should be recomputed using non-faulty links. When links break due to faulty APs, the algorithm excludes the faulty APs as well as all links associated with them, and reconstructs the networks. Fig. 12 demonstrates, by simulations, that the algorithm can still find large-coverage collocated networks when some APs used by the networks are removed. For those simulations, the networking area is a 8 by 8 area and initially there are a total of 640 APs randomly placed in the network (density of 10). At each iteration, 8 randomly selected APs are removed from each network and the algorithm computes two new networks using the remaining APs. The process repeats until a total of 128 APs (64 from each network) are removed from the network. The coverage ratios reported are the average of 100 randomly generated networks.
networks that each covers more than 80% of the area. The coverage ratio increases as density or access radio range increases. Because the algorithm divides the area into small regions and for each network it uses at most two APs in a region, the total number of APs used by each network is bounded above by two times the number of regions.

We also discuss how to extend the algorithm to construct more than two networks, and show an example of constructing three networks.

We plan to extend this work in several directions. First, we will take the AP coverage patterns into consideration to allow each computed wireless network to use fewer APs without sacrificing their coverage areas. Second, we will extend the method to 3-dimensional space when the coverage patterns are well-defined. Finally, we plan to investigate the application of this method for cases where APs can adjust their transmitting power levels. This can minimize interference caused by a transmission and allow constructing an expanded number of collocated networks.
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ABSTRACT
We evaluate the performance impact of adjacent channel interference (ACI) in multi-hop wireless networks based on dual-radio 802.11a nodes. Although these nodes use chipsets that satisfy the transmit-mask requirements set by the IEEE 802.11 standard, the multi-hop performance is still significantly affected by ACI. That is, a node’s transmitter can interfere with its own receiver on a different channel; as a result, multi-hop throughput is severely degraded. This degradation is especially pronounced for 802.11a. We use a spectrum analyzer with a signal combiner to quantify ACI under various conditions and propose solutions to mitigate the effect of such interference on multi-hop forwarding. Field experiments with multi-hop relay have validated these findings as well as the effectiveness of our solutions.

I. INTRODUCTION
Commercial off-the-shelf (COTS) wireless equipment, such as the IEEE 802.11 wireless LAN (“WiFi”), has attracted a good deal of attention from both academia and industry due to its relatively low cost and high performance. Substantial research and development efforts have been spent on designing and deploying WiFi-based wireless mesh networks as well as community networks [1], [3], [11]. Over the years, many researchers have independently shown that the performance of such multi-hop wireless networks degrades rapidly as the number of hops increases; they attribute this to many reasons including inefficient medium access control, radio interference, wireless link errors resulting from changing channel conditions and multipath effects, frequent route changes, and improper TCP’s interaction with lower-layer protocols [1], [9], [11]. New generation of technologies such as WiMAX [16] may be able to alleviate some of these problems, e.g., by using the time-division multiplexing (TDM) technique. However, at the time of writing, it still remains unknown how wireless multi-hop networks in the real world can effectively employ these new technologies to achieve high performance that scales with number of hops.

In the literature, we have found two approaches in enhancing the performance of multi-hop wireless networks: (1) use of directional antennas [12], [17], and (2) use of multiple omni-directional radios at each node [2]. The former enables spatial reuse, allowing a node to communicate with more than one neighbor at the same time using separate beams over the same frequency band, while the latter allows use of separate channels over multiple radios. This paper concerns an instance of the latter approach, where each node employs two 802.11a radios with omni-directional dipole antennas. This approach is attractive because it is relatively inexpensive these days to incorporate two COTS radios in each node, and the deployment of these nodes requires little antenna-related engineering. We will focus on the newer, OFDM-based 802.11a systems since they are capable of delivering higher performance with approximately the same bandwidth.

In this paper, we quantify the effect of adjacent channel interference (ACI) [14] on the performance of dual-radio, multi-hop 802.11a networks. Specifically, based on lab measurements and field experiments, we report that a node’s transmission can significantly interfere with its own reception, even though according to our spectrum-analyzer measurements (Section IV), they
all conform to the IEEE 802.11a spectrum-mask requirements [8].

Toward the end of this paper, we list several possible solutions to mitigate the effects of ACI. These include increasing the distance between the two dipole antennas on a node, collinear placement of the two antennas, and larger transmit and receive channel separation (Section V). Finally, we provide analysis on the expected throughput of multi-hop data transfer in the presence of ACI and validate it with field experiments.

II. TESTBED SETUP AND INITIAL MULTI-HOP EXPERIENCE

As a proof of concept, we assembled a testbed platform of nodes based on 400MHz AMD Geode single-board computers made by Thecus Inc. On each node we installed two Wistron Neweb CM9 mini-PCI network adapters (based on the Atheros AR5213A 802.11a/b/g chipset). We used the madwifi Linux driver for the network adapters. We used two different types of antennas: 7dBi omni-directional dual-band antennas and 2dBi home-brew dipole antennas.

We conduct several preliminary experiments using a linear topology consisting of three nodes on a line (A—B—C) in a yard outside our office building in Cambridge, MA. We used 802.11a radios in our experiments; luckily, there were no other 802.11a signals on that part of the campus. We measured throughput of three different configurations. The first configuration, in which A transmits to B, serves as our baseline case. The second configuration, with A transmitting to B and B to C, is the traditional two-hop, single-channel configuration, in which all nodes use the same channel under the CSMA arbitration. The last configuration is a two-hop, two-channel configuration, in which A transmits to B on channel X, while B relays to C on channel Y.

The measurement result reveals an inherent problem with multi-radio nodes. When the link quality is good, all three configurations work fine: the throughput from A to C of the two-hop, single-channel configuration is about one half of that from A to B, whereas that of the two-hop, two-channel configuration is almost identical to that from A to B. However, when the link quality becomes marginal, the throughput achieved by the two-hop, two-channel configuration drops drastically. In the worst cases, it can drop below that of the two-hop, one-channel configuration when the link quality becomes really poor.

One may solve this problem by always operating the wireless links at high enough SNR. However, such a solution will also significantly reduce the transmission range of each hop, not to mention that marginal links are the norm in many real-world networks [1], [3]. Therefore, we investigate other solutions that address the problem directly: we begin with more detailed measurement experiments in order to determine why the performance became worse than expected under marginal link quality.

III. INITIAL INVESTIGATION OF CAUSES LEADING TO IN-LAB EXPERIMENTS

Our initial explanation for the performance degradation was due to transmission power on one channel leaking into adjacent channels on the relay node. Although the IEEE 802.11 standards specify a minimum transmit mask to protect the adjacent channels from being interfered with, it may be the case that the particular hardware we use does not strictly abide by the standards.

To see if this is the case, we hook up one of our testbed nodes to a spectrum analyzer. Figure 1 shows the power spectral density (PSD) obtained when we have the testbed continuously broadcasting packets on channel 52 (centered at 5260MHz) with various txpower settings in the madwifi driver.

![Fig. 1. The power spectral density of an 802.11a broadcast signal on channel 52 (5260MHz).](image)

From the PSD, we can obtain the transmission power leakage for each channel, as summarized in Table I.

<table>
<thead>
<tr>
<th>Ch.</th>
<th>36</th>
<th>40</th>
<th>44</th>
<th>48</th>
<th>52</th>
<th>56</th>
<th>60</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>dBm</td>
<td>-59</td>
<td>-59</td>
<td>-52</td>
<td>-27</td>
<td>0</td>
<td>-26</td>
<td>-53</td>
<td>-57</td>
</tr>
</tbody>
</table>

**TABLE I**
The measured channel power of adjacent channels when an 802.11a radio continuously broadcasts on channel 52 (5260MHz).

The IEEE 802.11 standard specifies that the peak power at 11MHz apart should not exceed -20dB of the peak power (similarly, -30dB at 22MHz). We see clearly that the data of Figure 1 satisfies this requirement. We also
measured a few cards from other manufacturers (such as the Intel PRO/Wireless 2915ABG network adapters). While satisfying IEEE’s transmit-mask requirement, they all exhibit similar ACI problems when used for the two-hop, two-channel configuration. This leads us to believe that this transmit-mask requirement is not sufficient for our application scenario, where the two co-located antennas are very close to each other. We decided to pursue this avenue of investigation further via a set of controlled experiments, described in the following section.

IV. IN-LAB SIGNAL-COMBINER MEASUREMENT RESULTS

We conduct a set of controlled, in-laboratory experiments that quantify the impact of interference from adjacent channels on UDP throughput for 802.11a radios. In these experiments, we connect the transmit and receive radio interfaces via low-loss cables through signal combiners. Besides permitting better control over desired signal-to-interference ratio (SIR), this allows us to mitigate randomness in radio propagation. The result captures the effect of the interference mechanism intrinsic to the particular 802.11a implementation at hand and hence can be used to explain phenomena observed in various scenarios using the same radio configurations.

We use the Atheros-based testbed described previously. Specifically, there are three physically separate nodes: Tx, Rx, and Int. The output ports of Tx and Int are connected to the input port of a signal combiner, with the combined signal fed into the input port of Rx. To emulate a broad range of SIRs which may be observed at Rx and to protect receiver circuitry, we insert appropriate attenuation in the cabling. We then measure the UDP throughput from Tx to Rx under various SIRs, which are achieved by adjusting the transmission power at Tx and Int, as well as by using different combinations of attenuators.

We use netperf to measure UDP throughput. Unfortunately, we could not directly measure SIR in this particular testbed. Instead, we measure the signal power and the interference power separately, from which we can obtain the SIR for a particular configuration.

The signal power is simple to obtain once we have received legitimate 802.11 packets at Rx: upon successfully reception of a packet, the driver reports the RSSI for this packet. This RSSI reading reflects the received signal strength in that packet and can be converted to signal power. Additionally, we perform a set of calibrations using a spectrum analyzer, and the result shows that the received signal power derived from this method is accurate across a wide range of configurations. Other researchers have also reported similar findings on COTS 802.11 radios [10].

We use a similar method to measure the interference power. During the experiments, we measure the received signal power at Rx due to Int alone by temporarily putting Rx on the same channel as Int and having Int sending out broadcast packets. Since these packets are also legitimate 802.11 packets, Rx will report the RSSI readings, which can be converted to received signal power. We then use the PSD measurements as described in the previous section to extrapolate the perceived interference power on the target channel on which Tx and Rx are having the netperf sessions. We have also verified with a spectrum analyzer that the SIR so obtained is accurate.

Figure 2 shows some sample results. Here, the Tx-Rx pair always uses channel 52 (5260MHz), whereas Int may use channel 44 (5220MHz) or channel 48 (5240MHz). Tx-Rx can also use any appropriate transmission power, but Int can only use the lowest (0dBm) or the highest (18dBm) power levels.

In general, the achieved UDP throughput depends not only on the perceived SIR at Rx, but also on the specific configuration (including such factors as nominal Tx-Rx link speed and absolute received signal strength). In some configurations, UDP throughput can also depend on the particular transmission power levels used at Int. Nevertheless, the typical variation due to this different configurations is not very significant, so the SIR still serves as a good indicator for predicting the resulting UDP throughput in many cases. As a rule of thumb, a 20dB SIR is needed for a barely functioning Tx-Rx link, whereas a 30dB SIR will be sufficient for a link to be close to fully functioning. We also plot a few data points obtained from outdoor field experiments; we see clearly that these points well fall within the predicted range.
V. PROPOSED SOLUTIONS TO ADJACENT CHANNEL INTERFERENCE AND FIELD EXPERIMENT RESULTS

When considering possible ways to combat adjacent-channel interference, we focus on the case where forwarding nodes transmit and receive simultaneously; otherwise, the problem is trivially solved by avoiding it. A scheme like time-division multiplexing (TDM) might avoid ACI, but its own unique issues may not be acceptable in a system where ACI occurs. For example, nodes with inaccurate clocks might need a large latency in order to maintain efficient channel utilization—likely inappropriate for a delay-sensitive application. The interested readers are referred to another paper of the authors’ for a more detailed discussion and comparison for other possibilities [6].

Any solution for ACI must reduce the amount of unwanted signal at a co-located receiver. We suggest the following three ways to achieve this:

1) **Antenna Engineering.** Antennas can be adjusted to reduce the amount of mutually radiated signal by exploiting different ways that signals attenuate.
   - **Distance.** We can maximize the distance between the antennas to increase the interference signal’s path loss.
   - **Orientation.** Typically, antennas have at least one orientation with strong negative gain, which is called the “null” region of the antenna. We can orient the antennas so that they lie in each other’s null regions.
   - **Shielding.** Shielding between antennas, such as a thin metal plate, can reflect some of the interfering signal. In our tests, simple foil can provide 10dB of attenuation. However, the downside is that the antenna radiation pattern becomes strongly directional.
   - **Cabling.** Ideally, all transmission lines connecting the antennas to the wireless card would be perfectly matched and lossless. However, it turns out that cable imperfections can not only attenuate the signal, but also help radiate it; in our tests, moving a thin one-meter coaxial cable to several different positions resulted in as much as 10 dB difference in emitted signal, depending on whether the signal radiated from the cable constructively or destructively combines with the antenna signal. Unfortunately, solving this problem may require complicated RF engineering, which is out of the scope of this paper. However, in our experiment setups, we address the problem by securely attaching cables in a consistent manner in order to reduce uncertainty due to signal variation.

2) **Filtering.** There exist commercially available band-pass filters which attenuate the out-of-channel signals by more than those built into the wireless cards. For example, the relatively inexpensive, indoor 2.4Ghz filter from Hyperlink Technologies [7] can attenuate unwanted signal by roughly 60dB, compared to the 50dB attenuation we measured in Section IV. The problems with this approach are first, the additional filter may increase the cost of the system, thus defeating the purpose of using COTS equipment. Second, the size of the actual filter may be unacceptable for some applications; for example, the Hyperlink Technologies filter is 8” long, and weighs 0.5 pounds, which is quite cumbersome for applications like unmanned aerial vehicle (UAV) wireless networking [4], [5].

3) **Power Control.** One could reduce the transmit power of the interfering radio, thus reducing the interfering signal by a proportional amount. This approach might work when the quality of the incident link is sufficiently above the sensitivity threshold. However, in multi-hop networks where ACI appears in the first place, there are likely to be few such links by design.

Of the above approaches, we focused on antenna engineering. In particular, we measured the effect of antenna separation on ACI by performing a set of field experiments, detailed in the following section.

A. Field Experiment

We performed a number of two-hop throughput measurements in an open field near the Harvard Stadium in Alston, MA. We used three nodes, labeled A, B, and C, with the intention of sending traffic from A to C via B. The length of each hop was 66 yards. A and C were placed on plastic stands at a height of 28”, while node B was mounted on a wooden post 14’ high (Figure 3 shows node B in position.).

We examined two link configurations, where link AB
was either good or bad, achieving around 99% or 50% of the possible throughput, respectively. The observed signal strengths for these two link configurations were -65dBm and -72dBm. We created these conditions by varying the position of node A. The case where the first hop is bad is interesting because that is when node B’s receiver suffers most from its transmitter’s interference.

For each link configuration, we set the distance between antennas to minimum (11") and maximum (75"). For the minimum distance, we coiled the cables and taped them to the opposing sides of the node enclosure. For the maximum distance, we attached the cables to posts extending from the opposite sides of the enclosure, visible in Figure 3.

We ran the first hop on 802.11a channel 48. We used two channels for the second hop: channel 52 and 56, which were 20MHz and 40MHz away, respectively. This means there are 8 total combinations of first hop quality, antenna distance, and channel separation settings.

We measured the ACI power on node B as follows. We temporarily switched the second hop to channel 48—same as the first hop. We had node B broadcast a load via its intended transmitting radio, and collect RSSI figures from its receiving radio. Then, we calculated the ACI power by subtracting relative leakage values in Table I. The resulting numbers are shown in Table II.

<table>
<thead>
<tr>
<th>Antenna distance</th>
<th>Measured RSSI on the same channel</th>
<th>Computed interference 20 MHz away</th>
<th>Computed interference 40 MHz away</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min (11&quot;)</td>
<td>-36 dBm</td>
<td>-64 dBm</td>
<td>-89 dBm</td>
</tr>
<tr>
<td>Max (75&quot;)</td>
<td>-49 dBm</td>
<td>-77 dBm</td>
<td>-102 dBm</td>
</tr>
</tbody>
</table>

TABLE II
Loopback RSSI measured at node B and the calculated adjacent-channel interference powers.

Main Measurement Results. We measured the two-hop throughput under eight combinations of the first hop quality, antenna distance and channel separation settings. We present the outcomes in Table III for 20MHz channel separation and Table IV for 40MHz. Each cell corresponds to one setting of antenna distance and first hop quality. Within each cell, the first value is the throughput of the first hop alone, and the second value is the two-hop throughput. The throughput of the second hop is not shown, because as we discussed earlier, its quality is fixed high enough to maintain a full throughput of 10.4 Mbps.

B. Discussion and Analysis

It is evident that increasing channel separation helps. As we can see from tables III and IV, the throughput increases from 56–81% to 73–94% of the bottleneck link. Furthermore, performance improves whenever the antenna distance increases, supporting the use of antenna engineering to mitigate ACI.

We develop a simple two-hop throughput analysis that takes into account the adjacent-channel interference created by the relay node. Let us label the three nodes A, B and C. We assume the first hop alone, A-B, has infinite offered load and packet delivery probability \(p_1\). We assume the second hop delivers all packets. To account for ACI, we define a second delivery probability, \(p_2\), for link A-B while link B-C is transmitting.

Our goal is to find the overall two-hop throughput achieved by this network given \(p_1\), \(p_2\), and nominal link capacity \(C\). We shall denote the overall throughput by \(x\). Since hop B-C is perfect, there are no retransmissions and the total load from B to C is \(x\). Therefore, the approximate amount of load on hop A-B affected by ACI is also \(x\). From these facts we can compute the throughput of hop A-B as

\[ r_{AB} = xp_2 + (C - x)p_1 \]

This throughput flows over hop B-C with negligible loss, so we have the equality \(r_{AB} = x\) and

\[ x = \frac{Cp_1}{1 + p_1 - p_2} \]  

(1)

Note that \(p_2\) includes the effects of \(p_1\), so \(p_2 \leq p_1\) and \(x \leq Cp_1\).

We apply the analysis to our field experiments by computing the \(p_1\) and \(p_2\) probabilities for each of the 8 combinations of parameter settings. The nominal link capacity \(C\) is 10.4 Mbps. We calculate \(p_1\) as \(\text{MeasuredThroughput}/C\). We calculate \(p_2\) indirectly in two steps. First, we compute the SINR for link A-B by subtracting the appropriate ACI figure in Table II from the observed signal strength for these two link configurations were -65dBm for good, -72dBm for bad links). Second, we map this SINR to a corresponding throughput in Figure 2, and then compute \(p_2 = p_1 \cdot \text{CorrespondingThroughput}/C\). The obtained
values are shown in Table V, along with the predicted throughputs $x$, calculated using Equation 1.

<table>
<thead>
<tr>
<th>Antenna distance, First hop quality, Channel separation</th>
<th>$p_1$</th>
<th>$p_2$</th>
<th>Predicted Throughput (Mbps)</th>
<th>Measured Throughput (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min, Bad, 20MHz</td>
<td>0.29</td>
<td>0.00</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Max, Bad, 20MHz</td>
<td>0.42</td>
<td>0.00</td>
<td>3.1</td>
<td>3.6</td>
</tr>
<tr>
<td>Min, Good, 20MHz</td>
<td>0.87</td>
<td>0.00</td>
<td>4.8</td>
<td>5.0</td>
</tr>
<tr>
<td>Max, Good, 20MHz</td>
<td>1.00</td>
<td>0.05</td>
<td>5.3</td>
<td>6.4</td>
</tr>
<tr>
<td>Min, Bad, 40MHz</td>
<td>0.49</td>
<td>0.09</td>
<td>3.6</td>
<td>3.7</td>
</tr>
<tr>
<td>Max, Bad, 40MHz</td>
<td>0.53</td>
<td>0.53</td>
<td>5.5</td>
<td>5.1</td>
</tr>
<tr>
<td>Min, Good, 40MHz</td>
<td>0.98</td>
<td>0.52</td>
<td>7.0</td>
<td>7.9</td>
</tr>
<tr>
<td>Max, Good, 40MHz</td>
<td>0.99</td>
<td>0.99</td>
<td>10.3</td>
<td>9.4</td>
</tr>
</tbody>
</table>

TABLE V

Values for $p_1$ and $p_2$ and analytical predictions

VI. CONCLUSIONS

In this paper, we have quantified the “adjacent-channel interference” problem for dual-radio 802.11a nodes. We would like to point out that this ACI problem has been reported previously in the literature, e.g., [13]. However, previous works are concerned with 802.11b radio systems, whereas we put more emphasis on the new OFDM-based 802.11a systems that are capable of delivering higher throughput performance. In a companion paper of the authors’, we compare the severeness of the ACI problem for OFDM vs. non-OFDM 802.11a/g radio systems and conclude that ACI has greater impact on the multi-hop throughput performance of OFDM-based systems because the minimum SNR required is much higher in OFDM than non-OFDM [6] for a certain packet error rate. Although this paper did not give ACI measurement data related to OFDM-based 802.11g systems, we did see similar ACI problems with 802.11g in our field experiments. Despite the fact that the Atheros team reports a much lower required minimum SNR for baseband processing in their simulation [15], we find that many practical implementations require a higher minimum SNR at the antenna connector (greater than 20dB experienced for OFDM vs. typically less than 10 dB for non-OFDM). We have independently verified the minimum SNR discrepancy via in-lab spectrum-analyzer measurements, in-lab equipment calibration, as well as two-hop field experiments.

Due to the severe ACI we have observed, we suspect that the use of multi-radio nodes in multi-hop networking was not part of the considerations when the 802.11 spectrum-mask requirements were standardized. As interest in 802.11 multi-hop applications grows, it is perhaps justifiable that follow-on 802.11 standards call for more stringent requirements on transmit spectrum masks or receive sensitivity. Before the next-generation 802.11 chipsets satisfying these follow-on requirements become available, we could use the techniques described in this paper, such as increasing channel separation and antenna distance, to mitigate such adjacent-channel interference.
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ABSTRACT

We report measured performance of 802.11a wireless links from an unmanned aerial vehicle (UAV) to ground stations. In a set of field experiments, we record the received signal strength indicator (RSSI) and measure the raw link-layer throughput for various antenna orientations, communication distances and ground-station elevations. By comparing the performance of 32 simultaneous pairs of UAV and ground station configurations, we are able to conclude that, in order to achieve the highest throughput under a typical flyover UAV flight path, both the UAV and the ground station should use omni-directional dipole (as opposed to high-gain, narrow-beam) antennas positioned horizontally, with their respective antenna null pointing to a direction perpendicular to the UAV’s flight path. In addition, a moderate amount of elevation of the ground stations can also improve performance significantly.

I. INTRODUCTION

We envision that in the future, low-flying UAVs could provide a cost-effective wireless networking means for ground devices. Such UAV-based wireless networking could have a number of advantages, including (1) that UAVs can provide on-demand, high-quality communication due to line-of-sight signal propagation; (2) that UAVs can be sensing and data-fusion nodes dynamically deployable in the region of interest; (3) that UAVs can tailor their flight paths to enhance the quality of wireless networking and communication; and, finally, (4) that UAVs can themselves carry and forward huge amounts of data, e.g., gigabytes of terrain images or databases. With these capabilities, a UAV-based network can, for example, provide high-speed transport of multimedia data (e.g., videos and images) for ground nodes and overcome environmental shadowing effects caused by blocking structures such as mountains and tall buildings.

The UAV-based networking approach has become especially attractive in the recent years due to the availability of low-cost, Commercial Off-The-Shelf (COTS) wireless equipment, such as IEEE 802.11 wireless LAN (“WiFi”) [4]. For example, by integrating compact, 802.11 wireless equipment into a small 94-inch wing-span UAV, we can readily create a powerful networking node in the air [8].

In this paper, we address the issue of configuring 802.11 antennas in UAV-based networking. It is well-known that antenna types (e.g., omni or directional) as well as their positions and orientations can greatly affect the performance of wireless links [2], [3]. In addition, when a UAV communicates with ground nodes, we need to consider ground effects (such as interference from reflected signals, modeled by two-ray propagation [6]). Given the large number of complicated issues involved, it is essential that we conduct field experiments in order to understand the performance impact of various antenna configurations at the application level.

We have instrumented a UAV and several ground nodes with two types of 802.11a antennas in various orientations. Using this equipment, we have conducted a set of flight tests to measure their raw link-layer throughput performance in the field. In this paper, we report and analyze our findings from these flight tests (Sections II, III). Furthermore, we report the measured received power as a function of communication distance and their correlation (Section IV). These results provide baseline performance information on 802.11a wireless links for UAV and ground node communication. They can be useful for future work in UAV networking, such as antenna selection strategies and multi-hop wireless networking.

II. FIELD EXPERIMENT SETUP

Our networking testbed consists of a UAV node and several ground nodes, all equipped with 802.11a wireless devices. The ground nodes were placed on a line, with about 6 ft separation between the two end nodes. For these nodes, we used two types of single-board computers, made by Thecus and Soekris. Our UAV is based on the Senior Telemaster model [7]. We conducted our flight experiments at a private airfield in Woodstock, Connecticut. In these experiments, we used Atheros-chipset-based Wistron CM9 802.11a/b/g adapters, with 18dBm transmit power and channel 56 in the 802.11a band.

We encountered a serious problem where our single-board computer would interfere with the 72MHz R/C receiver on the airplane, possibly due to noise from the 66MHz system bus.
We solved the interference problem by doing three things: (1) moving the R/C receiver to the back of the airplane, (2) shielding the box hosting the single-board computer with metal screen wrap, and (3) moving the computer on/off switch and its wire—which was radiating the board noise—into the shielded enclosure.

We used two types of antennas on both the UAV and ground nodes. One was a 7-dBi, 2.4/5 GHz dual-band, omni-directional antenna purchased from a commercial vendor (Netgate), and the other was a custom 2-dBi dipole antenna. Samples of these antennas are shown in Figure 2. The key difference between these two antenna types is that the Netgate antenna produces an omni-directional beam that is much narrower in the vertical direction than the dipole, as can be seen from the manufacturer’s radiation pattern plot in Figure 3.

The UAV was equipped with two wireless adapters, each with two antennas. The UAV would broadcast data packets using its four antennas in a round-robin manner. Each ground node was equipped with two wireless adapters, each with one antenna. Both adapters of a ground node could simultaneously receive UAV’s packets. One of the four ground nodes was mounted on the top of a 14-ft wooden pole. Later in this section we will describe the antenna configurations and traffic patterns in detail.

The UAV flew approximately at 50-yard altitude and at 40 miles per hour over the ground nodes. The UAV had an on-board GlobalSat BU-353 GPS receiver, which provided position information at 1 second intervals. The GPS readings allowed us to visualize in real time, on a laptop, the UAV moving on a U.S. Geological Survey (USGS) satellite map shown in Figure 1. We have performed a coarse calibration of the GPS; our estimate of the position error was about 5 meters. The UAV GPS trace and the static ground node coordinates allowed us to analyze various performance parameters as functions of distance.

A. Antenna Configurations

The antennas were configured as follows. First, let us define the following labels for referring to various antenna types and orientations:

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>horizontal dipole (i.e., dipole is parallel to the ground), orthogonal to flight direction</td>
</tr>
<tr>
<td>$H_N$</td>
<td>horizontal Netgate antenna, orthogonal to flight direction</td>
</tr>
<tr>
<td>$H_p$</td>
<td>horizontal dipole, parallel to flight direction</td>
</tr>
<tr>
<td>$V$</td>
<td>vertical dipole (i.e., dipole is perpendicular to the ground)</td>
</tr>
<tr>
<td>$V_N$</td>
<td>vertical Netgate antenna</td>
</tr>
</tbody>
</table>
The radiation pattern of the Netgate antennas.

The UA V carried 4 antennas, $H_P$, $H_N$, $H$, and $V$, as depicted in Figure 4. The ground nodes each carried two antennas—one on each wireless adapter. The following table lists their antenna orientations, derived relative to a straight flight path along the direction of the runway:

<table>
<thead>
<tr>
<th>Antenna 0</th>
<th>Node 1</th>
<th>Node 3</th>
<th>Node 5</th>
<th>Node 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna 1</td>
<td>$V$</td>
<td>$H_N$</td>
<td>$H_P$</td>
<td>$V_N$</td>
</tr>
</tbody>
</table>

Figure 5 depicts the flight pattern of the UA V and the orientations of the ground antennas.

B. Description of Traffic Patterns

The UA V was the sole data transmitter during the experiment. It generated an endless stream of sequenced 320-byte UDP packets (which means roughly a 500 $\mu$s packet transmission time at the 6Mbps rate) and broadcast them over its 4 antennas in an approximately round-robin order. More specifically, a user-mode program alternated enqueuing pairs of packets into the first and second network adapter’s socket queue; the kernel-level driver would add a timestamp and output each packet to the antenna identified by the least significant bit of the sequence number. For example, of the first 4 packets, numbered 0-3, packets 0 and 1 would go to the first adapter, while 2 and 3 would go to the second. Furthermore, packets 0 and 2 would be sent using each adapter’s first antenna, while 1 and 3 would go out on the second antennas.

One reason for such a multiplexing scheme is to avoid interference between probe packets; in this scheme, the packets are interleaved in time so that at any moment, there is at most one packet in the air. It is for the same reason that we decided in the experiment to have the UA V node as the sole transmitter and evaluate only the performance of one-way communication from UA V to the ground. Full bidirectional measurements would otherwise require scheduled transmissions from ground nodes, which would lead to unacceptably large guard times and thus significantly decrease the temporal resolution of the measurement. Fortunately, under the typical symmetric-link assumption in free-space or nearly free-space propagation models, these unidirectional link measurements can still be useful in characterizing the bidirectional UA V-ground links.

Under this multiplexing scheme, ideally each antenna would send one packet every 2ms. Indeed, individual transmit queues always contain packets for alternating antennas; however, the combined output of the two adapters can not be perfectly interleaved since the sending pattern is subject to the random backoff in the 802.11 CSMA mechanism. We measured the resulting interleaving pattern in the lab, and found that runs of packets from the same adapter had at most 7 packets, while their mean length was 1.53 packets.

The ground nodes captured the broadcast packets using two wireless adapters and recorded the transmit timestamp, sequence number, size, and the RSSI figure. This way, from the data traces of just one ground node we can obtain the performance for the 8 different links created by the combination of 4 UA V and 2 ground node antennas. Therefore, the combined traces of all 4 ground nodes contain the performance for 32 different antenna combinations.

The reason for measuring so many link combinations nearly simultaneously is to eliminate the variations that would in-

Fig. 4. The UAV antenna setup.

Fig. 5. Orientations of the antennas on the ground nodes relative to the UAV flight pattern. The thick gray sticks represent Netgate antennas.
evitably occur if we measured the different links using separate UAV flights. All of our 32 traces contain data points that lie at most several milliseconds apart, which is short enough to regard many physical parameters of the environment constant. For example, it may take several hundreds of milliseconds for the bank angle of the UAV to change enough to appreciably affect the receiver’s position in the antenna pattern. This is also long enough that we can fairly compare many interesting properties for the 32 links, such as throughput, signal strength and packet loss.

III. MEASURED THROUGHPUT AS A FUNCTION OF ANTENNA ORIENTATION

In this section, we report the throughput measurement results, based on which we compare the performance of several different antenna configurations and identify the best one.

As described in Section II, in the experiments, the UAV node was constantly sending out UDP packets at 6Mbps, or 1.5Mbps from each of the four transmit antennas. By counting the number of received packets at a receive antenna in a short period of time, we can measure the instantaneous performance of that particular antenna orientation configuration, which we will call “the UDP throughput.” We use this throughput as the main performance metric in evaluating various antenna orientation configurations.

The total flight time in the two flights reported is approximately 24 minutes, during which the UAV node sent out more than 2.4 million packets. The total number of packets received at the eight antennas of the four ground nodes is about 1.8 million; however, most of the packets are received by more than one antenna, and therefore, the achieved end-to-end throughput, averaged over all antennas, is merely 120.8 kbps. Due to the relatively large flight area, the UAV node and the ground nodes are out of each other’s communication range for a significant portion of time. For this reason, out of all possible antenna orientation configurations, even the best configuration (horizontal transmit antenna to elevated horizontal receive antenna) only receives about 33% of the packets. We plot the UDP throughput of the top four best-performing antenna configurations versus distance in Figure 6.

There are four curves in Figure 6. Following the order described in the legend, the topmost curve represents the throughput achieved from a horizontally oriented dipole antenna on the UAV node to another horizontally oriented dipole antenna on an elevated ground node; this configuration is the best antenna orientation configuration we have seen in this experiment. The second topmost one differs from the previous one in that the ground node is not elevated. By comparing the two, we can see that an elevation of 14 feet helps achieve a significantly higher throughput. The third curve shows the throughput from a vertically oriented dipole antenna on the UAV node to another vertically oriented dipole antenna on a ground node. It is interesting to note that, although inferior to other three configurations when the distance is small, this configuration actually outperforms the two horizontal configurations in which the ground node is not elevated when the distance is large enough. This is because when the distance is small, the vertically oriented dipole antennas on the transmitter and the receiver are more likely to be in each other’s null, resulting in worse performance, whereas it is less likely for the two antennas to be in each other’s null when the distance is large. Lastly, the bottom curve corresponds to a pair of cross-polarized dipole antennas on the UAV node and a ground node. To our surprise, this configuration actually performs quite well, especially at the farthest distance of around 300 meters. We believe that this is because when the UAV is at that distance, it is probably banking at sharp angles such that it turns back towards the ground nodes; at this time, the antennas are no longer cross-polarized. We have looked more closely into the GPS trace and found that the furthest distance between the UAV and the ground nodes during the entire course of the flight is around 300 to 350 meters, further confirming our theory.

We summarize the best throughput results for various antenna orientation configurations in Table I. Overall, the horizontal/horizontal antenna orientation configuration has the best performance; furthermore, elevating the ground node can also help improve throughput. Cross-polarization in general has a negative impact on performance; this is evident from the vertical/horizontal combinations in Table I. Finally, we find that the off-the-shelf Netgate antennas perform poorly compared with dipole antennas, most likely due to their narrow beams along the vertical direction.

IV. MEASURED RECEIVED POWER AS A FUNCTION OF DISTANCE

In this section, we investigate the correlation between measured received power and distance. In particular, we perform linear regression on received power and distance following a
log-distance path loss model. The correlation coefficient of the linear regression can tell us whether there is a correlation between received power and distance. We are also interested in the slope of the linear regression, because it gives us the path loss exponent of the environment.

Under the log-distance path loss model, received power (measured in dBm) is expressed as a function of the logarithm of distance. More specifically, the received power $P_r(d)$ at distance $d$ can be computed from received power $P_r(d_0)$ at distance $d_0$ with the following formula ($\alpha$ being the path loss exponent):

$$P_r(d) = P_r(d_0) - 10\alpha\log_{10}(\frac{d}{d_0})$$  \hspace{1cm} (1)

For each packet received by the ground nodes, we logged its RSSI as reported by the Atheros cards. We then derived the received power for each packet from the reported RSSI. It has been shown that there is a constant difference of $-95$ between the RSSI and the actual received power when RSSI is greater than 6 [9]. Based on that finding, we derived received power (in dBm) by adding $-95$ to the reported RSSI.

We recorded GPS readings on the UAV node and on the elevated ground node (node 3 in Figure 5) to derive distance between the two nodes. Because the GPS only reports coordinate every second, we need to estimate the coordinate of the UAV when a packet is being transmitted. We estimated the coordinate by performing linear interpolation between two enclosing GPS reports and use it to compute distance.

As input to the correlation computation we use data from the 17 second flyover segment depicted in Figure 1. We chose this particular segment because its path is close to a straight line, so the variations in relative antenna orientations due to UAV turning and banking are expected to be small.

Figure 7 shows the correlation of the measured received power and distance during this flyover; each red marker represents one packet. The packets plotted are those transmitted from the UAV H antenna and received by the H antenna of Node 3 (the elevated node). We chose this particular antenna pair because the distance—not randomness induced by, e.g., ground reflection—should be the dominating effect on the receive power due to elevation. The straight line in the figure represents the output of linear regression. Specifically, the correlation coefficient is $-0.7927$, slope $-1.8029$, and intercept $-37.25$.

The correlation coefficient indicates there is a good correlation between received power and distance. However, the absolute value of the slope, which can be interpreted as the path loss exponent, is lower than expected: for this experiment, we expected $\alpha$ to be greater than 2, but the slope of $-1.8029$ suggests a path loss exponent less than 2.

We believe that such low path loss exponent can be explained by the limitation of our 802.11 equipment and the dynamic range of the received power in this experiment. More specifically, when the received power of a packet is too low, the equipment can not decode it; as a result, no RSSI is reported for that particular packet. As the distance increases, there will be more packets that can not be decoded due to low RSSI. This causes the distribution of received power vs. distance to be skewed when the distance is large. That is, at long distance only packets of sufficiently high received power are recorded, while packets of low received power are dropped. As a result, absence of packets of low received power results in a skewed regression slope.

To better measure the correlation of received power and distance, we would need to revise our experimental setup. We would need to raise the operating received power range of our experiments so the distribution of receive power are not distorted at long distance. We would also want to repeat the experiments using 802.11b/g in order to obtain measurements of wider range of distance.

### V. Discussion

In Section III we reported throughput measurements based on data taken during 24 minutes of UAV flights. We now take a closer look at the flyover segment depicted in Figure 1, in order to study transmission performance apart from the various

<table>
<thead>
<tr>
<th>Transmit Antenna</th>
<th>Receive Antenna</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>$H$</td>
<td>433 kbps</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$ Elevated</td>
<td>289 kbps</td>
</tr>
<tr>
<td>$V$</td>
<td>$V$</td>
<td>246 kbps</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$ Elevated</td>
<td>223 kbps</td>
</tr>
<tr>
<td>$V$</td>
<td>$H$</td>
<td>160 kbps</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
<td>143 kbps</td>
</tr>
<tr>
<td>$V$</td>
<td>$H$</td>
<td>137 kbps</td>
</tr>
<tr>
<td>$H$</td>
<td>$V$</td>
<td>119 kbps</td>
</tr>
<tr>
<td>$V$</td>
<td>$V$</td>
<td>110 kbps</td>
</tr>
</tbody>
</table>

### TABLE I

The throughput performance of various antenna orientation configurations.
other segments where the UAV motion is not as regular. Furthermore, we narrow down the data set to that received by antenna $H$ of the elevated ground node (node $3$), since it would be the least affected by ground effects.

Table II lists the throughputs achieved during the flyover from the four UAV antennas. The performance of antenna pairs orthogonal to the flight path ($H-H$ and $H_N-H$) is noticeably better than the other two; even the second-best pair performs more than twice as well as the third-best. On the other hand, the worst performer is the $V-H$ pair, possibly due to cross-polarization and the fact that the receiver is placed closer to the antenna null region of the transmitter.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Throughput (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>0.63101</td>
</tr>
<tr>
<td>$H_N$</td>
<td>0.59425 (42.1%)</td>
</tr>
<tr>
<td>$V$</td>
<td>0.23607 (15.7%)</td>
</tr>
<tr>
<td>$H_P$</td>
<td>0.16682 (11.1%)</td>
</tr>
</tbody>
</table>

**TABLE II**

The throughput performance of four UAV antennas to the $H$ antenna on the elevated ground node, expressed in megabits per second and as fractions of the maximum possible throughput.

Figure 8 shows the raw RSSI data from the flyover. This data agrees with the throughput measurements in that the strongest signal comes from the $H$ and $H_N$ antennas. Furthermore, the plots uncover two additional observations.

First, we note that even though its performance is second best, the $H_N$ antenna exhibits a significant peak around 10s into the flyover. This is not an isolated incident, since we observed similar peaks on other flyover traces. We believe that this is caused by the $H_N$ antenna's narrow beam pattern—as the UAV flies and banks at varying angles toward the ground nodes, it occasionally “hits” them with the main lobe of the $H_N$ antenna. The narrow beam seems to be a disadvantage here, since it increases the variation in link quality without actually beating the wide-beam antenna in throughput performance.

The second observation is that the signal strength of the best antenna pair does not vary smoothly as the UAV flies over the ground nodes; instead, we can see at least three major peaks in the curve for antenna $H$. Since the antennas in this pair have axially symmetric beam patterns, the peaks cannot be explained by the UAV motion alone. Instead, we believe that the cause is interference from a reflected ray as modeled by two-ray propagation.

Some receiving antennas, other than those in Figure 8, performed very poorly. For example, the $V_N$ antenna of Node 5 did not receive any packets at all. It turns out that most poor performers were $V_N$ antennas; we believe that their narrow horizontal beam patterns were largely underneath the UAV. This further illustrates the difficulty with use of directional antennas.

**VI. Conclusions**

Our measurement data have shown that, for UAV’s communication with a ground node, horizontal dipole antennas with their nulls pointing to a direction perpendicular to the UAV flight path yields the highest throughput among 32 antenna pair configurations. In addition, the measurement data suggest that the path loss in an airfield environment is roughly proportional to the square of the communicating distance. These results appear to be among the first antenna measurement results for 802.11 based UAV networking. We chose to start our measurement work with 802.11a because there is relatively less interference from the environment in the 5GHz band. We plan to conduct similar measurements for 802.11b/g in the future.
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ABSTRACT

We consider parallel use of multiple channels in a multi-radio, multi-hop 802.11 wireless network, with the goal of maximizing the total multi-hop throughput. We first quantify several fundamental forms of radio interference that cause performance degradation when the number of hops increases and that prevent total throughput from scaling up with number of radio interfaces at each node. We then evaluate three different methods of parallel channel use: Ad-Hoc, Frequency-Division Multiplexing (FDM), and Time-Division Multiplexing (TDM). We measure their performance on a linearly connected multi-hop network of dual-radio nodes. Although theoretically these three methods should have comparable performance, their actual measured performances are quite different. We find that TDM has the best performance, followed by Ad-Hoc and then FDM. The performance differences are due to these methods’ capabilities of combating interference. We conclude that interference, especially adjacent channel interference, has significant effect on the achievable performance of a multi-radio, multi-hop network and hence should be carefully taken into account in the design and deployment of such a network.

I. INTRODUCTION

There has been a growing interest from the research community and industry in using low-cost Commercial Off-The-Shelf (COTS) wireless equipment, e.g., IEEE 802.11 wireless LAN (“WiFi”), for a variety of wireless networking applications. In particular, there has been substantial research and deployment activity in WiFi-based wireless multi-hop networks [2], [4], [15].

However, several studies in recent years have independently shown that the performance of such networks deteriorates rapidly as the number of hops increases, due to reasons such as inefficient medium access control, radio interference, wireless link errors resulting from changing channel conditions and multipath effects, frequent route changes, and improper TCP reaction to packet loss caused by poor link quality [12], [15]. In the future, newer and longer-range technologies such as WiMAX [22] may alleviate some of the problems by using, e.g., time-division multiplexing (TDM) protocols, but it is still too early to tell how wireless multi-hop networks based on these new technologies will perform in practice.

Some of the typical approaches for enhancing the performance of multi-hop wireless networks call for use of directional antennas [14], [24], or parallel use of multiple omni-directional radios at each node [3]. These would allow a node to transmit and receive at the same time using two separate beams over the same frequency band, or, respectively, using two separate channels over two radios. Our solutions are instances of the latter approach, where each node employs two COTS radios with omni-directional dipole antennas. The approach is attractive because COTS equipment has advanced enough that it is relatively inexpensive to incorporate two radios per node, and the deployment of nodes with omni-directional antennas is relatively easy in the sense that it does not require sophisticated antenna-specific engineering. Among 802.11 COTS equipment, we are mostly interested in the newer OFDM-based 802.11a/g systems since they can deliver higher performance in terms of throughput.

The rest of this paper is organized as follows. In Section II, we identify several radio interference issues related to 802.11 multi-hop networks. Specifically, we
observe that the commercially available 802.11 chips can reliably decode packets only when the Signal to Interference plus Noise Ratio (SINR) is fairly high; for example, the OFDM-based 802.11a/g radios require at least 20dB SINR for decoding 1000-byte packets at 8% packet error rate. This decoding capability is generally worse than what people would expect. Furthermore, in environments with low path loss, there is only a slow increase of SINR with increasing interference distance. This explains why the achievable throughput in a multi-hop system decreases with the number of hops.

In Section III, we consider the case when each of the nodes in a multi-hop system is equipped with multiple radio interfaces and discuss the adjacent channel interference (ACI) issue that prevents the total throughput from scaling up with the number of radio interfaces. In Section IV, we present three methods of parallel channel use: Ad-Hoc, FDM, and TDM. In Section V, we report our performance measurement results for the three methods applied to a linearly connected multi-hop network of dual-radio nodes. We note that our target application scenario is multi-hop networking for low-altitude unmanned aerial vehicles (UAVs), in which multi-hop forwarding is used to extend network range and provide communication beyond line of sight [5], [7]. We choose this application for two reasons. First, UAV-based networking offers many inherent application advantages, including the UAVs’ capability of carrying a huge amount of on-board data relevant to the current mission and dynamically positioning themselves over regions of interest. Second, free-space inter-UAV communication suffers less from multipath complications resulting from reflections off the ground and structures on the ground such as buildings and hills. This provides us with a clean environment where inherent interference issues in a multi-hop system can be observed and analyzed more clearly. It is for the same reason of keeping the scenario as simple and clear as possible that we focus our discussion and analysis on multi-hop linear arrays.

II. INHERENT SYSTEM PERFORMANCE LIMITATIONS

Many researchers (e.g., Li et al. [15]) have examined the causes for the poor performance of multi-hop packet forwarding commonly observed in wireless ad-hoc networks. Among the many causes, the interference created by the packets of a connection when they travel along a chain of forwarding nodes imposes a stringent limit on the degree of possible spatial reuse and hence on the realizable utilization of available bandwidth. Namely, if any two hops in a chain of \( k \) hops interfere with each other when operated simultaneously, then the realizable utilization of this chain can not be more than \( \frac{1}{k} \) because there can be at most 1 active hop at a time, and each packet has to traverse at least \( k \) hops. Li et al. also verified this reasoning with both simulation and experimentation and found a close match between the two, suggesting that this \( \frac{1}{k} \)-limit is probably the single most important factor contributing to the poor performance of multi-hop forwarding.

A popular model used in the ns-2 network simulator dictates that the interference distance is typically about twice that of the maximal effective communication distance; in this case, \( k \) equals to 4. However, in an outdoor experiment using ground nodes at about 20-inch elevation that we have conducted in a yard near our office building in Cambridge, MA, we observe that the interference can cover as much as four times the maximal effective communication distance for our commercially available 802.11a equipment. This makes \( k \) at least 6, rendering efficient multi-hop forwarding almost impractical for large numbers of hops. We note that our finding agrees with that of Padhye et al., who also reported the inaccuracy of the ns-2 model when experimenting with commercially available hardware [18].

We look closely into the reasons why the interference can travel so far by setting up a laboratory experiment. The experiment is designed to determine the minimum SINR required for our testbed hardware to successfully decode packets. We set up two testbed nodes, each equipped with a Wistrong Neweb CM9 mini-PCI network adapter (based on the Atheros AR5213A 802.11a/b/g chipset) and use one of them as the transmitter (Tx) and the other as the receiver (Rx). We create a noise source using an Agilent 33250A 80MHz function/arbitrary waveform generator and a Maxim MAX2820 2.4GHz zero-IF transceiver: Maxim MAX2820 up-converts the baseband noise generated by Agilent 33250A to the appropriate 802.11g passband. We then connect Tx, Rx, and our noise source with a signal combiner that combines the Tx signal and the generated noise into Rx, as depicted in Figure 1.

We modify the madwifi driver of the Atheros chipset to let Tx broadcast 1000-byte packets continuously at the link speed of 6Mbps on channel 6 (2.427–2.447GHz). We then measure the number of packets received at Rx. We adjust the output gain of the Maxim MAX2820 transceiver until we have a packet error rate of approximately 8%. At this point, we unplug the cable going into Rx and plug it into a spectrum analyzer. The measured
Fig. 1. The laboratory experiment setup for measuring the required SINR in order to decode 6Mbps 802.11g packets with a packet error rate of about 8%.

Tx channel power is -42.5dBm, whereas the channel power of the noise source is -62.0dBm; in other words, our testbed hardware requires about 19.5dB SINR in order to achieve a packet error rate of about 8%.

Contrary to the general belief (e.g., [20]) and to the specification of the Wistron Neweb CM9 network adapter, the SINR required for 802.11g to achieve a packet error rate of 8% at 6Mbps is not merely a few dBs—but as large as 20dB\(^1\). This means that the interference distance can be as large as 10 times of carrier sensing range \((k=12)\), assuming a free-space propagation model, or 3 times \((k=5)\) assuming a lossy-terrain propagation model. Clearly, the multi-hop throughput will be poor if \(k\) is so large.

Because of the infeasibility of sustaining reasonable throughput with a long chain of forwarding nodes, we argue that one should focus on shorter chains when aiming to achieve a high throughput in a wireless ad-hoc network. If one needs to transfer a large amount of data over a long range, one should probably traverse a small number of hops, terminate the connections at some intermediate buffering nodes, and restart the connections when appropriate. This approach is similar in spirit to the Delay Tolerant Networks framework [6]. Following this reasoning, we shall perform our experiments in a linear topology consisting of no more than four or five nodes when we investigate various techniques of exploiting parallel channels with commercially available 802.11 radios.

### III. Issues with Multi-Radio Methods

We examine a number of issues we have encountered in experimenting with multi-radio, multi-hop networks. We loosely divide them into issues unique to multi-radio nodes and those that apply to any multi-hop system.

\(^1\)We note that this 20dB decoding margin still conforms to the IEEE 802.11g standard [11], c.f. 17.3.10.1, Table 91—assuming a -102dBm noise floor at the antenna connector in room temperature.

#### A. Issues Specific to Multi-Radio Nodes

**Rx-Tx Adjacent Channel Interference.** The Rx-Tx ACI occurs when a multi-radio node transmits on one channel and, due to imperfect transmit filters in radio hardware, outputs part of the RF power into a second (adjacent) channel that another radio happens to be receiving on at the same time.

Other researchers have already encountered the ACI problem and found that combating the interference generally requires isolating the affected radios [1], [19]. For example, Robinson et al. achieve an improvement after increasing the antenna separation and shielding the radio cards [19].

In a separate paper, we reported measurements of the ACI interference using a spectrum analyzer [8]. We include some of those measurement results in Table I: the values represent relative interference power in 802.11a channels adjacent to channel 52. From this data we can see, for example, that a transmitter on channel 52 would introduce interference power to the adjacent channel 48 about 27dB lower than its main signal. Unfortunately, there is very little path loss to a co-located radio; even reduced by 27dB, the interference power is still significant, especially when competing with a faint sender.

| Channel 52’s relative interference power in the adjacent channels of 802.11a |
|-----------------------------|---|---|---|---|---|---|---|
| Ch. | 36 | 40 | 44 | 48 | 52 | 56 | 60 | 64 |
| dB  | -59 | -59 | -52 | -27 | 0  | -26 | -53 | -57 |

**Tx-Tx Adjacent Channel Interference.** The Tx-Tx ACI occurs when the out-of-band power from one transmitting radio is mistakenly recognized as an active carrier at another radio attempting to transmit on a different channel, causing the latter radio to back off. This prevents a node from transmitting simultaneously on both radios, even though they supposedly operate on orthogonal channels. In contrast to Rx-Tx ACI, the severity of the Tx-Tx ACI only depends on the isolation between radios on the host node; it is independent of the distance to the destination node. Lastly, the effect of the Tx-Tx ACI could possibly be avoided altogether by disabling the carrier sensing mechanism.

We measured the effect of Tx-Tx ACI by emitting a broadcast stream from two radios on a single node. The radios were set to adjacent 802.11a channels (20MHz between center frequencies) and operated at 24Mbps. We varied the offered load from 0–21Mbps, for several
different power settings. We report the observed output rates of one of the radios in Figure 2. We can see that with any power setting at or above 22, the achieved output rate reaches a peak about half of that achieved with power of 8 or lower. This is because at the higher powers, the carrier sensing mechanism gets triggered by the other, out-of-band transmission. For power settings between 8 and 22, it seems that the carrier sensing behavior is erratic; we ascribe it to the way in which the Atheros radios select the carrier sensing thresholds.

B. Issues in Single- or Multi-radio Multi-hop Systems

Co-Channel Interference from Hidden Terminals beyond Carrier Sensing Range. As we have detailed in Section II, it is possible for radios on the same channel to interfere each other even well outside their carrier-sensing range. Such a phenomenon is relatively well known in the literature; for example, Padhye et al. [18] examined this type of co-channel interference in an ad-hoc network by having all combinations of two nodes transmit at full rate and measuring the received rates everywhere else. This type of interference is the source of the well-known hidden-terminal problem [21]. Although the virtual carrier sensing mechanism (RTS/CTS) is supposed to alleviate it, we found it not quite effective in our preliminary tests; therefore, we decided to disable it in the rest of the experiments. Other researchers have also reported the ineffectiveness of RTS/CTS [15], [23].

Load Collapse on Marginal Links. We observed that when two nodes have a marginal link, increasing the transmitter’s offered load resulted in a higher packet loss rate at the receiver. We measured this effect by having one node broadcast UDP packets at loads 0–6Mbps and 16 different power levels. We placed a receiver far enough to achieve a marginal link rate and recorded the incoming data rates as well as signal strengths. The results are shown in Figure 3; the 16 different power levels are identified by the average RSSI at the receiver. To rule out any problems with the sender, we placed a second receiver nearby and confirmed that it always received the full data rate. Note the sharp degradation around 4Mbps at some of the higher power configurations. We hypothesize that this effect might be a result of the specific way the Atheros radios set their receive sensitivity threshold. However, we have not been able to confirm this with Atheros engineers at this time.

These measurements show that the packet loss rate does not only depend on received signal strength, but also other transient factors; therefore, the assumptions of independent or identically distributed packet errors often used in wireless channel models may not be valid. For example, suppose we assumed that bit errors were independent. We might observe the 0.4 Mbps received for 1 Mbps sent at the -77.3 dBm power level, and conclude that the loss rate is 60%. This would lead us to predict that we should receive 2 Mbps when we send 5 Mbps across the same wireless channel. However, as we can see, the load response curve is distinctly non-linear, so the independence assumption is invalid.

To make sure that this phenomenon did not have a significant effect on our experiments, we first verified that each hop was able individually to achieve the full UDP throughput; thus, it operated above the marginal signal region which exhibits the problem.
IV. THREE METHODS OF PARALLEL CHANNEL USE

We consider the following three methods of parallel channel use: (1) Ad-Hoc, (2) Frequency-Division Multiplexing (FDM), and (3) Time-Division Multiplexing (TDM). In general, any good parallel-channel forwarding scheme should have the following properties:

1) **Infrequent collisions and low interference**: Reducing collisions and interference can be done at protocol level via the use of CSMA/CA and RTS/CTS. Alternatively, we can employ TDM by explicitly scheduling nodes’ transmission so that no two nodes in the proximity transmit at the same time. Lastly, with FDM, we can allocate non-overlapping channels for each communication link. It is the main theme of this paper to determine experimentally how well these three methods perform.

2) **Aggressive spatial reuse**: Although the standard CSMA/CA and RTS/CTS mechanisms in 802.11 help reduce collisions and interference, they may lead to lower throughput by being overly conservative. Successful packet forwarding may still happen in the presence of a moderate amount of interference if the SINR is high enough (so called “capture effect”). To maximize throughput, a radio channel should be reused when the interference does not cause major performance degradation. In other words, we should seek spatial reuse as long as the link performance is acceptable in the presence of interference, rather than avoid it completely. For example, suppose we have a linear network of five nodes, A, B, C, D, and E, and we want to use the TDM method. Suppose each link can achieve 4 Mbps of throughput individually. If we use four time slots to completely avoid interference between links, we will have 1 Mbps end-to-end throughput. If, say, by operating A-B and D-E links simultaneously, we can obtain 0.7 Mbps on each link, then if we use three time slots, we will be able to achieve a higher end-to-end throughput by scheduling these two links in a time slot that is 1/0.7 times longer than the other two time slots; the resulting throughput is $4/(1/0.7+2)=1.17$ Mbps.

In this section we describe the three methods and discuss interference issues that each method is likely to experience. A summary of each method’s issues is presented in Table II.

Let us introduce an exemplary network that consists of four nodes, as shown in Figure 4. Each of the four nodes (labeled A, B, C, D) is equipped with two radios ($R_1$ and $R_2$). The four nodes form a linear topology and are deployed so that any given node only has good links to its immediate neighbors, while its links to other non-adjacent nodes are intermittent at best. In our measurement tests, the network routes packets originating from node A to node D via B and C.

A. **Ad-Hoc**

Under the Ad-Hoc method, $R_i$ on each node is assigned to 802.11 channel $C/H_i$, for $i = 1, 2$, and multiple-access contention is resolved via the 802.11 CSMA/CA mechanism. In other words, we create two parallel ad-hoc networks, each enlisting one of the two radio interfaces from each node.

The two radios on each node can operate simultaneously; however, they share the channels with neighboring nodes using the CSMA/CA mechanism. Parallel use of the two radio interfaces this way is subject to the hidden-terminal problem and ACI (both Rx-Tx and Tx-Tx).

Hidden-terminal problem can occur when node C is outside of A’s carrier-sensing range. More specifically, node A’s packet transmission to B will not be received when C is also transmitting because C interferes with B’s reception. We note that the RTS/CTS mechanism can only partially alleviate this problem; for example, it does not help when A interferes with D’s reception from C because A and C are unlikely to be able to exchange RTS/CTS packets.

The Rx-Tx ACI occurs when one interface is receiving a packet while the other interface transmits—be it a
data packet, or a control packet like link-layer ACK. A possible way to reduce the Rx-Tx ACI while still maintaining the simplicity of ad-hoc channel access could be to “bond” the multiple radios by synchronizing all packet transmissions. In this way, any given node would likely either only transmit or only receive. We have not pursued this mechanism further, as it seemed that carrier sensing could disrupt the synchronized transmissions, and we did not have a means to disable it.

We note the severity of both the hidden-terminal problem and Rx-Tx ACI increases with the load being transmitted at individual nodes. For the simple linear topology and single flow case, the interference may not be at its worst because the load is light at later hops. This is because the load at later hops depends on packets being delivered through the earlier hops. Thus, as some of the packets are lost due to interference, the load on later hops becomes lighter. We provide a more detailed discussion and a simple analysis of this point in Section VI.

B. Frequency-Division Multiplexing

Under the FDM method, each communication hop is assigned a unique channel. For example, node B uses channel CH1 on radio $R_1$ to communicate with node A and uses channel CH2 on radio $R_2$ to communicate with node C. With such a channel assignment, there is no need for multiple-access contention resolution such as CSMA/CA because there is a dedicated channel for each communication link. Ideally, there would be sufficiently many available channels, or enough path loss to allow reusing channels after a few hops.

In our example, the two radio interfaces on a node operate simultaneously—one for receiving packets from the upstream neighbor while the other for transmitting packets to the downstream neighbor. Clearly, use of multiple radio with this method will suffer from Rx-Tx ACI.

C. Time-Division Multiplexing

Under the TDM method, channels are assigned in the same way as in the Ad-Hoc method. The difference is that multiple-access contention now gets resolved through explicit scheduling. More specifically, we divide time into fixed-length time slots and let nodes transmit using both radios in their designated time slots. For the four-node network example we need three time slots to avoid contention. The number of time slots can be smaller than the number of hops if there are spatial reuse opportunities.

The two radio interfaces operate simultaneously during their designated time slot. Parallel channel use under TDM experiences Tx-Tx ACI and, for unicast traffic, Rx-Tx ACI due to the presence of ACKs. Because ACKs are not essential to our study of performance, we send broadcast packets instead of unicast packets so as to disable link-layer ACKs.

For TDM to work, nodes need to be synchronized in time, so all nodes can follow the schedule correctly. In addition, there is some queuing inside the operating system software that must be accounted for in order to properly schedule the transmissions.

Timing errors can reduce efficiency of parallel channel use due to overlapping time slots: during the overlap, the affected nodes either back off due to carrier sensing, or lose the data due to interference. With longer time slots, we can tolerate higher timing error. For example, 1 ms timing error per 100-ms time slot results in no more than 2% efficiency loss (1% at the beginning and 1% at the end of a time slot may overlap with adjacent time slots). But increasing the time slot length increases the end-to-end latency and the buffering requirements on each forwarder. This limits the size of the time slot to be a few hundred milliseconds in most practical applications.

There are several timing synchronization protocols that can achieve sub-millisecond accuracy, for example, Reference-Broadcast Synchronization (RBS) [9] and Continuous Clock Synchronization [17]. In our experiments, we manually synchronize our nodes using ntpdate before each experiment to achieve millisecond timing accuracy. Note that ntpdate is an NTP client that only synchronizes local clock’s phase offset to a common server, and it does not continuously track timing error for local clock’s frequency offset. Because our experiments only last a short period of time (several minutes at most), local clock’s frequency offset has little effect on the timing accuracy.

The operating system employs packet queues to minimize overhead caused by context switching: often, these queues can buffer a large number of packets. For example, UDP sockets on Linux machines have a default queue size of 100KB, translating into more than 60 packets in our setting. Furthermore, the device driver uses a queue to amortize interrupt processing overhead. In the madwifi driver we use in our experiments, the default queue size is 200 packets. Given that the transmission timing control runs as a user process, packets stored in these two queues would continue to drain outside of the designated time slot even after the user process stops transmitting. To minimize the effect
of queuing, we reduce these two queue sizes to 3 and 4 packets, respectively. In addition, we program the user process to stop sending data early to compensate for the transmission delay of queued packets (e.g., the application stops 14 ms before the end of the time slot if each packet takes 2 ms to transmit).

### V. Measurement Results

We conducted a set of experiments to measure the throughput achieved by the three multi-radio, multi-hop methods described in Section IV. We ran the experiments on a testbed network consisting of 400MHz AMD Geode single-board computers made by Thecus Inc. We equipped each of these nodes with two Wistron Neweb CM9 mini-PCI network adapters, which are based on the Atheros AR5213A 802.11a/b/g chipset. The network adapters ran the madwifi Linux driver\(^2\). We used a mix of two types of antennas: (1) off-the-shelf, dual-band, 7dBi omni-directional antennas, and (2) 2dBi dipole antennas made in-house.

The experiments were conducted outdoors in a yard outside our office building as well as in a large athletic field across the campus. Our testbed consisted of five nodes, A, , , E, which were arranged in a linear topology similar to that depicted in Figure 4. We set the transmit power equally on all nodes, and then placed the nodes on the ground so that each hop was as large as possible while still maintaining low-loss communication.

We performed the 802.11a measurements in the yard outside our office building where we did not have any 802.11a networks and the 802.11b/g measurements in the athletic field where there were no other 802.11b/g networks.

All links ran at the lowest possible modulation rates—6Mbps for 802.11a/g and 1Mbps for 802.11b. Measured single-hop throughputs for these three modulations are 5.6Mbps, 4.4Mbps, and 0.9 Mbps, respectively, calculated from UDP payload based on 1472-byte packets.

\(^2\)A newer version of the driver, called madwifi-ng, was available, but we didn’t use it due to stability issues.

In all three multi-radio methods, a user-level source process at node A sent 1472-byte UDP packets toward a sink process at node E. In Ad-Hoc and FDM methods, we used a 100KByte kernel-level send buffer; when this buffer became full, the source process would be blocked from sending more packets. In contrast, in the TDM method, we buffered packets in a large user-level queue and used a minimal 7-packet kernel-level send buffer (3 in the socket buffer plus 4 in the hardware transmit queue) to avoid spillover outside the designated time slot. We have made sure that the buffer occupancies were reasonable in all three methods so that they would not have a significant effect on the throughput measurement result.

We divide the results into three subsections below: 1) comparing TDM, Ad-Hoc, and FDM on a three-hop chain, 2) comparing three- and four-slot TDM on a four-hop chain, and 3) comparing 802.11b and g. In all cases, the measurements are listed as three values: the measured end-to-end UDP throughput, the ideal rate achievable assuming orthogonal channels and zero packet-loss probability, and a ratio of measured to ideal rate for ease of comparison.

We calculate the ideal rates from single-hop capacities as follows. Let \(C\) be the single-hop capacity. For Ad-Hoc and TDM, we assume that the \(k\) hops (where \(k\) is either 3 or 4) are all in each other’s interference range, and hence share the channel. For two-radio nodes, there are two independent \(k\)-hop forwarding chains where each hop gets \(C/k\) Mbps, and so the maximum achievable throughput is \(2 \cdot C/k\) Mbps. With FDM on three hops, all hops can operate simultaneously at \(C\) Mbps, making that the end-to-end throughput. With FDM on four hops, we assume the first and last hop evenly share the same channel, leading to a bottleneck rate and ideal throughput of \(C/2\).

#### A. Comparison of TDM, Ad-Hoc, and FDM over three hops

**802.11a:**

<table>
<thead>
<tr>
<th>Method</th>
<th>Achieved</th>
<th>Ideal</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDM</td>
<td>2.83 Mbps</td>
<td>5.6 Mbps</td>
<td>51%</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>2.50 Mbps</td>
<td>3.7 Mbps</td>
<td>68%</td>
</tr>
<tr>
<td>TDM</td>
<td>3.30 Mbps</td>
<td>3.7 Mbps</td>
<td>96%</td>
</tr>
</tbody>
</table>

**802.11g:**

<table>
<thead>
<tr>
<th>Method</th>
<th>Achieved</th>
<th>Ideal</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDM</td>
<td>1.87 Mbps</td>
<td>4.4 Mbps</td>
<td>43%</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>1.94 Mbps</td>
<td>2.9 Mbps</td>
<td>67%</td>
</tr>
<tr>
<td>TDM</td>
<td>2.78 Mbps</td>
<td>2.9 Mbps</td>
<td>96%</td>
</tr>
</tbody>
</table>

---

\(A\) Expected interference issues for each method

<table>
<thead>
<tr>
<th>Rx-Tx A</th>
<th>Tx-Tx A</th>
<th>Hidden Terminal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad-Hoc</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>FDM</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>TDM</td>
<td>√ (ACK only)</td>
<td>√</td>
</tr>
</tbody>
</table>
B. Three- vs. four-slot TDM over four hops

802.11g:

<table>
<thead>
<tr>
<th></th>
<th>Achieved</th>
<th>Ideal</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM-3</td>
<td>1.66 Mbps</td>
<td>2.9 Mbps</td>
<td>57%</td>
</tr>
<tr>
<td>TDM-4</td>
<td>2.00 Mbps</td>
<td>2.2 Mbps</td>
<td>91%</td>
</tr>
</tbody>
</table>

C. 802.11g vs. 802.11b over four hops

As stated above, since 802.11b and g have only 3 non-overlapping channels, at least one channel must be reused. In this case, we put the first and last hop on the same channel, leading to an ideal throughput of $C/2$. We note that Ad-Hoc performs quite well when 802.11b is used, possibly because 802.11b has a lower decoding margin, making it more resilient to interference.

802.11g:

<table>
<thead>
<tr>
<th></th>
<th>Achieved</th>
<th>Ideal</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDM</td>
<td>1.40 Mbps</td>
<td>2.8 Mbps</td>
<td>50%</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>1.49 Mbps</td>
<td>2.2 Mbps</td>
<td>68%</td>
</tr>
<tr>
<td>TDM</td>
<td>2.00 Mbps</td>
<td>2.2 Mbps</td>
<td>91%</td>
</tr>
</tbody>
</table>

802.11b:

<table>
<thead>
<tr>
<th></th>
<th>Achieved</th>
<th>Ideal</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDM</td>
<td>0.34 Mbps</td>
<td>0.45 Mbps</td>
<td>76%</td>
</tr>
<tr>
<td>Ad-Hoc</td>
<td>0.37 Mbps</td>
<td>0.45 Mbps</td>
<td>82%</td>
</tr>
<tr>
<td>TDM</td>
<td>0.36 Mbps</td>
<td>0.45 Mbps</td>
<td>80%</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

In this section, we report the measurement result that demonstrates the impact of interference from hidden terminals beyond carrier sensing range, as described in Section III. Specifically, we compare the performance of a 3-slot TDM scheme for a 3-hop network (3HOP) and a 4-hop network (4HOP). These two cases are interesting because they are otherwise the same configuration, except that in 4HOP, the first hop and the last hop share the same time slots and hence will be transmitting simultaneously. Our initial 802.11g measurement result shows that the transmitters of these two hops can not sense each other’s transmission; in other words, they both transmit at full rate as if there were no other transmitters in their neighborhood. Ideally, if there were no interference beyond carrier sensing range, then we would observe close, if not identical, performance results for 3HOP and 4HOP; however, our measurement result in Subsection A and B of the previous section shows that 4HOP’s performance is only 60% of 3HOP’s (1.66Mbps vs. 2.78Mbps).

There is a simple calculation that we can do to quantitatively determine the impact of such interference. We first experimentally determine the effect of such interference by operating the two links simultaneously with full load. In this example, the interference is quite asymmetric: the first hop suffers much more than the last hop, most likely because the transmitter of the last hop is closer to the receiver of the first hop than the other way around. Specifically, when both links are busy, we get 30% throughput on the first hop and 96% on the last hop. Now in the TDM scheme, all packets originate from the first hop; if the transmission of packets on the last hop kills some of the packets on the first hop, then subsequently the last hop will get less packets, resulting in underutilization of the last hop and hence less interference for the first hop. In our experiment setup, all intermediate hops have reasonably good performance, so we are going to simplify the analysis by assuming that they are lossless; the same simplification can be applied to the last hop since its performance is fairly close to 100% even in the presence of interference from the first hop. Now call the probability of the transmission on the last hop killing the transmission on the first hop $\alpha$ (in this case, $\alpha = 0.7$). In equilibrium, suppose the percentage of packets getting through the first hop is $x$; this is going to be the utilization of the last hop since we assume the intermediate hops are lossless. These packets are going to kill $\alpha x$ of the packets on the first hop, making the throughput of the first hop $1 - \alpha x$, which must be equal to $x$ by conservation of traffic flow. This means that $x = (1 + \alpha)^{-1}$, or 0.59 in our experiment, which is fairly close to the measurement result of 60%.

VII. CONCLUSION

In this paper, we considered the problem of efficient parallel use of 802.11 channels in multi-radio, multi-hop wireless networks. We experimentally evaluated three methods of parallel channel use, based on common MAC schemes (Ad-Hoc, FDM, TDM), on a linearly connected dual-radio network. The two main contributions of this paper are: 1) the finding that ACI is a significant obstacle for good performance in multi-radio networks; and 2) the proposed solution for mitigating the ACI effect using TDM channel access, supported by experimental evidence.

Among the three methods, TDM performs the best in all the experiments except for the four-hop case of 802.11b, in which Ad-Hoc performs slightly better than TDM. This is because TDM avoids most types of interference by design. By dividing channel uses into separate time slots, TDM schedules better than Ad-Hoc, but the two perform pretty closely when only a single
channel is used. Ad-Hoc, despite being the simplest method among the three, performs better than FDM because it manages to avoid some of the Rx-Tx ACI in FDM.

For nodes with more than two radios, we believe that among the three methods, only TDM’s performance can scale up as the number of radios increases. The other two methods do not explicitly address the ACI issue, and so with more radios, the effect of ACI is likely to get worse.

In summary, the results of this paper show the importance of considering ACI in protocol design for multi-radio networks. Otherwise, as we have seen in the case of Ad-Hoc and FDM, real-world systems would not perform as well as expected. Thus, analysis taking into account ACI is required to design and understand the performance of multi-radio protocols properly.
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Abstract
In this paper, we propose transmit antenna selection based on receiver feedback of channel information obtained via link-layer probing. Furthermore, we report the performance gain of the proposed antenna selection scheme in an experimental multi-antenna 802.11 network. We built a low-altitude Unmanned Aerial Vehicle (UAV) testbed using commodity dual-antenna 802.11 hardware and performed field experiments to collect traces of link performance using antennas of various types and orientations. Based on the collected traces, we demonstrate that transmit antenna selection can achieve a significant amount of gain using a link-layer channel probing protocol at a relatively low probing rate. The largest improvement we observed with joint transmit/receive antenna selection in 2×2 systems was 32%, about twice as much as that of receive-only antenna selection in 1×2 systems, which achieved 17%. Moreover, a similar improvement is obtained with probing intervals up to about 200 milliseconds, which is infrequently enough to consume only a small fraction of the available 802.11 channel capacity. Since these results require only a low implementation and operational cost, we conclude that transmit antenna selection is a worthwhile technique to use with the kind of multi-antenna mobile ad-hoc networks we examined.

1. Introduction
Antenna diversity is a well-known and commonly used technique for improving wireless communication performance. When multiple antennas are configured properly, they can take advantage of signals that traverse uncorrelated paths and thus compensate for the outages incurred in some of these paths. Several efforts have quantified the antenna diversity gain via the use of multiple antennas with proper polarizations or spatial separation [10]. Even in line-of-sight situations, the signal-to-noise ratio (SNR) gain can sometimes be as large as 12dB [3]. Furthermore, if the transmitter has knowledge of the channel state, then the channel capacity can be further increased by allocating more power to the transmit antennas with higher channel gain, a strategy known as the water-pouring or water-filling principle [7], [9]. To harness the diversity gain, complex and expensive radio-frequency (RF) circuitry is often required, e.g., for performing maximum ratio combining [8].

For the IEEE 802.11 wireless LAN (“Wi-Fi”), the use of multiple antennas has become easier in recent years due to the commercial availability of wireless LAN adapters equipped with dual antenna ports. These adapters use a switch to connect the antenna ports to only one set of RF transceiver circuitry. Moreover, such adapters implement receive antenna selection in the sense that they can detect the best receive antenna based on the signal strength measurements taken within that packet’s preamble [6]. As a result, the probability that the data portion of the packet is received on the better of the two antennas is increased.

Dynamic antenna selection could be especially important in mobile networks, where the nodes’ relative orientations change frequently. For example, in a scenario where a UAV with 802.11 communications capability is used for sensor data pickup or as a relay node, the maneuver of the aircraft due to turning or maintaining course could cause recurring changes in the relative positions in the radiation patterns of the communicating parties, as well as in the cross-polarization between the transmitting and receiving antennas [4], [5].

In this paper, we propose a transmit antenna selection scheme based on link-layer feedback from receivers on channel-probing packets. As a result, the sender can transmit packets on the antenna which, according to the feedback, yields better reception. We can use this transmit antenna selection together with receive antenna selection, which existing 802.11 hardware already supports.

Our evaluation of antenna selection consists of the following three units, which we present as the main contributions of this paper.

1. Trace collection. Via field experiments, we collected packet loss and signal strength data for constant bit rate (CBR) streams sent over 4 UAV antennas and received by 5 ground antennas. The resulting measurements describe 20 parallel channels in an outdoor environment under a mobility of about 40 miles per hour.

2. Evaluation of antenna selection using emulation. We built a multi-antenna channel emulator driven by pre-recorded packet traces, to do in-lab evaluation of antenna selection. Using the emulator, we evaluated the performance of a joint transmit/receive antenna selection implementation in the 60 2×2 systems constructible from the 4×5 channel traces obtained in step 1. We found that 1) within 2×2 systems, the joint antenna selection always performs better than the individual single-antenna channels, 2) the best overall 2×2 packet delivery rate (PDR) is 32% larger than the best overall single-channel PDR, and 3) the best overall 1×2 PDR under receive-only antenna selection is 17% larger than the best overall single-channel PDR. These results show not only that the joint antenna selection provides significant gain, but also that half of that gain is contributed by feedback-driven transmit antenna selection based on channel probing.

3. Antenna selection field experiment. We tested the step 2 antenna selection implementation in a 2×2 UAV field experiment. We found that it was 6% better than with any single
antenna combination, though the sample variance was too high to draw definite conclusions. Even so, the measurements indicate that antenna selection works as could be expected based on the antennas’ radiation patterns and their positions.

2. Channel probing protocol (CPP)

We now present the Channel Probing Protocol (CPP), a simple link-layer protocol that we use to inform the transmit antenna selection. Every probing interval of \( T_p \) seconds, the transmitter sends a probe packet over alternating transmit antennas. The probe is received on the best antenna using the receiver’s hardware diversity circuit. The receiver feeds back to the sender the received signal strengths of the alternating probes, allowing the sender to choose the better transmit antenna to be used by subsequent packets. Figure 1 shows an example run of the protocol for three probing intervals between a transmit node A and a receive node B.

![Image of a diagram showing probe intervals and received signal strengths](image)

Fig. 1. An example CPP run. Labels \( A_1, A_2 \) refer to the received signal strength of packets sent by \( A \)’s antenna 1 or 2, respectively. Use of these antennas is indicated using solid and open arrows. Labels on the left side indicate the transmit antenna decision made using latest channel information fed back by node \( B \). “RSS” stands for Received Signal Strength.

The sender’s probes and receiver’s reply packets can get lost over links with poor channel conditions. Channels under such conditions are not good candidates for communication anyway, so loss of their signal-strength information is not a serious problem. However, without up-to-date information about the bad channel conditions, the sender might use stale information obtained over a better channel. For this reason, the channel information expires after a certain timeout period, such as 5 probing intervals as we used in our implementation.

3. Trace collection

This section describes our trace gathering methodology and gives an overview of the collected data. We described a subset of these measurements and the methodology in a previous paper [4]. However, we did not address the issues of dynamic antenna selection in that previous paper. We begin by introducing our testbed, followed with a description of the antenna configurations. Lastly, we present the details of traffic patterns under observation and give a summary of the recorded data.

3.1. Testbed description

Our testbed consisted of a UAV node and 3 ground nodes. The ground nodes were placed on a line, with about 3 feet of separation between adjacent nodes. The nodes were powered by 400MHz AMD Geode single-board computers made by Thecus Inc. Our UAV was based on the Senior Telemaster [11] model, a training model known for its stable flight characteristics. The UAV flew in oval-shaped laps passing directly over the ground nodes, at speeds of around 40 miles per hour. In these experiments, we used Atheros-chipset-based Wistron CM9 802.11a/b/g radio cards, with dual antenna ports and automatic receive antenna selection as described in Section 1. Each testbed node had two of these dual-antenna radio cards. Like some previous works [2], in order to avoid interference and association delays, we turned off the 802.11 IBSS protocol by switching the radios into “adhoc demo” mode.

We used two types of antennas on both the UAV and ground nodes. One was a 7-dBi, 2.4/5 GHz dual-band, omni-directional antenna purchased from a commercial vendor (Netgate). The other was a half-wavelength 2-dBi dipole antenna built in-house. The main difference between these two antenna types is that the Netgate antenna produces an omnidirectional beam that is much narrower in the vertical plane than that of the dipole antenna.

3.2. Antenna configurations

Our testbed’s two antenna types were placed in a variety of orientations. In order to refer to these orientations in an unambiguous manner, we define the following of labels with respect to a level reference plane and a major axis that is either the direction of the runway for ground antennas, or that of the flight for UAV antennas:

\[
\begin{array}{|c|c|c|}
\hline
H & H_N & H_p \cap V_N \\
\hline
\text{horizontal dipole (i.e., dipole is parallel to the} & \text{horizontal Netgate antenna, orthogonal to the} & \text{horizontal dipole, parallel to the major axis} \\
\text{reference plane), orthogonal to the major axis} & \text{major axis} & \text{reference plane} \\
\hline
V & V_N \cap H_N & \text{vertical dipole (i.e., dipole is orthogonal to the} \\
& & \text{vertical Netgate antenna} \\
\hline
\end{array}
\]

We find it useful to specify the antenna orientations of multiple nodes at once. For this purpose, we introduce a notation for antenna configurations, which we define as pairs of antenna sets, and denote them as \( \{a_1, a_2, ..., a_n\} \times \{b_1, b_2, ..., b_m\} \). The identifiers \( a_i \) and \( b_j \) are antenna labels. In each pair, the first set specifies the antennas on the UAV, while the second set specifies the antennas on the ground nodes. For example, the antenna configuration \( \{V, H\} \times \{V, V_N\} \) refers to a vertical and a horizontal dipole antennas on the UAV, while a vertical dipole and a Netgate antenna on the ground nodes. This notation will be sufficiently descriptive for our purposes without mentioning specific nodes or radios to which the antennas are attached.

The antenna configuration that we measured in the flight experiment was \( \{H_p, H_N, H, V\} \times \{V, H, H, V_N, H_p\} \). The UAV carried two antennas per radio card. The ground nodes had just one antenna per card, leaving one antenna port unused. There was a total of 6 radio cards on the ground nodes, but we only use the measurements from 5 due to hardware issues with one radio card. We put up two \( H \) receivers to obtain additional data for \( \{H\} \times \{H\} \) systems, which were used in a co-located project regarding load-carry-and-deliver (LCAD) networking [5].

3.3. Description of traffic patterns

The UAV was the sole data transmitter during the experiments. It ran a user mode program that broadcast an endless stream of sequenced 320-byte UDP packets at the 6Mbps...
modulation under 802.11a. At that rate, the transmission time of each packet was roughly 500 μs. All radios were tuned to the same channel. The duration of the experiment was 14.7 minutes.

The sender enqueued packets in round-robin order to both of its radio cards. On each radio card, alternating packets were sent via alternating transmit antennas by the kernel driver. Since both input queues on each radio card were always full, the channel was never idle. However, the two radios contended for the medium using the standard 802.11 method with random backoff, so the actual output sequence was not perfectly alternating. We measured the resulting interleaving pattern in the lab and found that runs of packets from the same radio card had at most 7 packets, while their mean length was 1.53 packets. This means that the probing of different antenna combinations can still happen nearly at the same times.

The ground nodes received the broadcast packets using two radio cards. Each radio card used only a single antenna to receive the packets and record the transmit timestamp, sequence number, size, and the received signal strength indication (RSSI) value. (In Section 5, we will use the collected traces from two radio cards at a time to emulate the reception over the two antennas in receive antenna selection.) Therefore, from the data traces of just one ground node, we can obtain performance of 8 different links formed by the combination of 4 UAV and 2 ground node antennas. In general, an experiment with n UAV antennas and m ground antennas would let us measure the performance of nm links at once.

The key benefit of this multiplexing scheme is that we are able to measure multiple antenna combinations in a single UAV flight. This provides a more controlled experimental environment by eliminating signal variations due to, e.g., difference in flight trajectories and aircraft attitudes in several separate UAV flights. Moreover, we can evaluate the performance of all antenna combinations in essentially the same channel conditions. The average delay between two consecutive measurements using the same transmit antenna is merely 2.4 ms, which is short enough to regard the most influential physical parameters of the environment as constant. For example, given the speed of our UAV, it would take several hundreds of milliseconds for its bank angle to change enough to appreciably affect the receiver’s position in the antenna radiation pattern. Thus, we consider performance comparisons of antenna combinations, based on these collected traces, to be fair. We will use these traces to evaluate performance with respect to various metrics such as signal strength and packet loss rate.

4. Trace-driven multi-antenna channel emulator

In order to evaluate antenna selection implementations quickly, we built a channel emulator driven by the pre-recorded traces. Recall that the traces are lists of entries containing the time, sequence number, size, and RSSI of successfully received packets. For the purpose of emulation we inserted the missing entries corresponding to lost packets by interpolating the timestamps and sequence numbers of existing entries. The emulator receives packets from application processes, such as the CBR load and CPP implementation depicted in Figure 2, decides whether the packets should be dropped, and, if not, forwards them to receiving processes. Specifically, for a packet received at time T, the emulator decides using the first trace entry whose reception timestamp Tnear is larger than T. If the trace entry denotes a successful reception, the packet is forwarded, and otherwise the entry is an interpolated entry for a missing packet and it is dropped. The times, T and Tnear, are counted from the start of emulation and the trace, respectively. The emulator terminates once it has run for the duration of the traces.

Emulation of multi-antenna systems is achieved by using data from multiple traces. For example, to emulate the system \( \{V\} \times \{V, H\} \) we would use data from single-channel traces of \( \{V\} \times \{V\} \) and \( \{V\} \times \{H\} \). Whenever the sender or receiver adjusts their active antenna, the emulator starts reading entries from the corresponding new trace. In the case of receive antenna selection, the emulator reads from the two traces corresponding to the active transmit antenna and the two receive antennas, and uses the entry with the highest received signal strength (RSS). Here we make the assumption that interpolated trace entries for dropped packets have a RSS of -95dBm, which is the noise floor of our radio cards.

Trace-driven emulation is deterministic in that it doesn’t use a random process for drop decisions; thus, ideally multiple runs of the same emulation experiment would produce the same outcome. In practice, different runs could experience some variation due to timing of input packets, i.e., difference between T and Tnear. This means that the input packet may get processed using different trace entries and could be subject to different decisions on whether it will be received or dropped. We evaluated this variation by comparing packet loss between measured and emulated packet streams, computed in 100ms windows. We found that 98% of these windows were less than 4% different. Furthermore, we computed the total number of packet losses of entire traces and found that the mean difference between measured and emulated was 0.05% with a 0.04 standard deviation. These differences are negligible for our purposes of evaluating packet delivery performance.

5. CPP evaluation using emulation

We used the traces from the flight experiments to evaluate transmit and receive antenna selection for 2×2 systems such as that formed by dual-antenna Atheros radio cards. From the 20 channels formed by 4 transmit and 5 receive antennas, it is possible to evaluate 60 distinct 2×2 systems \((\binom{4}{2} \cdot \binom{5}{2})\). In this section, we present the emulation results.

Fig. 2. Functional diagram of the emulator in a 2×2 experiment scenario. The emulator instance shown handles one direction of traffic, while an identical one handles the other direction. Applications control the transmit antenna, while the receive antenna is determined by the “max” component based on the recorded RSSI, in order to emulate hardware receive antenna selection. In field experiments, the emulator components shown here are replaced by two instances of the Linux OS using dual 35-antenna radio cards, and the physical wireless environment as the propagation medium.
We ran CPP under emulation for each of the 60 2×2 systems, using a probing interval of 25ms. We will evaluate the effect of probing interval size in the next subsection. Along with an instance of CPP running on the sending and receiving sides, we used a CBR traffic source on the sender as the load, as depicted earlier in Figure 2. To study the performance of the 2×2 system, we analyzed the output collected in Recorder. The emulator would reselect the active trace whenever the CPP process at either endpoint toggled the active antenna.

For comparison purposes, we estimated the ideal performance achievable from 2×2 systems as follows. First, we computed the times at which the best antennas changed. Let us refer to the intervals between these times as coherence intervals. We then constructed a composite trace taking data from the best trace in each coherence interval. Even though this omniscient trace is not achievable in practice in that a real system would need instant channel information at the sender to achieve it, its packet delivery rate will serve as a performance upper bound for comparison purposes. We shall refer to the delivery rate as the “ideal performance estimate” hereon.

Figure 3 shows the performances of individual 1×1 channels, antenna selection in 1×2 and 2×2 systems, and the ideal performance estimates. The 2×2 system is the joint transmit/receive antenna selection system where the CPP-based transmit antenna selection augments the traditional receive antenna selection. The performances are expressed as packet delivery rates. This plot shows two main results: first, overall the 2×2 systems (“emulated” and “ideal”) obtain performance higher than the 1×2 systems, indicating that channel conditions vary slowly enough for CPP feedback to be useful. Secondly, performance of joint transmit/receive antenna selection is close to the ideal performance estimate, indicating that the CPP feedback can capture much of the available gain beyond what the 1×2 systems achieve.

Figure 4 compares the performance of each 2×2 system to that of its best 1×2 and 1×1 subsystems. For example, the performance of system $\{V, H\} \times \{V, V_N\}$ would be plotted on the $y$-axis against the performance of the best of $V \times \{V, V_N\}$ and $H \times \{V, V_N\}$, and the best of $V \times V, V \times V_N, H \times V$ and $H \times V_N$. We see from this plot that 1) 2×2 antenna selection almost never performs worse than the sub-combinations; 2) the best 2×2 performance is 32% higher than best 1×1; 3) the best 2×2 performance is 17% higher than best 1×2. We note that the last result, the additional gain due to transmit selection is similar to the 1×2 gain, in spite of transmit selection’s inherent delay in receiving channel state information.

### 5.1. Effect of probing interval on transmit selection performance

In order to examine the effect of probing interval size $T_P$, we emulated a single 2×2 system while varying $T_P$ from 5ms to 60s. We examined the 2×2 system with the highest packet delivery rate (0.36) and the second highest average rate of change in the best transmit antenna (1.5 per second), because it provides a high range of throughputs, and demands a high probing rate to capture the frequent best transmit antenna changes. The results are shown in Figure 5, along with the ideal performance estimate and the performance of the two 1×2 subsystems for comparison purposes.

As we can see, there is a region between 200ms and 1s where the performance of the emulated 2×2 system decreases from that near ideal to that of the 1×2, receive selection-only performance. This is a positive result in the sense that the probe interval can be as long as 200ms. Suppose for example we use a 8-byte UDP packet, which in 802.11a takes about 159$\mu$s to transmit at 6Mbs, including the DIFS interval and a minimal, 1-slot backoff. The amount of channel capacity taken up by two of these packets at 200ms intervals is negligibly low—less than 0.2% of channel capacity. Furthermore, the probing interval allowed by a larger, but still minimal channel overhead of 1% is 32ms, which is near the beginning of the high performance region.

### 6. CPP evaluation on a UAV testbed

In this section, we present the measurement results of CPP-based transmit antenna selection performance in the field, using a testbed that ran the unmodified software we used for the emulation in Section 5. We performed a series of flights where the UAV flew north and south along a 640-meter runway section, as depicted by the flight pattern in Figure 6 generated by an on-board GPS device. The UAV node ran the CBR packet source, transmitting to a stationary ground node. The two nodes utilized the same hardware as those in the trace collection testbed described in Section 3. The radios used channel 11 and transmitted at the 6 Mbit/s rate under 802.11g. The reason we used 802.11g instead of 802.11a as before was three-fold: 1) to obtain channel measurements at

![Empirical cumulative distribution plots of packet delivery rate performance under emulation of 1×1, 1×2, and 2×2 systems.](image1)

![Scatter-plot showing the performance of each 2×2 system plotted against that of its best 1×2 and 1×1 subsystems.](image2)
Fig. 5. Effect of probing interval on 2×2 selection performance with CPP. Each point is an average of 10 runs. The horizontal lines indicate the ideal performance estimate and the emulated performance of the individual 1×2 subsystems.

Fig. 6. The trajectory flown by the UAV during the experiment. The dotted rectangle indicates the flight data we isolated for performance measurements. The ground node is labeled “GND.”

larger distances, 2) to measure antenna usage at far ends of the flight cycles, and 3) for the purposes of a co-located LCAD experiment.

Each node was equipped with two dipole antennas—one vertical (V), and the other horizontal, oriented perpendicular to the flight path (H). We chose this arrangement on the intuition that the dipole null regions would complement each other. There are possibly other antenna combinations with more diverse performance, which we might pursue in the future. However, in this work we were attracted to the simplicity of the plain dipoles.

During the flights, we tested five major system configurations: one 2×2 system where the nodes ran CPP, and the other four 1×1 systems where the nodes used the four possible antenna combinations, respectively. For each system configuration, we identified straight flight segments where the UAV flew either northbound or southbound, passing the ground node. These segments are more uniform than the U-turns near the ends of the flight path and therefore are better suited for a performance comparison. These segments are highlighted in Figure 6.

Table I shows performance results for the five system configurations, computed from individual flight segments. The performance metric we focus on is the packet delivery rate, shown as a percentage of packets transmitted, and the sample deviation. The table also includes the number of flight segments used to compute each value.

According to these results, the performance with CPP-based transmit antenna selection, indicated by the diversity numbers in the table, is on average 5.7% better than the best static antenna pair. However, assuming normally distributed samples, the confidence of this conclusion is only 51%. One possible reason that the use of antenna diversity did not obtain a more significant gain in this particular field experiment is the relatively low altitude of the UAV. In particular, as the UAV approaches the ground node and the V-V antenna signal drops due to aligned null regions, but the distance also decreases and offsets this loss of signal. Another issue unique to these field results is that the CPP and the four individual antenna runs were measured on separate flights, introducing variations due to flight path discrepancies that were not present in the emulation data set. Thus, obtaining a more statistically significant result would require enough additional flight time to reduce the flight path variation. We plan to perform further such experiments in the future.

Table I. Delivery rate performance for four single-antenna configurations and one antenna selection run.

7. Conclusion

In this paper we presented the first experimental results of joint transmit/receive antenna selection in outdoor mobile 802.11 networks using a UAV testbed. Our contributions are:
A set of high resolution, multi-channel packet loss and signal strength traces of UAV-to-ground communication.

A trace-driven multi-antenna channel emulator.

Emulation and experimental evaluation of antenna selection, which have shown that even with just two antennas per node, there are many antenna configurations for which transmit antenna selection achieves a performance improvement.

A transmit antenna selection mechanism based on a link-layer feedback protocol.

The positive evaluation results prove three key points. 1) Different antennas can experience fading with enough statistical independence to let antenna selection obtain a performance gain. 2) For the UAV mobile network environment we examined, these fading conditions indeed change slowly enough for a relatively low-rate link-layer feedback protocol to adapt. 3) The link-layer feedback appears to work, i.e., the channel state information it measures translates into improved packet delivery performance, which is what the application really cares about. Based on these points, we conclude that transmit antenna selection is already a practical technique for achieving significant performance gain, even on commodity hardware and without changes to the 802.11 protocols.
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1. INTRODUCTION

There are many communications and network systems whose properties are characterized by the eigenstructure of a matrix of the form \( A^H A \), also known as the Gram matrix of \( A \), where \( A \) is a matrix with real or complex entries. For example, for a communications system, \( A \) could be a channel matrix, usually denoted \( H \). The capacity of such system is related to the eigenvalues of \( H^H H \) [1]. In the area of web page ranking, with entries of \( A \) representing hyperlinks, Kleinberg [2] shows that eigenvectors corresponding to the largest eigenvalues of \( A^T A \) give the rankings of the most useful (authority) or popular (hub) web pages. Using a reputation system that parallels Kleinberg’s work, Kung and Wu [3] developed an eigenvector-based peer-to-peer (P2P) network user reputation ranking in order to provide services to P2P users based on past contributions (reputation) to avoid “freeloaders.” Furthermore, the rate of convergence in the iterative computation of reputations is determined by the gap of the leading two eigenvalues of \( A^H A \).

The recognition that the eigenstructure of \( A^H A \) determines the properties of these communications and network systems motivates the work of this paper. We will develop a theoretical framework, called a hub matrix theory, which allows us to predict the eigenstructure of \( A^H A \) by examining \( A \) directly. We will prove sufficient and necessary conditions for the existence of a large gap between the largest and the second largest eigenvalues of \( A^H A \). Finally, we apply the “hub” theory and our mathematical results to multiple-input and multiple-output (MIMO) wireless systems.

2. HUB MATRIX THEORY

It is instructive to conduct a thought experiment on a computation process before we introduce our hub matrix theory. The process iteratively computes the values for a set of variables, which for example could be beamforming weights in a beamforming communication system. Figure 1 depicts an example of this process: variable \( X \) uses and contributes to variables \( U_2 \) and \( U_4 \), variable \( Y \) uses and contributes to variables \( U_3 \) and \( U_5 \), and variable \( Z \) uses and contributes to all variables \( U_1, \ldots, U_6 \). We say variable \( Z \) is a “hub” in the sense that variables involved in \( Z \)’s computation constitute a superset of those involved in the computation of any other variable. The dominance is illustrated graphically in Figure 1.

We can describe the computation process in matrix notation. Let

\[
A = \begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{pmatrix}. \tag{1}
\]
In this paper, we study the eigenvalues of $S = A^H A$, where $A$ is a hub matrix. Since the eigenvalues of $S$ are invariant under similarity transformations of $S$, we can permute the columns of the hub matrix $A$ so that its last column is the hub column without loss of generality. For the rest of this paper, we will denote the columns of a hub matrix $A$ by $a_1, \ldots, a_m$, and assume that columns $a_1, \ldots, a_{m-1}$ are orthogonal to each other, that is, $a_i^H a_j = 0$ for $i \neq j$ and $i, j = 1, \ldots, m-1$, and column $a_m$ is the hub column. The matrix $A$ introduced in the context of the graphical model from Figure 1 is such a hub matrix.

In Section 4, we will relax the orthogonality condition of a hub matrix, by introducing the notion of hub and arrowhead dominant matrices.

**Theorem 1.** Let $A \in \mathbb{C}^{n \times m}$ and let $S \in \mathbb{C}^{m \times m}$ be the Gram matrix of $A$ that is, $S = A^H A$. $S$ is an arrowhead matrix if and only if $A$ is a candidate-hub matrix.

**Proof.** Suppose $A$ is a candidate-hub matrix. Since $S = A^H A$, the entries of $S$ are $s(i,j) = a_i^H a_j$ for $i, j = 1, \ldots, m$. By Definition 2 of a candidate-hub matrix, the nonhub columns of $A$ are orthogonal, that is, $a_i^H a_j = 0$ for $i \neq j$ and $i, j = 1, \ldots, m-1$. Since $S$ is Hermitian, the transpose of the last column is the complex conjugate of the last row and the diagonal elements of $S$ are real numbers. Therefore, $S = A^H A$ is an arrowhead matrix by Definition 1.

Suppose $S = A^H A$ is an arrowhead matrix. Note that the components of the $S$ matrix of Definition 1 can be represented in terms of the inner products of columns of $A$, that is, $s(i,j) = a_i^H a_j$ for $i \neq j$ and $i, j = 1, \ldots, m-1$. Since $S$ is an arrowhead matrix, all other off-diagonal entries of $S$, $s(i,j) = a_i^H a_j$ for $i \neq j$ and $i, j = 1, \ldots, m-1$, are zero. Thus, $a_i^H a_j = 0$ if $i \neq j$ and $i, j = 1, \ldots, m-1$. So, $A$ is a candidate-hub matrix by Definition 2.

Before proving our main result in Theorem 4, we first restate some well-known results which will be needed for the proof.

**Theorem 2 (interlacing eigenvalues theorem for bordered matrices).** Let $U \in \mathbb{C}^{(m-1) \times (m-1)}$ be a given Hermitian matrix, let $y \in \mathbb{C}^{(m-1)}$ be a given vector, and let $a \in \mathbb{R}$ be a given real number. Let $V \in \mathbb{C}^{m \times m}$ be the Hermitian matrix obtained by bordering $U$ with $y$ and $a$ as follows:

$$V = \begin{pmatrix} U & y \\ y^H & a \end{pmatrix}.$$

Let the eigenvalues of $V$ and $U$ be denoted by $\{\lambda_i\}$ and $\{\mu_i\}$, respectively, and assume that they have been arranged in increasing order, that is, $\lambda_1 \leq \cdots \leq \lambda_m$ and $\mu_1 \leq \cdots \leq \mu_{m-1}$. Then

$$\lambda_1 \leq \mu_1 \leq \lambda_2 \leq \cdots \leq \lambda_{m-1} \leq \mu_{m-1} \leq \lambda_m.$$  

**Proof.** See [5, page 189].

**Definition 3 (majorizing vectors).** Let $\alpha \in \mathbb{R}^m$ and $\beta \in \mathbb{R}^m$ be given vectors. If we arrange the entries of $\alpha$ and $\beta$ in...
increasing order, that is, $\alpha^{(1)} \leq \cdots \leq \alpha^{(m)}$ and $\beta^{(1)} \leq \cdots \leq \beta^{(m)}$, then vector $\beta$ is said to majorize vector $\alpha$ if
\[
\sum_{i=1}^{k} \beta^{(i)} \geq \sum_{i=1}^{k} \alpha^{(i)} \quad \text{for } k = 1, \ldots, m
\]
with equality for $k = m$.

For details concerning majorizing vectors, see [5, pages 192–198]. The following theorem provides an important property expressed in terms of vector majorizing.

**Theorem 3** (Schur–Horn theorem). Let $V \in \mathbb{C}^{m \times m}$ be Hermitian. The vector of diagonal entries of $V$ majorizes the vector of eigenvalues of $V$.

**Proof.** See [5, page 193].

**Definition 4** (hub-gap). Let $A \in \mathbb{C}^{n \times m}$ be a matrix with its columns denoted by $a_1, \ldots, a_m$ with $0 < \|a_1\|_2^2 \leq \cdots \leq \|a_m\|_2^2$. For $i = 1, \ldots, m-1$, the $i$th hub-gap of $A$ is defined to be
\[
\text{HubGap}_i(A) = \|a_{m-(i-1)}\|_2^2 - \|a_m\|_2^2.
\]

**Definition 5** (eigengap). Let $S \in \mathbb{C}^{m \times m}$ be a Hermitian matrix with its real eigenvalues denoted by $\lambda_1, \ldots, \lambda_m$ with $\lambda_1 \leq \cdots \leq \lambda_m$. For $i = 1, \ldots, m-1$, the $i$th eigengap of $S$ is defined to be
\[
\text{EigenGap}_i(S) = \frac{\lambda_{m-(i-1)} - \lambda_{m-i}}{\lambda_{m-i}}.
\]

**Theorem 4.** Let $A \in \mathbb{C}^{n \times m}$ be a hub matrix with its columns denoted by $a_1, \ldots, a_m$ and $0 < \|a_1\|_2^2 \leq \cdots \leq \|a_m\|_2^2$. Let $S = A^H A \in \mathbb{C}^{m \times m}$ be the corresponding arrowhead matrix with its eigenvalues denoted by $\lambda_1, \ldots, \lambda_m$ with $0 \leq \lambda_1 \leq \cdots \leq \lambda_m$. Then
\[
\text{HubGap}_i(A) \leq \text{EigenGap}_i(S)
\]
\[
\text{HubGap}_i(A) \leq (\text{HubGap}_i(A) + 1) \cdot \text{HubGap}_i(A).
\]

The result implies that $d^{(m-1)} + b \geq \lambda_1 + \lambda_m \geq \lambda_m$. By noting that $d^{(m-2)} \leq \lambda_{m-1}$, we have
\[
\text{EigenGap}_1(S) = \frac{\lambda_m}{\lambda_{m-1}} \leq \frac{d^{(m-1)} + b}{d^{(m-2)}} = \frac{\|a_{m-1}\|_2^2 + \|a_m\|_2^2}{\|a_{m-2}\|_2^2}.
\]

3. **MIMO COMMUNICATIONS APPLICATION**

A multiple-input multiple-output (MIMO) system with $M_t$ transmit antennas and $M_r$ receive antennas is depicted in Figure 2 [6, 7]. Assume the MIMO channel is modeled by the $M_r \times M_t$ channel propagation matrix $H = [h_{ij}]$. The input-output relationship, given a transmitted symbol $s$, for this system is given by
\[
x = sz^H H w + z^H n.
\]

The vectors $w$ and $z$ in the equation are called the beamforming and combining vectors, respectively, which will be chosen to maximize the signal-to-noise ratio (SNR). We will model the noise vector $n$ as having entries, which are independent and identically distributed (i.i.d.) random variables of complex Gaussian distribution $CN(0, 1)$. Without loss of generality, assume the average power of transmit signal equals one, that is, $E|s|^2 = 1$. For the beamforming system described here, the signal to noise ratio, $\gamma$, after combining at the receiver is given by
\[
\gamma = \frac{|s^H H w|^2}{|z|^2}.
\]

Without loss of generality, assume $|z|^2 = 1$. With this assumption, the SNR becomes
\[
\gamma = |s^H H w|^2.
\]
3.1. Maximum ratio combining

A receiver where \( z \) maximizes \( \gamma \) for a given \( w \) is known as a maximum ratio combining (MRC) receiver in the literature. By the Cauchy-Bunyakovskii-Schwartz inequality (see, e.g., [8, page 272]), we have:

\[
|z^H w|^2 \leq \|z\|^2 \|Hw\|^2. \tag{15}
\]

Since we already assume \( \|z\|_2 = 1 \),
\[
|z^H w|^2 \leq \|Hw\|^2. \tag{16}
\]

Moreover, since in MRC we desire to maximize the SNR, we must choose \( z \) to be
\[
z_{\text{MRC}} = \frac{Hw}{\|Hw\|_2}, \tag{17}
\]

which implies that the SNR for MRC is
\[
\gamma_{\text{MRC}} = \|Hw\|^2. \tag{18}
\]

3.2. Selection diversity transmission, generalized subset selection, and combined SDT/MRC and GSS/MRC

For a selection diversity transmission (SDT) [9] system, only the antenna that yields the largest SNR is selected for transmission at any instant of time. This means

\[
w = [\delta_{1,f(1)}, \ldots, \delta_{M_t,f(1)}]^T, \tag{19}
\]

where the Kronecker impulse \( \delta_{i,j} \) is defined as \( \delta_{i,j} = 1 \) if \( i = j \), and \( \delta_{i,j} = 0 \) if \( i \neq j \), and \( f(1) \) represents the value of the index \( x \) that maximizes \( \sum_i |h_{i,x}|^2 \). Thus, the SNR for the combined SDT/MRC communications system is
\[
\gamma_{\text{SDT/MRC}} = \|H_{f(1)}\|^2. \tag{20}
\]

By definition, a generalized subset selection (GSS) [10] system powers those \( k \) transmitters which yield the top \( k \) SNR values at the receiver for some \( k > 1 \). That is, if \( f(1), f(2), \ldots, f(k) \) stand for the indices of these transmitters, then \( w_{f(i)} = 1/\sqrt{k} \) for \( i = 1, \ldots, k \), and all other entries of \( w \) are zero. It follows that, for the combined GSS/MRC communications system, the SNR gain is given by
\[
\gamma_{\text{GSS/MRC}} = \frac{1}{k} \left( \sum_{i=1}^{k} |h_{f(i)}|^2 \right)^2. \tag{21}
\]

In the limiting case when \( k = M_t \), GSS becomes equal gain transmission (EGT) [6, 7], which requires all \( M_t \) transmitters to be equally powered, that is, \( w_{f(i)} = 1/\sqrt{M_t} \) for \( i = 1, \ldots, M_t \). Then, for the combined EGT/MRC communications system, the SNR gain takes the expression
\[
\gamma_{\text{EGT/MRC}} = \frac{1}{M_t} \left( \sum_{i=1}^{M_t} |h_{f(i)}|^2 \right)^2. \tag{22}
\]

3.3. Maximum ratio transmission and combined MRT/MRC

Suppose there are no constraints placed on the form of the vector \( w \). Let us reexamine the expression of SNR gain \( \gamma_{\text{MRC}} \). Note
\[
\gamma_{\text{MRC}} = \|Hw\|^2 = (Hw)^H(Hw) = w^H \lambda \lambda^H w. \tag{23}
\]

With the assumption that \( \|w\|_2 = 1 \), the above equation is maximized under maximum ratio transmission (MRT) [9] (see, e.g., [5, page 295]), that is, when
\[
w = w_m, \tag{24}
\]

where \( w_m \) is the normalized eigenvector corresponding to the largest eigenvalues \( \lambda_m \) of \( HH \). Thus, for an MRT/MRC system, we have
\[
\gamma_{\text{MRT/MRC}} = \lambda_m. \tag{25}
\]
### 3.4. Performance comparison between SDT/MRC and MRT/MRC

**Theorem 5.** Let $H \in \mathbb{C}^{n \times m}$ be a hub matrix with its columns denoted by $h_1, \ldots, h_m$ and $0 < \|h_1\|_2^2 \leq \cdots \leq \|h_{m-1}\|_2^2 \leq \|h_m\|_2^2$. Let $\gamma_{\text{SDT/MRC}}$ and $\gamma_{\text{MRT/MRC}}$ be the SNR gains for SDT/MRC and MRT/MRC, respectively. Then

$$\frac{\text{HubGap}_1(H)}{\text{HubGap}_1(H) + 1} \leq \frac{\gamma_{\text{SDT/MRC}}}{\gamma_{\text{MRT/MRC}}} \leq 1. \quad (26)$$

**Proof.** We note that the $A$ matrix in hub matrix theory of Section 2 corresponds to the $H$ matrix here, and the $a_i$ column of $A$ corresponds to the $h_i$ column of $H$ for $i = 1, \ldots, m$. From the proof of Theorem 4, we note $b = \|a_m\|_2^2 \leq \lambda_m$ or $\|h_m\|_2^2 \leq \lambda_m$. It follows that

$$\frac{\gamma_{\text{SDT/MRC}}}{\gamma_{\text{MRT/MRC}}} \leq 1. \quad (27)$$

To derive a lower bound for $\gamma_{\text{SDT/MRC}}/\gamma_{\text{MRT/MRC}}$, we note from the proof of Theorem 4 that $\lambda_m \leq d^{m-1} + b$. This means that

$$\gamma_{\text{MRT/MRC}} \leq \|a_m\|_2^2 + \|a_m\|_2^2 = \|h_m\|_2^2 + \|h_m\|_2^2. \quad (28)$$

Thus

$$\frac{\gamma_{\text{SDT/MRC}}}{\gamma_{\text{MRT/MRC}}} \geq \frac{\|h_m\|_2^2}{\|h_m\|_2^2 + \|h_m\|_2^2} = \frac{\text{HubGap}_1(H)}{\text{HubGap}_1(H) + 1}. \quad (29)$$

The inequality $\gamma_{\text{SDT/MRC}}/\gamma_{\text{MRT/MRC}} \leq 1$ in Theorem 5 reflects the fact that in the SDT/MRC system, $w$ is chosen to be a particular unit vector rather than an optimal choice. The other inequality of Theorem 5, $\text{HubGap}_1(H)/(\text{HubGap}_1(H) + 1) \leq \gamma_{\text{SDT/MRC}}/\gamma_{\text{MRT/MRC}}$, implies that the SNR for SDT/MRC approaches that for MRT/MRC when $H$ is a hub matrix with a dominant hub column. More precisely, we have the following result.

**Corollary 2.** Let $H \in \mathbb{C}^{n \times m}$ be a hub matrix with its columns denoted by $h_1, \ldots, h_m$ and $0 < \|h_1\|_2^2 \leq \cdots \leq \|h_{m-1}\|_2^2 \leq \|h_m\|_2^2$. Let $\gamma_{\text{SDT/MRC}}$ and $\gamma_{\text{MRT/MRC}}$ be the SNR for SDT/MRC and MRT/MRC, respectively. Then, as $\text{HubGap}_1(H)$ increases, $\gamma_{\text{MRT/MRC}}/\gamma_{\text{SDT/MRC}}$ approaches one at a rate of at least $\text{HubGap}_1(H)/(\text{HubGap}_1(H) + 1)$.

### 3.5. GSS-MRT/MRC and performance comparison with MRT/MRC

Using an analysis similar to the one above, we can derive performance bounds for a recently discovered communication system that incorporates antenna selection with MRT on the transmission side while applying MRC on the receiver side [11, 12]. This approach will be called GSS-MRT/MRC here. Given a GSS scheme that powers those $k$ transmitters which yield the top $k$ highest SNR values, a GSS-MRT/MRC system is defined to be an MRT/MRC system applied to these $k$ transmitters. Let $f(1), f(2), \ldots, f(k)$ be the indices of these $k$ transmitters, and $\hat{H}$ the matrix formed by columns $h_{f(i)}$ of $H$ for $i = 1, \ldots, k$. It is easy to see that the SNR for GSS-MRT/MRC is

$$\gamma_{\text{GSS-MRT/MRC}} = \hat{\lambda}_m, \quad (30)$$

where $\hat{\lambda}_m$ is the largest eigenvalue of $\hat{H}^H \hat{H}$.

**Theorem 6.** Let $H \in \mathbb{C}^{n \times m}$ be a hub matrix with its columns denoted by $h_1, \ldots, h_m$ and $0 < \|h_1\|_2^2 \leq \cdots \leq \|h_{m-1}\|_2^2 \leq \|h_m\|_2^2$. Let $\gamma_{\text{GSS-MRT/MRC}}$ and $\gamma_{\text{MRT/MRC}}$ be the SNR values for GSS-MRT/MRC and MRT/MRC, respectively. Then

$$\frac{\text{HubGap}_1(H)}{\text{HubGap}_1(H) + 1} \leq \frac{\gamma_{\text{GSS-MRT/MRC}}}{\gamma_{\text{MRT/MRC}}} \leq \frac{\text{HubGap}_1(H) + 1}{\text{HubGap}_1(H)}. \quad (31)$$

**Proof.** Since $0 < \|h_1\|_2^2 \leq \cdots \leq \|h_{m-1}\|_2^2 \leq \|h_m\|_2^2$, $\hat{H}$ consists of the last $k$ columns of $H$. Moreover, since $H$ is a hub matrix, so is $\hat{H}$. From the proof of Theorem 4, we note both $\lambda_m$ and $\tilde{\lambda}_m$ are bounded above by $\|h_{m-1}\|_2^2 + \|h_m\|_2^2$ and below by $\|h_m\|_2^2$. It follows that

$$\frac{\text{HubGap}_1(H)}{\text{HubGap}_1(H) + 1} \leq \frac{\|h_m\|_2^2}{\|h_{m-1}\|_2^2 + \|h_m\|_2^2} \leq \frac{\gamma_{\text{GSS-MRT/MRC}}}{\gamma_{\text{MRT/MRC}}} \leq \frac{\text{HubGap}_1(H) + 1}{\text{HubGap}_1(H)}. \quad (32)$$

### 3.6. Diversity selection with partitions, DSP-MRT/MRC, and performance bounds

Suppose that transmitters are partitioned into multiple transmission partitions. We define the diversity selection with partitions (DSP) to be the transmission scheme where in each transmission partition only the transmitter with the largest SNR will be powered. Note that SDT discussed above is a special case of DSP when there is only one partition consisting of all transmitters.

Let $k$ be the number of partitions, and $f(1), f(2), \ldots, f(k)$ the indices of the powered transmitters. A DSP-MRT/MRC system is defined to be an MRT/MRC system applied to these $k$ transmitters. Define $\hat{H}$ to be the matrix formed by columns $h_{f(i)}$ of $H$ for $i = 1, \ldots, k$. Then the SNR for DSP-MRT/MRC is

$$\gamma_{\text{DSPS-MRT/MRC}} = \hat{\lambda}_m, \quad (33)$$

where $\hat{\lambda}_m$ is the largest eigenvalue of $\hat{H}^H \hat{H}$.

Note that in general the powered transmitters for DSP are not the same as those for GSS. This is because a transmitter that yields the highest SNR among transmitters in one of the $k$ partitions may not be among the transmitters that yield the top $k$ highest SNR values among all transmitters. Nevertheless, when $H$ is a hub matrix with
We generalize the hub matrix theory presented above to situ-
ations similar to how we bound \( \hat{\lambda}_m \) for GSS-MRT/MRC in a manner similar to how we bound \( \overline{\lambda}_m \) for DSP-MRT/MRC. That is, for DSP-MRT/MRC, \( \overline{\lambda}_m \) is bounded above by \( \| h_k \|_2 \) and below by \( \| h_m \|_2 \), where \( h_k \) is the second largest column of \( \tilde{H} \) in magnitude. Note that \( \| h_k \|_2 \) is called frame bounds such that

\[
\xi \leq \| h_k \|_2 \leq \| h_m \|_2 \leq \| h_n \|_2.
\]

Theorem 6 and 7 imply that when \( \text{HubGap}_1(H) \) becomes large, the SNR values of both GSS-MRT/MRC and DSP-MRT/MRC approach that of MRT/MRC.

4. HUB DOMINANT MATRIX THEORY

We generalize the hub matrix theory presented above to situations when matrix \( A \) (or \( H \)) exhibits a “near” hub property. In order to relax the definition of orthogonality of a set of vectors, we use the notion of frame.

Definition 6 (frame). A set of distinct vectors \( \{ f_1, \ldots, f_n \} \) is said to be a frame if there exist positive constants \( \xi \) and \( \vartheta \) called frame bounds such that

\[
\xi \| f_j \|^2 \leq \sum_{i=1}^{n} | f_i^H f_j | \leq \vartheta \| f_j \|^2 \quad \text{for} \quad j = 1, \ldots, n.
\]

Note that if \( \xi = \vartheta = 1 \), then the set of vectors \( \{ f_1, \ldots, f_n \} \) is orthogonal. Here we use frames to bound the non-orthogonality of a collection of vectors, while the usual use for frames is to quantify the redundancy in a representation (see, e.g., [13]).

Definition 7 (hub dominant matrix). A matrix \( A \in \mathbb{C}^{n \times m} \) is called a candidate-hub-dominant matrix if \( m - 1 \) of its columns form a frame with frame bounds \( \xi = 1 \) and \( \vartheta = 2 \), that is, \( \| a_j \|^2 \leq \sum_{j=1}^{m-1} | a_j^H a_j | \leq 2 \| a_j \|^2 \) for \( j = 1, \ldots, m - 1 \). If in addition the remaining column has its Euclidean norm greater than or equal to that of any other column, then the matrix \( A \) is called a hub-dominant matrix and the remaining column is called the hub column.

We next generalize the definition of arrowhead matrix to arrowhead dominant matrix, where the matrix \( D \) in Definition 1 goes from being a diagonal matrix to a diagonally dominant matrix.

Definition 8 (diagonally dominant matrix). Let \( E \in \mathbb{C}^{m \times m} \) be a given Hermitian matrix. \( E \) is said to be diagonally dominant if for each row the magnitude of the diagonal entry is greater than or equal to the row sum of magnitudes of all off-diagonal entries, that is,

\[
| e_{i,j} | \leq \sum_{j=j+1}^{m} | e_{i,j} | \quad \text{for} \quad i = 1, \ldots, m.
\]

For more information on diagonally dominant matrices, see for example [5, page 349].

Definition 9 (arrowhead dominant matrix). Let \( S \in \mathbb{C}^{n \times m} \) be a given Hermitian matrix. \( S \) is called an arrowhead dominant matrix if

\[
S = \begin{pmatrix}
D & c \\
\bar{c}^H & b
\end{pmatrix},
\]

where \( D \in \mathbb{C}^{(m-1) \times (m-1)} \) is a diagonally dominant matrix, \( c = (c^{(1)}, \ldots, c^{(m-1)}) \in \mathbb{C}^{m-1} \) is a complex vector, and \( b \in \mathbb{R} \) is a real number.

Similar to Theorem 1, we have the following theorem.

Theorem 8. Let \( A \in \mathbb{C}^{n \times m} \) and let \( S \in \mathbb{C}^{n \times m} \) be the Gram matrix of \( A \), that is, \( S = A^H A \). \( S \) is an arrowhead dominant matrix if and only if \( A \) is a candidate-hub-dominant matrix.

Proof. Suppose \( A \) is a candidate-hub-dominant matrix. Since \( S = A^H A \), the entries of \( S \) can be expressed as \( s_{i,j} = a_i^H a_j \) for \( i, j = 1, \ldots, m \). By Definition 7 of a hub-dominant matrix, the nonhub columns of \( A \) form a frame with frame bounds \( \xi = 1 \) and \( \vartheta = 2 \), that is, \( | a_j |^2 \leq \sum_{i=1}^{m-1} | a_i^H a_j | \leq 2 | a_j |^2 \) for \( j = 1, \ldots, m - 1 \). Since \( | a_j |^2 = | a_i^H a_j | \), it follows that \( | a_i^H a_j | \leq \sum_{i=1}^{m-1} | a_j^H a_j | \), \( i = 1, \ldots, m - 1 \), which is the diagonal dominance condition on the sub-matrix \( D \) of \( S \). Since \( S \) is Hermitian, the transpose of the last column is the complex conjugate of the last row and the diagonal elements of \( S \) are real numbers. Therefore, \( S = A^H A \) is an arrowhead dominant matrix in accordance with Definition 9.

Note that the components of the matrix \( S \) of Definition 9 can be represented in terms of the columns of \( A \). Thus \( b = a_c^H a_m \) and \( c^{(i)} = a_i^H a_m \) for \( i = 1, \ldots, m - 1 \). Since \( | a_i^H a_j | = | a_j |^2 \), the diagonal dominance condition \( | a_i^H a_i | \geq \sum_{j=1, j \neq i}^{m-1} | a_j^H a_i | \), \( i = 1, \ldots, m - 1 \), implies that \( | a_j |^2 \leq \sum_{i=1}^{m-1} | a_i^H a_j | \leq 2 | a_j |^2 \) for \( j = 1, \ldots, m - 1 \). So, \( A \) is a candidate-hub-dominant matrix by Definition 7.

Before proceeding to our results in Theorem 10, we will first restate a well-known result which will be needed for the proof.

Theorem 9 (monotonicity theorem). Let \( G, H \in \mathbb{C}^{m \times m} \) be Hermitian. Assume \( H \) is positive semidefinite and that the eigenvalues of \( G \) and \( H \) are arranged in increasing order, that is, \( \lambda_1(G) \leq \cdots \leq \lambda_m(G) \) and \( \lambda_1(G + H) \leq \cdots \leq \lambda_m(G + H) \). Then \( \lambda_1(G) \leq \lambda_k(G + H) \) for \( k = 1, \ldots, m \).

Proof. See [5, page 182].
Theorem 10. Let $A \in \mathbb{C}^{n \times m}$ be a hub-dominant matrix with its columns denoted by $a_1, \ldots, a_m$ with $0 < \|a_1\|_2 \leq \cdots \leq \|a_{m-1}\|_2 \leq \|a_m\|_2$. Let $S = A^H A \in \mathbb{C}^{m \times m}$ be the corresponding arrowhead dominant matrix with its eigenvalues denoted by $\lambda_1, \ldots, \lambda_m$ with $\lambda_1 \leq \cdots \leq \lambda_m$. Let $d^{(i)}$ and $\sigma^{(i)}$ denote the diagonal entry and the sum of magnitudes of off-diagonal entries, respectively, in row $i$ of $S$ for $i = 1, \ldots, m$. Then

(a) HubGap$_1(A)/2 \leq$ EigenGap$_1(S)$, and
(b) EigenGap$_1(S) = \frac{\lambda_m}{\lambda_{m-1}} \leq (d^{(m-1)} + b + \sum_{i=1}^{m-2} \sigma^{(i)})/(d^{(m-2)} - \sigma^{(m-2)}).

Proof. Let $T$ be the matrix formed from $S$ by deleting its last row and column. This means that $T$ is a diagonally dominant matrix. Let the eigenvalues of $T$ be $\{\mu_i\}$ with $\mu_1 \leq \cdots \leq \mu_{m-1}$. Then by Theorem 9, we have $\lambda_1 \leq \mu_1 \leq \lambda_2 \leq \cdots \leq \lambda_{m-1} \leq \mu_{m-1} \leq \lambda_m$. Applying Gershgorin’s theorem to $T$ and noting that $T$ is a diagonally dominant with $d^{(m-1)}$ being its largest diagonal entry, we have $\mu_{m-1} \leq 2d^{(m-1)}$. Thus $\lambda_{m-1} \leq 2d^{(m-1)} = 2\|a_{m-1}\|_2^2$. As observed in the proof of Theorem 4, $\lambda_m \geq b = \|a_m\|_2$. Therefore, $\|a_m\|_2/(2\|a_{m-1}\|_2^2) \leq \lambda_m/\lambda_{m-1}$ or HubGap$_1(A)/2 \leq$ EigenGap$_1(S)$.

Let $E$ be the matrix formed from $T$ with its diagonal entries replaced by the corresponding off-diagonal row sums, and let $\overline{T} = T - E$. Since $T$ is a diagonally dominant matrix, $\overline{T}$ is a diagonal matrix with nonnegative diagonal entries. Let the diagonal entries of $\overline{T}$ be $\{d^{(i)}\}$. Then $\overline{d}^{(i)} = d^{(i)} - \sigma^{(i)}$. Assume that $\overline{d}^{(1)} \leq \cdots \leq \overline{d}^{(m-1)}$. Since $E$ is a symmetric diagonally dominant matrix with positive diagonal entries, it is a positive semidefinite matrix. Since $T = \overline{T} + E$, by Theorem 9 we have $\mu_i \geq \overline{d}^{(i)}$ for $i = 1, \ldots, m - 1$. Let

\[ S = \begin{pmatrix} D & C \\ \epsilon^H & b \end{pmatrix} \] (38)

in accordance with Definition 9. By Theorem 3, we have $\sum_{i=1}^{m-1} d^{(i)} + b = \sum_{i=1}^{m-1} \lambda_i$. Thus, by noting $\lambda_1 \leq \mu_1 \leq \lambda_2 \leq \cdots \leq \lambda_{m-1} \leq \mu_{m-1} \leq \lambda_m$, we have

\[ d^{(1)} + d^{(2)} + \cdots + d^{(m-1)} + b = \lambda_1 + \lambda_2 + \cdots + \lambda_m = \lambda_1 + \mu_1 + \cdots + \mu_{m-1} + \lambda_m \geq \lambda_1 + \overline{d}^{(1)} + \cdots + \overline{d}^{(m-2)} + \lambda_m. \] (39)

This implies that $d^{(m-1)} + b + \sum_{i=1}^{m-2} \sigma^{(i)} \geq \lambda_1 + \lambda_m \geq \lambda_m$. Since $d^{(m-2)} - \sigma^{(m-2)} = \overline{d}^{(m-2)} \leq \mu_{m-2} \leq \lambda_{m-1}$, we have

\[ \text{EigenGap}_1(S) = \frac{\lambda_m}{\lambda_{m-1}} \leq \frac{d^{(m-1)} + b + \sum_{i=1}^{m-2} \sigma^{(i)}}{d^{(m-2)} - \sigma^{(m-2)}}. \] (40)

Note that if there exist positive numbers $p$ and $q$, with $q < 1$, such that $(1 - q)d^{(m-2)} \geq \sigma^{(m-2)}$ and

\[ p(d^{(m-1)} + b) \geq \sum_{i=1}^{m-2} \sigma^{(i)}, \] (41)

then the inequality (b) in Theorem 10 implies

\[ \frac{\lambda_m}{\lambda_{m-1}} \leq r \cdot \frac{d^{(m-1)} + b}{d^{(m-2)}}, \] (42)

where $r = (1 + p)/q$. As in the end of the proof of Theorem 4, it follows that

\[ \text{EigenGap}_1(S) \leq r \cdot (\text{HubGap}_1(A) + 1) \cdot \text{HubGap}_2(A). \] (43)

This together with (a) in Theorem 10 gives the following result.

Corollary 3. Let $A \in \mathbb{C}^{n \times m}$ be a matrix with its columns $a_1, \ldots, a_m$ satisfying $0 < \|a_1\|_2^2 \leq \cdots \leq \|a_{m-1}\|_2^2 \leq \|a_m\|_2^2$. Let $S = A^H A \in \mathbb{C}^{m \times m}$ be a Hermitian matrix with its eigenvalues $\lambda_1, \ldots, \lambda_m$ satisfying $0 \leq \lambda_1 \leq \cdots \leq \lambda_m$. The following holds

(1) if $A$ is a hub-dominant matrix with $\|a_m\|_2 \gg \|a_{m-1}\|_2$, then $S$ is an arrowhead dominated matrix with $\lambda_m \gg \lambda_{m-1}$; and
(2) if $S$ is an arrowhead dominated matrix with $\lambda_m \gg \lambda_{m-1}$, and if $p(d^{(m-1)} + b) \geq \sum_{i=1}^{m-2} \sigma^{(i)}$ and $(1 - q)d^{(m-2)} \geq \sigma^{(m-2)}$ for some positive numbers $p$ and $q$ with $q < 1$, then $A$ is a hub-dominant matrix with $\|a_m\|_2 \gg \|a_{m-1}\|_2$ or $\|a_{m-1}\|_2 \gg \|a_{m-2}\|_2$ or both.

Sometimes, especially for large-dimensional matrices, it is desirable to relax the notion of diagonal dominance. This can be done using arguments analogous to those given above (see, e.g., [14]), and extensions represent an open research problem for the future.

5. CONCLUDING REMARKS

This paper has presented a hub matrix theory and applied it to beamforming MIMO communications systems. The fact that the performance of the MIMO beamforming scheme is critically related to the gap between the two largest eigenvalues of the channel propagation matrix is well known, but this paper reported for the first time how to obtain this insight directly from the structure of the matrix, that is, its hub properties. We believe that numerous communications systems might be well described within the formalism of hub matrices. As an example, one can consider the problem of noncooperative beamforming in a wireless sensor network, where several source (transmitting) nodes communicate with a destination node, but only one source node is located in the vicinity of the destination node and presents a direct line-of-sight to the destination node. Extending the hub matrix formalism to other types of matrices (e.g., matrices with a cluster of dominant columns) represents an interesting open research problem. The contributions reported in this paper can be extended further to treat the more general class of block arrowhead and hub dominant matrices that enable the analysis and design of algorithms and protocols in areas such as distributed beamforming and power control in wireless ad-hoc networks. By relaxing the diagonal-matrix condition, in
the definition of an arrowhead matrix, with a block diagonal condition, and enabling groups of columns to be correlated or uncorrelated (orthogonal/nonorthogonal) in the definition of block dominant hub matrices, a much larger spectrum of applications could be treated within the proposed framework.
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