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Executive Summary

The originally proposed research, spanning 36 months, was designed to extend prior AFOSR sponsored research (DeShon, Kozlowski, Schmidt, Milner, & Wiechmann, 2004) to develop model foundations for optimal human resource allocation to account for learning, performance, and adaptation in complex and dynamic task environments that incorporate individual and team goal regulation. Phase 1 was intended to implement an optimal, multiple-criterion (individual and team goals) reinforcement learning model for a decision-making simulation that would provide a foundation for comparisons of human performance to optimal model performance. Phase 2 was intended to extend the model to autonomous decision makers by incorporating “reward” into the decision maker via satiation levels on multiple goals or drives (i.e., individual and team goals). Learning and performance in this model implementation would be compared with the optimal model (Phase 1) and human benchmarks. Phase 3 was intended to extend model development to encompass adaptation to changes in reward structure, i.e., development of an adaptive, model-based reinforcement learning approach that would be compared to standard reinforcement learning and human performance.

The proposed research was designed to advance basic knowledge in several areas. From the perspective of human learning and performance, it would have extended current models to multi-criteria optimization and would have provided an approach to rapid adaptation to environmental change (e.g., spontaneous recovery from extinction) that is a major limitation of virtually every existing model of human learning. From a machine learning perspective, it would have provided a mechanism for substantially improving the autonomy of learning agents by incorporating goals or drives with dynamic satiation levels into the learning agent. Thus, the reward value associated with various actions would be a function of both the environment and the current goal state space of the learning agent. Further, our approach to adaptation, via knowledge representation and memory, represented a substantial departure from existing machine learning approaches to the adaptation problem. It was expected that the proposed research would raise a number of questions that would spur further machine learning research.

Budget restrictions at the time of proposal submission limited work to 50% of the originally proposed phase 1 effort (6 of 12 months at 50% of original budget). Continuation funding for the project was not provided and work ceased with 6 months of work. Initial project efforts were devoted to redesigning and redeveloping our individual-team resource allocation simulation system to incorporate features necessary to implement the reinforcement learning model and to evaluate potential implementations of the Q-learning algorithm within the simulation. This report summarizes the intended research contribution and progress to the point of funding termination.
Optimizing Dynamic Resource Allocation in Teamwork

Steve W. J. Kozlowski and Richard P. DeShon
Michigan State University

FINAL PERFORMANCE REPORT

Problem Background and Research Objectives

Problem Background

One of the important emerging trends in military thought about the future of warfare centers on information superiority: the ability to collect information, make sense of it, and act on it rapidly. Military planners assert that "... the time required by individuals to access or collect the information relevant to a decision or action has been reduced by orders of magnitude, while the volume of information that can be accessed has increased exponentially .... across a broad range of value-creating activities, the fundamental limits to the velocity of operations are no longer governed by time or space. Instead, the fundamental limits are governed by the acts of deciding, by the firing of neurons, by the speed of thought" (Alberts, Garstka, & Stein, 1999, p. 16). Planners speculate that this trend to leverage the power of information technologies through Network Centric Operations (NCO), already well underway, will increase operational tempo and revolutionize command and control operations.

Ensuring the effectiveness of this vision will entail advances in our understanding of humans operating in such systems and, in particular, to the development of theory for modeling and optimizing human performance. NCO task environments place high demands on human learning, performance, and performance adaptation. Such task environments are dynamic, ambiguous, and emergent. They necessitate rapid situation assessment, prioritization of possible actions, and accurate decision making. And, they require performance adaptation as the situation evolves, often with unexpected shifts. Thus, key features of the NCO task environment from the perspective of human functioning include time pressure, technology mediation, the presence of other agents (i.e., NCO involves team networks), and the need to adapt as the task situation changes. These latter two factors – the need to integrate effort with that of one’s teammates and the necessity for adaptation – add considerable complexity to any effort to understand and model optimal human performance in such settings.

Research Objectives

The purpose of the originally proposed research was designed to develop a model of optimal human resource allocation to account for learning, performance, and adaptation in the task environment described above. Prior research has characterized human performance in such settings as a process of dynamic multiple goal, multilevel resource allocation (DeShon, Kozlowski, Schmidt, Milner, & Weichmann, 2004). The premise of this approach is that self-regulation provides a reasonable account of individual learning and performance. Team tasks, however, necessitate that individuals allocate attention and effort to the pursuit of multiple goals – individual and team. Team members strive to meet their own responsibilities, while also monitoring team performance. Thus, individuals monitor progress on two goal loops – individual...
and team – and dynamically allocate resources to one goal or the other as needed to maintain overall performance. Research has shown that this process of dynamic resource allocation accounts for both individual and team performance on a complex and interdependent task (DeShon et al., 2004). Thus, it provided a theoretical point of departure to develop an optimal model of dynamic resource allocation.

Three key advances were necessary to achieve this goal. First, it was necessary to focus on mathematically optimal performance as a standard. Second, we needed to incorporate a clear learning process into our modeling of skill acquisition as individuals learn how to allocate limited resources to the achievement of individual and team goals. Third, we needed to function at lower levels of analysis by incorporating control process into our modeling. Recent advances in reinforcement learning provided a vehicle to meet these and additional research goals.

**Scientific Approach**

We proposed a three year project investigating these research objectives that consisted of three distinct research phases. Phase 1 was intended to implement an optimal multiple-criterion reinforcement learning model that will provide a foundation for comparisons of human performance capability and variability to optimal model performance. The model was intended to be implemented around our experimental platform (TEAMSim), necessitating scenario redesign in parallel with model development. Parameterization of the model was intended to be obtained using both prior research (e.g., Fu & Anderson, 2006) and asymptotic human performance. Phase 2 was intended to extend the reinforcement model by locating multiple, individual and team oriented goals (i.e., reward values) in the decision maker in an effort to more realistically model human resource allocation and learning. This model implementation was intended to be compared with the optimal model (Phase 1) and human performance benchmarks. Phase 3 was then intended to further extend model development to encompass adaptation to changes in the reward structure. Real world environments are typically in flux. Thus, we planned to develop an adaptive, model-based reinforcement learning approach that would have been compared to standard reinforcement learning and human benchmark performance.

**Theoretical Foundation**

The dynamic planning of actions under conditions of uncertainty is certainly one of the most important problems faced by team members performing complex tasks in stochastic environments. We begin our approach to this problem by first considering the case where there is no uncertainty and then generalize these results to the case where environmental knowledge is virtually nonexistent. When knowledge is complete and accurate the environment can be characterized as a known set of discrete states ($S$), then it is common to model stochastic decision problems as Markov Decision Processes (MDP). Specifically, a MDP is a quadruple ($S, A, P^a_s, r^a_s$) where $S$ is a finite set of states, $A$ is finite set of actions, $P^a_s$ is a (Markovian) probability of transitioning from state $s$ to $s'$ when action $a$ is undertaken, and $r^a_s$ is the expected numerical reward that is received immediately upon selecting action $a$ in state $s$. In this model the next state and the expected reward depend only on the previous state and the action taken. The discounted, infinite horizon planning task in a MDP is to determine a decision policy $\pi$: 
that maximizes the value of every state, $V^*(S) = E \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s, \pi \right]$, where $s_0$ is the state at time 0, $r_{t+1}$ is the reward achieved at time $t+1$, $\gamma$ is a discount factor in $(0,1)$, and the expectation is taken by following the state dynamics induced by $\pi$. The function $V_\pi$ is called the value function of policy $\pi$. The optimal value function $V^*$, associated with an optimal policy, is the unique solution to the set of equations:

$$V^*(S) = \max_{a \in A} \left( r_a^0 + \gamma \sum_{s' \in S} P_{s,s'}^a V^*(s') \right)$$

and can be used to determine an optimal policy by choosing actions in a greedy manner. Algorithms that yield a solution to Equation 1, such as value iteration and policy iteration, are widely available and well understood (e.g., Puterman, 1994).

This basic decision model may be generalized in a number of ways to yield more realistic environment-actor representations. If the decision maker is unable to determine the current state with complete reliability, then the Markov Decision Process may be generalized to a Partially Observable Markov Decision Process (POMDP). In this case, the basic MDP model is supplemented with a memory process that represents belief states as probability distributions over state space, $S$. The beliefs are updated as experience is gained through decisions that yield state-action pairings. However, this model still requires that the state transition probabilities, $P_{s,s'}$, are known. If these probabilities are unknown they must also be learned before optimal policies can be identified. Reinforcement learning is an increasingly common approach that can yield an optimal decision policy even when very little is known about the state-action pairings. Using simple trial-and-error action, reinforcement learning methods enable the discovery of an optimal decision policy.

Reinforcement learning represents a unique intersection of machine, animal, and human learning approaches being investigated in cognitive psychology, differential psychology, artificial intelligence, biology, and optimal control engineering. Reinforcement learning algorithms attempt to find a policy that maps the possible actions a decision maker can undertake onto environmental states to maximize one of many long-term reward criteria. If the environmental states and decision maker actions can be formulated as a Markov Decision Process then the action policy identified via reinforcement learning algorithms converges to the optimal decision policy as long as all state-action pairs are thoroughly sampled (e.g., Dayan, 1992; Watkins & Dayan, 1992). Reinforcement learning differs from more traditional supervised learning (e.g., Bayes classifier or neural network) in that correct input/output pairs are not presented and sub-optimal actions are not explicitly corrected. Instead, a reinforcement learning decision maker learns from the consequences of its trial-and-error actions and the rewards accrued through the various actions, rather than from being explicitly taught the correct action. Further, there is a focus on real-time performance that requires a balance between exploring unexamined state-action pairs versus exploiting current knowledge to perform at the best level currently possible.
Several algorithms exist to implement the reinforcement learning process. The one-step Q-learning algorithm — a variant of temporal difference learning — is one of the most commonly used reinforcement learning algorithms and has been shown to converge to an optimal policy under realistic conditions. Given a particular state, $s$, a learning decision maker receives a specific reward, $r^t$, by undertaking a particular action, $a$. However, it is important to consider both the immediate reward that is received and any future reinforcements that result from ending up in a new state where further actions can be taken that follow a particular policy. The Q-value for a state-action pair is the sum of all of these reinforcements, and the Q-value function is the mapping of state-action pairs to values. The optimal policy, $Q^*$, for selecting an action given the current state may be represented as the Q-value function,

$$Q^*(s, a) = r^t(s, a) + \gamma \max_{a'} Q^*(s_{t+1}, a')$$

where $t$ is a time index, and $\gamma$ is a discounting weight that determines the relative importance of current and future rewards. A higher value of $\gamma$ means that the future matters more for the Q-value of a given action in a given state. In words, the optimal Q-value of a particular action in a particular state is the sum of the reward received when that action is taken and the discounted best Q-value for the state that is reached by taking that action.

If the Q-values of every state-action pair were known, a decision maker could use this information to select an action for each state to maximize reward. The problem is that in an unknown environment the decision maker initially does not know the Q-values of any state-action pairs. Therefore, the decision maker's goal is to learn the state-action Q-values that yield optimal reward. At any given time during learning, the decision maker stores a particular Q-value for each state-action pair. At the beginning of learning, the Q-values are set to either a random variate or a default value. Learning should move the stored Q-values closer to the optimal values ($Q^*$). To do this, the decision maker repeatedly takes actions in particular states and notes the reinforcements that it receives. The stored Q-value is then updated for that state-action pair using the reinforcement received. Assuming the Q-values are stored in a lookup table, the Q-learning update function is:

$$Q^{\text{new}}(s, a) = (1 - \alpha) Q^{\text{old}}(s, a) + \alpha \left[ r^t(s, a) + \gamma \max_{a'} Q^{\text{old}}(s_{t+1}, a') \right]$$

where $\alpha$ is a learning rate parameter that limits the learning step size that occurs in the updating process. The new Q-value for the state-action pair is the weighted combination of the old Q-value for that state and action and the newly acquired reward information.

A fundamental aspect of reinforcement learning is that learning occurs through a prediction error process. Current Q-values provide predictions of the best action for a given state. Once the action is taken, a reward is obtained and any difference between the predicted reward for the state-action pair and the actual reward is used to update the Q-value for future predictions. Nothing is learned about a state-action pair unless the action is attempted in the given state so that the expected reward can be compared to the actual reward. Further, a decision maker should attempt a range of actions, including actions predicted to be suboptimal, to determine the most
effective action for a specific state. This leads to a trade off between exploiting current knowledge to select the action that is expected to yield the highest reward in a given state or selecting an action at random to explore the possibility that alternative actions might result in higher reward. Exploitation is based on what the decision maker knows about the reward structures in the environment and has a higher probability of reward. On the other hand, exploration makes it possible to discover actions that would not otherwise be tried that could actually result in higher immediate or cumulative reward. In Q-learning, the trade off between selecting actions that reflect either exploration and exploitation is typically determined using either an \( \epsilon \)-greedy or a softmax strategy based on a Boltzmann probability distribution (Sutton & Barto, 1998). The softmax criterion used in this research will select an action, \( a \), from a set of potential actions, \( A \), with probability,

\[
exp{\frac{Q(a, \text{age})}{\beta}} \sum_{b=1}^{n} \exp{\frac{Q(b, \text{age})}{\beta}},
\]

where \( \beta \) is a parameter controlling the exploitation rate, \( \text{age} \) reflects the duration of the learning process, and \( b \) reflects the actions other than the given action in the set of potential actions. As the ratio of \( \text{age}/\beta \) gets larger, actions are selected in an increasingly exploitive manner that improves the rate of convergence. Early in learning, it is important to explore because the system knowledge is unreliable. However, as system knowledge increases, exploration becomes increasingly ineffective. Initial parameterization of the reinforcement learning algorithms will be based on recent work by Fu and Anderson (2006), who provide cognitively reasonable values for the parameters in this model.

In addition to overcoming many limitations associated with standard Markov Decision Processes, both the theory underlying reinforcement learning and the algorithms used to implement reinforcement learning are strongly connected to existing research on actual human learning and motivation processes. The concept of prediction error and the brain's sensitivity to prediction error underlies Rescorla and Wagner’s (1972) model of associative learning. In this model, learning occurs not because two events simply covary, but rather because the observed covariance is unanticipated based on the current associative strength between the events. As such, the Rescorla-Wagner model is fundamentally an error-correction model closely connected to temporal difference learning algorithms in reinforcement learning (Sutton & Barto, 1998). Specifically, the Rescorla-Wagner model specifies that

\[
\Delta V_{X}^{t+1} = \alpha_X \beta \left( \lambda - V_{\text{total}}^{t+1} \right)
\]

and

\[
V_{X}^{t+1} = V_{X}^{t} + \Delta V_{X}^{t+1}
\]

where \( \Delta V_{X}^{t+1} \) is the change in the associative strength \( (V) \) of the conditioned stimulus, \( X \), as a result of pairing with the unconditioned stimulus \( (US) \) on trial \( t+1 \), \( \alpha_X \) is a rate parameter for the CS and ranges from 0 to 1, \( \beta \) is a rate parameters for the US and also ranges from 0 to 1, \( \lambda \) is the maximum conditioning \( US \) can produce and represents the limit of learning, and \( V_{\text{total}}^{t+1} \) is the sum of associative strengths of all CSs that are present on trial \( t+1 \). In Equation 6 \( \Delta V_{X}^{t+1} \) is the associative strength of CS \( X \) after trial \( t+1 \), \( V_{X}^{t} \) is the associative strength of CS \( X \) before trial \( t+1 \).
On any given trial the current associative strength, $V^{t+1}_{total}$, is compared with $\lambda$ and the difference is treated as an error to be corrected by producing a change in associative strength ($\Delta I$). This model accounts for many classic phenomenon observed in human and animal learning such as acquisition rate, extinction, discrimination, overshadowing, and blocking (Miller, Barnet, & Grahame, 1995).

In addition to learning models, recent behavioral neuroscience evidence, initiated by Shultz and colleagues (e.g., Shultz, 1998; Shultz, 2002; Schultz, Dayan and Montague, 1997), has demonstrated a direct bridge between reinforcement learning and midbrain dopamine neurons. In reinforcement learning algorithms, prediction errors are used to learn state-action pairings that optimize future rewards. A surprising similarity is found in the functioning of dopamine neurons in the brain. The ventral tegmentum and the substantia nigra are part of the brain's pleasure system and are thought to be one of the major sources of reward and motivation in the brain. Dopamine neurons in these areas have been shown to be involved when prediction errors are encountered in learning experiments for both animals and humans. This finding has been replicated and extended in many subsequent investigations (e.g., Montague & Berns, 2002; Montague, Hyman, & Cohen, 2004; Smith, Becker, & Kapur, 2006; Wise, 2004).

**Intended Research Plan**

The basic reinforcement learning process described above provides a psychologically relevant optimal standard that may be used to determine the effectiveness of various interventions designed to both push human decision makers toward optimal resource allocation and to reduce the variance human performance. A number of interesting and important complexities arise when using reinforcement learning to model human knowledge acquisition and resource allocation (e.g., origins of reward, non-stationary reward structures, adaptation to environmental reward contingencies). These complexities provide opportunities to contribute to the knowledge of the human resource allocation processes, to advance general theories of human learning, and to potentially provide new structures for knowledge representation in the machine learning literature. Phase 1 of the proposed research was intended to implement an optimal, multiple-criterion (individual and team goals) reinforcement learning model consistent with our experimental platform (TEAMSim) that would provide a foundation for comparisons of human performance capability and variability to optimal model performance. Phase 2 was intended to extend the reinforcement model to autonomous decision makers by incorporating “reward” into the decision maker via satiation levels on multiple goals or drives (i.e., individual and team oriented goals). Although this represents a departure from the dominant machine learning perspective, it is a natural -- and likely necessary -- implementation for modeling human behavior. Learning and performance in this model implementation was intended to be compared with the optimal model (Phase 1) and human benchmarks. Phase 3 was then intended to extend model development to encompass adaptation to changes in the reward structure; we would have developed an adaptive, model-based reinforcement learning approach that would be compared to standard reinforcement learning and human performance.

As noted previously, initial funding was restricted to 6 months (50%) of the proposed phase 1 effort. There was no continuation funding. Initial project effort during the 6 months of support were directed toward modifying our simulation system to incorporate features necessary to
implement the reinforcement learning model and to evaluate potential implementations of the Q-learning algorithm within the simulation. These developments are briefly summarized below.

**Phase 1 Work Performed**

The first research phase focused on the development of a multiple goal, reinforcement learning model of our experimental platform and comparing human performance level and variability to optimal performance. Our research platform, TEAMSim (Team Event-Based Adaptive Multilevel Simulation), is a PC-based simulation of a radar-tracking task (DeShon et al., 2004; Kozlowski & DeShon, 2004). As shown in Figure 1 below, the basic task consists of a simulated radar display where contacts with different priorities and movement patterns appear that require a configurable set of decisions to process. The task may be configured to run in either team (3 person teams) or individual modes. In the individual mode, a single person operates the task in a virtual team mode where the individual is responsible for particular contact types or a section of the radar display and virtual team members are responsible for the remaining contact types or display regions. Individuals are responsible for processing targets in their own sector and for assisting teammates by processing team member contacts when the teammate is overloaded. Individuals need to “hook” contacts on the radar screen, collect information to classify their characteristics, and render an overall decision (take action or clear) for each contact. Individuals also need to learn the skills required to prevent contacts from crossing two perimeters located on the radar screen and to determine which contacts are of higher priority and should be processed first. Assisting a teammate requires the diversion of effort away from one’s own sector of responsibility, necessarily incurring costs. This dynamic choice process requires the individual to either focus effort on meeting individual goals or on helping teammates to meet team goals and represents a fundamental resource allocation question that is the focus of our research.

Figure 1. TEAMSim display showing individual (yellow) and team (blue) contacts.
To model human learning and multiple goal regulation on our radar tracking task platform using reinforcement learning methods we developed a reduced state space version of our experimental task that is amenable to the Q-learning algorithm described above. The radar display was discretized into distinct segments as represented in Figure 2. Each segment in this display represents a possible state and the grid is scalable so the resolution can be changed easily to simulate larger state spaces with an associated increase in computational resources. Contacts may randomly enter the radar display at any segment, but once on radar display the targets move at a constant rate toward the center of the display. From any given state, the decision maker may search for contacts by moving in any of the four cardinal directions, or take action upon an encountered contact by checking a cue value associated with it, ignoring it, or removing the contact from the radar display. Rewards are accrued by correctly ignoring low priority contacts and correctly processing high priority contacts. The relative importance of individual and teammate contacts is captured by differentially weighting the rewards associated with each contact type. The software may be easily modified to output to disk real-time actions and decisions made by the human or agent along with the current reward and environment state space.

Figure 2. Example of reduced state space multiple-goal radar tracking task.
We additionally devoted substantial effort into the development of scenario generation software that enables us to easily develop repeatable task “scenarios.” The task scenarios specify the number of contacts that will be processed by the human or the agent on a given trial; the duration of the trial; and the direction, altitude, velocity, and reward values of the contacts. In addition, the scenario generation software makes it possible to flexibly configure and specify additional contact cue information to make processing decisions for contacts more or less complex. A sample screen shot of this software being used in the process of developing a scenario is provided in Figure 3. Both pieces of software were developed in C++ using .NET libraries and run on 32-bit computers using the Windows operating system.

Figure 3. Example of scenario generation software for the radar tracking task.
In addition to the specification and development of the scenario generation and the reduced state-space experimental platform software, we were able to begin our evaluation and implementation of reinforcement learning algorithms that could be used to learn the optimal decision policies on each experimental scenario that would serve as a baseline for comparisons to human performance. As highlighted above, the goal of the first research phase was to implement standard reinforcement learning algorithms that could learn optimal action policies for our designed scenarios. We intended to use this "standard" reinforcement learning approach to also serve as a baseline for comparing our subsequent reinforcement learning approaches that would have incorporated internal drives or goals into the reinforcement learning process. The action selection models and Q-learning algorithm highlighted above were implemented in MATLAB such that an agent could learn to navigate through an environment to achieve a single goal state. The next step in the development of the reinforcement learning algorithms was to generalize the algorithms to the state space represented in our experimental scenarios and to add the larger set of actions needed to evaluate and process contacts in this state space. Unfortunately, the limited funding for this research phase precluded our ability to further these developmental goals.

*What could have been accomplished had the funding continued*

Simultaneous, multiple goal regulation is the hallmark of effective human behavior. Our prior research has also demonstrated the critical need for multiple goal regulation in the support of team performance. Given the wisely acknowledged importance of this issue, it is surprising to find such a dearth of theoretical and empirical research addressing the dynamics of multiple goal regulation in both humans and agents. Had six more months of support been available to support the completion of the first research phase, we would have been able to fully implement the reinforcement algorithms in our newly developed research platform. Given the Markov structure of our task, we would also have been able to compare actual human task performance with the demonstrably optimal performance of the learned policies. This would have provided unique and important insights into the strengths and limitations of real-time, multiple goal regulation of action in humans that would be generalizable far beyond our individual and team goal regulation focus.

Had we received additional funding to support the second research phase, we believe that we could have provided a strong contribution to the both the human learning and performance literatures and the reinforcement learning and action selection literatures. Current approaches to the action selection and learning problems locate reward values in features of the environment. This is inconsistent with what we know about human action selection. For example, food has different reward value when the internal state of hunger is high but far less reward value when the hunger state is low. In other words, the reward value of action-state pairings depend upon the goal satiation levels internal to the actor. We believe that modeling the internal goal states of the actor is critical to improve our understanding of the human action selection process and that this information can advance the development of reinforcement learning algorithms to support autonomous agents.
Contributions and Future Directions

The proposed research was intended to advance basic knowledge in a number of areas. From the perspective of human learning and performance, our approach would have extended current learning models to multi-criteria optimization and would have provided an approach to rapid adaptation to environmental change (e.g., spontaneous recovery from extinction) that is major limitation of virtually every existing model of human learning. From a machine learning perspective, our approach would have provided a mechanism for substantially improving the autonomy of learning agents by incorporating goals or drives with dynamic satiation levels into the agent. As a result, the reward value associated with various actions would be a function of both the environment and the current goal state space of the learning agent. Further, our approach to adaptation, via knowledge representation and memory, represents a substantial departure from existing machine learning approaches to the adaptation problem. We believe that the approach would have raised a number of questions that would have spurred further machine learning research.

Our research program is focused on modeling the human resource allocation problem that occurs when individuals function as members of a team and must simultaneously strive to achieve both individual and team goals. This project was intended to further understanding of how individuals learn to allocate resources to multiple goals (individual and team goals in our context) and the reasons why this allocation process is frequently sub-optimal. Had the work proceeded to completion, a number of steps would have been required in future investigation to generalize the findings from the proposed research to understanding the optimal allocation of team resources as multiple team members work interdependently to accomplish both individual and team goals. The first step toward this goal would be to incorporate intelligent agents, obtained via our reinforcement learning approach, into the environmental structure so that our reinforcement learning agents and our human team members would have to function in a highly interdependent dynamic environment with previously developed intelligent agents as teammates. The next step beyond that would have been to model the simultaneous learning process that occurs as teams of naive reinforcement learning agents (and humans) learn to optimally allocate resources to simultaneously optimize both individual and team goals. We believe this line of theory development fills important gaps in the optimal modeling and human performance literature. We hope to continue pushing this unique approach to the problem of dynamic multiple-goal resource allocation.

Principal Investigators
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