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TRAINING FOR EFFICIENT, DURABLE, AND FLEXIBLE PERFORMANCE IN THE MILITARY

EXECUTIVE SUMMARY

Research Requirement:

To optimize performance in the military, training should be efficient, durable, and flexible. Efficiency is essential because of the high costs of training. Military training also must be durable to ensure long-term retention of the trained knowledge and skills for later success in the field. But durable training will be insufficient if the learned knowledge and skills cannot be applied to situations different from those encountered during training. Because training can rarely capture the full set of circumstances under which tasks are subsequently encountered, another important goal for training is transfer or flexibility.

This report reviews research conducted at the University of Colorado on training for efficient, durable, and flexible performance in the military, with the support of ARI Contract DASW01-03-K-0002.

Procedures:

Five separate lines of research contribute to this report. The first three demonstrate a high degree of specificity of learning. We identified certain circumstances that lead to remarkable durability of what has been learned; yet those same conditions yield very poor flexibility, or the ability to generalize learning to new situations or contexts. Empirical findings are presented illustrating specificity and summarizing our theoretical explanations for the particular tasks we investigated. We propose a general theoretical framework that can account for the high degree of specificity obtained in these studies and also enables us to predict when learning will be generalizable rather than specific. In addition, in support of our theoretical framework, results from two other lines of research are summarized demonstrating situations showing robust transfer of learning.

Findings:

The research summarized in this report might be used to drive applied research. To illustrate this potential symbiosis between basic and applied research, we give two brief examples. First, our research has demonstrated a high degree of specificity from training to subsequent application. In fact, we have shown that training is specific even to the length of messages that need to be understood and executed. Test performance was best following training with all possible message lengths. Second, we have shown that prior knowledge can be used to enhance the learning of spatial position information. More generally, the results from all five lines of research summarized here support the working hypothesis that there is specificity (limited transfer) for tasks based primarily on procedural information, or skill, whereas there is generality (robust transfer) for tasks based primarily on declarative information, or facts. Thus, these studies provide evidence that for skill learning, retention is high but transfer is low; in
contrast, for fact learning, retention is low but transfer is high. This working hypothesis is an expanded version of the procedural reinstatement principle. Our research has validated this principle along with several other training principles, which collectively form the theoretical framework for our studies.

Utilization and Dissemination of Findings:

Our research findings have crucial implications for military training because instructors may assume that teaching a particular task through a limited number of examples will generalize fully to an entire domain even when the examples differ in a fundamental respect (e.g., length) from the test situations. However, our findings imply that to be effective, training should incorporate a full range of examples on critical task dimensions. Although the tasks used in our research are often components of military tasks, they are not the real military tasks currently being trained in the Army. We hope that applied research units are interested in testing whether the principles we have developed would apply to such real tasks and whether the methods we hope to develop for overcoming the problem of training specificity could be adapted to improve military training.
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Introduction

There are three aspects of training we should consider when we are trying to optimize human performance. First is the efficiency of training. Because of the high costs of training, we certainly want to be sure that training is accomplished as quickly as possible without sacrificing the level of achievement. However, optimizing training time should not be the only, or even the most important, goal. If individuals have successfully learned how to perform a task during training but then forget how to perform it sometime later, the training has clearly been ineffective. Passing a test at the end of training does not guarantee later success in the field. Long-term retention of the trained knowledge and skills is essential. The second aspect is that learning must be durable as well as efficient. But even durable training will not be sufficient if the learned knowledge and skills cannot be applied to situations different from those encountered during training. Because training can rarely capture the full set of circumstances under which tasks are subsequently encountered, the third important goal for training is transfer or flexibility. Optimal training, thus, should be efficient, durable, and flexible. This report reviews research we have been conducting at the University of Colorado on training for efficient, durable, and flexible performance in the military, with the support of ARI Contract DASW01-03-K-0002. Over the course of this contract, we completed a total of 23 experiments addressed to the following three general topics: (a) dealing with information flow, (b) factors promoting adaptive and flexible performance, and (c) coping with dynamic environments and changing task demands. These experiments, which have illuminated factors optimizing the efficiency, durability, and flexibility of training, have been described in previously submitted annual reports; a detailed description of them will not be provided here. Instead, we concentrate in this report on general conclusions that can be drawn from this research; towards this end, we summarize here a selected subset of the completed experiments that focus on the durability and specificity of training.

This report is centered on five separate lines of research. The first three lines demonstrate a high degree of specificity of learning. We have identified certain circumstances leading to remarkable durability of what has been learned. But those same conditions yield very poor flexibility, or the ability to generalize learning to new situations or contexts. We will present empirical findings illustrating specificity and briefly summarize our theoretical explanations of them for the particular tasks we investigated. We will follow this review by summarizing results from two other lines of research demonstrating situations showing powerful transfer of learning, again briefly summarizing our theoretical explanations for the particular tasks involved. In addition to these restricted theoretical explanations, we propose here a more comprehensive theoretical framework that can account both for the weak flexibility obtained in the first set of three studies and for the strong flexibility found in the second set of two studies. This framework enables us to predict when learning will be generalizable rather than specific. We will conclude with a short discussion of the relevance of this work to military training.

There have been at least two principles proposed in the literature that are consistent with the specificity of training we observed in the first three lines of investigation. By the encoding specificity principle (Tulving & Thomson, 1973), retrieval is successful to the extent that the encoding cues and operations correspond with those available at retrieval. By the transfer appropriate processing principle (McDaniel, Friedman, & Bourne, 1978; Morris, Bransford, & Franks, 1977; Roediger, Weldon, & Challis, 1989), performance depends more on the
correspondence between the processing occurring during acquisition and that occurring during testing than on the level of processing during acquisition alone. These two principles were formulated to account for performance in list learning and memory tasks.

Earlier, as a consequence of our previous research on the long-term retention and transfer of knowledge and skills, we proposed a related procedural reinstatement principle (Healy & Bourne, 1995; Healy, Wohldmann, & Bourne, 2005). This principle, which is based in part on encoding specificity and transfer appropriate processing, also makes use of the distinction put forth by Anderson (1983) between procedural information (knowing how to do something) and declarative information (knowing that something is the case). Specifically, according to the procedural reinstatement principle, procedural information is more durable than declarative information. However, durable performance lacks generality because, as argued by Kolers and Roediger (1984), performance at test is optimal only when the procedures acquired during training are duplicated during testing.

These principles are consistent with a number of classic and contemporary models, according to which transfer occurs only when there is a match in elements between the activities occurring during training and testing. Thorndike (1906) was the first to propose a theory of “identical elements,” the elements in his theory being stimulus-response associations. Subsequent related models were proposed by Singley and Anderson (1989) and by Rickard and Bourne (1995). For Singley and Anderson, the elements were production (condition-action) rules, and for Rickard and Bourne, who were primarily concerned with mental arithmetic, the elements were abstract representations of numbers and arithmetic operations (see Rickard, 2005, for a revised version of this model).

The high degree of specificity of transfer implied by these principles and models needs to be tempered with an acknowledgment of the generality of transfer found in many other studies. Indeed the specificity of training we have shown in the first three lines of investigation is actually quite surprising given the findings from many other investigations reported in the literature (e.g., Harlow, 1949). To capture all available results, we need to invoke a critical distinction between specificity and generality of transfer as well as the one between procedural and declarative knowledge. An expansion of the procedural reinstatement principle provides a working hypothesis (Healy, 2007) about when there will be specificity or generality of transfer. Specificity, or limited transfer, occurs for tasks based primarily on procedural information, or skill, whereas generality, or robust transfer, occurs for tasks based primarily on declarative information, or facts. Thus, for skill learning, retention is strong but transfer is limited, whereas for fact learning, retention is poor but transfer is robust. In the last two lines of investigation that we present, we provide evidence supporting this working hypothesis.

Speeded Aiming

The first line of investigation (Healy, Wohldmann, Sutton, & Bourne, 2006) illustrates clearly the striking specificity of learning. This research involved a speeded aiming task in which subjects saw on a computer screen a clock face display with a central start position surrounded by a circle of digits, shown in Figure 1. A target digit was displayed above the start position, and subjects used a computer mouse to move a cursor from the start position to the location of the
digit around the circumference of the clock face. The task was made more difficult by reprogramming the computer mouse to introduce stimulus-response incompatibilities. Three reprogrammed mouse conditions were used: Either only horizontal movements were reversed (so when the mouse went left the cursor went right and vice versa), only vertical movements were reversed (so when the mouse went up the cursor went down and vice versa), or horizontal and vertical reversals were combined (so when the mouse went in any direction the cursor went in the opposite direction). Subjects were trained in one condition for 5 blocks of 80 trials and then returned 1 week later for testing for another 5 blocks of 80 trials in either the same or a different reprogrammed mouse condition.

Figure 1. Clock face stimulus display.

The results are summarized in Figure 2 for the measure of movement time, which is the time to move from the start position to the target location. Comparisons of performance at the start and end of training showed a large decrease in movement time, demonstrating learning of this skill. Comparisons of performance at the end of training and the beginning of testing 1 week later for those subjects who were in the same reprogrammed mouse condition in both weeks also showed a small but significant decrease in movement time, reflecting perfect retention and
dissipation of fatigue across the 1-week delay. However, for those subjects who were in different reprogrammed mouse conditions in training and testing, there was actually a trend for movement time at the start of testing to increase relative to that at the start of training. Although subjects learned much during training, they could not transfer the skill they learned to training on a new condition a week later.

Figure 2. Response movement time (in s) as a function of the relationship between training and testing in reprogrammed mouse conditions for Training Block 1, Training Block 5, and Testing Block 1.

Note. Error bars represent positive standard errors of the mean. From Healy, Wohldmann, Sutton, and Bourne (2006, Experiment 1).

To understand the processes responsible for the severe specificity of training, we examined performance on the first block of training and on the first block of testing as a function of the specific reprogrammed mouse conditions employed for those subjects who were in different conditions in the 2 weeks. Figure 3 shows these results, where H represents the horizontal condition, V the vertical condition, and C the combined condition. Because the combined condition includes both types of reversals whereas the horizontal and vertical conditions include only a single reversal each, the first two sets of bars (labeled C/H and C/V) represent a change in the whole-part direction. Clearly there was interference in this case, with movement times at the start of testing slower than those at the start of training. Likewise, the bars labeled H/V and V/H represent a change in the part-part direction and show interference. The only bars showing some positive transfer, where movement time at the start of testing is somewhat faster than at the start of training, are labeled H/C and V/C and represent a change in the part/whole direction.
Figure 3. Mean movement time (in s) for the first block of training and the first block of testing as a function of transfer condition for only those participants who had a reprogrammed mouse in each session and switched reversal conditions across sessions.


Further insight into the underlying processes is derived from an examination of the type of movement made as a function of condition. Three different movement types are compared in Figure 4 as a function of reversal condition for performance at the start of training. Movement is either made to a target along the horizontal dimension (2 or 6), to a target along the vertical dimension (4 or 8), or to a target along one of the diagonals (1, 3, 5, or 7). It is interesting to note that subjects in the horizontal condition are actually faster for pure horizontal movements, which are reversed, than for pure vertical movements, which require no reversal. Similarly, subjects in the vertical condition are faster for pure vertical movements, which are reversed, than for pure horizontal movements, which require no reversal. Note also that for subjects in these two conditions, the movements are slowest along the diagonal. In contrast, diagonal movement is no slower than vertical or horizontal movement for subjects in the combined condition, and subjects in the combined condition are faster for movement along the diagonal than are subjects in the horizontal or vertical conditions.
We proposed a global inhibition hypothesis to explain these results. According to this hypothesis, whenever the mouse is reprogrammed, subjects apply a global inhibition strategy, inhibiting normal movements in both dimensions. When only one dimension is reversed, a further step is required to disinhibit responses on the non-reversed dimension. This strategy can explain why we saw positive part-whole transfer and negative or no transfer in the part-to-part or whole-to-part directions. For part-whole transfer, the global strategy applies directly to the transfer task, and there is no need for disinhibition during testing. In contrast, for part-part transfer, the inhibited and disinhibited dimensions must be exchanged between training and testing, and for whole-part transfer, one of the previously inhibited dimensions must be disinhibited during testing.

The global inhibition hypothesis also can explain why movement times are faster along a purely reversed dimension than along a dimension requiring no reversal in the horizontal and vertical conditions. According to the global inhibition hypothesis, inhibition is applied globally whenever some reversal is required, so that a further step is needed when only one dimension is reversed. Responses on the intact dimension must be disinhibited in these cases, causing slower responding on the non-reversed than on the reversed dimension and faster responding on diagonal movements in the combined condition (when no disinhibition is required) relative to the single reversal conditions (when disinhibition is required along one dimension).
To test the global inhibition hypothesis, we recently conducted a new pair of experiments (Healy, Wohldmann, & Bourne, 2007; Wohldmann, Healy, & Bourne, 2007b). In these experiments, subjects were always trained and tested for 200 trials in the horizontal condition. Also, only a 5-minute rest period separated training from testing, rather than a 1-week delay. Unlike the earlier experiment, in this new research, training involved only a subset of the target locations, whereas testing involved all locations. This method allowed us to examine transfer from trained target locations to untrained locations. Specifically, in Experiment 1 subjects were trained on two dimensions (either the pure horizontal or the pure vertical dimension and a diagonal), whereas in Experiment 2 subjects were trained on only a single dimension. Subjects in both experiments were tested on all dimensions. According to the global inhibition hypothesis, positive transfer to the untrained targets along the diagonal axis should be evident whenever training involves moving along a diagonal axis because both the trained and untrained targets along that axis demand that horizontal movements be inhibited and vertical movements be disinhibited in the same way. The global inhibition hypothesis thus would thus not predict any differences in transfer for trained and untrained movements. However, the strong degree of specificity found in earlier research suggests that the learned skill may depend on the particular target locations practiced as well as on such strategies as global inhibition. If specificity does apply in this case, then we should find faster movement times at test to the trained than to the untrained targets on the diagonal axes.

One possible way to overcome specificity of training and to promote transfer is to introduce variability into the practice routine (e.g., Schmidt & Bjork, 1992). These experiments also enabled us to evaluate this variability of practice hypothesis. For this evaluation, we examined test performance on diagonal targets and we compared Experiment 2, which involved training on only two targets, with Experiment 1, which involved more variable training on four targets. In both experiments testing was conducted on all eight targets. We broke down performance into sub-blocks of 16 trials (2 trials with each target). This analysis was limited to subjects who trained with one diagonal and tested with both diagonals; thus, all subjects in Experiment 1 but only half of the subjects in Experiment 2 were included. As shown in Figure 5, we found general task improvements across blocks of testing. Importantly, we also found that movement to old targets was significantly faster than movement to new targets, documenting specificity of training. Naturally, there was much more improvement across sub-blocks for new targets than for old ones. Also of interest with respect to the variability of practice hypothesis was the significant interaction between target type and experiment, reflecting a larger advantage for Experiment 1 relative to Experiment 2 (i.e., for training with four relative to training with two locations) with new targets than with old targets. Thus, variability of practice does seem to enhance transfer of training to new targets. In any event, finding specificity of training in this situation cannot be explained solely on the basis of the global inhibition hypothesis. Presumably subjects learned a strategy of inhibiting all normal movements but disinhibiting those along the vertical axis. In addition, however, they must have learned special, unique movement tactics to reach the targets along the trained diagonal, and those movement tactics could not be fully transferred to targets along the untrained diagonal.
Figure 5. Mean movement time (in s) during testing for diagonal movements as a function of experiment, target type (old, new), and sub-block (1-12) in Experiments 1 and 2.

Note. Error bars represent positive and negative standard errors of the mean. From Wohldmann, Healy, and Bourne (2007b, Experiments 2 and 3).

Time Production

The high degree of specificity found for this task involving speeded aiming movements was surprising. However, perhaps even more surprising was the high degree of specificity we found in a second line of investigation (Healy, Wohldmann, Parker, & Bourne, 2005) because in this case we found a lack of transfer across different secondary, or background, tasks even when the primary, or foreground, task was held constant. In this research, subjects were trained to produce time intervals expressed in arbitrary units, with one unit equal to 783 ms. Subjects were not told how long a unit was, but they learned how to produce intervals by feedback on each response. For example, on a given trial, subjects may be told that after the beep they should estimate 32 units. They then pressed the space bar when they thought 32 units had elapsed. At that point they received feedback, such as "Your estimate was 29 units," and "The difference is -3 units."

Subjects practiced this task under one of two conditions. In the no alphabet condition, they performed no secondary task, whereas in the alphabet condition, they performed a secondary task in which they counted backwards through the alphabet by threes. When subjects reached the beginning of the alphabet, they were to revert to the end of the alphabet and continue from that point. For example, if they were given the letter cue s, they were to say s, p, m, j, g, d, a, x. This is clearly a difficult secondary task. Subjects were trained in one condition for six
blocks of six trials, and then they returned 1 week later for six blocks of six trials of testing in a condition that was either the same as or different from the training condition. We used two measures of performance for this task. The **proportional absolute error** is the absolute (or unsigned) difference between the produced interval and the specified interval divided by the specified interval. This index provides a normalized assessment of error magnitude. In contrast, the **proportional relative error** is the signed difference between the produced interval and the specified interval divided by the specified interval. The proportional relative error is just like the proportional absolute error but uses signed differences instead of absolute differences. It provides an index of response bias. When the produced interval is longer than the specified interval, there is positive bias by this index, whereas when the produced interval is shorter than the specified interval, there is negative bias. Figure 6 allows us to compare performance in terms of proportional absolute error at the start and end of training, and shows that subjects improved their skill of time production during training. Also, comparing performance at the end of training and the start of testing when subjects were in the same condition in training and testing reveals no decrement in performance, thereby showing perfect skill retention. However, when subjects were in different conditions in training and testing, performance did suffer across the 1-week delay, so that, in fact, performance at the start of testing was comparable to that at the start of training. Thus, again, as with the clock face task involving speeded aiming movements, there was perfect retention but no transfer of this time production skill from one condition to another, even though the required skill did not change; instead the only change was in the secondary, background task.

![Figure 6](image)

*Figure 6. Proportional absolute error as a function of the relationship between training and testing in time production conditions for Training Blocks 1 and 6, and Testing Block 1.*

*Note. Error bars represent positive standard errors of the mean. From Healy, Wohldmann, Parker, and Bourne (2005, Experiment 2).*
We explained the high degree of specificity in this case by assuming that what subjects learned about time production incorporated the secondary alphabet task so if the secondary task was changed (even if it was simply removed) the subjects could not benefit at all from training. More generally, we proposed a functional task principle, according to which secondary task requirements are often integrated with primary task requirements during learning, resulting in the acquisition of a single functional task rather than two separate tasks. For example, subjects might learn, not that a given unit is about 3/4 s, but rather how many letters in the alphabet task they should count before a given number of units has elapsed.

We recently completed another experiment aimed to provide a test of this functional task principle (Wohdlmann, Healy, & Bourne, 2007a). One basic prediction from the functional task principle is that if performance on the secondary task is affected by task difficulty, then there should be a corresponding, congruent change in performance on the primary task, and there should be no tradeoff in performing the two tasks. Specifically, subjects were trained to produce three different intervals of time while performing one of two versions of the alphabet counting task. In the fixed alphabet condition, the starting letter was always the same (m), whereas in the random alphabet condition, the starting letter varied randomly across trials. In this experiment, unlike the last one, subjects typed the letters for the secondary task (they did not just say them aloud), so we could easily measure performance on the secondary task as well as on the primary task. After six blocks of training, each including six trials, subjects engaged in an irrelevant letter detection task, which took about 15 minutes to complete. Then subjects were tested under the same conditions for another six blocks of six trials.

We expected accuracy on the time production task to improve across blocks of trials and, based on the findings from our earlier experiment, we also expected perfect retention for the time production task between training and testing. Of greater interest was the relationship between the changes in performance on the two tasks. According to the functional task principle, we expected performance on both the time production and alphabet-counting task to be better when the starting letter was fixed rather than randomly changing from trial to trial. This expectation was based on the assumption that subjects develop a strategy for time production that is based on the number of letters counted for a given interval. That strategy should be easier to employ with a fixed starting letter because subjects could simply learn on what letter to stop for each of the three time intervals tested when the starting letter is fixed but they would have to learn many more rules of that type when the starting letter is random. However, fixing the starting letter might also have an adverse effect on time production if that condition promotes a continuous increase across trials in the number of letters typed for a given time interval. Under those circumstances, there might be a negative bias in time production so that the intervals produced would be shorter than those prescribed. Finding these specific patterns for the comparison of the fixed versus random conditions would be evidence for the functional task principle and inconsistent with alternative theories based on attentional bottlenecks or resource limitations when performing two tasks simultaneously (e.g., Broadbent, 1958; Gopher, Brickner, & Navon, 1982).
The results are summarized in Figure 7, which has three panels. The top panel shows primary task performance in terms of proportional absolute error, the normalized index of error.
magnitude. The middle panel shows primary task performance in terms of proportional relative error, the index of response bias. The bottom panel shows performance on the secondary task as a function of the number of letters typed per second. We found that on the secondary task subjects typed many more letters per second when the starting letter was fixed than when it was random. Also, the number of letters typed per second showed a large, steady increase across blocks in training when the starting letter was fixed but a minimal increase when the starting letter was random. Despite the changes in performance on the secondary task with the fixed starting letter, performance on the primary time production task showed significantly less proportional absolute error with the fixed than with the random starting letter, especially during testing. This result can be explained by assuming that subjects counted the number of letters said in the secondary task as a means to gauge how much time had elapsed. However, if subjects used a strategy that required them to stop after a certain number of letters were counted, then they would stop earlier whenever they were able to go through the alphabet more quickly. This strategy would lead the subjects to produce shorter time intervals than those prescribed when the number of letters typed per second increased, resulting in a negative bias in the subjects’ time judgments. Thus, subjects should show a negative bias on the primary task in terms of proportional relative error whenever the number of letters said per second on the secondary task increased. Consistent with this reasoning is the finding for the fixed condition that as the number of letters said per second increased during training there was a negative bias. During testing, the number of letters said per second did not change markedly, and there was little bias.

The results of this experiment provide clear-cut evidence that improvements in the secondary task do have an influence on the level of improvement in the primary task, in accordance with the functional task principle. Changes in secondary task performance (an increase in the number of letters said per second across blocks in the fixed alphabet condition) were generally consistent with changes in primary task performance (negative bias across blocks during training and lower errors across blocks during testing in the fixed alphabet condition). Thus, it did not appear that subjects traded off one task for the other; rather, they seemed to develop a strategy that combined the requirements of the two tasks.

Navigation

Although the functional task principle can help us understand the high degree of specificity or lack of transfer we found for the time production task, this principle does little to help us understand the specificity we recently found in an experiment in another line of investigation. We have been studying a situation meant to mimic communication between air traffic controllers and flight crews, which involves giving and receiving navigation instructions (Barshi & Healy, 2002; Schneider, Healy, & Barshi, 2004). Flight crews often make errors resulting from this communication, and these errors can lead to serious accidents. Thus, our research has the eventual goal to determine ways to reduce such critical errors.

In our task, subjects receive messages instructing them to make movements in a space shown on the computer screen. Figure 8 shows on the left the three-dimensional space that is depicted on the computer screen by the grid of matrices shown on the right. In our experimental task, the messages vary in length from one to six commands. A sample message with three commands (Length 3) is: Left 2 squares, down 2 levels, forward 1 step. Subjects in our
experiments typically hear the commands; they do not see them. Their task is to repeat back immediately the commands heard and then to follow them by clicking, with a computer mouse, on the appropriate squares of the grid. In the experiment just completed, we were interested in how best to train subjects to perform this task (Schneider, Healy, Barshi, & Bourne, 2007). We wondered whether it would be better to provide easy training (restricted to short message lengths 1-3), hard training (restricted to long message lengths 4-6), or mixed training (with all six message lengths 1-6). Testing in all conditions was in the mixed format involving all six message lengths. We used an all-or-none scoring system to measure performance in terms of the proportion of correct responses. All required clicks had to be made in order for a given trial to be scored as correct.

Figure 8. Graphic showing the three-dimensional space (left) depicted on the computer screen by the grid of matrices shown on the right.

Note. From Schneider, Healy, Barshi, and Bourne (2007).

This experiment allowed us to test again for the advantage of variability of practice and also to see whether specificity of training applies in this paradigm. On the basis of the predicted advantage for variability of practice, subjects should do better at test with the more variable mixed training than with either easy or hard training. Because testing involves all six lengths, finding an advantage at test for mixed training also would be consistent with specificity of training. Further, on the basis of specificity of training, at test with short message lengths subjects should do better with easy than with hard training, but with long message lengths they should do better with hard than with easy training. Thus, there should be an interaction between training condition and message length.
As shown in Figure 9, there was evidence for both these hypothesized patterns of results at test. First note that in this experiment, as in others we have conducted with this paradigm, there is a huge effect of message length, with performance dropping off markedly when the number of commands per message increases from three to four. Also note that, as expected on the basis of the predicted advantage for variability of practice, performance was best in the mixed condition at almost all message lengths. This finding is consistent with specificity of training, as is the observed interaction between training condition and message length, and this interaction was significant even when considering only the easy and hard training conditions. It is clear that subjects given easy training performed better than did subjects given hard training on the short message lengths (1-3), whereas subjects given hard training performed better than did subjects given easy training on the long message lengths (4-6). Therefore, test performance on a given set of message lengths was better for subjects trained with those lengths than for subjects trained with the other set of lengths. Thus, we have shown that training is specific even to the length of messages that need to be understood and executed.

**Figure 9.** Proportion correct as a function of training condition and message length.

*Note.* Error bars represent positive standard errors of the mean. From Schneider, Healy, Barshi, and Bourne (2007).
Fact Learning

We have reviewed studies documenting the first part of our working hypothesis (Healy, 2007) by showing limited transfer for learning skills. Now we turn to studies documenting the second part of our working hypothesis by showing robust transfer of knowledge for learning facts. These studies demonstrate that learning is facilitated whenever pre-existing knowledge can be employed as a mediator in the process of acquisition. The first research of this type we will review shows just how powerful transfer can be for such a task. In this work (Kole & Healy, 2007), subjects started with a listing procedure in which they gave us the names of 12 individuals, 6 male and 6 female, whom they know very well, such as their friends or relatives. Later, all subjects in each of three groups learned a total of 144 fictitious facts, consisting of 12 facts about each of 12 individuals. Subjects in the high knowledge group learned facts about the 12 well-known individuals whom they had listed earlier. Subjects in the low knowledge group learned facts about 12 relatively unfamiliar individuals; the names used in this group were drawn from the fields of professional beach volleyball and off-Broadway plays. Subjects in the mediated knowledge group also learned facts about 12 unfamiliar individuals, the same set as in the low knowledge group, but these subjects associated each unfamiliar individual with a well-known individual. Specifically, after the listing procedure, subjects in the mediated knowledge group completed association training, during which they were trained to associate the 12 people whom they had just listed with the 12 unfamiliar individuals whom they would learn about later, in a paired-associate task, to a criterion of three consecutive efforts test cycles with perfect accuracy.

The 144 facts subjects learned were presented as sentences in the format of name, verb phrase, and fact category exemplar. Each was a unique, fabricated fact. There were 12 fact categories used, all commonly known attributes about people, such as their favorite author, the type of car they drive, what sport they play, and their favorite food. The fact category exemplars were each one word in length, and were common instances of the category. So, for example, if Alice Healy was a subject in the high knowledge group, she might learn that her daughter Charlotte Healy likes to play lacrosse (which is certainly not true). If she was in the low knowledge group, she might learn that Nancy Reno likes to play lacrosse. If she was in the mediated knowledge group, she also might learn that Nancy Reno likes to play lacrosse, but she would be encouraged to think of Charlotte Healy while learning this fact. These 144 facts were presented in a learning phase, which consisted of a study-test procedure. Each sentence was presented individually, in blocks of 12 sentences. After each block there was a cued recall test over the 12 facts in the block. The presentation and testing of the entire set of 144 sentences constituted one learning round, and subjects completed three learning rounds altogether. After the three learning rounds, subjects were given a final cued recall test, during which they were examined on all 144 facts without further study.

The results for the final test are summarized in Figure 10. There was a significant main effect of knowledge group, as evidenced by the fact that accuracy was highest for the high knowledge group and lowest for the low knowledge group, with the mediated knowledge group in between. The difference between the mediated and low knowledge groups was significant. We conclude that prior knowledge can aid in the learning of new information. Furthermore, the
facilitative effect of using prior knowledge to learn new information was found even when the prior knowledge played only a mediating function, rather than a direct function.

![Proportion correct during the final test phase as a function of knowledge group in Experiment 1.](image)

**Figure 10.** Proportion correct during the final test phase as a function of knowledge group in Experiment 1.

*Note.* Error bars represent positive standard errors of the mean. From Kole and Healy (2007, Experiment 1).

In this experiment, prior knowledge was used to learn new information conceptually related to the prior knowledge. That is, subjects used their prior knowledge of people to learn about people. Thus, the question arises whether the facilitative effect of mediated learning depends on whether the information to be learned is conceptually related to the prior knowledge. For example, conceptually unrelated mediated learning might be using one’s knowledge of people to learn about countries. Experiment 2 addressed this question.

In Experiment 2, the domain, or type of facts subjects learned was manipulated. As in the previous experiments, subjects learned a total of 144 facts. In the person domain, subjects learned fictitious facts about 12 unfamiliar individuals, and in the country domain, subjects learned true facts about 12 relatively unfamiliar countries. Knowledge group was also varied, with subjects in the low knowledge group learning facts about these unfamiliar individuals or countries, and those in the mediated knowledge group learning the same facts while associating the unfamiliar countries or individuals with well-known individuals. The stimuli employed were constructed such that the fact category exemplars learned were the same across conditions. So, for example, in the person domain, subjects learned that Linda Hanley’s monthly income is $2200, and in the country domain, they learned that Singapore’s gross domestic product per capita is $2200. The method was largely the same as in the previous experiment: Again, there was a listing procedure, during which all subjects listed the names of 12 individuals whom they
know well. Subjects in the mediated knowledge groups only completed association training, whereby they were trained to associate the 12 unfamiliar individuals or countries with the names of the 12 familiar individuals. The number of association training rounds was fixed at eight. Then the learning phase and test phase proceeded as before, except that subjects were tested with a cued recognition test. Specifically, subjects were provided with a sheet giving all the possible answers for each of the 12 fact categories.

As shown in Figure 11, the proportion of correct responses on the test for mediated knowledge subjects, who had been trained to associate the unfamiliar items with familiar individuals, was overall more than twice as high as that for low knowledge subjects, who had not received such association training. This advantage for mediated learning was just about as large for learning facts about countries (which are conceptually unrelated to the familiar individuals) as for learning facts about other people. Also, prior knowledge about familiar individuals aided learning facts about unfamiliar individuals even though the facts were unlikely to be true about the familiar individuals with whom they were associated. We explained these results in terms of a mental model approach, following Johnson-Laird (1983), Radvansky and Zacks (1991), and others. Specifically, prior knowledge about well-known individuals can be viewed as mental models or integrated representations, and the new facts learned can be incorporated easily within these well-established, integrated representations, thereby minimizing interference both from other facts learned about the same individuals and from similar facts learned about other individuals.

![Figure 11](image)

**Figure 11.** Proportion correct during the final test phase as a function of knowledge group and domain in Experiment 2.

*Note. Error bars represent positive standard errors of the mean. From Kole and Healy (2007, Experiment 3).*
More recently, we conducted an experiment in another series in which we also found a surprising ability to transfer information from prior knowledge to learn a new set of declarative facts (Healy, Shea, Kole, & Cunningham, in press). In this line of investigation we are attempting to understand the processes underlying the bow-shaped serial position function evident in studies of memory for order information. Earlier experiments in this series examined memory for information either learned outside the laboratory or learned in a single list presentation in the laboratory. In our new experiment, we used a novel training procedure in which list items were presented two to four times each. With this procedure we compared the relative contributions of two variables postulated to affect the serial position functions: familiarity of the items and distinctiveness of the positions. Another novel aspect of the present research was that it tested memory for spatial order, rather than memory for temporal sequence. Specifically, each item occurred individually on a different numbered line in a vertical array. Thus, unlike earlier studies, position distinctiveness was not confounded with temporal distinctiveness.

Specifically, subjects learned the spatial positions of a list of 20 names. Half of these names were familiar names of friends and relatives, which we obtained using the same listing procedure we had employed in our last effort. The remaining half of the names were unfamiliar ones, taken from the set of professional beach volleyball players and actors from off-Broadway plays that we had used in our other research. We compared two different familiarity conditions. In both of these conditions, the familiar and unfamiliar names alternated in pairs. In the familiar first condition, familiar names were assigned to the first two list positions, unfamiliar names were assigned to the next two list positions, and so on throughout the list of 20 names. The opposite assignment of names to list positions was used for the unfamiliar first condition. Following other procedures we developed earlier, at test subjects were asked to reconstruct the order of only a 12-name subset of the full list of 20 names. There were three serial position conditions that differed in terms of the 12-name subset of positions used for the reconstruction of order task: 1-12, 5-16, and 9-20. Subjects were given the 12 names in the subset, listed alphabetically, and had to type 1 of the 12 possible position numbers beside each name.

As shown in Figure 12, there was a striking effect of serial position condition on the shape of the serial position function, with a strong primacy effect only for the 1-12 condition and a strong recency effect only for the 9-20 condition. This pattern of results suggests that distinctiveness of the absolute list positions, rather than that of the relative list positions, contributes to the bow-shaped serial position functions. Most interesting are the effects of familiarity condition shown in Figure 13. There were huge effects of familiarity. For the familiar first condition, the first two positions are much higher than the next two positions, and so on throughout the list, whereas the opposite pattern is found for the unfamiliar first condition. This scalloped pattern reveals that reconstruction of order performance is almost twice as high on average for the familiar names as for the unfamiliar names. These effects of item familiarity vividly illustrate that subjects can use their prior knowledge about items to learn the spatial locations of the items. Again a mental model account of memory can be used to explain the results, according to which prior knowledge of individuals can be viewed as integrated representations, and new facts about the individuals (in this case those pertaining to spatial
location information) can be incorporated within these integrated representations. Thus, for example, Alice Healy could use her extensive knowledge of Charlotte Healy to elaborately encode her position as Number 5.

![Figure 12](image-url)

**Figure 12.** Proportion of correct responses in the reconstruction of order task as a function of relative serial position and serial position condition.

*Note.* From Healy, Shea, Kole, and Cunningham (in press, Experiment 3).

![Figure 13](image-url)

**Figure 13.** Proportion of correct responses in the reconstruction of order task as a function of relative serial position and familiarity condition.

*Note.* From Healy, Shea, Kole, and Cunningham (in press, Experiment 3).
Summary, Conclusions, and Applications

These last two lines of investigation show that we can indeed use prior learning to aid in new learning of declarative information. These dramatic benefits of prior learning for declarative information stand in contrast to the surprising lack of benefits for procedural information found in the first three lines of investigation. Together these studies support our working hypothesis that expands on the earlier principles and models of encoding specificity (Tulving & Thomson, 1973), transfer appropriate processing (McDaniel et al., 1978; Morris et al., 1977; Roediger et al., 1989), procedural reinstatement (Healy & Bourne, 1995; Healy, Wohldmann, & Bourne, 2005), and identical elements (Rickard, 2005; Rickard & Bourne, 1995; Singley & Anderson, 1989; Thorndike, 1906). These principles and models can account for the effects of training specificity that were observed, but they cannot explain without expansion when generalizability will occur instead of specificity. According to our expanded working hypothesis (Healy, 2007), there is specificity (limited transfer) for tasks based primarily on procedural information, or skill, whereas there is generality (robust transfer) for tasks based primarily on declarative information, or facts. Thus, we propose that for skill learning, retention is high but transfer is low; in contrast, for fact learning, retention is low but transfer is high. In our present research we are conducting further tests of this working hypothesis, and we are trying to develop new ways, similar to variability of practice, to overcome the limited transfer of procedural information and new ways, similar to the use of mediated learning, to leverage the robust transfer for declarative information.

The research summarized in this report sets the stage for significant developments in applied research. To illustrate this potential symbiosis between basic and applied research, we give two brief examples. First, our research has demonstrated a high degree of specificity from training to subsequent application. In fact, we have shown that training is specific even to the length of messages that need to be understood and executed in the navigation situation (Schneider et al., 2007). Test performance was best following training with all possible message lengths. These findings have crucial implications for military training because instructors may assume that teaching a particular task through a limited number of examples will generalize fully to an entire domain even when the examples differ in a fundamental respect (e.g., length) from the test situations. However, our findings imply that to be effective, training should incorporate a full range of examples on critical task dimensions. Although the tasks used in our research are often components of military tasks, they are not the real military tasks currently being trained in the Army. We hope that applied research units of ARI will be interested in testing whether the principles we have developed apply in more realistic tasks and whether the methods we hope to develop for overcoming the problem of training specificity could be adapted to improve military training. For example, our findings of specificity imply that in military training using simulators, the simulator environment needs to match as closely as practically feasible the field context in which the trained military action will take place. Obviously, a simulator cannot match all aspects of the field; it would, thus, be imperative for applied research to determine which aspects are crucial in this regard.

Second, we have shown that prior knowledge can be used to enhance the learning of spatial position information (Healy et al., in press). We are presently conducting research to explore the boundaries of effective prior knowledge utilization. The use of prior knowledge also
needs to be examined in the context of real military tasks, and we hope that ARI applied research units will be willing and able to take on this examination. For example, in a field situation, Soldiers might need to learn facts about new places that they will encounter, including their location, their strategic importance, their size or scope, and the activities that take place there. Our findings imply that associating each place with some item from a familiar domain of knowledge, such as a friend or family member, can help Soldiers learn the necessary information quickly and retain it better. However, such a technique needs to be evaluated in a context closer than the laboratory setting to that actually encountered in the field before it should be applied wholesale.
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