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ABSTRACT

This final report documents the work related to tasks #1 through 14 for the project entitled:

"Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques".

with contract number # W7701-051911. The work is conducted by the team of “Control and Information Systems (CIS) Laboratory” of Concordia university during 2006 and 2007. This report includes 8 different chapters to fulfill all the tasks of the mentioned project as follows:

Chapter 1: Tasks #1, 2, 3 (in part) and 5.

Chapter 2: Task # 3 (in part).

Chapter 3: Task # 4.

Chapter 4: Task # 6.

Chapter 5: Task # 7, 8 and 9.

Chapter 6: Task # 10.

Chapter 7: Task # 11.

Chapter 8: Task # 12, 13 and 14.

It is notable that task 3 is accomplished in both chapters 1 and 2.
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ABSTRACT

This report documents the work related to tasks #1, 2, 3 and #5 for the project entitled “Synthesis and Implementation of Single - and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”. In this report the radial basis function (RBF) neural network control approach for active flow control extended to handle unmodelled dynamics and multiple equilibria in hybrid (switching) system framework. Hybrid RBF adaptive controller applied to delta wing vortex-coupled roll dynamics using hysteresis switching logic. The combinatory control method also applied to the delta wing dynamics coupled with the SMA micro actuator dynamics which has been obtained form identification process in DRDC. In this report also the linear parameter-varying sliding mode control (LPVSMC) approach which has been developed for linear parameter-varying time-delayed systems (LPVTDS) has been applied to delta wing model coupled with SMA dynamics. This approach combines sliding mode control (SMC), linear parameter-varying (LPV) control theory, and time delay stability analysis to solve a LPVTDS control problem. It is anticipated that this method will lead to significant improvement over existing SMC approaches in aerospace applications with parameter variations and coupled with new SMA actuating devices.
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>air density</td>
</tr>
<tr>
<td>$u_*$</td>
<td>free stream velocity</td>
</tr>
<tr>
<td>$q$</td>
<td>dynamic air pressure</td>
</tr>
<tr>
<td>$Cl$</td>
<td>roll moment coefficient</td>
</tr>
<tr>
<td>$f_\varepsilon$</td>
<td>friction coefficient</td>
</tr>
<tr>
<td>$s_w$</td>
<td>wing element area</td>
</tr>
<tr>
<td>$b_w$</td>
<td>wing span</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>body axis inclination</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>angle of attack</td>
</tr>
<tr>
<td>$\phi$</td>
<td>roll angle</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>half apex angle</td>
</tr>
<tr>
<td>$I_w$</td>
<td>moment of inertia around roll axis</td>
</tr>
<tr>
<td>$t$</td>
<td>observation time</td>
</tr>
<tr>
<td>$T$</td>
<td>time period of decay</td>
</tr>
<tr>
<td>$T^*$</td>
<td>release time</td>
</tr>
<tr>
<td>$\tau$</td>
<td>time at step onset</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>circulation or vortex strength</td>
</tr>
<tr>
<td>$\Gamma_c$</td>
<td>critical circulation</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>effective sweep back angle for left vortex</td>
</tr>
<tr>
<td>$\Lambda_e$</td>
<td>empirical obtained value of sweep back angle</td>
</tr>
<tr>
<td>$X_{vb}$</td>
<td>non-dimensional vortex breakdown location</td>
</tr>
<tr>
<td>$X_\delta$</td>
<td>static term in $X_{vb}$</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>quasi-steady term</td>
</tr>
<tr>
<td>s</td>
<td>static term</td>
</tr>
<tr>
<td>u</td>
<td>unsteady term</td>
</tr>
<tr>
<td>h</td>
<td>time-delayed vector</td>
</tr>
<tr>
<td>vb</td>
<td>vortex breakdown</td>
</tr>
<tr>
<td>l</td>
<td>left vortex</td>
</tr>
<tr>
<td>r</td>
<td>right vortex</td>
</tr>
</tbody>
</table>

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMA</td>
<td>Shape Memory Alloy</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-Input Single-Output</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi-Input Multi-Output</td>
</tr>
<tr>
<td>LMI</td>
<td>linear matrix inequality</td>
</tr>
<tr>
<td>LPV</td>
<td>linear parameter-varying</td>
</tr>
<tr>
<td>LPVSMC</td>
<td>linear parameter-varying sliding mode control</td>
</tr>
<tr>
<td>LPVTDS</td>
<td>linear parameter-varying time-delayed system</td>
</tr>
<tr>
<td>SMC</td>
<td>sliding mode control</td>
</tr>
<tr>
<td>NIRISS</td>
<td>nonlinear indicial response and internal state-space</td>
</tr>
</tbody>
</table>
1.1 Section 1: Introduction, Preliminaries and Motivations

This report addresses the following tasks related to the project "Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques":

1) Task 1: Develop robust linear parameter-varying (LPV) based optimal control laws for an existing time-delayed flow control model
2) Task 2: Extend artificial neural network (ANN) control to handle unmodelled dynamics and multiple equilibria
3) Task 3: Integrate outer-loop flow control schemes with inner-loop shape memory alloy actuators
4) Task 5: Build numerical models and simulations through Matlab validating the LPV and ANN flow control approaches

In this report the radial basis function (RBF) neural network control approach for active flow control introduced in references [1,2,4,5] will be extended to handle unmodelled dynamics and multiple equilibria. The theoretical underpinnings of the method are developed in [6, 7, 8].

To deal with the multiple equilibria problem, a multiple model / multiple controller neural network approach will be employed. The controller and neural network will be switched as the system passes closer to another equilibrium point in the model. Appropriate switching surfaces will be employed to achieve this objective. Stability analysis of this hybrid system will be applied to ensure stability and the avoidance of chattering and limit cycles around the switching surfaces.

To handle the nonlinear uncertain model of delta wing roll dynamics we will use hybrid modeling and control notion. Multiple RBF adaptive controllers will be used to control the delta wing along a pre-specified trajectory. We will also use some logic-based switching rules in the control process, and a useful technique to suppress chattering in the switching process.

The combinatory robust adaptive control scheme also will be applied to the delta wing dynamics coupled with the SMA micro actuator dynamics. The SMA model has been
obtained from an identification process in DRDC. For SMAs on the left and right sides of the wing two different control loops will be considered.

This report also presents the application of linear parameter-varying sliding mode control (LPVSMC) design approach for a LPVTDS developed in [9] to delta wing model coupled with SMA dynamics. The organization of the report is as follows. The controller synreport conditions are formulated in terms of LMI that can be solved via LMI solvers. This result is then generalized to multiple time-delayed LPV systems. The quasi-LPV modelling and LPVSMC synreport procedure developed [9] for the delta wing roll motion problem will be used for LPVSMC control.

1.1.1 References


1.2 **Section 2: Hybrid Adaptive Control of Delta Wing Vortex-Coupled Roll Dynamics Subject to Delay**

1.2.1 Introduction

From a conceptual point of view the most basic definition of a hybrid system is to immediately specify its behaviour, that is, the set of all possible trajectories of the continuous and discrete variable associated with the system. The "working definition" of the hybrid systems, called the "hybrids automaton model", will provide the framework and terminology to discuss the hybrid systems [1]. The focus on hybrid systems has increased significantly in recent years due to its capability of modelling wide ranges of engineering applications such as:

- Aircraft and air traffic control systems
- Manufacturing systems
- Traffic control systems
- Hierarchical control in process industry
- Electrical networks (circuits with diodes and switches)
- Mechanical systems with collision
- Embedded computation systems

The hybrid framework is ideal for modelling nonlinear physical systems, which include phenomena that occurs at multiple time scales. In these types of systems, the fast dynamics can be abstracted away and be treated as discrete changes affecting the slower dynamic [2].

A hybrid system is a mixture of continuous-time and discrete-event dynamics [2, 3, 4]. Therefore, the formulation of equations of the hybrid system motion consists of two main parts:
• Condition or event rules (for discrete event component)
• Evolution of continuous states in every possible modes

By combining differential equations and finite state automata, it is possible to describe a hybrid system. It is important to note that different set of differential equations describe the continuous dynamics in each hybrid systems mode. It means that dynamic structure of a system changes over the time in accordance with its event rules. In more details, the number of state variables and algebraic variables changes when switching among different modes of operation occurs. These systems are denoted as an evolvable structure. Frame works such as dynamic structure discrete event system specification and object oriented physical modelling (OOPM) are introduced for the representation of the systems with evolvable structure [5]. More recently, a hybrid system is developed to describe hybrid dynamics systems of variable structure with varying number of state and algebraic variables [6].

It is worthy to mention that a continuous dynamic in each mode can be described in different form of differential equations such as implicit/explicit Ordinary Differential Equations (ODE) and implicit/explicit Differential Algebraic Equations (DAE) [7].

The preliminary hybrid automaton of delta wing system is shown in Fig. 1:

Fig. 1. Hybrid automaton of delta wing system
One of the issues which we will encounter in the defining of the switching logic in hybrid control design process is "chattering", which is not desirable. There are basically two ways to suppress chattering: one is called "hysteresis switching logic" and the other "dwell-time switching logic" [1].

1.2.2 Tracking Controller Structure

In order to further improve performance when large parametric uncertainties are present, we now design an adaptive sliding tracking controller, where rolling moment coefficient (Cl) as the main uncertain parameter is estimated on-line. An important feature of the methodology, however is that it provides a consistent rule for ceasing adaptation. The sliding controller is designed as if the parameters to be estimated were known exactly, i.e. as if adaptation were successfully and exactly complete. Since this is initially no the case, the system first wanders outside the boundary layer, and the information thus generated is used to improve the parameters estimates. Conversely, the scheme recognizes that once in the boundary layer no advantage is gained by further adaptation, since even if the parameters of concern were exactly known, no improvement in tracking performance could be guaranteed formally.

1.2.3 Preliminaries

We try to develop an adaptive tracking control algorithm for dynamic system presented in Section 2. For this system \( u(t) \) is the control input, Cl is an unknown non-linear function. The control objective is to force the plant state vector, \( X = [x_3, x_4] \) assumed available for measurement to follow a specified desired trajectory \( X_d = [x_{d3}, x_{d4}] \). Defining the tracking error vector \( \dot{X}(t) = X(t) - X_d(t) \) the problem is thus to design a control law \( u(t) \) which ensures that \( \dot{X}(t) \rightarrow 0 \) as \( t \rightarrow \infty \).

Reference model which has been applied to the controller is as follows:
\[
\begin{align*}
\dot{x}_d(t) &= x_d(i_0) + \sum_{i=1}^{M} A_i \sin(k_i t) \\
\ddot{x}_d(t) &= \sum_{i=1}^{M} A_i k_i \cos(k_i t) \\
\dddot{x}_d(t) &= \sum_{i=1}^{M} -A_i k_i^2 \sin(k_i t)
\end{align*}
\]

(1)

Seeking agility and high manoeuvrability capabilities of delta wing in high angle of attack condition, a sophisticated reference trajectory has been selected to show the controller capability to control high performance delta wing.

Using the approaches presented in Ref. [9] and [10], the proposed robust adaptive tracking controller structure is as follows:

\[
\begin{align*}
\tilde{u}_{\text{track}}(t) &= u_{\text{pd}} + u_{\text{sl}} + u_{\text{ad}}
\end{align*}
\]

(2)

The components of the proposed controllers are as follows:

A useful tracking error metric for both sliding and adaptive control subsystems is defined by

\[
s(t) = \tilde{x}(t) + \lambda \ddot{x}(t)
\]

(3)

where \(\lambda > 0\). The equation \(s(t) = 0\) defines a time-varying hyper-plane in \(R^n\) on which the tracking error vector decays exponentially to zero [9]. If the magnitude of \(s\) can be shown to be bounded by a constant \(\varepsilon\) (boundary layer), the actual tracking errors can be shown [9] to be asymptotically bounded by:

\[
|\dddot{x}(t)| \leq 2^i \lambda^{i+1} \varepsilon, \quad i = 0,1,\ldots,n - 1
\]

(4)

1.2.4 Tracking Controller Subsystems

Using the metric \(s(t)\) and the saturation function, the control subsystems defined as follows:
\[ a_{r}(t) = [0 \ A] \begin{bmatrix} \tilde{x} \\ \tilde{\dot{x}} \end{bmatrix} - \dot{x}_{d} \] (5)

\[ u_{pd} = -(k_{d}s(t) + a_{r}(t)) \] (6)

\[ u_{sl} = -k_{s} \text{sat}(s(t) / \varepsilon) \] (7)

\[ \mathbb{X} = [X_{y}(t), X_{y}(t)] \] (8)

\[ u_{ad}(t) = \hat{C}_{1d}(\mathbb{X}) = \left( \sum_{i=1}^{N} \hat{w}_{i}(t) \Delta g_{i} \right) q_{w} b_{w} \] (9)

\[ s_{\Delta}(t) = s(t) - \varepsilon \text{ sat}(s(t) / \varepsilon) \] (10)

Adaptation law:

\[ \dot{\hat{w}}_{i} = -k_{s} s_{\Delta} \Delta g(X_{vb}, X(t)), \tilde{\xi}_{i}(\Delta_{r}) \] (11)

\[ \Delta g(X_{vb}, X(t)), \tilde{\xi}_{i}(\Delta_{r}) = \gamma_{i}(\mathbb{X}) \]

\( k_{d}, k_{s} \) and \( k_{w} \) are positive constants which should be chosen for each of the control subsystems.

The online CI estimation, implemented by gaussian radial basis function (RBF) Neural Networks specially developed for our case using left and right vortex breakdown positions, can be represented mathematically as:

\[ \hat{C}_{1}(\mathbb{X}) = \left( \sum_{i=1}^{N} \hat{w}_{i}(t) \Delta g(X_{vb}, \xi_{i}(\Delta_{r})) \right) q_{w} b_{w} \] (12)

\[ X_{vb} = (a_{r}, b_{r}) \subset R \text{ and } X_{vb} = (a_{r}, b_{r}) \subset R, \]

(inputs to the network)

\[ \xi_{i} = a_{i} + i\Delta_{i}, \quad \Delta_{i} = (b_{i} - a_{i}) / N, \quad \xi_{i} = a_{r} + i\Delta_{r}, \quad \Delta_{r} = (b_{r} - a_{r}) / N \] (13)
\[ g_{i,i} = \exp(-(X vib_i - \xi_i)/(2\sigma_i^2)), \quad g_{r,i} = \exp(-(X vib_r - \xi_r)/(2\sigma_r^2)) \]

\[ \Delta g_i = g_{i,i} - g_{r,i} \]

\[ \sigma_i = (b_i - a_i)/\sqrt{2N^2}, \quad \sigma_r = (b_r - a_r)/\sqrt{2N^2} \]  

where \( g_{i,i} \) and \( g_{r,i} \) are the nonlinear functions implemented by node \( i \) in two subcomponents of the first hidden layer and \( \Delta g_i \) is a linear combination of two subcomponents of the first hidden layer in second hidden layer; \( \xi_i \) and \( \xi_r \) represent the input weights (or "center" in the radial basis function literature) of node \( i \), and \( w_i \) represents the output weight for that node which is updated using the adaptation law.

Figure 2 shows conceptual illustration of RBF NN used for online estimation of uncertainty, which is used in adaptive control component of tracking controller. This figure shows the two hidden layers of the network, one is combined of two sub-layers and the second hidden layer is a linear combination of these two sub-layers.
1.2.5 Tracking Controller Stability

To prove the stability issue of our controller the following Lyapunov function candidate has been proposed [9]:

\[
V_{rack} = \frac{1}{2} \left( x_{\Delta}^T + \frac{1}{K_u} \sum_{i=1}^{N} \tilde{w}_i \tilde{w}_i^T \right) \tag{17}
\]

where \( \tilde{w}_i(t) = \tilde{w}_i(t) - w_i \). Also the derivative is as follows:

\[
\dot{V}_{rack} = -(k_d s_{\Delta}^2 + |s_{\Delta}| k_d \varepsilon) - s_{\Delta} C_i + k_u^{-1} \sum_{i=1}^{N} \tilde{w}_i \tilde{w}_i \tag{18}
\]

It can be shown that with some considerations, \( \dot{V} \leq -k_d s_{\Delta}^2 \), for all \( t > t_0 \), and if \( s_\Delta \) and the entire \( \tilde{w}_i \) are bounded at time \( t=0 \), they remain bounded for all \( t > t_0 \), the uniform boundedness of \( s_\Delta(t) \) by using Barbalat’s lemma [8] and this establishes convergence of \( s_\Delta \) to zero. Hence the inequality \( s(t) \leq \varepsilon \) holds asymptotically, and the asymptotic bounds on the individual tracking errors follow using (26).

1.2.6 Hybrid Controller Structure

The conceptual structure of hybrid RBF adaptive controller is as follows. Fig. 3 is the illustration of the structure of hybrid adaptive tracking controller.
The detailed hybrid automaton for delta wing hybrid control case has been illustrated in Fig. 4.

The supervisor in Fig. 3 is called switching logic. One of the main problems in the design of a switching logic is that usually it is not desirable to have “chattering”, that is, very fast switching. There are basically two ways to suppress chattering: one is called “hysteresis switching logic” and the other is “dwell-time switching logic”. Fig. 5 shows the hysteresis switching logic which has been applied to the hybrid control of the delta wing system.
\[ \phi_{21} = \phi_1 - h_1, \quad \phi_{12} = \phi_1 + h_1, \quad \phi_{32} = \phi_2 - h_1, \quad \phi_{23} = \phi_2 + h_1 \]

Fig. 5. Hysteresis switching logic for hybrid control of delta wing

This hysteresis switching logic is a way for smooth switching between different models and controllers.

1.2.7 Numerical Simulation and Discussion

The initial conditions for all of these simulations set as: \( v(\theta) : x_r(\theta) = x_s(\theta) = 0, x_r(\theta) = 10 \) [deg], \( x_s(\theta) = 100 \) [deg/sec]. The complexity of the reference trajectory has been defined by setting the related parameters to be \( A = 0.05, M = 6 \). The switching logic parameters are set as follows: \( \phi_1 = -20 \) [deg], \( \phi_2 = 20 \) [deg], \( h_1 = 4 \) [deg]. The parameters for the tracking controller of the first region, have been chosen as \( k_{d1} = 1, k_{u1} = 1, k_{a1} = 20, \lambda_1 = 30, N_1 = 20 \) and \( \varepsilon_1 = 0.1 \), for the second region \( k_{d2} = 1, k_{u2} = 1, k_{a2} = 15, \lambda_2 = 20, N_2 = 20 \) and \( \varepsilon_2 = 0.1 \) and for the third region \( k_{d3} = 1, k_{u3} = 1, k_{a3} = 10, \lambda_3 = 10, N_3 = 20 \) and \( \varepsilon_3 = 0.1 \). The simulation results for the proposed controller are shown in Fig. 6 to Fig. 15. Figure 6, shows the time history of the \( x_3(t) \) state and its reference; tracking performance is acceptable. Figure 7, shows the time history of \( x_4(t) \) state and its reference. Figure 8, shows the time history of \( x_5(t) \) and \( x_2(t) \) states. Figure 9 and 10, show error and error derivative time histories. Figure 11, shows the control input time history; chattering in the control input is due to the switching task, it has been optimized by adjusting \( h_1 \). Figure 12, shows the control input components time history. Figure 13 show the sliding time history; as it is apparent variation is inside the proposed boundary layer but there are some big jumps. Figure 14, shows the time history of the left vortex breakdown location on the wing. Figure 15, shows the time history of the right vortex breakdown location on the wing. Figures show that the controller is stable and the tracking performance is good enough.
Fig. 6 $\phi$ and $\phi_\omega$ time history (plant output and the command signal)

Fig. 7 $\phi$ and $\phi_\omega$ time history

Fig. 8 $x_1$ and $x_2$ time history
Fig. 9 error ($\bar{\phi} = \phi - \phi_d$) time history

Fig. 10 $\dot{\phi} = \phi - \phi_d$ time history

Fig. 11 $u$ (overall control input) time history
Fig. 12 $u$ control input components time history

Fig. 13 $s = \dot{\phi} - \lambda \ddot{\phi}$ (sliding) time history

Fig. 14 $X_{vb}$ time history
1.2.8 References


1.3 Section 3: Adaptive Control of Delta Wing Roll Dynamics Coupled with SMA Micro-Actuator Dynamics

In this Section the combinatory control scheme developed in [1] will be applied to the model coupled with the new SMA model developed in [2]. The SMA control loop has three main blocks: 1) low pass filter; 2) control law with an integrator; 3) SMA model (from identification process).

To integrate the SMA control block in our delta wing vortex-coupled dynamics, the discrete time model in equation (19) has been changed to the continuous time model presented in equation (20) using Euler method.

\[
x(k + 1) = A_d x(k) + B_d u(k) \\
y(k) = C_d x(k) + D_d u(k)
\]  \hspace{1cm} (19)

\[
\dot{x}(t) = A_c x(t) + B_c u(t) \\
y(t) = C_c x(t) + D_c u(t)
\]  \hspace{1cm} (20)

Applying the Euler method for numerical integration the following holds

\[
x(k + 1) = x(k) + \dot{x} T_s
\]  \hspace{1cm} (21)

Replacing \( \dot{x} \), the following holds

\[
x(k + 1) = x(k) + (A_c x(k) + B_c u(k)) T_s
\]  \hspace{1cm} (22)

Replacing \( x(k + 1) \), the following holds

\[
A_d x(k) + B_d u(k) = (I + A_c T_s) x(k) + B_c T_s u(k)
\]  \hspace{1cm} (23)
\[ \dot{A}_{\text{ct}} = I + A_{\text{ct}} T_s \]
\[ B_{\text{ct}} = B_{\text{ct}} T_s \]

So the matrices in continuous time form will be computed as follows

\[ A_{\text{c}} = (A_{\text{ct}} - I) T_s^{-1} \]
\[ B_{\text{c}} = B_{\text{ct}} T_s^{-1} \]

C and D will remain unchanged

\[ C_{\text{c}} = C_{\text{ct}} \]
\[ D_{\text{c}} = D_{\text{ct}} \]

The Simulink block diagram of the discrete time model of SMA control loop is shown in Figure 1.

**Fig. 1 Simulink block diagram of the discrete time model of SMA control loop is shown**

The Simulink block diagram of the continuous time model of SMA control loop is shown in Figure 2.
Fig. 2 Simulink block diagram of the continuous time model of SMA control loop

Figure 3 shows a plot which is the comparison between the original discrete time model and the continuous time model we obtained.

Fig. 3 Comparison between the discrete and continuous time SMA control loop simulation

As Figure 3 shows, the obtained continuous time model difference from the original discrete time model is in an acceptable range, and it can be used in the simulations.
1.3.1 Delta Wing Dynamics Coupled with SMA Antagonistic Actuation System

The delta wing vortex coupled model will be as follows:

\[
\begin{align*}
\dot{x}_1(t) &= c x_2(t) \\
\dot{x}_2(t) &= -c x_1(t) - \varepsilon_d x_3(t) + x_4(t) + x_4(t-T) \\
\dot{x}_3(t) &= -\varepsilon_d x_3(t) + x_4(t) \\
\dot{x}_4(t) &= -C_i(N)Q - f_c x_4(t) + h u_s(t) / I_w
\end{align*}
\]

(27)

Where

\[ N = [X_{vbl}(t), X_{vbr}(t)] \]  

(28)

\[ X_{vbl}(t) = X_{\phi l}(x(t)) + X_{\phi\alpha}(x(t))k_{\phi\alpha}(t) x_4(t) + a(t) x_4(t) + y_{smal}(t) \]  

(29)

\[ X_{vbr}(t) = X_{\phi r}(x(t)) + X_{\phi\alpha}(x(t))k_{\phi\alpha}(t) x_4(t) - a(t) x_4(t) + y_{smar}(t) \]  

(30)

The conceptual flowchart of the delta wing vortex-coupled dynamics with the new SMA model is shown in Figure 4.

---

**Fig. 4 Conceptual flowchart of the delta wing vortex-coupled dynamics with the new SMA model**
The SMA control loop contains the continuous time model of the following items:

1- Low pass filter:

\[
\begin{align*}
\dot{x}_{pf}(t) &= A_{pf} x_{pf}(t) + B_{pf} u_i(t) \\
y_{pf}(t) &= C_{pf} x_{pf}(t) + D_{pf} u_i(t)
\end{align*}
\] (31)

Where

\[
u_i(t) = u_{2-0r-3}(t)
\] (32)

The numerical values of the matrices for the continuous time model are as follows:

\[
A_{pf} = \begin{bmatrix} -20.0000 & -100.0000 \\ 01.0000 & -000.0000 \end{bmatrix}, B_{pf} = \begin{bmatrix} 1.0000 \\ 0.0000 \end{bmatrix}, C_{pf} = \begin{bmatrix} 0.0000 & 100.0000 \end{bmatrix}, D_{pf} = [0.0000]
\] (33)

2- Control law with an integrator:

\[
\begin{align*}
\dot{x}_{cont}(t) &= A_{cont} x_{cont}(t) + B_{cont} u_{cont}(t) \\
y_{cont}(t) &= C_{cont} x_{cont}(t) + D_{cont} u_{cont}(t)
\end{align*}
\] (34)

Where

\[
u_{cont}(t) = (y_{pf}(t) - y_{sma}(t))
\] (35)

The numerical values of the matrices for the continuous time model are as follows:

\[
A_{cont} = \begin{bmatrix} 0.0000 & 108.5991 & -117.8455 \\ -0.0000 & 174.8300 & 226.4447 \\ 0.0000 & -177.2327 & -223.8374 \end{bmatrix}, B_{cont} = \begin{bmatrix} 27.6270 \\ 1.9049 \\ -2.4398 \end{bmatrix}, C_{cont} = \begin{bmatrix} 1.0000 & 1.0000 & 0.0000 \end{bmatrix}, D_{cont} = [0.1433]
\] (36)

3- SMA model from system identification process:
\[
\begin{align*}
\dot{x}_{\text{sma}}(t) &= A_{\text{sma}}x_{\text{sma}}(t) + B_{\text{sma}}u_{\text{sma}}(t) \\
y_{\text{sma}}(t) &= C_{\text{sma}}x_{\text{sma}}(t) + D_{\text{sma}}u_{\text{sma}}(t)
\end{align*}
\tag{37}
\]

Where

\[
u_{\text{sma}}(t) = \text{sat}(y_{\text{con}}(t))
\tag{38}
\]

The saturation function has been defined as follows:

\[
\text{sat}(y_{\text{con}}(t)) = \begin{cases}
0 & y_{\text{con}}(t) > 6 \\
\text{sat}(y_{\text{con}}(t)) & -6 \leq y_{\text{con}}(t) \leq 6 \\
-6 & y_{\text{con}}(t) < -6
\end{cases}
\tag{39}
\]

The numerical values of the matrices for the continuous time model are as follows:

\[
A_{\text{sma}} = \begin{bmatrix}
177.3034 & -177.4760 \\
224.4827 & -224.2960
\end{bmatrix},
B_{\text{sma}} = \begin{bmatrix}
107.8497 \\
-116.6330
\end{bmatrix},
C_{\text{sma}} = \begin{bmatrix}
0.0195 & 0.0210
\end{bmatrix},
D_{\text{sma}} = 0.0000
\tag{40}
\]

1.3.2 Combinatory Controller Structure

The robust adaptive tracking controller structure which has been developed in [1] is as follows:

\[
u(t) = u_{\text{track}}(t) + u_{\text{stab}}(t) \\
= u_{p}(t) + u_{s}(t) + u_{a}(t) + u_{r}(x, t) \\
= -(k_{a}s(t) + a_{r}(t)) - k_{s} \text{sat}(s(t)/\varepsilon) + (\sum_{i=1}^{N} \hat{\theta}_{i}(t) \Delta g_{i}) q_{s}^{i} s - \mu_{a}H_{a}y(t)
\tag{41}
\]

The control inputs for the SISO model coupled with SMA actuator dynamics, are as follows:
\[ u_1(t) = u(t) \quad (42) \]
\[ u_2(t) = \rho_{\text{le}} u(t) \quad (43) \]
\[ u_3(t) = -\rho_{\text{re}} u(t) \quad (44) \]

\( \rho_{\text{le}} \) and \( \rho_{\text{re}} \) are coefficients for the inputs to the left and right SMA control loop.

The conceptual illustration of the combinatory control structure coupled with the new SMA antagonistic actuation model is shown in Figure 5.

![Diagram of Delta Wing Roll Dynamics Coupled with SMA Micro Actuator Dynamics](image)

**Fig. 5** Conceptual illustration of the combinatory control structure coupled with new SMA model.

1.3.3 Numerical Simulation and Discussion

The initial condition for the simulation set as:
\[ \nu(\theta) : x_1(\theta) = x_2(\theta) = 0, x_3(\theta) = 30 \text{[deg]}, x_4(\theta) = 100 \text{[deg/sec]} \].

The complexity of the reference trajectory has been defined by setting the related parameters to be \( A = 0.05, M = 6 \). The parameters for the tracking controller have been chosen as
\( k_d = 1, k_u = 1, k_a = 10, \lambda = 25, N = 20 \) and \( \varepsilon = 0.1 \). We chose \( \eta = T = 0.1 [\text{sec}] \) and \( \mu_0 = 200 \) for the stabilizing control and also we assumed \( \rho_{obl} = \rho_{obr} = 0.05 \). The simulation results for the proposed controller are shown in Figure 6 to Figure 17. Figure 6, shows the time history of the \( x_1(t) \) state and its reference; tracking performance is acceptable. Figure 7, shows the time history of \( x_4(t) \) state and its reference. Figure 8, shows the time history of \( x_1(t) \) and \( x_2(t) \) states. Figure 9 and 10, show error and error derivative time histories. Figure 11, shows the control input time history. Figure 12 and 13 show the control input components time history. Figure 14 show the sliding time history; as it is apparent variation is inside the proposed boundary layer but there are some big jumps. Figure 15, shows the time history of the left vortex breakdown location on the wing. Figure 16, shows the time history of the right vortex breakdown location on the wing. Figure 17, shows the output time history of the right and left SMA control loops. Figures show that the controller is stable and the tracking performance is good enough with the perturbations that we add to system by using the SMA micro-actuators control for left and right halves of the wing.

![graph]

**Fig. 6** \( \phi \) and \( \phi_d \) time history (plant output and the command signal)
Chapter 1: Hybrid Control Scheme and LPV Sliding Mode Control for Delta Wing Roll Dynamics Coupled with SMA Micro Actuator Dynamics

Fig. 7 $\phi$ and $\phi_\text{d}$ time history

Fig. 8 $x_i$ and $x_2$ time history

Fig. 9 error ($\tilde{\phi} = \phi - \phi_\text{d}$) time history
Fig. 10 $\dot{\phi} = \phi - \phi_j$ time history

Fig. 11 $u_1$ (overall control input) time history

Fig. 12 $u_{\text{track}}$ components time history
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Fig. 12 $u_{track}$ control input components time history

Fig. 13 $u_t$ control input components time history

Fig. 14 $s = \ddot{\phi} - \lambda \dot{\phi}$ (sliding) time history

Fig. 15 $X_{lvb}$ time history
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1.4 **Section 4: Application of LPVSMC to Vortex-Coupled Delta Wing Roll Dynamics Coupled with SMA**

1.4.1 Preliminaries

Refer to ref [1].

1.4.2 Quasi-LPV Modelling for Delta Wing Systems [1]

In this section, a quasi-LPV model is built on the aerodynamic model of vortex-coupled delta wing systems. At first, the integral of sinusoid in equation (45)

\[
\int_{t-T}^{t} X_{\alpha}(t-\tau)\Phi(\tau)d\tau = \frac{1.65}{\tan \alpha(t)} \int_{t-T}^{t} \sin(\frac{\pi(t-\tau)}{T'})\Phi(\tau)d\tau
\]  

(45)

is approximated as a constant in several short intervals. Then, the integral is replaced by the sum of three time-delayed components. Next, a state equation is constructed. In addition, the time-varying parameters are defined and the LPV state equations of the delta wing systems are obtained.

In order to approximate the integral in equation (45), the whole integral range, \( t-T \leq \tau \leq t \), is divided into four equal intervals, i.e. \([t \quad t-\frac{T}{4}]\), \([t-\frac{T}{4} \quad t-\frac{T}{2}]\), \([t-\frac{T}{2} \quad t-\frac{3T}{4}]\) and \([t-\frac{3T}{4} \quad t-T]\). Since the size of each interval is very small (0.04sec), it is reasonable to consider the \(\sin(\frac{\pi(t-\tau)}{T'})\) term as a constant. Now, we can approximate the whole integral as
$$ \int_{t-T}^{t} \sin \left( \frac{\pi(t-\tau)}{T} \right) \Phi(\tau) d\tau $$
$$ \approx \frac{\sin \left( \frac{\pi(t-t)}{T} \right) + \sin \left( \frac{\pi(t-(t-\frac{T}{1}))}{T} \right)}{2} \int_{t-T}^{t-T} \Phi(\tau) d\tau $$
$$ + \frac{\sin \left( \frac{\pi(t-(t-\frac{T}{2}))}{T} \right) + \sin \left( \frac{\pi(t-(t-\frac{3T}{4}))}{T} \right)}{2} \int_{t-T}^{t-T} \Phi(\tau) d\tau $$
$$ + \frac{\sin \left( \frac{\pi(t-(t-\frac{3T}{4}))}{T} \right) + \sin \left( \frac{\pi(t-(t-T))}{T} \right)}{2} \int_{t-T}^{t-T} \Phi(\tau) d\tau $$

(46)

From the Leibniz-Newton formula

$$ \int_{t-h}^{t} \dot{x}(s) ds = x(t) - x(t-h) $$

(47)

We can obtain the approximation of the integral terms

$$ \int_{t-T}^{t} \sin \left( \frac{\pi(t-\tau)}{T} \right) \Phi(\tau) d\tau \approx 0.354\Phi(t) + 0.5\Phi(t-T/4) - 0.5\Phi(t-3T/4) - 0.354\Phi(t-T) $$

(48)

For simplification, we define a new variable to represent the sum of these three time delays

$$ \frac{1}{2} \delta = \left[ 0.5\Phi(t-T/4) - 0.5\Phi(t-3T/4) - 0.354\Phi(t-T) \right] $$

(49)

After replacing the integral terms by time-delayed representation, the vortex breakdown location can be represented as

$$ X_{vbl}(t) = X_{sl} + \frac{1.65}{\tan \alpha(t)} \left( 0.354\Phi(t) + \frac{1}{2} \delta \right) $$

(50)

$$ X_{vbl}(t) = X_{sr} - \frac{1.65}{\tan \alpha(t)} \left( 0.354\Phi(t) + \frac{1}{2} \delta \right) $$

(51)

By substituting equations and into equation (52):

$$ Cl = c_0 + c_1 (X_{vbl} - X_{vbr}) $$

(52)

The roll moment coefficient $Cl(X_{vbl}, X_{vbr})$ can be represented as
\[ C_l = C_{l_0} + e_1 \left[ (X_{sl} - X_{sr}) + \frac{1.65}{\tan \alpha(t)} \left( 0.708 \Phi(t) + \delta \right) \right] \]  

(53)

The LPV modelling approach focuses on linearizing the nonlinear systems by hiding the nonlinear terms via defining them as time-varying parameters. Before we construct the LPV model for the roll motion of delta wing systems, the roll angle of delta wing is defined as

\[ x_1 = \Phi(t) \]  

(54)

and the roll angular velocity of delta wing as

\[ x_2 = \dot{\Phi}(t) \]  

(55)

It is hard to analyze the systems and to synthesize the controller for the steady terms \( X_{sl} \) and \( X_{sr} \), since they are the solutions of the second-order equation (56).

\[ C_{\phi} + B X_s + A X_s^2 = \Gamma \]  

(56)

Therefore, precise mathematical expressions do not exist for the terms \( X_{sl} \) and \( X_{sr} \).

However, \( (X_{sl} - X_{sr}) \) can be written as a LPV representation

\[ X_{sl} - X_{sr} = p(x_1) x_1 \]  

(57)

because this term is function of roll angle \( x_1 \). Moreover, the angle of attack \( \alpha(t) \) is a function of the roll angle \( x_1 \). This term can be written as a LPV representation \( m(x_1) \) defined as another time-varying parameter

\[ \frac{1.65}{\tan \alpha(t)} = m(x_1) \]  

(58)

The functions \( p(x_1(t)) \) and \( m(x_1(t)) \) can be obtained by curve fitting to the experimental results (see Fig. 1 and Fig. 2).
Fig. 1 Curve fitting $X_{d} - X_{w}$ versus the roll angle $\phi$

Fig. 2 Curve fitting $\frac{1.65 \cdot T}{2 \cdot \tan(\alpha)}$ versus the roll angle $\phi$

$m(x, \gamma)$ is a time-varying parameter that can be defined as

$$m(x, \gamma) = 3.5603 + 1.9760x^2$$  \hspace{1cm} (59)
and \( p(x_i(t)) \) is approximated as a constant

\[
p = 22.0825
\]

(60)

Now, we only require considering one time-varying parameter \( m(x_i) \). The parameter box of \( m(x_i) \) is

\[
m(x_i) \in [3.5603, \ 4.1049]
\]

(61)

Then, the roll moment coefficient \( C_l \) is expressed as

\[
C_l = e_0 + e_1 \left[ p(x_i) x_i + m(x_i)(0.708 x_i + \delta) \right]
\]

(62)

\[
= e_0 + e_1 \left[ p(x_i) + 0.708 m(x_i) x_i + e_1 \cdot m(x_i) \delta \right]
\]

The LPV representation of the dynamic for the roll motion of delta wing systems can be written as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-a_{21} & a_{22}
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
a_{h121} & a_{h221}
\end{bmatrix}
\begin{bmatrix}
x_1(t-T) \\
x_2(t-T)
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
a_{h321} & a_{h421}
\end{bmatrix}
\begin{bmatrix}
x_1(t-T) \\
x_2(t-T)
\end{bmatrix} +
\begin{bmatrix}
0 \\
1
\end{bmatrix} u +
\begin{bmatrix}
0 \\
c_{21}
\end{bmatrix}
\]

(63)

\[
\begin{align*}
a_{21} &= \frac{q s b}{1} e_1 \left[ p + 0.708 m(x_i) \right], \\
a_{22} &= \frac{f_s}{1}, \\
a_{h121} &= \frac{q s b}{1} e_1 m(x_i), \\
a_{h221} &= \frac{q s b}{1} e_1 m(x_i), \\
a_{h321} &= \frac{q s b}{1} 0.708 e_1 m(x_i), \\
c_{21} &= \frac{q s b}{1} e_0
\end{align*}
\]

(64)

Fig. 3 shows the comparison between experimental results of the delta wing systems and the LPV model. Fig. 4 and Fig. 5 show the states phase plot of the open-loop LPV model response to the initial condition of
\[ x_1(0) = 57.3 \text{ deg} \]
\[ x_2(0) = 0 \text{ deg/sec} \]  

Fig. 3 Open-loop response of the LPV model vs. experimental results
Fig. 4 States of the open-loop LPV model

Fig. 5 Phase diagram of the open-loop LPV model

Note that the quasi-LPV model developed in this section is already in a regular form and satisfies Assumption 1 [1]. Thus we can use the LPVSMC synthesis procedure discussed in Section 3 of [1] to calculate the controller for this LPV model directly. The following section will present the LPVSMC synthesis procedure for the LPV delta wing system model.

1.4.3 Linear Parameter-Varying Sliding Mode Controller (LPVSMC) Design for Delta Wing Systems

In the previous report [1] an approach was presented for LPVSMC of vortex systems. Ref. [1] presents a linear parameter-varying sliding surface for regulation based on the regular form and synthesizes a sliding mode controller with global attractivity. The error signal is defined by

$$e = r(t) - \hat{C}(\sigma)z_i(t)$$  \hspace{1cm} (66)

where $r(t)$ is the reference input signal. The linear parameter-varying sliding surface is chosen as
\[ s(\sigma) = S(\sigma, z_1) + z_2 \tag{67} \]

where \( S(\sigma, z_1) \) is a linear parameter-varying operator of \( z_1 \). The LPV operator \( S(\sigma, z_1) \) is similar to the function \( S(z_1) \), but \( S(\sigma, z_1) \) adds time-varying parameters of the plant. The parameter-varying controller can adapt itself to the variation of the system parameters on-line. Therefore the LPVSVMC approach can potentially obtain better control performance and less conservative results than standard SMC with a constant parameter sliding surface. The chosen switching function \( s \) will have some dynamics compared to a conventional switching function in terms of the defined new variable \( z_w \)

\[ z_w = F(\sigma)z_w + G(\sigma)r - G(\sigma)\dot{C}(\sigma)z_1 \tag{68} \]

\[ S(\sigma, z_1) = H(\sigma)z_w + L(\sigma)r - L(\sigma)\dot{C}(\sigma)z_1 \]

The LPVSVMC control law is given by

\[ u(t) = \begin{cases} u_{eq} - u_n & s^T\dot{B} > 0 \\ u_{eq} + u_n & s^T\dot{B} < 0 \end{cases} \tag{69} \]

where

\[ u_n = k_s \left[ \frac{1}{\|s^T\dot{B}\|} \right] \left( s^T\dot{B} \right)^\top \tag{70} \]

\[ u_{eq} = -\dot{B}^{-1} \left\{ \begin{bmatrix} \frac{\partial H(\sigma)}{\partial \sigma} \dot{\sigma} + H(\sigma)F(\sigma) + L(\sigma)C(\sigma)\dot{A}_{12}(\sigma)H(\sigma) - \dot{A}_{22}(\sigma)H(\sigma) \\
-\frac{\partial L(\sigma)}{\partial \sigma} \sigma C(\sigma) - L(\sigma)\frac{\partial C(\sigma)}{\partial \sigma} \dot{\sigma} - L(\sigma)C(\sigma)\dot{A}_{11}(\sigma) \\
L(\sigma)C(\sigma)\dot{A}_{12}(\sigma)L(\sigma)C(\sigma) + \dot{A}_{21}(\sigma) + \dot{A}_{22}(\sigma)L(\sigma)C(\sigma) \\
+ \left[ \frac{\partial L(\sigma)}{\partial \sigma} \sigma + L(\sigma)C(\sigma)\dot{A}_{11}(\sigma)L(\sigma) - \dot{A}_{22}(\sigma)L(\sigma) + H(\sigma)G(\sigma) \right] \right\} z_w \tag{71} \]

\[ \begin{cases} -L(\sigma)C(\sigma)\dot{A}_{h1}(\sigma) + \dot{A}_{h2}(\sigma) \right\} z_1(t-h) \\ + \dot{A}_{h3}(\sigma)z_2(t-h) \\ + L(\sigma)\dot{r}(t) \end{cases} \]
In the following section the approach is extended for SMA actuators.

1.4.4 Simulation Results for the Vortex-Coupled Delta Wing System with the Shape Memory Alloy (SMA) Micro-Actuator [2]

To include the SMA dynamics in the delta wing roll dynamics, SMA model is expressed as

\[
\begin{align*}
\dot{x} &= Ax + Bu_i(t - \tau_u) \\
\dot{u}_1 &= -\frac{1}{\varepsilon_1} u_1 + \frac{1}{\varepsilon_1} u_2 \\
\dot{u}_2 &= -\frac{1}{\varepsilon_2} u_2 + \frac{1}{\varepsilon_2} u
\end{align*}
\]

(72)

The states are defined as

\[
x_1 = \Phi(t), x_2 = \Phi(t), x_3 = u_1 \quad \text{and} \quad x_4 = u_2
\]

(73)

The LPV representation of the dynamic for the roll motion of delta wing systems can be written as

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t) \\
\dot{x}_4(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
a_{21} & a_{22} & 0 & 0 \\
0 & 0 & 1 & \varepsilon_1 \\
0 & 0 & 0 & 1 / \varepsilon_2
\end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t)
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 \\
a_{h21} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t - \frac{T}{4}) \\
x_2(t - \frac{T}{4}) \\
x_3(t - \frac{T}{4}) \\
x_4(t - \frac{T}{4})
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 \\
a_{h21} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1(t - \frac{3T}{4}) \\
x_2(t - \frac{3T}{4}) \\
x_3(t - \frac{3T}{4}) \\
x_4(t - \frac{3T}{4})
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
1 / \varepsilon_2
\end{bmatrix}
\begin{bmatrix}
u(t) \\
x_2(t - \tau_u) \\
x_3(t - \tau_u) \\
x_4(t - \tau_u)
\end{bmatrix}
\]

(74)

where

\[
y(t) = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t)
\end{bmatrix}
\]
\[ a_{21} = \frac{qs_2b}{I} e_1 \left[p + 0.708 m(x_1)\right], a_{22} = -\frac{f_x}{I}, \]
\[ a_{312}^{t} = \frac{qs_2b}{I} e_1 m(x_1), a_{322}^{t} = -\frac{qs_2b}{I} e_1 m(x_1), a_{332}^{t} = -\frac{qs_2b}{I} 0.708e_1 \cdot m(x_1), \]
\[ e_1 = e_2 = 0.02, \; \tau_a = 0.01 \]

Running ‘PDLKLMIsForDeltaWing4zw3.m’, we can obtain the following results:

\[
\begin{align*}
\text{eigP0} &= 2.6068 \quad 2.6068 \quad 2.6068 \quad 2.6068 \quad 2.6068 \quad 2.6068 \\
\text{eigP1} &= 3.1514 \quad 3.1514 \quad 3.1514 \quad 3.1514 \quad 3.1514 \quad 3.1514 \\
\text{eigQ0} &= 34620 \quad 35508 \quad 39590 \quad 48157 \quad 1.65e+005 \quad 9.6502e+005 \\
\text{eigQ1} &= 34620 \quad 35508 \quad 39590 \quad 48157 \quad 1.65e+005 \quad 9.6502e+005 \\
\text{eigR0} &= 28.231 \quad 115.51 \quad 390.55 \quad 547.54 \quad 3280.2 \quad 41055 \\
\text{eigR1} &= 28.231 \quad 115.51 \quad 390.55 \quad 547.54 \quad 3280.2 \quad 41055 \\
\text{LMI_F} &= -4 \quad 0 \quad 0 \quad -18 \quad 0 \quad 0 \\
& \quad 0 \quad -4 \quad 0 \quad -18 \quad 0 \quad 0 \\
& \quad 0 \quad 0 \quad -4 \quad -18 \quad 0 \quad 0 \\
& \quad 10 \quad -10 \quad 10 \quad 10 \quad 0 \quad 0
\end{align*}
\]

By using the ‘LyapunovDeltaWing.m’, the simulation results can be obtained. In the program, we call ‘f_LyapunovKrasoskii_dot.m’ to calculate the v dot. This function using the alternative extended Simpson’s rule to approximate the integral. Figures 6 to 12 show the simulation result for the delta wing model coupled with 2D SMA model. Figures are showing acceptable results for the controller applied to the system with SMA inputs.

Fig. 6 output time history
Fig. 7 sliding surface time history

Fig. 8 sliding control input time history

Fig. 9 (vd1+vd2+vd3) time history
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Fig. 10 vd1 time history

Fig. 11 vd2 time history

Fig. 12 vd3 time history
1.4.5 References


1.5 **Section 5: Conclusions and Future Work**

**Conclusions**
The multiple neural network adaptive control approach based on a hybrid system framework has been developed and applied to the vortex-coupled delta wing dynamics in the presence of uncertainties, probable unmodelled dynamics and state delay. We defined three different RBF adaptive controllers for three different regions. The regions are defined based on the roll angle of delta wing. Then we tuned each controller for each region for the best performance. To handle the chattering we used hysteresis switching logic, using this technique we can minimize the chattering in our closed loop system. The simulation results show that the proposed switching controller can be used for tracking control of delta wing on sophisticated trajectories.

The combinatorial robust adaptive control scheme has been applied to the delta wing dynamics coupled with the new SMA micro actuator dynamics. Two different control loops has been implemented for SMAs on the left and right sides of the wing. The outputs of these control loops are the perturbations added to the vortex breakdown positions. The simulations show acceptable results with the new dynamics. However we need to tune the controller for more perturbations on the wing.

The LPVSMC approach is applied to a LPV representation of vortex-coupled delta wing system dynamics. It is also demonstrated that the LPVSMC approach is less conservation than fixed parameter SMC and Gouaisbaut’s SMC approach. Furthermore, it is shown from the simulation results that the LPVSMC performance for the nonlinear system is comparable or even better than for the LPV model. This indicates the approach is also effective for the original nonlinear system dynamics. The approach presented is one of the first applications of nonlinear control for vortex-coupled delta wing systems that is verified on the system with SMA actuator dynamics.

**Future Work**
For hybrid neural network adaptive control we can define new parameters for our switching logic. Switching event should be defined better for better performance of the controller. It is also possible to use different neural networks like wavelets in the
controller structure. The comprehensive stability proof of the switching control should be carried out.

For the control of the delta wing coupled with the new SMA micro actuator dynamics we need to come up to the best control structure for the perturbations on the wing to get the best control results for the delta wing complicated roll manoeuvres. The controller needs more tuning.

Since the LPVSMC controller coefficients depend directly on parameters to be measured or estimated online, it is anticipated that filtering methods to deal with parameter measurement noise or rapid parameter variations might be necessary in the future. Another future work is to provide a more rigorous analysis of the robustness properties of the LPVSMC approach, since one of the advantages of SMC is to achieve robustness and disturbance rejection. The robustness investigation can be divided into two steps: the robustness of the attraction of sliding surface and the robustness on the sliding surface. Finally, it is anticipated that this method will lead to significant improvement over existing SMC approaches in aerospace and automotive applications with parameter variations. The new method should be applied to such applications to get more experience and help guide the improvement of the method in the future.
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Abstract

This report documents the work related to task #3 for the project entitled "Synthesis and Implementation of Single - and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques". Some advantages of Shape Memory Alloy (SMA) actuator make it an attracting choice for flow control problems; however, it involves some nonlinearity like time delay. In this report, Receding Horizon Control (RHC) method is used to investigate the effects of the SMA's time delay on the behaviour of system. A nonlinear dynamics of the delta wing aircraft which augments the "vortex coupled break down location" for the roll manoeuvre is also used; in this nonlinear dynamics, vortex location on the wings is controlled by SMA actuators. Simulation results show that the RHC can control the vortex coupled dynamics of delta wing for small enough time delay ($\tau \leq 0.25$).
Chapter 2: Investigation of Time Delay Shape Memory Alloy (SMA) Actuators Using Receding Horizon Control Approach for Vortex Break Down Augmented Roll Dynamics of Delta Wing Aircraft

Nomenclature

\[b\] wing span  \[K\] controller gain

\[P,Q,R\] Weight matrices of quadratic cost function  \[\alpha\] angle of attack

\[q\] dynamic pressure  \[T\] finite horizon time

\[I\] moment of Inertia  \[\phi\] roll angle

\[X_b\] Non-dimensional vortex breakdown location  \[\mu\] Uncertainty coefficient

\[X_s\] static term in \(X_b\)  \[s\] wing element area

\[Cl\] roll moment coefficient  \[\tau\] SMA actuator delay

Subscripts

\[w\] wing  \[VB\] vortex breakdown

\[l\] left wing vortex  \[r\] right wing vortex

Abbreviations

RHC: Receding Horizon Control
SMA: Shape Memory Alloy
MIMO: Multi-Input Multi-Output
2.1 Introduction

This report addresses the following task related to the project “Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”:

Task 3: Integrate outer-loop flow control schemes with inner-loop shape memory alloy actuators.

Shape Memory Alloy (SMA) actuators have some prominent abilities that make them an attracting choice for control of flow control problems; more notable, they offer a more compact, solid and cheaper actuators. However, SMAs have some serious nonlinearity such as backlash-like hysteresis. The main idea to study this backlash is to consider it as a delay in the output of SMA; then, this delay will be studied as a bifurcation parameter while we will observe how its quantitative changes will affect the qualitative behaviour of system. Receding horizon controller (RHC) due to its unique capability to handle the constraints and nonlinearity is a good candidate to control the delay dependent SMA actuators. The MIMO dynamics of vortex-coupled roll dynamics of delta wing aircraft is used to study the effect of the time delay in the control loop and integrating the SMA with nonlinear dynamics of vortex break down delta wing aircraft.

In this report, first the nonlinear dynamics of “vortex-coupled roll dynamics of delta win aircraft” is introduced. After that the theoretical issues of a robust quasi-RHC is presented and finally a quasi-RHC controller is designed and implemented to the “vortex-coupled roll dynamics of delta wing aircraft”.
2.2 MIMO Dynamics of Vortex coupled Delta Wing with SMA

The “roll dynamics of delta wing aircraft augmenting a vortex coupled break-down location” is a nonlinear dynamics containing state delay, uncertainty, friction and zero dynamics with a weak stability behaviour of the open loop system. The roll dynamics of delta wing aircraft augmenting vortex coupled dynamics is described by [1]:

\[
\begin{align*}
\dot{x}_1(t) &= cx_2(t) \\
\dot{x}_2(t) &= -cx_1(t) - e^d x_2(t) + x_3(t) + x_4(t - d) \\
\dot{x}_3(t) &= -e_d x_3(t) + x_4(t) \\
\dot{x}_4(t) &= \frac{u(t)}{I_w} - Cl(X_{vbl}(x(t)))Q - f_c x_4(t) \\
\dot{x}_5(t) &= \left[-x_5(t) + h_z \rho_{cb} u_3(t - \tau)\right]/\varepsilon_i \\
\dot{x}_6(t) &= \left[-x_6(t) + h_z \rho_{cb} u_3(t - \tau)\right]/\varepsilon_r
\end{align*}
\]  

(1)

To incorporate the dynamics of shape memory alloy (SMA) actuators the 5\textsuperscript{th} and 6\textsuperscript{th} equations are added to the system dynamics [1], hence the main focus here is the two last equations; also, \(\tau\) is the amount of delay induced to the system and will be discussed completely in this report.

The rolling moment coefficient \(C_t\) is a nonlinear function of vortex breakdown locations [2]; we assume it is a 3\textsuperscript{rd} order polynomial in the following form:

\[
C_t(X_{vbl}, X_{vbr}) = e_0 + e_1(X_{vbl} - X_{vbr}) + e_2(X_{vbl}^2 - X_{vbr}^2) + e_3(X_{vbl}^3 - X_{vbr}^3)
\]  

(2)

Where, \(X_{vbl}\) and \(X_{vbr}\) represent the vortex breakdown locations for the left and right vortices, and \(e_0, e_1, e_2\) and \(e_3\) are constant coefficients obtained using 3\textsuperscript{rd} order least square curve fitting of the experimental data. Vortex breakdown locations are considered as following [2]:

\[
\begin{align*}
X_{vbl}(t) &= X_{sl}(t) + X_q k_q(t) x_2(t) \\
X_{vbr}(t) &= X_{sr}(t) + X_q k_q(t) x_2(t)
\end{align*}
\]  

(3)

Where, \(X_{sl}\) and \(X_{sr}\) are static components of vortex breakdown locations in the overall vortex breakdown locations [3], and:
\[ k_q(t) = 0.91 / \tan(\alpha(t)) \]  

(5)

Where, angle of attack \(\alpha\) is computed as follows:

\[ \alpha(t) = \arctan(\cos(x_1(t)) \cdot \tan(\sigma)) \]  

(6)

And, bevel angle of the wing \(\sigma\) is an experimentally obtained value [3]. Equation (1) describes the vortex break down roll dynamics of delta wing aircraft. For a delta wing aircraft, the following bounds are considered on the bank angle, roll rate and control input:

\[
\begin{align*}
-100^\circ & \leq \phi \leq 100^\circ \\
-100 \text{ deg/sec} & \leq \dot{\phi} \leq 100 \text{ deg/sec} \\
-10 & \leq u \leq 10
\end{align*}
\]  

(7)

Then the following bounds can be considered on the states and control inputs, these are selected from the simulation results of [2]:

\[
\begin{align*}
-0.4 & \leq x_1 \leq 0.4 \\
-0.4 & \leq x_2 \leq 0.4 \\
-1.74 & \leq x_3 \leq 1.74 \text{ (Rad.)} \\
-1.74 & \leq x_4 \leq 1.74 \text{ (Rad.)} \\
-1 & \leq x_5 \leq 1 \\
-1 & \leq x_6 \leq 1 \\
-10 & \leq u_1 \leq 10 \\
-1 & \leq u_2 \leq 1 \\
-1 & \leq u_3 \leq 1
\end{align*}
\]  

(8)

Choosing above parameters according to [2], we have:

\[
\begin{align*}
c &= 31.4159 \\
e_d &= 0.1 \\
l_n &= 0.0305 \\
f_c &= 0.4 \\
h_1 &= 1 \\
\overline{Q} &= 27658.97 \\
h_2 &= h_3 = 0.5 \\
\rho_{cbl} &= \rho_{cbr} = 0.08 \\
\varepsilon_{SMA} &= 0.1 \\
d &= 0.1
\end{align*}
\]  

(9)
2.3 Quasi Receding Horizon Control

The RHC method is based on a repeatedly on-line solution to a “finite horizon open loop optimal control” problem. An optimal control problem is solved for a period of time called the prediction horizon. Then, the first portion or the second portion of the computed optimal input may be applied to the plant in a period of time called the execution horizon until the next sampling of the states becomes available [4].

Some benefits of the RHC make it a good candidate to be used for the flow control problem of aerospace vehicles which are nonlinear (like delay), constrained and uncertain dynamics. For instance, by the means of RHC, it is possible to design a feedback control law for nonlinear systems. Excellent capability to handle the constraints is another unique advantage of the RHC. The optimality of the RHC is also a considerable benefit.

Suppose that the nominal model is presented as the following general form:

\[ \dot{x} = f(x(t), u(t)) \quad x(0) = x_0 \quad (10) \]

Where \( x(t) \in \mathbb{R}^n \) is the state of the system and \( u(t) \in \mathbb{R}^m \) is the input vector satisfying the constraints:

\[ u(t) \in U \quad \forall t \geq 0 \quad (11) \]

\( U \) is the set of allowable inputs. In order to meet the necessary conditions for stability; it is also assumed that:

A1- \( f \) is twice continuously differentiable.

A2- \( U \) is compact and convex and contains origin.

A3- system (10) has a unique solution for a given initial condition [4].

Then, under these circumstances the RHC is the repeated solution of the following problem [5]:

**Problem 1:** Find

\[ \min_{u(t)} \int_0^T q(x(\tau), u(\tau))d\tau + V(x(T)) \quad (12) \]

Subject to

\[ \dot{x}(t) = f(x(t), u(t)) \quad x(0) = x_0 \quad (13) \]

\[ lb_0 \leq \psi(x(0), u(0)) \leq ub_0 \quad (14) \]
\begin{align}
\dot{b}_r & \leq S(x(t), u(t)) \leq u_b, \\
x(T) & \in \Omega_r,
\end{align}

Where

\[ \Omega_r = \{x \in \mathbb{R}^n : V(x) \leq r \} \]

\( \psi \) is an initial constraint on the parameters and \( S \) is a trajectory constraint enforced over the entire time interval. \( lb \) and \( ub \) are the lower and upper bounds respectively on the constraints.

Constraint (16) is added to guarantee the stability of the RHC; in fact, by the means of the RHC the trajectory of system is driven to a neighbourhood of the origin and after that a linear local feedback controller stabilizes the system; hence, for the open loop system, control input is as follows:

\[ u(s) = \begin{cases} u^*(s; x(t), t) & x \in X \cap \Omega_r^c \\ Kx(s) & x \in \Omega_r \end{cases} \]

Where, \( X \) is the set of initial states that there exists a feasible solution for them, \( \Omega_r^c \) is the set of states which do not belong to \( \Omega_r \), and \( K \) is the gain of local feedback controller.

Repeating this computation yields a closed-loop feedback control law. For a receding horizon sampling period \( \delta \) when \( \delta \) belongs to \( (0, T] \); then, the closed-loop system is represented as:

\[ \begin{align}
\dot{x}(\tau) &= f(x(\tau), u^*(\tau)) \\
u^*(\tau) &= u^*(\tau; x(t)) & \tau \in [t, t + \delta), \quad 0 < \delta \leq T
\end{align} \]

Where \( u^*(\tau; x(t)) \), \( \tau \in [t, t + T] \), is the optimal control obtained from the above problem with the initial condition \( x(t) \), and \( t \) is the start time of the optimization process and the instant at which states are sampled.

One suitable choice for cost function (12) is the quadratic cost functions, because of their unique properties in the optimization problems [6]. With the following selections, the RHC problem becomes quadratic [5]:
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\[ q(x(t), u(t)) = \frac{1}{2} x^T(t)Qx(t) + \frac{1}{2} u^T(t)Ru(t) \]  \hspace{1cm} (20)

And:

\[ V(x(T)) = \frac{1}{2} x^TPx \]  \hspace{1cm} (21)

\(Q, P \in \mathbb{R}^{m \times m}\) and \(R \in \mathbb{R}^{m \times m}\) denote positive-definite, symmetric weighting matrices, \(T\) is a finite prediction time and \(x(t; x_0)\) denotes the trajectory of the system (10) driven by \(u(t)\) starting from the initial condition \(x_0\). Since states and control inputs implicitly depend on time, it is required to parameterize the states and control inputs of system as a function of time to solve this optimization problem. The polynomial basis function has been used for parameterization of states and control inputs.

### 2.3.1 RHC Design for MIMO Roll Dynamics

One of the most efficient tools for decreasing the computation effort in optimization problems is the flat output. The main idea is to reduce the dimension of the optimal control problem to a lower dimension that eases the formulation and reducing the computational burden for optimization process. The motivations for using flat outputs in optimization problems are discussed completely in the previous reports and interested readers are referred to [6] for more detail information and application of flat outputs in the trajectory generation and optimization problems.

To design RHC for vortex coupled delta wing dynamics of section 1, consider the following flat outputs:

\[
\begin{align*}
    z_1 &= x_1 \\
    z_2 &= x_3 \\
    z_3 &= x_5 \\
    z_4 &= x_6
\end{align*}
\]  \hspace{1cm} (22)

Then, all states and inputs of the system can be recovered as a function of above flat outputs and their derivatives:
\[
\begin{aligned}
    x_1(t) &= z_1(t) \\
    x_2(t) &= \dot{z}_1(t) / c \\
    x_3(t) &= z_2(t) \\
    x_4(t) &= \ddot{z}_2(t) + \epsilon_d z_3(t) \\
    x_5(t) &= z_3(t) \\
    x_6(t) &= z_4(t)
\end{aligned}
\]

\[
\begin{aligned}
    u_1(t) &= I_n \left[ (\ddot{z}_2(t) + \epsilon_d \dot{z}_2(t)) + f_s (\dot{z}_2(t) + \epsilon_d z_2(t)) + C_i \bar{Q} \right] \\
    u_2(t) &= \frac{\epsilon_{SMA}}{h_2 \rho_L} (\dot{z}_3(t) + z_3(t)) \\
    u_3(t) &= -\frac{\epsilon_{SMA}}{h_3 \rho_r} (\dot{z}_4(t) + z_4(t))
\end{aligned}
\]

The matrix penalties are selected as following:

\[
Q = I
\]

\[
R = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0.001 & 0 \\
0 & 0 & 0.001
\end{bmatrix}
\]

\[
P = \begin{bmatrix}
8.0787 & 0.0540 & 0.5265 & -0.2271 & 0.0000 & -0.0000 \\
0.0540 & 8.5553 & 0.4820 & 0.2856 & 0.0000 & -0.0000 \\
0.5265 & 0.4820 & 9.6056 & 0.2916 & 0.0000 & -0.0000 \\
-0.2271 & 0.2856 & 0.2916 & 0.0559 & 0.0000 & -0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0000 & 2.9802 & -0.0000 \\
-0.0000 & -0.0000 & -0.0000 & -0.0000 & -0.0000 & 2.9802
\end{bmatrix}
\]

Where, \( I \) is the identity matrix. \( P \) is obtained from the Lyapanov equation for the linerized of delta wing dynamics, and also, \( Q \) and \( R \) are tuned based on a trial and error procedure for the best response of system.

It is obvious that with larger finite horizon time \( T \), the solution of RHC will get closer to the optimal solution; on the other hand, high \( T \) will increase the computational burden; hence, selection of \( T \) is a trade off between computation effort and optimality. For our problem by a trail and error procedure the optimal finite horizon time is chosen as \( T = 1 \) Sec.

Also, the execution time should be small as much as possible to meet the necessary conditions for stability and performance; but, in reality, it is limited by sampling time and the time required for optimization. Actually, it has to be bigger than sampling time and
optimization time. In our case, the execution time is chosen as sec; in fact, it is assumed that the sampling time and the required time for optimization are smaller than 0.1 sec.

The quasi robust RHC is applied to the actual vortex coupled delta wing model with all its nonlinearities including delay and uncertainties in the lift coefficient; to study the robustness of the controller to the disturbances, a noise with magnitude of 10% of the amount of states is added to the actual model. Piecewise polynomial class functions have been used to estimate the flat outputs as a function of time; the order of polynomials is three with second-order continuity at break points.

For implementation of the delay term in both states and control inputs, a buffer is used to restore the amount of the delayed states and control inputs.

2.3.2 Simulation Results for Different Time Delay $\tau$

The simulation is done by Matlab software and the related code is “RHC_Vortex_SMA_delay.m” that invokes two functions called: “ffun_closeloop.m” and “model_f_nlinear_delay.m”. The first function represents the cost function to be minimized by RHC and the second function calculates the lift coefficient from equation (2); this function needs a data file called “COEF_nonlin.mat” containing the coefficients of the polynomial which is an approximation to lift coefficient (2). Complementary comments within the m-files help user to understand each part of the code.

Simulation results for different time delays are depicted in figures 1 through 24; the time history of all states, control inputs and cost function are shown for an initial condition. It can be seen from these simulation results that as $\tau$ increases, the 5th and 6th state trajectories start to oscillate (figures 5 to 12). Around $\tau = 0.3$ (figures 13 to 16), it has a periodic behaviour like a limit cycle and as $\tau$ goes up, it will get unstable gradually (figures 17 to 20).

Although a bigger $\tau$ makes the 5th and 6th states unstable (figures 21 to 24), it has no effect on the other states. However, this can affect the cost function; in that, for higher $\tau$, the cost function may not decrease strictly (figures 19 and 23).
Fig. 1. Time history of states for closed-loop MIMO system for $\tau = 0$

Fig. 2. Time history of inputs to SMA for $\tau = 0$

Fig. 3. Time history of cost function for $\tau = 0$
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Fig. 4. Time history of 5th and 6th states for $\tau = 0$

Fig. 5. Time history of states for closed-loop MIMO system for $\tau = 0.1$

Fig. 6. Time history of inputs to SMA for $\tau = 0.1$
Fig. 7. Time history of cost function for $\tau = 0.1$

Fig. 8. Time history of 5th and 6th states for $\tau = 0.1$

Fig. 9. Time history of states for closed-loop MIMO system for $\tau = 0.2$
Fig. 10. Time history of inputs to SMA for $\tau = 0.2$

Fig. 11. Time history of cost function for $\tau = 0.2$

Fig. 12. Time history of 5th and 6th states for $\tau = 0.2$
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Fig. 13. Time history of states for closed-loop MIMO system for $\tau = 0.3$

Fig. 14. Time history of inputs to SMA for $\tau = 0.3$

Fig. 15. Time history of cost function for $\tau = 0.3$
Fig. 16. Time history of 5th and 6th states for $\tau = 0.3$

Fig. 17. Time history of states for closed-loop MIMO system for $\tau = 0.4$

Fig. 18. Time history of control inputs for $\tau = 0.4$
Fig. 19. Time history of cost function for $\tau = 0.4$

Fig. 20. Time history of 5th and 6th states for $\tau = 0.4$

Fig. 21. Time history of states for closed-loop MIMO system for $\tau = 0.5$
Fig. 22. Time history of control inputs for $\tau = 0.5$

Fig. 23. Time history of cost function for $\tau = 0.5$

Fig. 24. Time history of 5th and 6th states for $\tau = 0.5$
2.4 Conclusions

In this research, a quasi receding horizon control (RHC) is applied to the MIMO dynamics of vortex coupled delta wing aircraft in roll manoeuvre to study the effect of the time delay in SMA control inputs. Simulation results show that for small enough $\tau$ (time delay of SMA), RHC can handle the SMA's time delay; in fact, as $\tau$ goes up, the system becomes unstable. According to the simulation results, for $\tau \leq 0.25$ (time delay), RHC can control the system properly.
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Abstract

This report documents the work related to task #4 for the project entitled “Synthesis and Implementation of Single- and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”. In this report, Receding Horizon Control (RHC) method is used for the flow control problem of a delta wing aircraft which augments the “vortex coupled break down location” for the roll manoeuvre. Because of nonlinearities and uncertainties in the vortex coupled dynamics, the existing ordinary RHC methods can not be applied to this dynamics; therefore, it is required to develop a robust RHC scheme. Moreover, there is no design procedure to tune the parameters of the RHC controller systematically for nonlinear systems with uncertainty and large number of constraints on the states and inputs. In this research, based on a proposed robust quasi RHC scheme, a design procedure is proposed so that all parameters of the RHC controller can be tuned. The stability of the robust RHC controller is also proven. The effectiveness of the design procedure is evaluated by applying the robust RHC to both the 4th order and the MIMO dynamics of the “vortex coupled roll dynamics of delta wing aircraft” with delay, unmodeled uncertainty and disturbances. Simulation results show that the proposed robust RHC can stabilize the vortex coupled dynamics of delta wing with a remarkable performance. In all cases, the region of attraction of the robust RHC and also terminal region is obtained and discussed.
Nomenclature

\( A, B \)  system matrices  \( L \)  Lipchitz constant

\( b \)  wing span  \( K \)  controller gain

\( P, Q, R \)  Weight matrices of quadratic cost function  \( \alpha \)  angle of attack

\( q \)  dynamic pressure  \( T \)  finite horizon time

\( l \)  moment of Inertia  \( \phi \)  roll angle

\( X_{vb} \)  Non-dimensional vortex breakdown location  \( f_c \)  friction coefficient

\( X_s \)  static term in \( X_{vb} \)  \( s \)  wing element area

\( Cl \)  roll moment coefficient  \( \mu \)  Uncertainty coefficient

Subscripts

\textit{actual}  actual system  \( r \)  right wing vortex

\textit{cont}  Controller  \( sma \)  shape memory alloy

\( l \)  left wing vortex  \( VB \)  vortex breakdown

\textit{lpf}  Low Pass Filter  \( w \)  wing

Abbreviations

RHC  Receding Horizon Control
SMA  Shape Memory Alloy
MIMO  Multi-Input Multi-Output
LQR  Linear Quadratic Regulator

RDDWAACBDL  Roll Dynamics of Delta Wing Aircraft Augmenting Vortex Coupled Break-Down Location
3.1 Introduction

This report addresses the following task related to the project "Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques":

Task 4: Apply optimization-based receding-horizon control approaches to the flow control problem

The RHC method is based on a repeatedly on-line solution to a "finite horizon open loop optimal control" problem. An optimal control problem is solved for a period of time called the prediction horizon. Then, the first portion or the second portion of the computed optimal input may be applied to the plant in a period of time called the execution horizon until the next sampling of the states becomes available [1].

The RHC has traditionally found successful applications in the chemical process control, where the dynamics are slow. A very high computation burden of the RHC has prevented its application to nonlinear systems with fast dynamics like high performance aircrafts. However, with the advent of high speed computers and the development of the new computational methods in recent years, the RHC has been successfully applied to the nonlinear control problems with fast dynamics [2].

The "roll dynamics of delta wing aircraft augmenting a vortex coupled break-down location" (RDDWAAGCBDL) is a nonlinear dynamics containing state delay, uncertainty, friction and zero dynamics with a weak stability behaviour of the open loop system. It is obvious that the
ordinary and typical existing RHCs could not be applied to such a problematic and complex
dynamics; consequently, some revisions should be made to the ordinary RHC schemes.
The main idea in this report is to prove the robust stability of the Quasi RHC [3] for nonlinear
systems with unmodeled dynamics. Then, based on this robust RHC scheme a design
procedure will be developed so that all matrix penalties of cost function \((P, Q, \text{ and } R)\) and
\textit{final horizon time} \((T)\) can be tuned for the uncertain systems.
The stability of the quasi RHC is proven in [3] for nonlinear systems without perturbation and
any kind of uncertainty. The reason beyond the fact that the quasi RHC is used in this study is
that it is easy to implement this kind of RHC to nonlinear systems. Also, the computation
burden is less in comparison with other kinds of RHC schemes like dual-mode RHC [4];
because, in the quasi RHC it is not required to apply the terminal constraint. This terminal
constraint is used to guarantee the stability of RHC in other kinds of RHC schemes and
instead, some offline computations and investigations are done. In other words, the RHC
controller parameters are tuned so that the closed-loop stability is guaranteed. Moreover, by
the means of quasi RHC it is possible to discuss the region of attraction and also terminal
region easily.
Only two papers addressed the robust stability of RHC. In the first one [5], authors used a \(H_x\)
method to prove the robust stability of the RHC for systems with input disturbances; however,
unmodeled dynamics and state uncertainty are not discussed in that paper. Also, in [4], the
robust stability of a dual mode RHC controller for nonlinear systems is discussed
theoretically; however, the practical and implementation issues are not discussed. It is
important to mention that the dual mode RHC is not used in today’s fast dynamics
applications because of its difficulties and instead quasi RHC is being used due to its
prominent benefits.
In the dual mode control, inside a terminal region a local feedback control law and, outside
this terminal region an RHC is applied to the system. Whereas, in the quasi RHC, the RHC
control input is applied to the system inside and outside the terminal region.
Some benefits of the RHC make it a good candidate to be used for the flow control problem of
aerospace vehicles which are nonlinear, fast, constrained and uncertain dynamics. For
instance, by the means of RHC, it is possible to design a feedback control law for nonlinear
systems. Furthermore, since the control law is generated in a repeated fashion, it is possible to
feedback the information through the computing of each optimal control law. This property makes the RHC flexible for control of systems with variable parameters and unknown environmental conditions. Excellent capability to handle the constraints is another unique advantage of the RHC. The optimality of the RHC is also a considerable advantage.

In this report, firstly the flow control problem is discussed; it is indicated that the RIIC controller should fulfill some requirements to be applicable to flow control problem. Then, quasi RHC is introduced and the benefits of quadratic cost functions and flat outputs in reducing the computation burden are discussed. Secondly, some lemmas and theorems are presented to prove the robust stability of the RHC for uncertain systems. We will end up with a design procedure for nonlinear systems with unmodeled dynamics so that all controller parameters like penalties $P, Q, R$, and finite prediction horizon time ($T$) is tuned. After that, to verify the design procedure, a 2\textsuperscript{nd} order numerical example is presented. Thirdly, this robust RHC is applied to the 4\textsuperscript{th} order RDDWAACVBDL ($C$, and delay terms are considered as the unmodeled dynamics and nonlinearity correspondingly). To incorporate the shape memory alloy (SMA) actuators, the robust RHC is applied to MIMO of the RDDWAACVBDL, which is a 6\textsuperscript{th} order dynamics; this controller is also applied to the delta wing dynamics with new SMA antagonistic actuation system in Appendix E. Some numerical simulations are done to discuss the effectiveness and performance of the proposed robust quasi RHC scheme.
3.2 Receding horizon control of the flow control problem

Some features of the flow control problem have made it a challenging problem among the control designers. For instance, there are plenty of actuator saturations and constraints that must be handled. Also, all manoeuvres in flow control problem are very fast. Furthermore, there are some uncertainties in the model driving designers to do an uncertainty analysis. Some nonlinear behaviours such as state delay add also to the problem. Hence, an RHC has to be developed which can overcome all these difficulties; in fact, the RHC must:

1- Handle all saturations and constraints.
2- Be fast enough to handle the fast dynamics.
3- Be robust to unmodeled uncertainty and disturbances.
4- Handle nonlinearities like delay.

All these aspects are discussed in this report; in fact, we will design and formulate an RHC scheme that fulfills all of the above requirements.

Achieving the first requirement (handling the constraints) is quite simple because all formulations of the RHC could handle all kinds of constraints and saturations. However, by the means of the quasi RHC, this can be done easily because it is not required to check the final constraint in the quasi RHC scheme; this relaxes the final constraint and also can reduce the on-line computation burden which fulfills the second requirement as well. Also, by benefiting of the flat outputs, it is possible to reduce the dimension of the optimization problem and hence reduce the computation burden (Appendix A).

3.2.1 Quasi Receding Horizon Control

Suppose that the nominal model is presented as the following general form:

$$\dot{x} = f(x(t), u(t)) \quad x(0) = x_0$$  \hspace{1cm} (1)

Where $x(t) \in \mathbb{R}^n$ is the state of the system and $u(t) \in \mathbb{R}^m$ is the input vector satisfying the constraints:

$$u(t) \in U \quad \forall t \geq 0$$  \hspace{1cm} (2)
$U$ is the set of allowable inputs. In order to meet the necessary conditions for stability; it is also assumed that:

**A1-** $f$ is twice continuously differentiable.

**A2-** $U$ is compact and convex and contains origin.

**A3-** system (1) has a unique solution for a given initial condition [1].

Then, under these circumstances the RHC is the repeated solution of the following problem [6]:

**Problem 1:** Find

$$
\min_{\mathbf{u}} \int_{0}^{T} q(x(\tau), u(\tau))d\tau + V(x(T))
$$

Subject to

$$
\dot{x}(t) = f(x(t), u(t)) \quad x(0) = x_0
$$

$$
lb_0 \leq \psi(x(0), u(0)) \leq ub_0
$$

$$
lb_i \leq S(x(t), u(t)) \leq ub_i
$$

$$
x(T) \in \Omega_s
$$

Where

$$
\Omega_s = \{x \in \mathbb{R}^n : V(x) \leq r\}
$$

$
\psi$

is an initial constraint on the parameters and $S$ is a trajectory constraint enforced over the entire time interval. $lb$ and $ub$ are the lower and upper bounds respectively on the constraints. Constraint (7) is added to guarantee the stability of the RHC; in fact, by the means of the RHC the trajectory of system is driven to a neighbourhood of the origin and after that a linear local feedback controller stabilizes the system; hence, for the open loop system, control input is as follows:

$$
u(s) = \begin{cases} u^*(s; x(t), t) & x \in X \cap \Omega_s^c \\ Kx(s) & x \in \Omega_s \end{cases}
$$

Where, $X$ is the set of initial states that there exists a feasible solution for them, $\Omega_s^c$ is the set of states which do not belong to $\Omega_s$, and $K$ is the gain of local feedback controller.
Remark: in the quasi RHC the local feedback controller is used in offline computations to prove the stability of the RHC scheme and design the cost function penalties; in that, in the online computations only the RHC controller scheme is used.

Repeating this computation yields a closed-loop feedback control law. For a receding horizon sampling period δ when δ belongs to (0, T); then, the closed-loop system is represented as:

$$\dot{x}(\tau) = f(x(\tau), u^*(\tau))$$

$$u^*(\tau) = u^*(\tau; x(t)) \quad \tau \in [t, t+\delta], \quad 0 < \delta \leq T \tag{10}$$

Where $u^*(\tau; x(t))$, $\tau \in [t, t+T]$, is the optimal control obtained from the above problem with the initial condition $x(t)$, and $t$ is the start time of the optimization process and the instant at which states are sampled.

3.2.2 Selection of appropriate cost function to achieve good stability and performance properties

Solving the optimal Problem 1 repeatedly leads to a closed-loop feedback control, but computationally solving an optimal control problem with cost function (3) is typically demanding and time consuming. Consequently, it is desired to select $q(x(0|t, u(t)))$ and $V(T)$ such that the computational effort in the optimization is reduced and hence, the RHC can be used for fast flow dynamics. One potential choice is quadratic form functions due to their unique and excellent properties in optimization problems. In appendix B the advantages of quadratic cost functions in the optimization problems are discussed completely.

3.2.3 Quasi Receding Horizon Control with Quadratic Cost Function

With the following selections, the RHC problem becomes quadratic [7]:

$$q(x(t), u(t)) = \frac{1}{2} x^T(t)Qx(t) + \frac{1}{2} u^T(t)Ru(t) \tag{11}$$

And:
\[ V(x(T)) = \frac{1}{2} x^T P x \]  \hspace{1cm} (12)

\( Q, P \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{m \times m} \) denote positive-definite, symmetric weighting matrices, \( T \) is a finite prediction time and \( x(t; x_0) \) denotes the trajectory of the system (1) driven by \( u(t) \) starting from the initial condition \( x_0 \).

\subsection{3.2.4 Robust RHC Approach for Nonlinear Systems}

To handle the uncertainties and disturbances, it is required to design a robust RHC scheme for nonlinear systems; this will fulfill the third and forth requirements of section 2. Suppose the nominal system (1) and the corresponding actual system:

\[ \dot{x} = f_{\text{actual}}(x(t), u(t)) \quad x(0) = x_0 \]  \hspace{1cm} (13)

And consider the Jacobian linearization of the system (1) at origin is described by:

\[ \dot{x} = Ax + Bu \quad x(0) = x_0 \]  \hspace{1cm} (14)

Where

\[ A = \frac{\partial f}{\partial x}(0,0) \]  \hspace{1cm} (15)

And

\[ B = \frac{\partial f}{\partial u}(0,0) \]  \hspace{1cm} (16)

And also, suppose that:

\[ \|f_{\text{actual}}(x(t), u(t)) - f(x(t), u(t))\| \leq \mu \|x\| \]  \hspace{1cm} (17)

To prove the robust stability of the RHC for uncertain system (13) with unmodeled uncertainty (17), we need the following three lemmas:

**Lemma 1**: there exists \( r > 0 \) such that \( \Omega_r \) is an invariant region of attraction for nominal system (1) and actual system (13) by the feedback control input \( u = kx \).

**Proof**: the existence of such region of attraction for nominal system without model error is proven in [3]; also, it is proven that if
A4- the Jacobian linearization system (14) is stabilizable

Then, the following Lyapanov equation has a unique solution:

\[
(A_k + cI)^T P + P(A_k + cI) = -Q^*
\]  \hspace{1cm} (18)

Where, \( A_k = A + BK \), \( Q^* = Q + K^T RK \) and \( c = -\lambda_{\text{max}}(A_k) \); and, \( \lambda_{\text{max}} \) is the largest eigenvalue of \( A_k \). It is assumed that the linear system (14) is stabilizing with control input \( u = kx \); then, all eigenvalues of \( A_k \) are negative and \( c = -\lambda_{\text{max}}(A_k) \) guarantees that with positive definiteness of \( Q^* = Q + K^T RK \), there exists a unique positive definite solution \( P \), for Lyapunov equation (18).

To prove that \( \Omega \) is an invariant region of attraction for actual system with local feedback control, first of all find a constant \( r \) such that \( kx \in U \) for all \( x \in \Omega \); then, differentiate \( V(x) \) along the trajectory of actual system (13):

\[
\frac{d(V(x))}{dt} = x^T P(f_{\text{actual}} - A_k x) + (f_{\text{actual}}^T - x^T A_k^T)Px + x^T (A_k^T P + PA_k) x
\]  \hspace{1cm} (19)

Suppose that:

\[
\phi(x) = f - A_k x
\]  \hspace{1cm} (20)

Then:

\[
\left\| f_{\text{actual}} - A_k x \right\| \leq \left\| f_{\text{actual}} - f \right\| + \left\| f - A_k x \right\| \leq \mu \| x \| + \| \phi(x) \|
\]  \hspace{1cm} (21)

Also suppose that:

\[
\mu = \text{Sup} \left\{ \frac{\| \phi(x) \|}{\| x \|} : x \in \Omega \right\}
\]  \hspace{1cm} (22)

Then, inequality (21) becomes:

\[
\left\| f_{\text{actual}} - A_k x \right\| \leq (\mu + \mu_\phi) \| x \|
\]  \hspace{1cm} (23)

Using norm, inequality (23) and using the fact that the norm of a matrix is greater than any of its eigenvalues, we will have:

\[
x^T P(f_{\text{actual}} - A_k x) \leq \| P \| \left( f_{\text{actual}} - A_k x \right) \| x \| ^2 \leq \| P \| (\mu + \mu_\phi) \| x \| ^2 \leq \| P \| \frac{\mu + \mu_\phi}{\lambda(P)} \| x \| ^2
\]  \hspace{1cm} (24)

If we choose \( r \) such that:
\[
\mu + \mu_\delta \leq c \frac{\lambda_{\max}(P)}{\|P\|}
\]

(25)

Then, from (25) and (24), we will end up with:

\[
x^T P(f_{\text{actual}} - A_k x) \leq c \|x\|^2_p
\]

(26)

The same derivation can be done for:

\[
(f_{\text{actual}}^T - x^T A^T_k) P x \leq c \|x\|^2_p
\]

(27)

Putting (26) and (27) into (19) yields:

\[
\frac{d(V(x))}{dt} = \frac{d(x^T P x)}{dt} \leq -x^T Q^* x
\]

(28)

Inequality (28) is obtained along the trajectory of actual systems (13) with control input \( u = k x \) in the set \( \Omega_r \) and under the condition (25). Since \( Q \) is positive definite, \( V(x) \) is decreasing in \( \Omega_r \); this implies that any trajectory of actual system (13) which starts in \( \Omega_r \) and is controlled by local feedback control \( u = k x \) remains in \( \Omega_r \); consequently, \( \Omega_r \) is an invariant region of attraction for actual system (13) with local feedback control.

The next lemma discusses the feasibility of control input for the actual system with model error. By the feasibility of RHC we mean that there exists a valid control input (belongs to \( U \)) and a finite horizon time (\( T \)) so that the system (13) is driven to \( \Omega_r \) at time \( T \).

According to [8], feasibility of control input at time \( t = 0 \) for nominal system implies its feasibility for all \( t > 0 \) for nominal system without model error. Hence, for actual system (13) with model error (17), it is enough to prove that there exists a feasible control at time \( t = 0 \). The following lemma will discuss the conditions under which the existence of a feasible control at \( t = 0 \) is guaranteed for open loop system.

**Lemma 2:** for the actual system (13) with model error (17), there exists a valid \( r > 0 \) such that the actual system can be driven to \( \Omega_r \) by the open loop receding horizon optimal control.

**Proof:** suppose that there exist a feasible solution to open loop RH (\( t, x(t), u, T \)) (starting at time \( t \), with initial condition \( x(t) \), and finite horizon time \( T \)) for nominal system with \( \Omega_r \); this means:

\[
x(t + T) \in \Omega_r \Rightarrow x^T (t + T) P x(t + T) \leq r
\]

(29)
In the case of actual system, it is obvious that if the control input \( u(s; x(t), t) \) is applied to the actual system for \( s \in [t, t+T] \) then the final trajectory \( x(t+T) \) may not enter \( \Omega_r \) (figure 1) due to model error:

![Region of attraction and terminal region for both actual system and nominal system](image)

**Fig. 1: Region of attraction and terminal region for both actual system and nominal system**

In the above figure, \( x_r(t+T) \) denotes the final state of actual system which is different from the final state of the nominal system and may not enter \( \Omega_r \) because of model error. This implies that the terminal region \( \Omega_r \) must be modified for the nominal system so that the terminal state of the actual system, \( x_r(t+T) \), enters into \( \Omega_r \). Hence, we have to define a new \( r_{new} \) and a set \( \Omega_{r_{new}} \) for nominal system so that the trajectory of actual system enters into \( \Omega_r \).

Suppose that \( b_{\Omega_r} \) is the boundary of \( \Omega_r \) and \( b_{\Omega_{r_{new}}} \) is the boundary of \( \Omega_{r_{new}} \); then, to find the set \( \Omega_{r_{new}} \), we have to push the boundaries of \( \Omega_r \) according to following inequality:

\[
b_{\Omega_{r_{new}}} \leq b_{\Omega_r} - |x_r(t+T; x(t), t) - x(t+T; x(t), t)|
\]  

(30)

To find such a \( r_{new} \) so that the inequality (30) is satisfied, we can use the following analysis along with Bellman-Gronwall lemma and Variation Calculus, suppose that:
both nominal and actual systems are Lipchitz continuous with Lipchitz constant L. Then, the following is a consequence of Belman-Grownwall lemma for nominal system (1) and actual system (13) with model error (17):

\[ \| x_{\text{actual}}(t+T; x(t), t) - x(t+T, x(t), t) \| \leq \frac{\mu l}{L} (\exp(LT) - 1) \]  

(31)

Where, \( \| x \| \leq l \) on set X (region of attraction of actual system with RHC).

Suppose the variation variables \( \delta x \) and \( \delta V \), then:

\[ V(x) = x^T P x \Rightarrow \delta V(x) = x^T P \delta x + \delta x^T P x + \delta x P \delta x \]  

(32)

Omitting non-variational terms yields:

\[ \delta V(x) = x^T P \delta x + \delta x^T P x + \delta x P \delta x \]  

(33)

The last term in the above equation is the product of two variation variables and is negligible; hence, taking norm yields:

\[ \| \delta V(x) \| = 2 \| x^T P \delta x \| \leq 2 \| x^T P \| \| x \| \]  

(34)

The term \( \| \delta x \| \) can be calculated from (31) which is a consequence of Bellman-Grownwall lemma. Then, \( \Omega_{r_{\text{ew}}} \) is defined as following:

\[ \Omega_{r_{\text{ew}}} = \left\{ x \in \Re^n : V(x) \leq r - 2 \| x^T P \| \frac{\mu l}{L} (\exp(LT) - 1) \right\} \]  

(35)

Remark: if the model error be such that the right hand side of (35) be zero (or negative) it means that for this actual system the final terminal region set is empty (\( \Omega_{r_{\text{ew}}} \subset \phi \)) and the inequality (7) converts to the final equality \( x^*(t+T; x(t), t) = 0 \) which is difficult to be satisfied in online optimization.

Then, with the \( \Omega_{r_{\text{ew}}} \), it is obvious that for the nominal system \( x^*_n(t+T; x(t), t) \in \Omega_{r_{\text{ew}}} \) implies that \( x^*_n(t+T; x(t), t) \in \Omega_r \) and according to lemma1 and since \( \Omega_r \) is an invariant region of attraction for actual system, the actual system will be stabilized by the local feedback control \( u = Kx \) and then \( x^*_n(t+\delta + T; x(t+\delta), t+\delta) \in \Omega_r \).
To prove the stability of the closed loop system, we use the Lyapunov analysis. The quadratic performance index with terminal penalty is chosen as Lyapunov function candidate. The negative definiteness of this function for closed-loop system is approved in the following lemma.

**Lemma 3**: suppose that:

A6- There exists a feasible solution of the RHC problem for the actual system at time \( t \) that drives the final state of actual system at time \( t+T \) to \( \Omega_r \) (i.e. \( x^*_{\text{actual}}(t+T; x(t), t) \in \Omega_r \)). Also, suppose that the linearized system of nominal system (1) is stabilizing in \( \Omega_r \) (A4); then, there exists a \( \varepsilon > 0 \) such that the following inequality holds for actual system:

\[
\frac{\partial J(\tau; x(t), t)}{\partial t} \leq -\varepsilon \quad , \tau \in [t, t + \delta]
\]  

(36)

**Proof**: Appendix C.

**Theorem 1**. Suppose that the assumptions A1-A6 are satisfied and model error is such that there exists a relation like (17) between nominal and actual system. Then, the closed-loop quasi receding horizon control of actual system with model error is asymptotically stable for sufficient small execution time.

**Proof**: we use the definitions of asymptotic stability in the sense of Lyapunov [9]:

**Definition of Asymptotic Stability**: let \( x=0 \) be an equilibrium point for (1). Suppose that \( V(x) : \mathbb{R}^n \rightarrow \mathbb{R} \) is a continuously differentiable function such that:

I. \( V(x) \) is positive definite
II. \( \|x\| \rightarrow \infty \Rightarrow V(x) \rightarrow \infty \)
III. \( \dot{V}(x) < 0 \quad \forall x \neq 0 \)

Then, \( x=0 \) is globally asymptotically stable.

Suppose that:
\[ V(x) = J_{\text{actual}}^*(x, t, t+T) \]  

According to (11) and (12), \( J_{\text{actual}}^*(x, t, t+T) \) is quadratic function. Also, \( V(x) \) is positive definite because \( R, Q \) and \( P \) are positive definite; condition II is straightforward for quadratic functions. Moreover, from lemma 3, III is satisfied and this completes the proof.

### 3.2.5 Design Procedure:

According to previous lemmas and theorem, in this section a design procedure is developed by the means of which parameters of the robust RHC controller is tuned so that the stability of the closed-loop system is guaranteed. It is assumed that the assumptions A1-A6 hold.

1. **Step 1.** Define the constraints and limitations on the states and inputs.
2. **Step 2.** Obtain the Jacobian linearized form of nominal nonlinear system \((A, B)\), and check whether the linearized system is stabilizable or not?
3. **Step 3.** Choose positive definite \( Q \) and \( R \) for penalties of quadratic performance index.
4. **Step 4.** By the means of one of linear feedback control methods like LQR obtain a linear feedback gain \( K \) for linearized system
5. **Step 5.** Choose \( c \) so that \( c < -\lambda_{\text{max}}(A_i) \) and \( A_i = A + BK \).
6. **Step 6.** Solve Lyapanov equation (18) and obtain \( P \).
7. **Step 7.** Find the largest possible \( r \), such that: \( \forall x \in \Omega_n \Rightarrow K x \in U \) , (U is the set of admissible controls).
8. **Step 8.** Find the largest possible \( r \in [0, r] \) such that inequality (25) holds.
9. **Step 9.** Choose \( T \) (Finite Horizon time) and find the largest possible \( r_{\text{new}} \in [0, r] \) according to (35) or any other methods.
10. **Step 10.** Check if with the designed parameters \((P, Q, R, T)\), there is a feasible open loop receding horizon optimal control for nominal system or not? (i.e. \( x_m^*(t+T; x(t), t) \in \Omega_{r_{\text{new}}} \)). If not, either reduce the boundaries of \( X \) (region of attraction of RHC) or go to step 3 and redefine \( Q, R, T \) and other design parameters.
3.2.6 Numerical Example:

The following numerical example will verify the results. Suppose the following actual nonlinear system:

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) + \mu_1 x_2(t) \\
\dot{x}_2(t) &= -x_1(t) - 2x_2(t) + u(t)(2x_2(t) + 1) + \mu_2 x_2(t)
\end{align*}
\]  
(38)

Where terms multiplied by \( \mu_1 \) and \( \mu_2 \) are unmodeled dynamics:

**Step 1.** System is under the following limitations:

\[
\begin{align*}
-1 &\leq x \leq 1 \\
-1 &\leq u \leq 1
\end{align*}
\]  
(39)

**Step 2.** The linearization of this system around equilibrium point (0, 0) yields:

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &= -x_1(t) - 2x_2(t) + u(t)
\end{align*}
\]  
(40)

Both eigenvalues of linearized system are -1; then the linearized system is stabilizable.

**Step 3.** Choose:

\[ Q = R = I \]  
(41)

**Step 4.** By the means of LQR:

\[ K = \begin{bmatrix} -0.4142 & -0.4142 \end{bmatrix} \]  
(42)

**Step 5.**

\[ c = 0.95 \]  
(43)

**Step 6.**

\[ P = \begin{bmatrix} 174.7573 & 117.8077 \\ 117.8077 & 80.8581 \end{bmatrix} \]  
(44)

**Step 7.** Under the conditions (39), and with \( K \):

\[ r_1 = 491.2308 \]  
(45)

**Step 8.** Choosing \( \mu = 0.3 \), then:

\[ r = 1951239 \]  
(46)

**Step 9.** Choosing \( t=0.5, L=1, T=2 \) sec,

\[ r_{new} = 3.0792 \]  
(47)
Step 10. In figure 2 these terminal regions are shown. Also, for some initial conditions the open loop optimal control of problem 1 is applied to both nominal and actual system and trajectories are depicted. The solid lines show the trajectories of actual system and the dashed lines show the trajectories of nominal system. As it is shown all trajectories of nominal system enter into $\Omega_{\text{new}}$ and all trajectories of actual system enter into $\Omega_{\text{c}}$; this implies that the robust RHC controller with design parameters can stabilize the close loop system.

**Fig.2.** Terminal region for actual system and nominal system and trajectories of both actual and nominal system subject to open loop optimal control

### 3.3 Application to Vortex Coupled Dynamics

In this section, the robust quasi receding horizon control (RHC) discussed in the previous section is applied to the vortex coupled dynamics of a delta wing aircraft in roll manoeuvre as a sophisticated flow control problem. We start with some discussions on the vortex coupled dynamics; it is required to discuss how the delay term and the uncertainties of the vortex coupled dynamics are treated and handled in the robust RHC design.

#### 3.3.1 The time delay terms of the vortex dynamics

One of the features of the flow control problem which is supposed to be handled by the means of robust RHC scheme is the state delay term. To achieve this objective, the delay term is
regarded as a nonlinear term. Hence, since the designed robust RHC scheme can handle the nonlinearities, it can handle the delay term simply. According to step 2 of design procedure, this delay term will be linearized as we will see later and the difference between the nonlinear (delay) term and linear term is counted in the design procedure of robust RHC design. Actually, this is the advantage of the designed robust RHC controller that any kind of nonlinearity can be approximated by a linear term and then the difference between the nonlinear term and the corresponding linearized is counted in the design procedure to reduce the approximation error.

### 3.3.2 Robustness to unmodeled dynamics uncertainty and disturbances

Another important feature of flow control problem is unmodeled dynamics uncertainty and disturbances that must be analyzed in the design procedure. The unmodeled dynamics in the vortex coupled problem of delta wing is lift coefficient $C_l$; this can be done by the step 8 and 9 of the design procedure. This is discussed thoroughly in sections 3.4.1 and 3.5.1 correspondingly for 4th order and MIMO dynamics.

### 3.3.3 Reduction of computation burden:

Since the RHC is a solution of an optimal control problem which is done online, then, always a delay is induced in the on-line applications known as computation delay. This computation delay can affect the stability and performance. To reduce the computation delay, it is possible to reduce the computation burden. In our proposed scheme, this is done in two ways: firstly, by choosing the quasi RHC scheme; since the final constraint in this scheme is relaxed, this could reduce the computation burden. Secondly, by reducing the final finite horizon time ($T$) which is done in the step 9 of design procedure. In step 9, it is possible to tune $T$ for better performance; the smaller $T$, the less computation burdens (the less computational delay).
3.3.4 Application to 4th order Vortex coupled Delta Wing:

The roll dynamics of delta wing aircraft augmenting vortex coupled dynamics is described by [10]:

\[
\begin{align*}
\dot{x}_1(t) &= cx_2(t) \\
\dot{x}_2(t) &= -c x_1(t) - \varepsilon_d x_2(t) + x_4(t) + x_4(t - \tau) \\
\dot{x}_3(t) &= -\varepsilon_d x_3(t) + x_4(t) \\
\dot{x}_4(t) &= u(t)/I_w - Cl(Xv\theta(x(t)))Q - f_c x_4(t)
\end{align*}
\]  

(48)

The rolling moment coefficient \( C_\iota \) is a nonlinear function of vortex breakdown locations [11]; we assume it is a 3rd order polynomial in the following form:

\[
C(X_{vb}X_{vbr}) = c_0 + c_1(X_{vb} - X_{vbr}) + c_2(X_{vb}^2 - X_{vbr}^2) + c_3(X_{vb}^3 - X_{vbr}^3)
\]

(49)

Where, \( X_{vb} \) and \( X_{vbr} \) represent the vortex breakdown locations for the left and right vortices, and \( c_0, c_1, c_2 \) and \( c_3 \) are constant coefficients obtained using 3rd order least square curve fitting of the experimental data. Vortex breakdown locations are considered as following [11]:

\[
X_{vb}(t) = X_{b}(t) + X_{h}k_{b}(t)x_2(t)
\]

(50)

\[
X_{vbr}(t) = X_{br}(t) + X_{h}k_{br}(t)x_2(t)
\]

(51)

Where, \( X_{vb} \) and \( X_{vbr} \) are static components of vortex breakdown locations in the overall vortex breakdown locations [12], and:

\[
k_{b}(t) = 0.91/\tan(\alpha(t))
\]

(52)

Where, angle of attack (\( \alpha \)) is computed as follows:

\[
\alpha(t) = \arctan(\cos(\, x_1(t)) \cdot \tan(\sigma))
\]

(53)

And, bevel angle of the wing (\( \sigma \)) is an experimentally obtained value [12]. It is obvious that by considering (49), dynamics equation (48) becomes highly nonlinear; it is desired to design a robust RHC for this nonlinear dynamics; the robust RHC controller then can behave like a feedback controller for this nonlinear system.

3.4.1. Robust RHC Design for 4th order:

Equation (48) describes the vortex break down roll dynamics of delta wing aircraft; in this dynamics \( C_\iota \) is regarded as an unmodeled dynamics.
Step 1. For a delta wing aircraft the following bounds are considered on the bank angle, roll rate and control input:

\[
\begin{align*}
-100^\circ & \leq \phi \leq 100^\circ \\
-100 \text{ deg/ sec} & \leq \dot{\phi} \leq 100 \text{ deg/ sec} \\
-10 & \leq u \leq 10
\end{align*}
\]  

(54)

Then the following bounds can be considered on the states and control input, these are selected from the simulation results of [11]:

\[
\begin{align*}
-0.4 & \leq x_1 \leq 0.4 \\
-0.4 & \leq x_2 \leq 0.4 \\
-1.74 & \leq x_3 \leq 1.74 \text{ (Rad.)} \\
-1.74 & \leq x_4 \leq 1.74 \text{ (Rad.)} \\
-10 & \leq u \leq 10
\end{align*}
\]  

(55)

Step 2. Since the origin is the equilibrium of system then the linearized system is:

\[
A = \begin{bmatrix}
0 & c & 0 & 0 \\
-c & -\varepsilon_d & 0 & 2 \\
0 & 0 & -\varepsilon_d & 1 \\
0 & 0 & 0 & -f_c
\end{bmatrix}, \quad
B = \begin{bmatrix}
0 \\
0 \\
0 \\
h_l / I_w
\end{bmatrix}
\]  

(56)

It is important to notice that the delay term is approximated by a non-delay term; choosing above parameters according to [11], we have:

\[
\begin{align*}
c &= 31.4159 \\
\varepsilon_d &= 0.1 \\
I_w &= 0.0305 \\
f_c &= 0.4 \\
h_l &= 1 \\
\bar{Q} &= 27658.97
\end{align*}
\]  

(57)

Then:
\[
A = \begin{bmatrix}
0 & 31.4159 & 0 & 0 \\
-31.4159 & -0.1000 & 0 & 2.0000 \\
0 & 0 & -0.1000 & 1.0000 \\
0 & 0 & 0 & -0.4000
\end{bmatrix}
\] (58)

\[
B = \begin{bmatrix}
0 \\
0 \\
32.7761
\end{bmatrix}
\]

The eigenvalues of linearized system are:
\[
\begin{align*}
-0.0500 + 31.4159i \\
-0.0500 -31.4159i \\
-0.1000 \\
-0.4000
\end{align*}
\] (59)

All eigenvalues have negative real part; then, the linearized system is stabilizable.

**Step3.**

\[
Q = R = I
\] (60)

Where \( I \) is identity matrix

**Step4.** By the means of LQR:

\[
K = \begin{bmatrix}
0.8700 & -1.0250 & -0.9019 & -1.0742
\end{bmatrix}
\] (61)

**Step5.**

\[
\text{Max}(\lambda_{A_k}) = -1.0214 + 31.4317i \Rightarrow 
\]

\[
c = 0.9
\]

**Step6.** Solving Lyapunov equation for selected parameters above yields:

\[
P = \begin{bmatrix}
8.0787 & 0.0540 & 0.5265 & -0.2271 \\
0.0540 & 8.5553 & 0.4820 & 0.2856 \\
0.5265 & 0.4820 & 9.6056 & 0.2916 \\
-0.2271 & 0.2856 & 0.2916 & 0.0559
\end{bmatrix}
\] (63)

**Step7.** For new local controller to satisfy the input bounds (55), since \( U \) is large enough this can not reduce the terminal region; in fact, in the above region the local feedback controller with gain of step 4 is admissible; hence, with this new region of attraction:

\[
r_i = 35.1806
\] (64)
Step 8. In this step, it is required to obtain the uncertainty parameter ($\mu$). In the delta wing model, uncertainty consists of term $C_i(x_{i,b})$; simulation results show that:

$$\text{Max}(C_i(x_{i,b})) = 0.01$$

(65)

That barely happens and typically is about 0.001. For region of attraction (55), we have:

$$\|x\| \leq 4.28$$

(66)

Then:

$$\mu = \frac{\text{Max}(C_i)}{\|x\|} = 0.0023$$

(67)

However, for some other perturbations which are negligible in comparison with this unmodeled uncertainty and to avoid selecting a conservative bound on the uncertainties, we choose:

$$\mu = 0.003$$

(68)

Considering the delay term as the nonlinearity, $\mu_\phi$ is computed as following:

$$\mu_\phi = \text{Max}(\frac{\|x_d\|}{\|x\|}) = 0.4$$

(69)

Since in our case the nonlinearity is weak, no considerable changes happen for $r$:

$$r \simeq r_1 = 35$$

(70)

Step 9. It is desired to have a smaller final horizon time $T$; because the smaller $T$, the less computation burden. Since the optimization time is done on-line, a small decrease in $T$ can reduce the computation burden dramatically; then, set $T=1$ sec and $L=6$ and:

$$l = \text{Max}\|x\|_x = 1.74$$

(71)

Hence:

$$r_{\text{new}} = 13.7070$$

(72)

Step 10. Figure 3 shows the trajectory of open loop nominal system with the design parameters above and with some initial conditions in the region of attraction; the final trajectory of system reaches:

$$x(t+T; x(t), t) = [ -0.0395 \quad 0.0009 \quad 0.4647 \quad -0.6461 ]$$

(73)

Thus:
\[ x^T(t + T)Px(t + T) = 1.9043 < r_{new} \]  

(74)

![Graph showing the open loop trajectory of a 4th order system](image)

**Fig3. Open loop trajectory of 4th order system**

Hence, the final trajectory with open loop enters \( \Omega_{r_{new}} \) that guarantees the fact that the final trajectory of actual system enters \( \Omega_r \). This implies that this control problem has a feasible solution; consequently, the closed-loop RHC with designed parameters is stable for actual system.

### 3.4.2. Closed-Loop RHC Design for 4th order roll dynamics:

To design RHC for vortex coupled delta wing above, consider the following flat outputs:

\[
\begin{align*}
  z_1 &= x_1 \\
  z_2 &= x_3
\end{align*}
\]  

(75)

Then, all states and inputs of system can be recovered as a function of above flat outputs and their derivatives:

\[
\begin{align*}
  x_1 &= z_1 \\
  x_2 &= \frac{\dot{z}_1}{c} \\
  x_3 &= z_2 \\
  x_4 &= \dot{z}_2 + e_d z_2 \\
  u_1 &= I_w[(\ddot{z}_2 + e_d \dot{z}_2) + f_c(\dot{z}_2 + e_d z_2) + C_i \ddot{Q}]
\end{align*}
\]  

(76)
Then, with designed parameters in previous section \((P, Q, R \text{ and } T)\) which guarantee the robust stability of uncertain delta wing vortex coupled model, the robust quasi RHC is applied to the actual delta wing dynamics under constraints (55). Also, to study the robustness of the controller to the disturbances, a noise with magnitude of 10% of the amount of states is added to the actual model.

Matlab software has been used to simulate the system. Polynomial class functions have been used to estimate the flat outputs; the order of polynomials is three with second-order continuity at break points. A sequential quadratic programming (SQP) [13] method has been used to solve the optimal control problem. Briefly, in SQP method an optimization method, in which the cost function is quadratic, is solved by the means of any recursive method like Steepest Decent (SD) method. In each optimization, the previous optimized value of optimization parameters is used as the initial guess. The time history of states is depicted in figure 4 for an initial condition \([0, 0, 58(\text{deg}), 0]\). The execution time is \(\delta = 0.1\).

![States vs. Time Graph](image)

**Fig.4.** time history of states for closed-loop 4th order system

And the input profile is depicted in figure 5:
As it is shown, neither states nor input exceed the limitations and constraints (55) and system has a good performance with designed parameters. The lift coefficient which is uncertain unmodeled dynamics is depicted in figure 6.
Time history of cost function is depicted in figure 7; as it is shown the cost function is decreasing which guarantee the stability of the RHC.

### 3.3.5 Application to MIMO Dynamics of Vortex coupled Delta Wing:

The dynamics of vortex coupled dynamics is described by:

\[
\begin{align*}
\dot{x}_1(t) &= c x_2(t) \\
\dot{x}_2(t) &= -c x_1(t) - \varepsilon_d x_2(t) + x_4(t) + x_4(t - \tau) \\
\dot{x}_3(t) &= -\varepsilon_d x_3(t) + x_4(t) \\
\dot{x}_4(t) &= u(t) / I_v - CL(Xvw(x(t))) Q - f_c x_4(t)
\end{align*}
\]

To incorporate the dynamics of shape memory alloy (SMA) actuators the following filter-like equations are added to the system dynamics [10]:

\[
\begin{align*}
\dot{x}_5(t) &= (-x_5(t) + h_2 \rho_{obs} u_2(t)) / \varepsilon_i \\
\dot{x}_6(t) &= (-x_6(t) + h_3 \rho_{obs} u_3(t)) / \varepsilon_r
\end{align*}
\]

Equations (77) along with (78) are called the MIMO dynamics of roll dynamics of delta wing aircraft augmenting the vortex coupled break down.
3.5.1. Robust RHC Design for MIMO Roll Dynamics:

Again a robust RHC is designed for MIMO dynamics (Appendix D); like 4th order, $C_j$ is considered as an unmodeled dynamics, all parameters of dynamics are selected like 4th order case as well.

3.5.2. Closed-Loop RHC Design for MIMO Roll Dynamics:

To design RHC for vortex coupled delta wing above, consider the following flat outputs:

\[
\begin{align*}
    z_1 &= x_1 \\
    z_2 &= x_3 \\
    z_3 &= x_5 \\
    z_4 &= x_6
\end{align*}
\]  

(79)

Then, all states and inputs of the system can be recovered as a function of above flat outputs and their derivatives:

\[
\begin{align*}
    x_1 &= z_1 \\
    x_2 &= \frac{\ddot{z}_1}{c} \\
    x_3 &= z_2 \\
    x_4 &= \dot{z}_2 + \varepsilon_z \dot{z}_2 \\
    x_5 &= z_3 \\
    x_6 &= z_4
\end{align*}
\]  

(80)

\[
\begin{align*}
    u_1 &= I_x([\ddot{z}_2 + \varepsilon_z \ddot{z}_2] + f_c(\dot{z}_3 + \varepsilon_z \dot{z}_2) + C_j \overline{Q}) \\
    u_2 &= \frac{\varepsilon_{\text{SMA}}}{h_1 \rho_L} (\dot{z}_3 + \varepsilon_z \dot{z}_3) \\
    u_3 &= -\frac{\varepsilon_{\text{SMA}}}{h_3 \rho_r} (\dot{z}_4 + \varepsilon_z \dot{z}_4)
\end{align*}
\]

Then, with the designed parameters of appendix D, and the execution time, $\delta = 0.1$, the quasi robust RHC is applied to the actual vortex coupled delta wing model with all its nonlinearities including delay and uncertainties in lift coefficient. Also, to study the robustness of the controller to the disturbances a noise with magnitude of 10% of the amount of states is added to the actual model. Again, similar to 4th order, polynomial class functions have been used to estimate the flat outputs; the order of polynomials is three with second-order continuity at break points. The time history of states is depicted in figure 8. Also, time history of control
inputs are depicted in figures 9 and 10. Like 4th order, the performance of MIMO system is good and the robust quasi RHC could stabilize the system properly.

Fig.8. Time history of states for closed-loop MIMO system

Fig.9. Time history of inputs for closed-loop MIMO system
Fig10. Inputs to SMA
3.4 Conclusion

In this research, a robust quasi receding horizon control (RHC) is proposed and the stability of that is proven. Based on this robust RHC, a design procedure is developed that enables designers to tune the RHC parameters systematically. The proposed robust RHC scheme is applied to both 4\textsuperscript{th} order and MIMO dynamics of vortex coupled delta wing aircraft in roll manoeuvre with time delay, unmodelled uncertainty and disturbances. Excellent simulation results show that the proposed robust RHC scheme can be used for flow control problems efficiently. Furthermore, it is shown that the controller can handle all the constraints and saturations. In addition, in the proposed controller, some of the computations are done off-line to meet the stability requirements and it is not required to fulfill the final constraint in on-line computations; hence, this can reduce the computation burden and make it possible to apply this controller to fast dynamics of flow control problem.
3.5 Appendix A: Flat Outputs

The dimension of the optimal control problem is reduced to a lower dimension that easing the formulation and reducing the amount of required computations for optimization process by means of so-called flat outputs. For applying the RHC method to the roll dynamics and solving the open loop optimal control problem the flat output advantages has been utilized. System (1) is called a flat system if there exist outputs $z$ [7]:

$$Z = g(x; n)$$

(81)

Such that the states and the control signal can be recovered from $z$ and its derivatives; that is,

$$(x, u) = h(z, \dot{z}, ..., z^{(r)})$$

(82)

Equation (82) is only required to hold locally [7]. For a system being flat, it is required that all system behaviours including states and control inputs can be recovered from a finite number of flat outputs derivatives and without integration by the flat outputs; hence, $h$ has to be a smooth function. The interested readers are referred to [7] for more details. If the dimension of $z$ is smaller than that of $x$ and $u$, the optimization problem is mapped to a lower dimension.
3.6 Appendix B: Quadratic Cost Functions

Suppose that the quadratic cost function is selected as:

$$\Phi(x) = C^T x + \frac{1}{2} x^T G x$$  (83)

Since $G$ is the Hessian of $\Phi$ then, it is desired that all eigenvalues of $G$ be positive for a unique global minimum; if some eigenvalues of $G$ are positive and some are negative; then it means there are some local weak minimum points that may prevent to drive $\Phi$ to its global minimum point; in the case of all negative eigenvalues for $G$; there is no minimum point [14].

From Taylor series expansion:

$$\Phi(x + \alpha P) = \Phi(x) + \alpha P^T (G x + C) + \frac{1}{2} \alpha^2 P^T G P$$  (84)

So, for optimality [14]:

$$Gx^* = -c$$  (85)

Where, $x^*$ is the minimum point of $\Phi$. If $u_j = P$ is the $j$th eigenvector of $G$ (Hessian matrix of $\Phi$) then $u_j$ is an orthonormal vector; hence, $u_j^* u_j = 1$; also:

$$Gu_j = \lambda_j u_j$$  (86)

Then, from (84), (85) and (86), the following holds:

$$\Phi(x + \alpha u_j) = \Phi(x) + \frac{1}{2} \alpha^2 \lambda_j$$  (87)

So, the changes in $\Phi$ when moving away from $x^*$ along the direction $u_j$ depend on the sign of $\lambda_j$:

If $\lambda_j$ is positive; then, $\Phi$ increases, it means that $x^*$ is the minimum of $\Phi$.

If $\lambda_j$ is negative; then, $\Phi$ decreases.

If $\lambda_j$ is zero; then, the value of $\Phi$ remains constant.

Also as mentioned above, when all eigenvalues of $G$ are positive then $x^*$ is the unique global minimum of $\Phi$; hence, the quadratic cost function will be designed in such a way that Hessian
matrix be positive definite; consequently, all of its eigenvalues are positive; and it is concluded that quadratic cost functions are suitable functions in optimal problems and this suggests quadratic functions are good candidates for cost functions.
3.7 Appendix C: Proof of Lemma 3

**Lemma 3**: suppose that

A6- There exists a solution to the RHC problem for actual system at time t that drives the final state of actual system at time t+T to \( \Omega \), (i.e. \( x^*\text{actual}(t + T; x(t), t) \in \Omega \)), and also suppose that the linerized system of nominal system (1) is stabilizing in \( \Omega \), (A4); then, there exists a \( \varepsilon > 0 \) such that the following inequality holds for actual system:

\[
\frac{\partial J(\tau; x(t), t)}{\partial t} \leq -\varepsilon \quad \forall \tau \in [t, t + \delta]
\]  

(88)

**Proof**: suppose that for the actual system:

\[
J^*\text{actual}(x(t), t, t + T) = \int_{t}^{t+T} (\|x^*\text{actual}(s; x(t), t)\|_Q^2 + \|u(s; x(t), t)\|_R^2) ds + \|x^*\text{actual}(t + T; x(t), t)\|_P^2
\]  

(89)

Then, for \( \Delta t \in [t, t + \delta] \):

\[
J^*\text{actual}(x(t + \Delta t), t + \Delta t, t + \Delta t + T) = \int_{t + \Delta t}^{t + \Delta T} (\|x^*\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2) ds
\]

\[
+ \|x^*\text{actual}(t + \Delta t + T; x(t + \Delta t), t + \Delta t)\|_P^2
\]  

(90)

Hence,

\[
J^*\text{actual}(x(t + \Delta t), t + \Delta t, t + \Delta t + T) = \int_{t}^{t + \Delta T} (\|x^*\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2) ds
\]

\[
- \int_{t}^{t + \Delta t} (\|x^*\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2) ds
\]

\[
+ \int_{t + \Delta t}^{t + \Delta T} (\|x^*\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2) ds
\]

\[
+ \|x^*\text{actual}(t + \Delta t + T; x(t + \Delta t), t + \Delta t)\|_P^2
\]  

(91)

Consider the following control input over the interval \([t, t + \Delta t + T]\):

\[
u(s) = \begin{cases} 
  u^*(s; x(t), t) & s \in [t, t + T] \\
  K x(s) & s \in [t + T, t + \Delta t + T]
\end{cases}
\]  

(92)
Where, $K$ is the gain of local feedback controller. Since according to Lemma 2 at time $T$ the trajectory of actual system enters $\Omega$, and inside this set, according to lemma 1, the feedback controller stabilizes the system then the above controller is valid; feasible and stabilizing for actual system.

Integrating of (28) over the interval $[t + T, t + \Delta t + T]$ yields:

$$\int_{t+T}^{t+\Delta t+T} \frac{d(x^T P x)}{dt} \leq \int_{t+T}^{t+\Delta t+T} x^T Q^* x \Rightarrow \|x(t + T + \Delta t)\|_p^2 - \|x(t + T)\|_p^2 \leq - \int_{t+T}^{t+\Delta t+T} \left(\|x(s)\|_Q^2 + \|u(s)\|_R^2\right) ds$$  \hspace{1cm} (93)

Using (91) and (93) the following holds:

$$J^*_\text{actual}(x(t + \Delta t), t + \Delta t, t + \Delta t + T) \leq J^*_\text{actual}(x(t), t, t + T) - \int_{t}^{t+\Delta t} \left(\|x^*_\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2\right) ds$$ \hspace{1cm} (94)

Dividing by $\Delta t$ and taking limit:

$$\lim_{\Delta t \to 0} \frac{J^*_\text{actual}(x(t + \Delta t), t + \Delta t, t + \Delta t + T) - J^*_\text{actual}(x(t), t, t + T)}{\Delta t} \leq - \frac{1}{\Delta t} \int_{t}^{t+\Delta t} \left(\|x^*_\text{actual}(s; x(t + \Delta t), t + \Delta t)\|_Q^2 + \|u(s; x(t + \Delta t), t + \Delta t)\|_R^2\right) ds$$ \hspace{1cm} (95)

$$\frac{\partial J^*_\text{actual}(\tau; x(t), t)}{\partial t} \leq - \left(\|x^*_\text{actual}(\tau; x(t), t)\|_Q^2 + \|u(\tau; x(t), t)\|_R^2\right)$$ \hspace{1cm} (96)

And this completes the proof.
3.8 Appendix D: Robust RHC design for MIMO vortex coupled dynamics:

Step1. The constraints and limitations on states and control inputs are defined like 4th order and for the 5th and 6th states and controls we assume the following limitations:

\[
\begin{align*}
-1 & \leq x_5 \leq 1 \\
-1 & \leq x_6 \leq 1 \\
-10 & \leq u_1 \leq 10 \\
-1 & \leq u_2 \leq 1 \\
-1 & \leq u_3 \leq 1
\end{align*}
\]

(97)

Step2. Since the origin is the equilibrium of system then the linearized system becomes:

\[
A = \begin{bmatrix}
0 & c & 0 & 0 & 0 & 0 \\
-c & -\varepsilon_d & 0 & 2 & 0 & 0 \\
0 & 0 & -\varepsilon_d & 1 & 0 & 0 \\
0 & 0 & 0 & -f_c & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
h_i / I_w & 0 & 0 \\
0 & h_i \rho_{sbi} / \varepsilon_{sma} & 0 \\
0 & 0 & -h_i \rho_{abi} / \varepsilon_{sma}
\end{bmatrix}
\]

(98)

Choosing above parameters according to [10], we have:

\[
\begin{align*}
h_i = 0.5 \\
\rho_{sbi} = \rho_{abi} = 0.08 \\
\varepsilon_{sma} = 0.1
\end{align*}
\]

(99)

And other parameters are selected like the 4th order case, then:
$$A = \begin{bmatrix} 0 & 31.4159 & 0 & 0 & 0 & 0 \\ -31.4159 & -0.1000 & 0 & 2.0000 & 0 & 0 \\ 0 & 0 & -0.1000 & 1.0000 & 0 & 0 \\ 0 & 0 & 0 & -0.4000 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1.0000 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1.0000 \end{bmatrix}$$  
(100)

$$B = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 32.7761 & 0 & 0 \\ 0 & 0.4000 & 0 \\ 0 & 0 & -0.4000 \end{bmatrix}$$

Eigenvalues of the linearized system are:

$$\begin{cases} -0.0500 + 31.4159i \\ -0.0500 - 31.4159i \\ -0.1000 \\ -0.4000 \\ -1.0000 \\ -1.0000 \end{cases}$$  
(101)

All the eigenvalues have negative real parts and then, the linearized system is stable.

Step 3.

$$Q = R = I$$  
(102)

Where, $I$ is the identity matrix.

Step 4. By the means of LQR:

$$K = \begin{bmatrix} 0.8700 & -1.0250 & -0.9019 & -1.0742 & 0.0000 & -0.0000 \\ 0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.1926 & -0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.1926 \end{bmatrix}$$  
(103)

Step 5.

$$\text{Max}(\lambda_{jk}) = -1.0034 \Rightarrow$$

$$c = 0.9030$$  
(104)

Step 6. Solving Lyapunov Equation for selected parameters above yields:
Step 7. For new local controller to satisfy the input bounds (55) and (99), since $U$ is large enough this can not reduce the terminal region; in fact, in the above region the local feedback controller with gain of step 3 is admissible; hence, with this new region of attraction:

$$r_1 = 41.1410$$

(106)

Step 8. In this step it is required to obtain the disturbance parameter ($\mu$). In the delta wing model uncertainty consists of term $C_i(x_{ub})$; simulation results show that

$$\text{Max}(C_i(x_{ub})) = 0.01$$

(107)

That barely happens and typically is about 0.001 for region of attraction (55) and (99), we have:

$$\|x\| \leq 6.28$$

(108)

Then:

$$\mu = \frac{\text{Max}(C_i)}{\|x\|} = 0.0016$$

(109)

However for some other perturbations which are negligible in comparison with this unmodeled uncertainty and to avoid selecting a conservative bound on the uncertainties, we choose:

$$\mu = 0.002$$

(110)

Considering the delay term as the nonlinearity, $\mu_\phi$ is computed as following:

$$\mu_\phi = \text{Max}(\|x_i\|/\|x\|) = 0.2771$$

(111)

Since in our case the nonlinearity is weak, then no considerable changes happen in $r$:

$$r \approx r_1 = 41$$

(112)

Step 9. Again like 4th order we want a smaller final horizon time; then, $T=1$; and also $L=6$ and:
\begin{align*}
l = \text{Max}\|x\|_{\infty} &= 1.74 \\
\text{Hence:} \\
r_{\text{new}} &= 26.82
\end{align*}

**Step10.** Figure 11 shows the trajectory of nominal system with the design parameters above and open loop optimal control; the final trajectory of system reaches:

\[ x(t + T; x(t), t) = \begin{bmatrix} -0.0126 & 0.0010 & 0.6023 & -0.2194 & 0.2926 & -0.2926 \end{bmatrix} \]

Then:

\[ x^T(t + T)Px(t + T) = 3.9133 < r_{\text{new}} \]

Consequently, for MIMO system, like 4th order, there is a feasible solution and with the designed parameters the closed loop MIMO vortex break down roll dynamics of delta wing is stabilizable.

![Open loop trajectory](image-url)
3.9 Appendix E: Delta Wing Dynamics Coupled with New SMA Antagonistic Actuation System

The delta wing vortex coupled model will be as follows:

\[
\begin{align*}
\dot{x}_1(t) & = c x_2(t) \\
\dot{x}_2(t) & = -c x_1(t) - \varepsilon_d x_2(t) + x_4(t) + x_4(t-T) \\
\dot{x}_3(t) & = -\varepsilon_d x_3(t) + x_4(t) \\
\dot{x}_4(t) & = -C_i(N)Q - f_x x_4(t) + h\mu(t)/I_w
\end{align*}
\]  

(117)

Where

\[
N = [X_{vbl}(t), X_{vbr}(t)]
\]  

(118)

\[
X_{vbl}(t) = X_{vbl}(x(t)) + X_{vbl}(x(t))k_q(t)x_4(t) + a(t)x_3(t) + y_{imad}(t)
\]  

(119)

\[
X_{vbr}(t) = X_{vbr}(x(t)) + X_{vbr}(x(t))k_q(t)x_4(t) - a(t)x_3(t) + y_{imar}(t)
\]  

(120)

The discrete-time dynamics of new SMA model developed in [15] and it is converted to continuous-time in [16]. The conceptual flowchart of the delta wing vortex-coupled dynamics with the new SMA model is shown in figure 12.
Fig. 12 Conceptual flowchart of the delta wing vortex-coupled dynamics with the new SMA model

The Simulink block diagram of the continuous time model of SMA control loop is shown in figure 13. The SMA control loop has three main blocks: 1) low pass filter; 2) control law with an integrator; 3) SMA model (from identification process).

Fig. 13. Simulink block diagram of the continuous time model of SMA control loop

The SMA control loop contains the continuous time model of the following items:

1- Low pass filter:
\[ \dot{x}_{\text{lag}}(t) = A_{\text{lag}} x_{\text{lag}}(t) + B_{\text{lag}} u_i(t) \]
\[ y_{\text{lag}}(t) = C_{\text{lag}} x_{\text{lag}}(t) + D_{\text{lag}} u_i(t) \] (121)

Where

\[ u_i(t) = u_{\text{2-0r-3}}(t) \] (122)

The numerical values of the matrices for the continuous time model are as follows:

\[ A_{\text{lag}} = \begin{bmatrix} -20.0000 & -100.0000 \\ 01.0000 & -000.0000 \end{bmatrix}, B_{\text{lag}} = \begin{bmatrix} 1.0000 \\ 0.0000 \end{bmatrix}, C_{\text{lag}} = \begin{bmatrix} 0.0000 & 100.0000 \end{bmatrix}, D_{\text{lag}} = [0.0000] \] (123)

2- Control law with an integrator:

\[ \dot{x}_{\text{cont}}(t) = A_{\text{cont}} x_{\text{cont}}(t) + B_{\text{cont}} u_{\text{cont}}(t) \]
\[ y_{\text{cont}}(t) = C_{\text{cont}} x_{\text{cont}}(t) + D_{\text{cont}} u_{\text{cont}}(t) \] (124)

Where

\[ u_{\text{cont}}(t) = (y_{\text{lag}}(t) - y_{\text{smu}}(t)) \] (125)

The numerical values of the matrices for the continuous time model are as follows:

\[ A_{\text{cont}} = \begin{bmatrix} 0.0000 & 108.5991 & -117.8455 \\ -0.0000 & 174.8300 & 226.4447 \\ 0.0000 & -177.2327 & -223.8374 \end{bmatrix}, B_{\text{cont}} = \begin{bmatrix} 27.6270 \\ 1.9049 \\ -2.4398 \end{bmatrix}, C_{\text{cont}} = [1.0000 \ 1.0000 \ 0.0000], D_{\text{cont}} = [0.1433] \] (126)

3- SMA model from system identification process:

\[ \dot{x}_{\text{smu}}(t) = A_{\text{smu}} x_{\text{smu}}(t) + B_{\text{smu}} u_{\text{smu}}(t) \]
\[ y_{\text{smu}}(t) = C_{\text{smu}} x_{\text{smu}}(t) + D_{\text{smu}} u_{\text{smu}}(t) \] (127)

Where
\[ u_{sma}(t) = \text{sat}(y_{con}(t)) \]  

(128)

The saturation function has been defined as follows:

\[
\text{sat}(y_{con}(t)) = \begin{cases} 
    y_{con}(t) \geq 6 \rightarrow y_{con}(t) = 6 \\
    -6 \leq y_{con}(t) \leq 6 \rightarrow y_{con}(t) = y_{con}(t) \\
    y_{con}(t) \leq -6 \rightarrow y_{con}(t) = -6
\end{cases}
\]  

(129)

The numerical values of the matrices for the continuous time model are as follows:

\[
A_{sma} = \begin{bmatrix} 177.3034 & -177.4760 \\ 224.4827 & -224.2960 \end{bmatrix}, \quad B_{sma} = \begin{bmatrix} 107.8497 \\ -116.6330 \end{bmatrix}, \quad C_{sma} = \begin{bmatrix} -0.0195 & 0.0210 \end{bmatrix}, \quad D_{sma} = \begin{bmatrix} 0.0000 \end{bmatrix}
\]  

(130)

A robust quasi RHC controller is designed for the delta wing dynamics with new SMA model; the output of this RHC controller is \( u_t \); and \( u_{sma} \) is set to be equal to 10\% of \( u_t \). All design parameters are the same as 4\textsuperscript{th} order case and the time delay for simulations is \( \tau = 0.1 \text{Sec} \). Simulation results are depicted in figures 14 through 17; these figures show that with the new SMA model the robust quasi RHC can successfully control the vortex coupled dynamics of delta wing aircraft.

![Fig14. Time history of states with new SMA model](image)
Fig 15. Time history of control inputs with new SMA model

Fig 16. Time history of Lift Coefficient with new SMA model
Fig 17. Time history of cost function with new SMA model
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Abstract

This report documents the work related to task #6 for the project entitled "Synthesis and Implementation of Single - and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques". The decentralized control problem of multi-UAVs (Unmanned Aerial Vehicle) consists of three main problems: inner-loop controller design, task assignment and path planning. In this report, optimization based approaches have been used to study these problems. First, a receding horizon controller (RHC) is designed to stabilize the inner loop of an under-actuated 3DOF helicopter dynamics. Then, another receding horizon optimization based approach will be used for path planning of a fleet of UAVs. An optimization based task assignment is also designed which minimizes an overall cost to go. The uniqueness of the decisions made by all UAVs is guaranteed by aiming the fact that the global minimum of the cost function is unique for all UAVs. In this report, it is assumed that the path planner is fully decentralized and there is no communication during performing the mission. Also, it is assumed that all UAVs know the initial position of team members and targets a priori. This architecture will be triggered whenever the communication is not available or the communicated information is not reliable.
Nomenclature

\( h_{mr} \)  Main rotor hub height above c.g  \( P, Q, R \)  Weight matrices of quadratic cost fur

\( h_{tr} \)  Tail rotor height above c.g  \( P, q, r \)  Angular velocities

\( I_{xx} \)  rolling moment of inertia  \( S_{x}^{fus} \)  frontal fuselage drag area

\( I_{yy} \)  pitching moment of inertia  \( S_{y}^{fus} \)  side fuselage drag area

\( I_{zz} \)  yawing moment of inertia  \( S_{z}^{fus} \)  vertical fuselage drag area

\( K_{\beta} \)  hub torsional stiffness  \( T \)  finite horizon time

\( l_{ht} \)  stabilizer location behind c.g  \( u, v, w \)  Local velocities

\( l_{tr} \)  Tail rotor hub location behind c.g  \( \beta \)  Side slip angle

\( m \)  helicopter mass  \( \psi, \phi, \theta \)  Euler angles

\( N \)  Number of UAVs

Subscripts

\( b \)  Body axis (coordinate)  \( mr \)  Main rotor

\( c \)  Computation  \( tr \)  Tail rotor

\( s \)  Stability axis (coordinate)  \( vf \)  Vertical fin

\( fus \)  Fuselage  \( r \)  Real time

\( ht \)  Horizontal tail
4.1 Introduction

This report addresses the following task related to the project “Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”:

Task 6: To develop time-constrained decentralized receding-horizon control (RHC) algorithms for cooperative path planning and trajectory generation for multi-vehicle systems. Develop the cost functions, select the numerical methods for optimization solution, and apply to aerial vehicle models as available from the open literature.

UAVs offer numerous advantages to the military and civil applications. Most notable in the military are the advantages of the ability to perform missions classified as “dull, dirty, or dangerous” [1]. Missions that are classified as dull include examples of an aircraft loitering over airspace for long periods of time while providing surveillance or jamming enemy electronic devices. These types of missions can last for especially long periods of time, such that manned crews would not be optimal to perform. The second type of mission is the dirty type; this type of mission includes reconnaissance in areas that have been contaminated by nuclear, biological, or chemical weapons, where the presence of manned aircraft would put the crew in danger. The last type is the dangerous mission, such as high-risk but high-value targets or Suppression of Enemy Air Defences (SEAD). These wide applications of multi-UAVs missions motivate researchers to work on the cooperative control of multi-UAVs; however, this cooperation must be decentralized as much as possible to increase the autonomy of each UAV for performing the mission [2]. Reduction of communication and making the decision autonomously are two main results of the decentralized control.

Figure (1) shows a typical cooperative control architecture for each UAV. Depending on the path planning method or control method this architecture may change; for instance in some RHC based architectures the control action design and path planning are done simultaneously as a result of minimization of a cost function. The cooperative control of multi-UAVs consists of
three main parts [3] as it is shown in figure 1: inner loop controller design, task assignment unit and path planning unit:

![Block diagram of individual UAV in cooperative control problem](image)

**Fig 1. Block diagram of individual UAV in cooperative control problem**

The arrows show the flow of information in the above diagram. In this diagram, the coordinator behaves like an autopilot and based on the information it receives from the UAV dynamics and mission manager (which can be a ground station), sends some commands to the task assignment and path planner units. Based on the information about the current position of UAV and the position of the targets, the Task Assignment unit decides which task should be performed first and inputs the position of that task to Path Planner unit. Afterward, the Path Planner Unit plans the paths for each UAV with considering the collision avoidance with neighbour UAVs. Based on the path planned in the Path Planner Unit, the inner loop controller inputs the control action to the UAV dynamics so that the planned path is followed by UAV. This procedure is performed on-line by each UAV during performing the mission.

Since designing an inner loop controller requires a model of UAV, section 4.2. deals with the modeling of a small-scale rotorcraft UAV and deriving the equations of motion. The dynamics of a helicopter is a nonlinear and under-actuated dynamics which is subject to the saturations on the control inputs and states. To control this complex dynamics, an optimization based method known as receding horizon control (RHC) or model predictive control (MPC) will be used to design a tracking controller. The RHC can easily handle the constraints on both inputs and states and it is a promising method for designing feedback controller for the nonlinear systems [4]. However, the main drawback of the RHC is the high computational burden that makes it hard to be applied to the on-line fast applications. Hence, the advantages of the flat outputs and B-Spline functions are used to alleviate the computational burden during the optimization process. The idea of flat outputs is discussed in Appendix A.

Although the task assignment unit is not in the scope of this report, it is discussed shortly; because, the task assignment unit is an important element of the cooperative control and it is
needed for understanding the cooperative scenarios. Furthermore, the task assignment and path planning are strongly coupled, and optimal coordination plans can not be achieved if this coupling is ignored [3]. The task assignment unit will be addressed in section 2.2. Based on the available information on the initial position of the UAVs, targets and obstacles, the task assignment unit assigns one (or more) target to each UAV. It is desired to develop a task assignment unit which is able to allocate tasks under imperfection communication and is reliable in presence of uncertain information because in the real world there is often a degree of uncertainty in the information and the perfect information and communication is not available; hence, the task assignment unit should be able to perform the mission in presence of uncertainties. In the task assignment unit designed in this report, an overall cost to go for all UAVs will be minimized to allocate the targets, and UAVs need only the initial position of all UAVs and targets.

As soon as the tasks are allocated to the UAVs, the path planning begins; in fact, the task assignment unit decides about the destination of the UAVs and informs the UAVs about the destination of all UAVs. Based on the decision made by the task assignment unit, the path planning unit designs the paths for all UAVs; the paths starts from the initial position of the UAVs and have to visit the targets while avoiding the obstacles. Again like the task assignment unit, in the path planning unit it is tried to reduce the amount of information communicated among the UAVs. The planned paths are fed to the controller (figure 1) to provide the control signal such that the UAVs follow the planned paths. In this report, a receding horizon optimization method is used for path planning.

This report consists of three main chapters, in the first chapter, the small-scale UAV rotorcraft dynamics will be presented and for more efficiency in the tracking problems it will be presented in the stability coordinate [5]. Then, by the means of B-Spline basis functions, an RHC is designed to control the inner loop 3DOF under-actuated dynamics of helicopter. In the second chapter, after reviewing some common scenarios in the recent control literatures a typical scenario for cooperative control will be proposed. An optimization based task assignment unit is also designed and finally different methods in the path planning of UAVs are reviewed. In the third chapter, a decentralized receding horizon optimization based path planner is proposed to perform the proposed scenario. In all cases the simulation results show that the decentralized
receding horizon path planner can generate the paths for multi-UAVs appropriately and the path planner fulfills all requirements.

4.2 Inner-loop control design

In this section, an optimization-based receding horizon controller is designed to control the local dynamics of the helicopter. RHC because of its flexibility and prominent ability to handle the constraints is a good candidate to control the aerospace vehicles which are nonlinear, constrained, and uncertain and may exhibit under-actuated dynamics... The optimality of the RHC is also a considerable advantage.

Firstly, the 6DOF helicopter dynamics, forces and moments in body coordinate is introduced from the open literature; then, to ease the outer loop tracking control, the dynamics is transferred to the stability coordinate. After that, a formulation of quasi-infinite-RHC is presented and by the means of B-Spline basis functions and advantages of flat outputs, the RHC is implemented to the nonlinear 3DOF dynamics of helicopter for both stabilization and tracking cases.

4.2.1 Review of Helicopter Modelling Literature

A mathematical model of the helicopter is required to design and simulate the control system. A sophisticated work was done by MIT [6], where they developed an analytical and low-order dynamic model of a miniature aerobatic helicopter in body coordinate. The model includes states for the longitudinal and lateral states including positions, velocities, angular velocities and also the control inputs including main rotor and tail rotor forces. Adding the Euler angles to the dynamic equations makes it possible to make a relation between the local and global coordinate parameters for position tracking problems. The dynamic forces and moments which act on the helicopter are shown in figure 2. Using the Newton’s second law for 6 degree of freedom (6DOF) yields the following dynamic equation in body coordinates [6]:
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\[
\begin{align*}
\dot{u} &= vr - wq - g \sin \theta + \left( X_{mr} + X_{fus} \right)/m \\
\dot{v} &= wp - ur + g \sin \theta \cos \phi + \left( Y_{mr} + Y_{fus} + Y_{tr} + Y_{vf} \right)/m \\
\dot{w} &= uq - vp + g \cos \phi \cos \psi + \left( Z_{mr} + Z_{fus} + Z_{hi} \right)/m \\
\dot{\phi} &= qr \left( I_{yy} - I_{zz} \right)/I_{xx} + \left( L_{mr} + L_{vf} + L_{tr} \right)/I_{xx} \\
\dot{\psi} &= pr \left( I_{zz} - I_{xx} \right)/I_{yy} + \left( M_{mr} + M_{hi} \right)/I_{yy} \\
\dot{r} &= pq \left( I_{xx} - I_{yy} \right)/I_{zz} + \left( -Q_e + N_{vf} + N_{tr} \right)/I_{zz}
\end{align*}
\] (1)

Where, the set of forces and moments acting on the helicopter are organized by components: \( \omega_{mr} \) for the main rotor, \( \omega_{tr} \) for the tail rotor, \( \omega_{fus} \) for the fuselage (includes fuselage aerodynamic effects), \( \omega_{vf} \) for the vertical fin and \( \omega_{hi} \) for the horizontal stabilizer; also, \( Q_e \) is the engine torque (positive clockwise). These forces and moments are discussed separately below.

### 4.2.1.1 Main rotor forces and moments

The following forces and moments act on the helicopter due to the main rotor thrust:

\[
\begin{align*}
X_{mr} &= K_{mr} T_{mr} \\
Y_{mr} &= b_1 T_{mr} \\
Z_{mr} &= T_{mr} \\
L_{mr} &= \left( K_{\beta} + T_{mr} h_{mr} \right) b_1 \\
M_{mr} &= \left( K_{\beta} + T_{mr} h_{mr} \right) a_1
\end{align*}
\] (2)
Where, $K_\beta$ is the hub torsional stiffness, $h_{mr}$ is the main rotor hub height above e.g., $u$ and $b$ are coefficients related to the main rotor flapping angle and the blade azimuth angle; the typical value of these parameters for MIT mini helicopter are shown in table 1.

4.2.1.2 Fuselage forces and moments

The fuselage forces can be approximated by:

$$V_{\infty} = \sqrt{u_a^2 + v_a^2 + (w_a + v_{imr})^2}$$
$$V_{imr} = \frac{mg}{\sqrt{2 \rho \pi R_{mr}^2}}$$
$$X_{fus} = -0.5 \rho S_{x}^{fus} u_a v_{\infty}$$
$$Y_{fus} = -0.5 \rho S_{y}^{fus} v_a v_{\infty}$$
$$Z_{fus} = -0.5 \rho S_{z}^{fus} (w_a + v_{imr}) v_{\infty}$$  \(3\)

Where, $V_{\infty}$ is the overall velocity of helicopter, $\rho$ is the air density, $S_{x}^{fus}$, $S_{y}^{fus}$ and $S_{z}^{fus}$ are effective frontal, side and vertical drag areas of the fuselage, $u_{mr}$, $v_a$ and $w_a$ are fuselage center of pressure velocities with respect to air (i.e. $u_a = u - u_{mr}$, where $u_{mr}$ is the projection of wind velocity vector on the $X$ body axis).

4.2.1.3 Tail Rotor and Vertical Fin forces and moments

The contribution of tail rotor and vertical fin is the following forces and moments:

$$Y_{tr} = T_{tr}$$
$$N_{tr} = -T_{tr} l_{tr}$$
$$L_{tr} = T_{tr} h_{tr}$$
$$N_{vf} = -Y_{vf} l_{tr}$$
$$L_{vf} = Y_{vf} h_{tr}$$  \(4\)

Where, $l_{tr}$ is the tail rotor hub location behind e.g. and $h_{tr}$ is the tail rotor height above e.g. and $Y_{vf}$ is the aerodynamic force generated by vertical fin. Table 1 shows the physical MIT mini helicopter parameters [6]:
### Table 1: Parameters of MIT Instrumented X-Cell 60 SE Helicopter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>8.2 kg</td>
</tr>
<tr>
<td>$I_{xx}$</td>
<td>0.18 kg m$^2$</td>
</tr>
<tr>
<td>$I_{yy}$</td>
<td>0.34 kg m$^2$</td>
</tr>
<tr>
<td>$I_{zz}$</td>
<td>0.28 kg m$^2$</td>
</tr>
<tr>
<td>$K_{a}$</td>
<td>54 Nm/rad</td>
</tr>
<tr>
<td>$\gamma_{fb}$</td>
<td>0.8</td>
</tr>
<tr>
<td>$B_{flap}$</td>
<td>4.2 rad/rad</td>
</tr>
<tr>
<td>$A_{flap}$</td>
<td>4.2 rad/rad</td>
</tr>
<tr>
<td>$K_{n}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\Omega_{nom}$</td>
<td>167 rad/sec</td>
</tr>
<tr>
<td>$R_{mr}$</td>
<td>0.775 m</td>
</tr>
<tr>
<td>$c_{mr}$</td>
<td>0.058 m</td>
</tr>
<tr>
<td>$a_{mr}$</td>
<td>5.5 rad$^{-1}$</td>
</tr>
<tr>
<td>$C_{Dy}^{0}$</td>
<td>0.024</td>
</tr>
<tr>
<td>$C_{Dy}^{\max}$</td>
<td>0.0055</td>
</tr>
<tr>
<td>$I_{flap}$</td>
<td>0.038 kg m$^2$</td>
</tr>
<tr>
<td>$R_{tr}$</td>
<td>0.13 m</td>
</tr>
<tr>
<td>$c_{tr}$</td>
<td>0.029 m</td>
</tr>
<tr>
<td>$\alpha_{tr}$</td>
<td>5.0 rad$^{-1}$</td>
</tr>
<tr>
<td>$C_{L}^{0}$</td>
<td>0.024</td>
</tr>
<tr>
<td>$C_{L}^{\max}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$n_{t}$</td>
<td>4.66</td>
</tr>
<tr>
<td>$n_{e}$</td>
<td>9.0</td>
</tr>
<tr>
<td>$\delta_{\text{trim}}$</td>
<td>0.1 rad</td>
</tr>
<tr>
<td>$S_{v, f}$</td>
<td>0.012 m$^2$</td>
</tr>
<tr>
<td>$C_{f}^{0}$</td>
<td>2.0 rad$^{-1}$</td>
</tr>
<tr>
<td>$\epsilon_{f}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$S_{flap}$</td>
<td>0.01 m$^2$</td>
</tr>
<tr>
<td>$C_{b}^{0}$</td>
<td>3.0 rad$^{-1}$</td>
</tr>
<tr>
<td>$T_{idle}$</td>
<td>0.0 Watts</td>
</tr>
<tr>
<td>$T_{r, max}$</td>
<td>2000.0 Watts</td>
</tr>
<tr>
<td>$K_{g}$</td>
<td>0.01 sec/rad</td>
</tr>
<tr>
<td>$K_{i}$</td>
<td>0.02 1/rad</td>
</tr>
<tr>
<td>$f^*_r$</td>
<td>12.5 Hz</td>
</tr>
<tr>
<td>$f^*_p$</td>
<td>9.0 Hz</td>
</tr>
<tr>
<td>$f^*_y$</td>
<td>9.6 Hz</td>
</tr>
<tr>
<td>$\xi^*$</td>
<td>0.05</td>
</tr>
<tr>
<td>$S_{f, x}$</td>
<td>0.1 m$^2$</td>
</tr>
<tr>
<td>$S_{f, y}$</td>
<td>0.22 m$^2$</td>
</tr>
<tr>
<td>$S_{f, z}$</td>
<td>0.15 m$^2$</td>
</tr>
<tr>
<td>$h_{mr}$</td>
<td>0.235 m</td>
</tr>
<tr>
<td>$\frac{1}{2} R_{mr}$</td>
<td>0.94 m</td>
</tr>
<tr>
<td>$h_{tr}$</td>
<td>0.08 m</td>
</tr>
<tr>
<td>$h_{flap}$</td>
<td>0.71 m</td>
</tr>
</tbody>
</table>
4.2.2 3DOF UAV dynamics in body coordinate

In order to simplify the problem for designing the controller, the helicopter dynamics will be reduced to 3DOF dynamics. Hence, the helicopter won’t have movement in the vertical direction and roll and pitch orientations; this will make the following parameters to zero:

\[
\begin{align*}
  w &= 0 \\
  \phi &= 0 \\
  p &= 0 \\
  \theta &= 0 \\
  q &= 0 
\end{align*}
\]  
(5)

Setting the above parameters related to the vertical position, rolling and pitching orientations to zero in (1) yields:

\[
\begin{align*}
  \dot{u} &= vr + c_x u \sqrt{u^2 + v^2} - \frac{k_{mr}}{m} T_{mr} \\
  \dot{v} &= -ur + c_y v \sqrt{u^2 + v^2} \\
  \dot{r} &= \frac{-l_{tr}}{I_{tr}} T_{tr} \\
  \dot{\psi} &= r 
\end{align*}
\]  
(6)

Where:

\[
\begin{align*}
  c_x &= -\frac{1}{m} (0.5) \rho v S_{fus} \\
  c_y &= -\frac{1}{m} (0.5) \rho v S_{fus} 
\end{align*}
\]  
(7)

The last equation in (6) comes from the Euler angle equations. For the positions in the global coordinate we have:

\[
\begin{align*}
  \dot{x}_c &= u \cos(\psi) - v \sin(\psi) \\
  \dot{y}_c &= u \sin(\psi) + v \cos(\psi) 
\end{align*}
\]  
(8)

The main drawback of this dynamics is that for tracking problems as we feed the desired trajectory to the system, from (8), we have 2 equations and 3 unknowns; therefore, we write the dynamics in a coordinate called stability coordinate.
4.2.3 Derivation of Flight Equations in Stability Coordinate

In the stability coordinate, the x-axis is set to be in the direction of the velocity of the helicopter [5]. In figure 3 the relative location and orientation of the stability coordinate and body coordinate are shown for 3DOF dynamics.

Fig. 3. Body and stability coordinate

To obtain the helicopter dynamics in the stability coordinate, we write the Newton’s second law in stability coordinate:

\[ \sum F_x = m a_x \Rightarrow T_{mr} \cos \beta + D_x \cos \beta + D_z \sin \beta = m \ddot{x}_s \quad (9) \]

\[ \sum F_y = m a_y \Rightarrow -T_{mr} \sin \beta - D_x \sin \beta + D_z \cos \beta = m \ddot{y}_s \quad (10) \]

Where, D is the drag force. From the MIT report [6] for the drag forces we have:
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\[ D_{x_s} = (-0.5) \times S_{fus}, \rho u_b \sqrt{u_b^2 + v_b^2} \]  
(11)  
\[ D_{y_s} = (-0.5) \times S_{fus}, \rho v_b \sqrt{u_b^2 + v_b^2} \]  
(12)  

The relation between the velocities in the stability coordinate and body coordinate is:

\[ u_b = u_s \cos \beta \]  
(13)  
\[ v_b = u_s \sin \beta \]  

Using (13) in (11) and (12), we will have:

\[ D_{x_s} = C_x m u_s^2 \cos \beta \]  
(14)  
\[ D_{y_s} = C_y m u_s^2 \sin \beta \]  
(15)  

Where:

\[ C_x = (-0.5) \times S_{fus}, \rho / m \]  
(16)  
\[ C_y = (-0.5) \times S_{fus}, \rho / m \]  

Also, from the MIT report [6] for the main rotor force along the x-axis we have:

\[ T_{mr} = -k_{mr}, T_{nr} \]  
(17)  

Then, Putting Equations (14), (15) and (17) in (9) and (10) yields:

\[ -k_{mr}, T_{mr} \cos \beta + C_x m u_s^2 \cos^2 \beta + C_y m u_s^2 \sin^2 \beta = m \ddot{x}_s \]  
(18)  

\[ k_{mr}, T_{mr} \sin \beta - C_x m u_s^2 \cos \beta \sin \beta + C_y m u_s^2 \sin \beta \cos \beta = m \ddot{y}_s \]  
(19)  

Now, we must find the components of the acceleration in \( x \), and \( y \), directions; since in the stability coordinate the component of velocity in \( y \), direction is zero, we have:

\[ \ddot{V} = u_s \ddot{I}_s + 0 \ddot{J}_s \]  
(20)  

Where \( \ddot{I}_s \) and \( \ddot{J}_s \) are the unit vectors. Differentiation of (20) yields:

\[ \ddot{a} = \frac{d \ddot{V}}{dt} = \ddot{u}_s \ddot{I}_s + u_s \dddot{I}_s + \ddot{u}_s \ddot{I}_s + u_s (\dddot{\psi} + \dddot{\beta}) \ddot{J}_s \]  
(21)  

Putting the acceleration components into (18) and (19) from (21), we will have:

\[ -k_{mr}, T_{mr} \cos \beta + C_x m u_s^2 \cos^2 \beta + C_y m u_s^2 \sin^2 \beta = m \ddot{a}_s \]  
(22)
\[ k_{mr} T_{mr} \sin \beta - C_x m u_s^2 \cos \beta \sin \beta + C_y m u_s^2 \sin \beta \cos \beta = m u_s (\dot{\psi} + \dot{\beta}) \]  

Using the torque equations and dividing (22) and (23) by \( m \) and \( m u_s \) correspondingly yields:

\[
\begin{aligned}
\dot{u}_s &= C_x u_s^2 \cos^2 \beta + C_y u_s^2 \sin^2 \beta - \frac{k_{mr} T_{mr} \cos \beta}{m} \\
\dot{\beta} &= -r - C_x u_s \cos \beta \sin \beta + C_y u_s \sin \beta \cos \beta + \frac{k_{mr} T_{mr} \sin \beta}{m u_s} \\
\dot{r} &= -\frac{l_{pr}}{I_{zz}} T_{mr} \\
\dot{\psi} &= r
\end{aligned}
\]  

(24)

Where, the last equation in (24) comes from the Euler angle equations. For the positions in the global inertia coordinate we have:

\[
\begin{aligned}
\dot{x}_c &= u \cdot \cos (\beta + \psi) \\
\dot{y}_c &= u \cdot \sin (\beta + \psi)
\end{aligned}
\]  

(25)

Then we can see from (25) that if we impose the desired trajectory, although again we have 2 equations and 3 unknowns, at least forward velocity can be computed explicitly and we have the summation of the side-slip and yaw angles. In the next section, this model will be verified by numerical simulations.

1.1.2.1. Numerical Verification of the stability dynamic model

In the previous section, the helicopter 3DOF dynamics is derived in the stability coordinate; to verify the new dynamics, (24) and (25) is simulated for different kinds of inputs. Then, the output of the stability dynamics is compared with the output of the body dynamics (6) and (8). Using Matlab software, the simulation is done and m-file associated with this simulation is “model_verification.m”. The simulation results for two kinds of inputs are depicted below:

1- For a constant step input:

The constant inputs \( T_{mr} = 5 \) and \( T_r = 0.1 \) is applied to both body and stability dynamics and the outputs are depicted in figure 4:
Fig 4. Simulation results of both Stability and body dynamics for constant inputs

2- For a periodic input:

In this case a periodic $T_{mr}$ and a constant $T_r$ is applied to both body and stability dynamics; the simulation results are depicted in figure 5:

Fig 5. Simulation results of both Stability and body dynamics for periodic inputs

Figure 4 and 5 show that the outputs of both body and stability models are the same when we apply the same inputs to them and their behaviours are similar; this means there is no error in dynamics due to conversion from body coordinate to stability coordinate and the stability dynamics 24 and 25 can be used to design the receding horizon control (RHC) for the 3DOF helicopter.
4.2.4 Quasi-infinite Receding Horizon Control

Suppose that the nominal model is presented as the following general form:

\[ \dot{x} = f(x(t), u(t)) \quad x(0) = x_0 \]  \hspace{1cm} (26)

Where \( x(t) \in \mathbb{R}^n \) is the state of the system and \( u(t) \in \mathbb{R}^m \) is the input vector satisfying the constraints:

\[ u(t) \in U \quad \forall t \geq 0 \]  \hspace{1cm} (27)

\( U \) is the set of allowable inputs. In order to meet the necessary conditions for stability, it is also assumed that:

A1- \( f \) is twice continuously differentiable.

A2- \( U \) is compact and convex and contains origin.

A3- system (26) has a unique solution for a given initial condition [7].

Then, under these circumstances the RHC is the repeated solution of the following problem [9]:

**Problem 1:** Find

\[ \min_{u(t)} \int_0^T g(x(\tau), u(\tau))d\tau + V(x(T)) \]  \hspace{1cm} (28)

Subject to

\[ \dot{x}(t) = f(x(t), u(t)) \quad x(0) = x_0 \]  \hspace{1cm} (29)

\[ lb_0 \leq v(x(0), u(0)) \leq ub_0 \]  \hspace{1cm} (30)

\[ lb_i \leq S(x(t), u(t)) \leq ub_i \]  \hspace{1cm} (31)

\[ x(T) \in \Omega_r \]  \hspace{1cm} (32)

Where

\[ \Omega_r = \{ x \in \mathbb{R}^n : V(x) \leq r \} \]  \hspace{1cm} (33)
\( v \) is an initial constraint on the parameters and \( S \) is a trajectory constraint enforced over the entire time interval. \( lb \) and \( ub \) are the lower and upper bounds respectively on the constraints.

Constraint (32) is added to guarantee the stability of the RHC; in fact, by the means of the RHC the trajectory of system is driven to a neighbourhood of the origin and after that a linear local feedback controller stabilizes the system; hence, for the open loop system, control input is as follows:

\[
\begin{align*}
u(s) &= \begin{cases} 
\ u^*(s; x(t), t) & x \in X \cap \Omega_x^c \\
K x(s) & x \in \Omega_x 
\end{cases}
\end{align*}
\tag{34}
\]

Where, \( x \) is the set of initial states that there exists a feasible solution for them, \( \Omega_x^c \) is the set of states which do not belong to \( \Omega_x \), and \( K \) is the gain of local feedback controller.

**Remark:** in the quasi-infinite RHC the local feedback controller is used in offline computations to prove the stability of the RHC scheme and design the cost function penalties; in that, in the online computations only the RHC controller scheme is used.

Repeating this computation yields a closed-loop feedback control law. For a receding horizon sampling period \( \delta \) when \( \delta \) belongs to \((0, T]\); then, the closed-loop system is represented as:

\[
\begin{align*}
\dot{x}(\tau) &= f\left(x(\tau), u^*(\tau)\right) \\
u^*(\tau) &= u^*(\tau; x(t)) & \tau \in [t, t + \delta), \quad 0 < \delta \leq T
\end{align*}
\tag{35}
\]

Where \( u^*(\tau; x(t)), \quad \tau \in [t, t + T] \), is the optimal control obtained from the above problem with the initial condition \( x(t) \), and \( t \) is the start time of the optimization process and the instant at which states are sampled.

One suitable choice for cost function (28) is the quadratic cost functions, because of their unique properties in the optimization problems [11]. With the following selections, the RHC problem becomes quadratic:

\[
q(x(t), u(t)) = \frac{1}{2} x^T(t)Qx(t) + \frac{1}{2} u^T(t)Ru(t)
\tag{36}
\]

\[
V(x(T)) = \frac{1}{2} x(T)^T P x(T)
\tag{37}
\]
\(Q, P \in \mathbb{R}^{n \times n}\) and \(R \in \mathbb{R}^{m \times m}\) denote positive-definite, symmetric weighting matrices, \(T\) is a finite prediction time.

Since states and control inputs implicitly depend on time, it is required to parameterize the states and control inputs of system as a function of time to solve this optimization problem. The next section discusses the B-Splines as the basis functions for parameterization of states and control inputs.

1.2.1. B-Spline Basis functions

Polynomials are suitable basis functions for trajectory generation since it is easy to evaluate, differentiate and integrate them. However, they have some serious deficiencies; for example, if a function is approximated in a large interval then the order of approximating polynomial can be quite large [10]. Another problem occurs from the global dependence on local parameters; in that, if a fit is poor in a small area then it will be poor in whole curve [10]. In that, if one of the polynomial’s coefficients is not set correctly due to an error in curve-fitting, since this coefficient will be used for calculating the curve over all points, then the error will affect all the curve fit?; one remedy is to use B-Spline basis functions.

The general idea in construction of B-Spline curves is to control the trajectory by some control points \(P_i\); figure 6 shows the effect of a control point on the trajectory. The control points attract the trajectory; the value of each control point relative to the value of other control points specifies how much that control point can attract the trajectory.

![B-Spline and the effect of control points](image)

Fig. 6. B-Spline and the effect of control points

Some benefits of B-Spline basis functions motivate engineers to use them for the optimization based trajectory generation; for example:
1. B-Spline offers smoother trajectories than other kinds of basis functions like polynomials.
2. Since B-Splines are constructed by joining several polynomials with a prescribed level of continuity, they are differentially continuous in the break points. Hence, we don’t need to check the continuity during the optimization process; and this will reduce the computation burden which is useful for the on-line applications.
3. The trajectory always stays within the area specified by the control points and won’t exceed the maximum and minimum control point. Hence, this property can be utilized to apply the constraints in the optimization problem easily. It is important to mention that the number of control points is calculated by equation (40) and the value of each control points is determined by solving the optimization problem for path planning.

B-Spline is a generalization of polynomial curves. It is constructed by joining several polynomial curves with a prescribed level of continuity between them. The points at which the curves are joined are called break points. A non-decreasing sequence of real numbers containing the breakpoints is required to construct the B-Splines and they are called a knot vector. The number of times a break point occurs in a knot vector is called the multiplicity \( m_i \) of that break point. The smoothness \( s_i \) of a breakpoint provides the level of continuity at a break point. Figure (7) shows the effect of multiplicity on the smoothness of the B-Spline curves; as it is shown for high multiplicity, the B-Spline curve is smoother in the break points.
A breakpoint is \( s_i \cdot l \) times continuously differentiable. The order \( r_i \) of the piecewise polynomial can be determined from \( s_i \) and \( m_i \) for interior breakpoints as:

\[
r_i = s_i + m_i
\]  

(38)

The equation of a B-Spline with prescribed smoothness \( s \) and order \( r \) can be written as:

\[
y(t) = \sum_{j=1}^{n} N_{j,s} (t) P_j \quad ; \quad t_i \leq t \leq t_m
\]  

(39)

Where, \( m \) is the size of knots vector and:

\[
n = m - r - 1
\]  

(40)

Also, \( N_{j,s}(t) \) is the basis functions at time \( t \), and \( P_j \) are the control points. Mathematically, \( N_{j,s} \) is computed from the following recursive formula:

\[
N_{j,1} (t) = \begin{cases} 
1 & \text{if } t_j \leq t < t_{j+1} \\
0 & \text{otherwise}
\end{cases}
\]

\[
N_{i,r} (t) = \frac{t - t_i}{t_{i+r} - t_i} N_{i,r-1} (t) + \frac{t_{i+r+1} - t}{t_{i+r+1} - t_{i+1}} N_{i+1,r-1} (t)
\]  

(41)

Interested readers are referred to [10] for more information on B-splines.

An m-file is created to calculate \( N_{j,s}(t) \) form the above recursive procedure; this m-file is called "spline_fun_1.m". This code is a function that calculates \( N_{j,s}(t) \) and its 1st and 2nd derivatives at a given time; the inputs are order of B-spline and a given time at which we want to calculate \( N_{j,s}(t) \). The control points \( P_i \) are obtained by solving the optimization problem.

### 4.2.5 Implementation of RHC to inner loop controller design

One of the most efficient tools for decreasing the computation effort in optimization problems is the flat output. The main idea is to reduce the dimension of the optimal control problem to a lower dimension easing the formulation and reducing the amount of required computations for optimization process. The motivations for using flat outputs in optimization problems are discussed completely in the previous reports [12] and interested readers are referred to [11] for more detail information and application of flat outputs in the trajectory generation and optimization problems.
The 3DOF helicopter dynamics in stability coordinate is presented in (24); to apply RHC to this dynamics, 3 flat outputs are required:

$$\begin{align*}
    z_1 &= x_1 = u \\
    z_2 &= x_2 = \beta \\
    z_3 &= x_4 = \psi
\end{align*}$$

(42)

Then, all other states and control points can be expressed as a function of the flat outputs and their derivatives. Each of these flat outputs is parameterized by a B-Spline. The order of B-Spline is 3, and the break points are the initial time and finite horizon time (/\theta, T/). It is obvious that with larger prediction horizon time T, the solution of RHC will get closer to the optimal solution; on the other hand, larger T will increase the computational burden. For larger T, we must define more intervals; hence this will increase the number of break points which requires more control points over a wider interval. The optimization problem then has to be solved over a wider interval; consequently it will increase the computation burden. Hence, selection of T is a trade off between computation effort and optimality. For our problem by a trial and error procedure the optimal finite horizon time is chosen as T = 1 sec.

Also, the execution time δ should be as small as possible to meet the necessary conditions for stability and performance; however, in practice, it is limited by the sampling time and the computation time required for running the optimization. Actually, the execution time has to be larger than the sampling time to allow for the communication among agents and measurements by sensors. Also, it has to be larger than the computation time to allow the optimization process be done completely.

In our case, the execution time is chosen as δ = 0.1 sec; in fact, it is assumed that the sampling time and the required time for optimization are smaller than 0.1 sec. The matrix penalties of quadratic cost function are chosen as below:
\[
Q = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0.001 & 0 \\
0 & 0 & 0 & 10
\end{bmatrix}
\]
\[
R = 0.0000001 \times I
\]
\[
P = \begin{bmatrix}
0.00031 & 0 & 0 & 0 \\
0 & 13.1705 & 0.00000236 & 132.4 \\
0 & 0.00000236 & 0.00000307 & 0.000055 \\
0 & 132.4 & 0.000055 & 1342.795
\end{bmatrix}
\]

Where, \(I\) is the identity matrix. \(P\) is obtained from the Lyapunov equation for the linerized of helicopter dynamics, and also, \(Q\) and \(R\) are tuned based on a trial and error procedure for the best response of system.

### 4.2.6 Simulation Results:

In this section, the simulation results of the RHC controller designed in the previous section is presented for different kinds of manoeuvres. In all cases, since our simulations are not real time, to investigate the feasibility of the controller in the real world, the computation time, \(t_c\) (optimization) is compared to the simulation time or the time required in the real world to do the manoeuvre (\(t_r\)). For example, if an aircraft aims to do a turn manoeuvre (following a circle) with a turning rate of 2 deg/sec, it will take 180 sec \((t_r)\), but if we want to simulate this manoeuvre by computer this may take less than 180 sec or more \((t_c)\). For the feasibility, it is desired that the optimization time be less than the manoeuvre time \((t_c < t_r)\). The simulation is done by Matlab software and the related code is "RHC_3DOF_Heli_closeloop.m" that invokes two other functions called: "jfun_closeloop.m" and "spline_fun_1.m". The first function represents the cost function to be minimized by RHC and the second one outputs the B-Spline basis function and its 1\textsuperscript{st} and 2\textsuperscript{nd} derivatives to be used for trajectory generation. Complementary comments within the m-files help the user to understand each part of the code. The optimization toolbox of Matlab is used to solve the optimization problem of RHC; this toolbox can solve the optimization problems with all kind of constraints including linear and nonlinear constraints. However, this toolbox cannot be used for real-time implementation; thus, in the future, RT optimization codes such as SNOPT will be used and thoroughly investigated.
1.4.1. Stabilization:

For the stabilization case, the simulation results are depicted in figure 8; the simulation is done for an initial disturbance in forward velocity and yaw angle. As it is illustrated from figure 8, the RHC controller stabilizes the system properly. Also, the simulation time is $t_s = 5$ sec, and the computation time for this case is $t_c = 3.89$ sec which is smaller than the $t_s$, this means that the simulation can be done in real time applications and the controller is feasible. However, it is an estimate of the computation time for the entire simulation. At each sampling instant the computation time may take longer than the selected sampling period.

$$t_c / t_s = 3.89 \text{ sec} / 5 \text{ sec} = 0.778$$

Fig. 8. Simulation results of RHC, inner loop control for stabilizing case
4.2.6.1 Turn over manoeuvre with radius = 100 m

For the tracking case, different manoeuvres are simulated to show the effectiveness of the quasi-infinite RHC method. In the first case, a turn over manoeuvre with radius of 100 m and angular velocity (yaw rate) of $\omega = 0.1 \text{ rad/Sec}$ is considered and the simulation results are depicted in figure 9. As it is obvious from figure 9, the RHC controller follows the command trajectory properly: The error in $x$ and $y$ positions is also depicted in figure 9; it is seen that the error in $y$ direction is more than the error in $x$ direction; this is due to the fact that the helicopter dynamics is under-actuated and in fact there is no side controller.

Furthermore, the simulation time in this case is $t_c = 60 \text{ sec}$, and the computation time for this case is $t_c = 42.438 \text{ sec}$ which is smaller than the $t_c$; hence, the simulation can be done in real time applications and the controller is feasible.

![Fig9. Simulation results of RHC, inner loop control for Trajectory tracking (Radius =100m)]
1.4.3. Turn over manoeuvre with radius = 25 m

The second tracking case is a turn over manoeuvre with radius of 25 m and angular velocity (yaw rate) of $\omega = 0.05 \text{ rad/Sec}$; the simulation results are depicted in figure 10. As it is obvious from figure 10, the RHC controller follows the command trajectory properly. The error in $x$ and $y$ positions is also depicted in figure 10; again in this case, although the helicopter is under-actuated, the error is in an acceptable range.

Moreover, the simulation time in this case is $t_s = 120 \text{ sec}$, and the computation time for this case is $t_r = 89.203 \text{ sec}$ which is smaller than the $t_s$; hence, the simulation can be done in real time applications and the controller is feasible.

![Fig10. Simulation results of RHC, inner loop control for Trajectory tracking (Radius = 25 m)]
1.4.4. 2D Spiral manoeuvre

In the third tracking case a two dimensional spiral manoeuvre is considered and the simulation results are depicted in figure 11. As it is shown in figure 11, the RHC controller follows the commanded trajectory properly. The error in $x$ and $y$ positions is also depicted in figure 11; again in this case, although the helicopter is under-actuated, the error is in an acceptable range.

Moreover, the simulation time in this case is $t_f = 200$ sec, and the computation time for this case is $t_c = 161.76$ sec which is smaller than the $t_f$; hence, the simulation can be done in real time applications and the controller is feasible.

![Simulation results of RHC, inner loop control for Trajectory tracking](image)

$t_c / t_f = 161.76$ sec / $200$ sec = 0.808

Fig11. Simulation results of RHC, inner loop control for Trajectory tracking

Simulation results show that although the system is under actuated, the RHC controller can control it properly in different situations.
4.3 Decentralized RHC and Problem Scenarios

In the path planning of multi-UAVs a trade-off between "Decentralization" and "Cooperation" modes should be adopted to achieve the best performance of the path planner. However, in some cases, depending on the availability of the communicated information only one of these modes can be used. A fully-decentralized path planner doesn’t use the communicated information from other UAVs and plans the path based on an estimate of other UAVs information (such as position). And also, in a fully-centralized path planner it is assumed that there is no restriction on the communication and the UAVs can receive the communicated information whenever they want with any arbitrary sampling rate. In fact, the path planner doesn’t need to estimate the other UAVs information because it can obtain all information through communication with other UAVs.

Depending on whether the path planner uses the communicated information (cooperation) or the predicted information (decentralization), the following architectures for path planning can be proposed:

1- Fully-decentralized path planner (no communication)
2- Overlapping decentralized path planner
3- Overlapping decentralized path planner with coordinator
4- Fully-centralized path planner (only communication)

Fig. 12: the effect of information sharing the autonomy of each UAV
Figure 12 shows how the autonomy and cooperation will vary by choosing any of the architectures. Fully-decentralized path planner architecture enables the UAV to be completely autonomous and plan its own path without communication with other UAVs; in a fully-decentralized architecture since UAV doesn’t communicate with other UAVs, it needs an estimate of other UAVs position to plan its own path and avoid collision with other UAVs. Also, in a fully-centralized path planner the highest level of cooperation is done among UAVs and the lowest level of autonomy will happen. The second and third architectures are a trade-off between the first and forth architectures. Based on the availability and reliability of the resources of information (communication and estimation), any of these four architectures can be triggered during performing the mission. The word “Overlapping” is used because these architectures use a combination of communicated and predicted information. In this report only the “Fully Decentralized Path Planner” will be addressed completely and the other three path planners will be discussed in the future.

In the control of UAVs in a fully decentralized manner, each UAV plans the paths independently without communication with other UAVs; in fact, there is no central decision maker. The only shared objective is the task allocation, done whenever it is needed; in fact, communication is done after doing every set of tasks by UAVs. For example, suppose that 5 UAVs want to do 15 tasks; firstly 5 closest tasks are assigned to 5 UAVs based on the initial position of UAVs; then all UAVs plan the paths towards their assigned task; after finishing their task the UAVs again communicate with each other and inform other UAVs about their new position; again based on the new position of the UAVs, 5 tasks are assigned to 5 UAVs; this procedure will be repeated till performing all tasks by UAVs. However, it is possible to use the communicated information efficiently for improving the path planning unit performance.

In the centralized control method, the computation and decision making is done by a single UAV or a central ground station; hence, if this UAV fails, or gets shot down by an adversary, the other UAVs won’t be able to carry on the mission. Another advantage of reduced inter-vehicle communications is to lower the probabilities enemy radars detect the UAVs. These benefits of decentralized control over centralized cooperative control have motivated researchers to pursue effective distributed solutions.
In figure 1, the schematic block diagram of cooperative control for one UAV is shown. The UAV and Controller blocks are discussed and designed in chapter 1. In this chapter, we will work on the Task Assignment and Path Planning blocks.

Each mission scenario consists of two main parts: task assignment and path planning. The task assignment part is a decision process; in fact, based on the minimization of a cost function, one or more targets will be allocated to each UAV. The cost function can be the sum of the distances between UAVs and targets. In some simple mission scenarios where there are no moving and pop-up targets, the task assignment will be done once at the beginning of scenario and the assigned task won’t be updated during mission. Then, some issues such as pop-up targets and threats are referred to the task assignment part; it means when some unexpected targets are discovered, the task assignment unit may change the current decision and assigns the discovered target to the closest UAV.

As soon as the targets are allocated to each UAV, the path planning begins. In the path planning block, it is typically assumed that the UAV knows its own initial position, the initial position of some (or all) other UAVs, and the position of the target assigned to itself. Then, based on this primary information, path planning is done under the condition that UAV has to visit the assigned target without colliding to other UAVs. One important question here is that since there is no communication possible among UAVs, how collision avoidance between UAVs is guaranteed during flight? We will answer this question later for our proposed approach. Some problems such as obstacle avoidance are referred to path planning part; in fact, the planned paths mustn’t pass through the obstacles.

The path planning method must be such that the planned path is updateable during the flight; especially, in the case of moving or pop-up targets; because, in these cases, the task assignment unit will update its decision based on the new position of moving targets or position of pop-up targets.

In this section, we will introduce some of the recently presented scenarios in the open literatures:

1- SEAD (Suppression of Enemy Air Defences) [1]:

The first scenario is discussed in the research works of West Virginia University. A simple battlefield is shown below; UAVs are shown as blue diamonds numbered 1 through 4 along the
left side of the battlefield. The static targets are green ‘x’s, while the single pop-up target is shown as a green ‘+’. The no-fly zones are the obvious black circles. Threats are shown as a red star with surrounding effective radius for the static variety, and the pop-up threat is the large read range with the red ‘O’ at the center.

![Graph showing suppression of enemy air defences scenario](image)

Fig. 13. Suppression of Enemy Air Defences scenario

**Given information:**

1- \( n_{uav} \): number of UAVs
2- \( n_{targ_s} \): number of stationary targets or waypoints to be visited
3- \( n_{targ_p} \): number of pop-up targets
4- \( n_{zones} \): number of no-fly zones (obstacles)

Goal: UAVs must visit each target while minimizing an overall cost to the group

2- **Cincinnati University [8]:**

The second scenario comprises the following elements:
1- $N$ heterogeneous UAVs.
2- $M_k$ stationary targets; $M_k$ are initially known
3- $M_h$ pop-up targets; $M_h$ is unknown a priori.
4- A bounded $L_x \times L_y$ mission environment in which the UAVs operate. The environment is represented in the UAVs’ information bases as a grid of cells:

$$\{ (x, y), x = 1, \ldots, L_x, y = 1, \ldots, L_y \}$$  (44)

It is assumed that each cell contains at most one target, and that targets do not cross cell boundaries.

Fig14. A typical multi-UAV Scenario proposed by Cincinnati University

Triangles indicate UAVs and circles are targets; the blue region may denote a lake with a zero target probability and the lighter green region may indicate a camp with a high target probability. The mission of the UAV team is to discover, identify and verifiably destroy all targets in an uncertain environment. The UAVs do not have access to centralized information, and each UAV makes its decisions based on subjective information obtained through observation and communication with other UAVs. However, rather than operating separately, they cooperate in two ways: 1) by sharing information among the team; and 2) by coordinating their tasks.

To perform this scenario, an algorithm is proposed where UAVs autonomously make cooperative task allocation decisions using a common information base, providing them with a global view of the mission. The focus of this approach is on the use of very simple decision-making rules by individual UAVs rather than solving a global optimization problem.
3- The Ohio State University [13]:

The third scenario is defined in the Ohio state university. There is a group of Autonomous Air Vehicles (AAV) that performs surveillance of a given area and can use information from a satellite to pursue suspected locations in that area. The set of AAVs is given a number of targets to search for, with their respective likely locations. AAVs must work together autonomously in order to try to maximize the probability of finding targets in the environment with minimal AAV effort. This cooperation must be performed in spite of imperfect inter-vehicle communications, less than full communication connectivity between vehicles, uncertainty in target locations, and imperfect vehicle search sensors.

They decompose the search area into \( N_Q \) cells. These cells are numbered so that the discretized search space is \( Q = \{1, \ldots, N_Q\} \). It is assumed that all the AAVs know how the cells are numbered and hence know \( N_Q \). It is also assumed that there are \( NV \) AAVs that search for targets and let \( V = \{1, \ldots, NV\} \) denote the set of vehicles.

It is assumed that there are \( ND \) distinct valid stationary targets that the AAVs are searching for and let \( D = \{1, \ldots, ND\} \) denote the set of targets. It is suppose that the size of each target is considerably smaller than the size of each cell. Also, there could be more than one target located in one cell; however, it is assumed that all targets inside the same cell are separated in such a way that they can be detected by the sensors of the AAVs.
They represent the state of the search progress with a search map and use an invariant set to model the set of states where there is no useful information on target locations. They also show that the invariant set is exponentially stable for a class of cooperative surveillance strategies.

4- University of Leicester, Leicester, UK [14]:

This scenario finds centralized trajectories for 3 UAVs which start from different positions but fly to the same destination. The operational region is 180 km x 200 km and has 10 defence units (radar) shown as circles in the figure 16. Five units are of medium range (25 km) centered at coordinates (100,100), (125, 65), (125,135), (50,155), (50, 45), and the rest are of short range (7 km) centered at (42,102), (167,182), (167,127), (167,37), (167,77). The initial positions of UAV1, UAV2, UAV3 are (10, 10), (10,120), (10,180), respectively. All three UAVs start at the same time and move towards a common goal at (170,100). The UAVs fly at an initial speed of
200 m/s and with an initial heading angle of 40° with regard to the horizontal. It is required that the final speed of each vehicle when arriving at the destination is 100 m/s and the heading is along the x-axis; the maximum flight speed is 300 m/s. In this scenario the finite horizon $T$ is chosen as 25 seconds, i.e., the trajectory is evaluated for five time steps each of 5 seconds duration but only the first control input is implemented.

Fig16. A typical multi-UAV Scenario proposed by University of Leicester

The defence units are modeled as squares containing the circular threat regions. The vehicles may enter threat zones but will try to leave them as soon as possible to keep constraints violations at a minimum. It has been observed that maximum violations will occur when the vehicle enters a threat zone at maximum speed and is perpendicular to the square boundary at a tangent point with the circle.

5- MIT Scenario:

In the MIT scenario a group of heterogonous vehicles perform a variety of tasks in dynamic and uncertain environments. In this mission scenario a real-time coordination and control algorithms is designed for teams of multiple UAVs with a focus on balancing performance with improving computational scalability, reducing communication requirements, and increasing robustness to errors in the situational awareness.
A team of autonomous aerial and ground vehicles are coordinated to destroy some pre-specified targets; however, similar to the previous mission scenarios the pop-up targets and threats are included to the scenario that makes it more general and complex [15,16,17,18].

Fig 17. A typical multi-agent Scenario proposed by MIT team
4.3.1 Proposed scenario

Each mission scenario consists of two main parts: task assignment and path planning. For the task assignment part, we assume that there are $N$ UAVs, and $N$ targets, and UAVs know the initial position of all UAVs and targets; in fact, all UAVs know the initial position on other UAVs and all targets. The task assignment unit will assign one task to each UAV based on the minimization of an overall cost to all UAVs.

For the path planning part, we assume that $N$ targets are allocated to $N$ UAVs. UAVs start from some initial positions in their workspace and have to visit their assigned targets without colliding to each other. It is assumed that each UAV initially knows the following information:

**Given:**
1- $N$: Number of UAVs
2- Initial position of all UAVs
3- $N$: Number of targets
4- Initial position of targets

**Objective:** UAVs have to visit their assigned target while minimizing an overall cost function.

**Remark:** Path planning in a dense environment often gives a non-convex optimization [19]; then, it won't be addressed in this report and will be discussed in the future works. By definition a set $S$ in the Euclidean plane is called a convex set if the segment line joining any two points of $S$ lies in $S$. For example:

```
<table>
<thead>
<tr>
<th>a- Convex</th>
<th>b- Not a convex</th>
<th>c- Convex</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Convex" /></td>
<td><img src="image2.png" alt="Not a convex" /></td>
<td><img src="image3.png" alt="Convex" /></td>
</tr>
</tbody>
</table>
```
Hence, if we add an obstacle into a convex set, this will make the set non-convex; this means, the convex optimization methods can not be used for this kind of problems.
4.3.2 Task assignment

Although the main focus of this report is path planning, the task assignment will also be discussed shortly in this section. Because, since the initial position of the UAVs and targets are generated randomly and they are not predefined to be sorted in the best order, a simple task assignment unit is required to allocate the targets to each UAV before the path planning begins; this cause the paths not to intersect each other.

The cost for each UAV to visit a particular target is a function of the path taken. In our proposed approach an overall cost to go for all UAVs is minimized and one target will be assigned to each UAV. In fact, all the possible cases (permutations) of vehicles to targets are considered and a globally optimal permutation would be chosen. The task assignment results for different number of UAVs and targets are shown in figure 18 and the m-file related to this simulation is “task_assignment.m”.

Fig18. Task assignment simulation results for different number of UAVs
4.3.3 Different methods in path planning of UAVs

2.3.1. Graph based method

In the graph based method, paths are generated from a sequence of edges connecting vertices of the graph, optimal control, which computes an optimal path based on a cost function, and finally virtual potential fields, where a simpler, related problem is solved to obtain the path.

In the graph based method, a sequence of vertices is assigned to discrete points in space; then, edges are used to connect these vertices. After that, costs are assigned to each of the edges, and lastly the graph is searched for an optimal trajectory. For a simple graph, vertices can be assigned rectangular points.

2.3.2. Potential function methods

The second method to UAV path planning is virtual potential fields and forces, as proposed by Bortoff [20]. In this method, a chain of masses connected to each other by springs and dampers represents a UAV path. Obstacles to be avoided, such as radar and threats, have repulsive force fields that shape the path until equilibrium is reached. This method has had the smallest amount of research performed among the other methods, though Bortoff concludes that the method is quite promising for uniform radar field [1].

2.3.3. Probabilistic Road maps

Probabilistic roadmap planning (PRM) is an efficient method to compute collision-free paths for UAVs [21]. This method consists of two phases, a building and a query phase. The building phase is the construction of a graph called ‘roadmap’. The nodes in the roadmap are collision-free configurations and the edges linking the nodes are collision-free paths. The query phase is finding a path between an initial and goal configurations by connecting these nodes to the roadmap and searching them for a sequence of edges linking the two nodes. This method was originally developed for holonomic robots in a static environment; however, it has been recently applied to non-holonomic robots with constrained kinematics and high degrees of freedom [22]. In some new extensions of this method, a coarse roadmap is built during the building phase and further refined in the querying phase with focus on the area of interest, and customized to specific preferences such as maximum number of sharp turns [23].
2.3.4. Optimization based methods (RHC)

In this approach a cost function consisting of a path length or time or fuel is minimized to generate an optimal path. The optimization problem is subject to constraints of the starting and final aircraft states and a model of the aircraft; some limitations like maximum speed have to be applied to the optimization problem. The main drawback of this method is that it needs a high computational time; and it increases dramatically with the scale of the problem. Hence, to reduce the computational time a finite horizon time is used instead of an infinite horizon time.

Designing a whole trajectory with a planning horizon fixed at the goal is very difficult to perform in real time because the computational effort required grows rapidly with the problem size. This limitation can be avoided and trajectories in real time can be obtained by using a finite receding horizon approach to form a shorter plan at each simulation step that extends towards the target but does not necessarily reach it.

In this approach, the path is computed online by solving the RHC over a limited horizon at each time step. The procedure is composed of a sequence of locally optimal segments. At each time step, the optimization is done for \( T \) future time intervals, where the length \( T \) of the planning horizon is chosen as a function of the available computing resources as well as the individual problem. Solving this optimization provides the input commands for the \( T \) future time steps. In fact, the path optimization is done for a finite period of time and the first portion of this path is used until the next update is available. Figure 21 shows a schematic representation of this approach.
4.4 Proposed Approach for Decentralized RHC

In this section, a decentralized RHC path planning approach is proposed to design on-line cooperative path planning for a group of UAVs aiming to do the proposed scenario in section 4.3.1. The schematic diagram of a decentralized control for 3 UAVs is depicted below:

![Diagram of decentralized path planning for multi-UAVs]

**Fig19. Block diagram of decentralized path planning for multi-UAVs**

As it is seen from the above diagram, all tasks including task assignment, path planning and control of the UAVs are done decentrally; and the UAVs need no communication during flight.

The only information that UAVs need is the “initial position” of other UAVs; this information can be measured by UAVs.

The path planning method is the optimization based (RHC) method introduced in section 4.3.3.4. In this method, an overall cost to all UAVs is minimized to generate the paths; in fact, each UAV 1- plans its own path and 2- estimates the paths planned by other UAVs; these two is obtained by minimization of a cost function by each UAV. The cost function in our case is the distance from the point reached at the end of planned horizon (T) to the target; this cost function will be discussed completely later. A mathematical model of this cost function is used in the path planning unit to be minimized. The minimization of this cost function yields the planned paths and needs no information about the position of other UAVs during the flight. In fact, each UAV...
minimizes this cost function to plan the paths for all UAVs; but uses the path associated with itself.

The reason beyond the fact that each UAV plans the paths for other UAVs is to estimate the position of other UAVs in order to avoid colliding with other UAVs; this estimation compensates for lack of reliable information in the mode of "Fully Decentralized Path Planning".

One important question is that, how one can ensure that all UAVs make the same decision in different situations? How is it assured that there is no difference between the estimated paths and the paths followed by other UAVs? How the uniqueness of the decisions is guaranteed? The optimal nature of the RHC answers this question. More specifically, since the global minimum of the optimal control is unique, if all agents achieve the global minimum of an overall cost to go, it can be concluded that they will make the same decisions and they need no communication.

The global minimization and achieving the global minimum do not need the exchange of data while the mission evolves; since the initial condition and final conditions (target positions) are known a priori by UAVs; then the optimization problem has a unique global minimum. For example, when in an optimization problem two points are given, the path with minimum distance between these two points is the straight line between two points and this line is unique; hence, if this optimization problem is solved by several processors independently, all of them will get the same answer, provided that they achieve the global minimum of the optimization problem.

The inner loop controller (figure 19) is designed and discussed in section 4.2. and also the task assignment is developed in section 4.3.2. In this section, the path planning unit is discussed and finally a decentralized RHC path planner will be designed.

4.4.1 Important Issues in Path Planning

Some of the most important issues in the path planning of multi-UAVs are:

1- The paths have to satisfy the initial condition of UAVs.

2- The paths have to visit the target positions.

3- The paths must be designed so that the UAVs don’t collide each other.

4- The paths must be feasible (it has to satisfy maximum acceleration, speed and tuning rate of UAVs).
The first and second issues are easy to satisfy; all kinds of basis functions can easily apply the initial and final conditions. For example, in our case, when we use B-Spline basis functions for trajectory generation, it is enough to set the first control point to be equal to the initial condition for applying the initial condition. Then, we will discuss the 3rd and 4th issues in this section:

3.1.1 Collision avoidance among UAVs

The collision avoidance is a challenging problem in the cooperative control field. In [17], collision avoidance between the UAVs is dealt with in a way similar to the case of stationary obstacles. At each time step every pair of vehicles must be a minimum distance apart from each other in all coordinates. On the other hand, since the distance of two UAVs is a nonlinear second order function of their positions, applying this kind of nonlinear constraint to the optimization problem is demanding and time consuming; especially in situations where the number of UAVs is huge. Moreover, treating the neighbour UAVs like an obstacle will make the optimization problem non-convex.

One alternative method is the "potential function method"; this method has been found the most attraction because of their efficiency and low computation time.

In the potential field method, the idea is to fill up the UAV’s workspace with an artificial potential field in which the UAV is attracted to the target and is repulsed away from the obstacles and other UAVs. One general form of these functions is:

$$J_i = \sum_{k \neq i}^{N} \frac{K_{ik}}{a_{ik}(x_i - x_k)^2 + b_{ik}(y_i - y_k)^2}$$ (45)

Where x and y are components of position and the degree of importance of each of them is specified by a and b. The above potential function forms a cost function for UAV i, and the importance of this cost function is specified by matrix K.

3.1.2. Linearization of nonlinear constraints

The forth issue in the path planning of the UAVs is the feasibility of the generated paths. By the feasibility of the paths, we mean that since the trajectories are parameterized in time, they have to satisfy the maximum speed and acceleration of the UAVs. Again, like the distance the overall velocity of the UAV is a nonlinear function of component velocities:
\[ V_{\text{total}} = \sqrt{V_x^2 + V_y^2} \]  

(46)

Although the exact representation of this constraint would be nonlinear, they can be approximated by linear inequalities. The true magnitude constraints enclose a circle on the X-Y plane, as shown in figure 20:

![Fig20. Approximation of circle by polygon for linearization of nonlinear constraints](image)

This circle can be approximated by a surrounded polygon; hence, the linear representation of the nonlinear constraint of velocity is:

\[ \frac{v_x}{V_{\text{max}}} \sin(\frac{2\pi m}{M}) + \frac{v_y}{V_{\text{max}}} \cos(\frac{2\pi m}{M}) \leq 1 \times \cos(\frac{\pi}{M}) \]  

(47)

\[ m = 1 : M \]

Where, \( M \) is the degree of polygon; for \( M=4 \) and \( M=10 \), the polygons are depicted in figure 20. Simulation results show that \( M=12 \) can construct a good approximation to the circle.
4.4.2 Proposed RHC Based Path Planning Method

Figure 21 shows the way that the path is generated by the means of RHC:

![Diagram of RHC based path planning]

**Fig21. RHC based path planning**

At each time step, path is planned for a finite horizon time $T$ towards the target and does not necessarily reach the target; the first portion of this path is executed during the execution time $\delta$. In figure 21, the orange path is the executed portion and the green one is the planned path. At the next time step, the path planning begins from $X(\delta)$ towards the target.

Since in the RHC scheme the future path is updated after every execution time, it can be very flexible to moving targets and obstacles and even pop-up targets.

In the RHC based path planning, the idea is to minimize a cost function for generating the paths; the type of cost function is very important for the optimization problem. One choice for the cost function is the distance between the $X(T)$, the position at finite horizon time, and $X_t$, the target position [24]:

$$J_i = d(X(T), X_t) = (X(T) - X_t)^T P (X(T) - X_t)$$

(48)

Where, $P$ is a positive definite matrix which is typically the identity matrix, $X(T)$ is the vector of position at finite horizon time and $X_t$ is the position of target (figure 21).
Hence, in our proposed method, the overall cost function is the summation of (48) and (45) cost functions; the first one is used to generate the trajectory and the second one is used to handle the distances between UAVs. Then, the optimization problem for \( i^{th} \) UAV is formulated as follows:

**Optimization Problem 1:**

\[
\min_{X(t)} J_i = (X(T) - X_i)^T P (X(T) - X_i) + \sum_{t=1}^{T} \sum_{i=1}^{N} \frac{K_d}{a_d (X_i - X_i)^2} \tag{49}
\]

Subject to: constraints on the UAV dynamics (Speed and Acceleration)

Where \( X \) is the vector of position for all UAVs and \( X_i \) is the vector of position for \( i^{th} \) UAV. \( N \) indicates the number of UAVs and \( P, K \) and \( a \) are matrix penalties.

As it is obvious, the information of all UAVs appear in the cost function; therefore, since this architecture is fully decentralized, the information of the other UAVs is predicted by the means of RHC based path planner and no communication is required during performing the mission; the architecture only needs the initial position of vehicles and targets; it is assumed that this information is sent to all vehicles before starting the mission.

All UAVs solve the above optimization problem; solving the above optimization problem yields the planned paths for each UAV and an estimate of other UAVs paths. Each UAV follows its own planned path and keep the “estimate of other UAVs paths” in a buffer to use that for future estimation of other UAVs path. The following will propose an algorithm for implementation of this RHC-based path planner.

To develop the idea some parameters should be defined. Suppose that it is desired to plan the paths for the time interval \([t_0, t_f]\); in fact, at time \( t_0 \), the UAVs are at their initial position and aim to visit the targets at time \( t_f \). The prediction horizon is shown by \( T \). \( t_c \) indicates the computation time for each prediction horizon and \( \delta \) shows the execution time. \( t \) represents the current time and the index “\( k \)” is used to show the time step. The following diagram shows the schematic representation of these time notations for \( i^{th} \) UAV in the scheduling diagram of RHC based path planner; this timing sequence is
representative of on-line and on-board processing. The computations take place during \( t_k \), for each UAV by UAV itself. All UAVs use this timing sequence for the RHC-based path planner:

![Schematic diagram for fully decentralized RHC based path planner without Communication](image)

**Fig. 22:** Schematic diagram for fully decentralized RHC based path planner without Communication

This diagram represents the timing sequence of the RHC-based decentralized path planner excluding inter-vehicle communication. For simplicity in this section, we assume that the computation time here is zero. Taking into account that the initial position of each UAV and also the position of target assigned to each UAV are known to the rest of the group at time \( t_0 \), the algorithm of path planning for \( i^{th} \) UAV is summarized as follows based on the timing sequence of figure 22:

**Algorithm1:**

1- Get the position of other UAVs at time \( t=t_0 \), \( k=0 \) (from sensing or using the data from ground control station).

2- Get the position of targets and information on which targets assigned to each UAV at time \( t=t_0 \) (from sensing or using the data from ground control station).

3- Plan the path and estimate the paths of other UAVs for time interval \([t_0, t_k+T]\) by solving the optimization problem 1.

4- Command the planned path over the interval \([t_k, t_{k+1}]\) to be followed by \( i^{th} \) UAV.

5- Sample the position \( X_{actual} \) of \( i^{th} \) UAV at \( t=t_{k+1} \) (\( X \) is the vector of position).

6- Calculate the position \( X_{estimated} \) of other UAVs at \( t=t_{k+1} \), using the estimated paths of step 4.

7- \( k=k+1 \). Goto step 4.
This procedure is repeated till visiting the target position. The next section will address the improved algorithm. The simulation results for this RHC based path planner will be presented in the next section.

4.4.3 Simulation Results

In the RHC based method for path planning discussed in the previous sections, the cost function is the summation of (48) and (45) cost functions. Also, the method of section 3.1.2 is used for linearization of the maximum velocity constraints. In this section, this method is simulated by Matlab software for different number of UAVs and the related m-file is “Path_Planning.m” which invokes three other functions called: “task_alloc.m”, “cost_to_go_2.m” and “spline_fun_1.m”. “task_alloc.m” is a function that allocates the targets to each UAV; “cost_to_go_2.m” is a function that forms the cost to go for all UAVs form the position at the finite horizon time to the targets position and “spline_fun_1.m” outputs the B-Spline basis function and its 1st and 2nd derivatives. B-Spline basis functions of degree 3 are used to generate the paths. The following figures show the simulation results for a finite time horizon $T=5$ Sec and different number of UAVs:

Fig 23. Path planning simulation results for different number of UAVs (during finite horizon time)
As it is shown the UAVs won’t reach their assigned target in $T=5$ Sec; because, the maximum velocity is limited to $10$ m/Sec. To reach the targets we have to repeat the RHC based path planner till arriving the target position. In the RHC based path planner the trajectory is optimized for a finite horizon time $T$ and the first portion of this trajectory will be used during the execution time $\delta$ until the next update be available.

A path planning is done for $T=10$ Sec and $\delta=3$ Sec, until visiting the targets by UAVs; again B-Spline basis functions of degree 3 are used to generate the paths, the breakpoints are selected as $\{0, T\}$. For the potential function the following matrix penalties are used:

$$
K = 10 \times \text{Ones}(N,N)
$$

$$
a = b = 0.1 \times \text{Ones}(N,N)
$$

Where $\text{Ones}(N,N)$ is an $N$-by-$N$ matrix that all its elements are one and $N$ is the number of UAVs.

Simulation results are shown in figure 24 for two UAVs. In this case for continuity between generated paths, a second order continuity (position, velocity and acceleration) is imposed to the optimization problem as the linear equalities.
From the above figure we can see that the UAVs visit their target finally. It is also seen from the above figure that the UAVs keep the appropriate distance and they won't collide each other; hence, the potential functions are suitable tools to manage the distance between neighbour UAVs.

Furthermore, the time history of velocity in figure 24 shows the overall velocity of the UAVs; as it is obvious the maximum allowable velocity (10 m/s) won't be exceeded. The speed limitations are linearized by approximating the circle to polygon. This means this method is very reliable for applying the velocity constraint. The overall acceleration is also shown in figure 24 for both UAVs. For more detail the time history of velocity and acceleration components are depicted in figure 25:
Fig 25. Path planning simulation results by RHC for two UAVs

The simulation results for more number of UAVs are done and the results are depicted in figures 26 and 27. In these cases also it is seen that the proposed receding horizon optimization based path planner generates the paths properly; the UAVs don’t collide each other and the maximum velocity isn’t exceeded.

Moreover, in all cases, it is seen that the overall computation time is considerably smaller than the simulation time; the maximum $t_c / t$, won’t exceed 0.5 though the path planning is done for a quite large horizon $T=10$ Sec ($t_c$ is the computation time and $t$, is the simulation time or the amount of time that the mission will take in the real time implementation).
Fig 26. Path planning simulation results by RHC for three UAVs
Fig 27. Path planning simulation results by RHC for five UAVs
4.5 Conclusion and Future Work

4.5.1 Conclusion

In this report the fully decentralized control of multi-UAVs has been studied; the problem is divided into three main parts: inner loop controller design, task assignment and path planning. The 3DOF helicopter model is used as the UAV model; also, the receding horizon control (RHC) is used to design an inner loop controller for the 3DOF helicopter model in the stability coordinate. Using B-Spline as the basis function for optimization problem, simulation results show that RHC can generate a feasible control action and it can control the nonlinear and under-actuated helicopter dynamics properly.

For the task assignment and path planning parts, the main objective is to use a method which needs minimum communication among UAVs. The advantages of optimization based methods have been used to achieve this objective; the key idea is that a cost function is given to all UAVs and based on the minimization of this cost function the UAVs make their decisions regarding the task assignment and path planning. Since the global minimum of this cost function is unique for all UAVs, the UAVs will make the same decision.

An optimization based task assignment unit is designed to allocate the targets to each UAV. After that, a receding horizon path planner is designed in a decentralized fashion; simulation results for both task assignment and path planning units show that, the receding horizon optimization based method can successfully control the fleet of UAVs for performing the cooperative missions. The only information that UAVs need is the initial position of other UAVs.

4.5.2 Future work

For the future works, it is proposed to work on the following scenarios; the first one is proposed in section 4.2.1; we can add some obstacles to this scenario. This mission scenario is schematically shown in figure 28:
N UAVs start from some initial positions (blue circles) and have to visit the targets (red crosses), without colliding to each other and obstacles (black squares) and they shouldn’t fly in non-fly zones (black circles) where there is a probability for existence of enemy radars.

In this report, the “fully decentralized path planner” is discussed; for the future it is proposed to work on the “overlapping decentralized path planner” so that the communicated information can be used efficiently to improve the performance of path planning. Also, it is desired to limit the communication to only neighbour UAVs and not all UAVs. In fact, the communication is done locally among the neighbour UAVs and not all UAVs.

Also, the certainty level of information can be reduced in order to study and increase the robustness of the decentralized method. Since in the real-world applications, environmental information often is known with a limited level of certainty and also the environment is dynamic, this can make the scenario more realistic.
4.6 Appendix A: Flat Outputs

The dimension of the optimal control problem is reduced to a lower dimension that easing the formulation and reducing the amount of required computations for optimization process by means of so-called flat outputs. For applying the RHC method and solving the optimal control problem the flat output advantages has been utilized. System (26) is called a flat system if there exist outputs $z$ [11]:

$$Z = g(x,u)$$  \hspace{1cm} (51)

Such that the states and the control signal can be recovered from $z$ and its derivatives; that is, all states and control inputs can be presented as a function of flat outputs and their derivatives:

$$(x,u) = h(z, \dot{z}, ..., z^{(r)})$$  \hspace{1cm} (52)

Equation (52) is only required to hold locally [11]. For a system being flat, it is required that all system behaviours including states and control inputs can be recovered from a finite number of flat outputs and their derivatives and without integration of the flat outputs; hence, $h$ has to be a smooth function. The interested readers are referred to [11] for more details. If the dimension of $z$ is smaller than that of $x$ and $u$, the optimization problem is mapped to a lower dimension.
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Abstract

This report documents the work related to tasks #7, 8 and 9 for the project entitled “Synthesis and Implementation of Single- and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”. This report describes the design of a real time scheduling algorithm for multiple uncertain receding horizon control systems. Experimental verification has been performed using a set of 3DOF miniature under actuated hovercrafts. This demonstrates the performance and feasibility of the proposed method. The performance of the method is also demonstrated by simulating it in Matlab. Furthermore, an RHC Object Oriented Library (RHCOOL) developed in the CIS lab is described in detail. This library greatly simplifies the implementation of scheduled RHC hard real-time simulations and experimental implementations for multiple UAV systems.
Chapter 5: Real-time Scheduling of Multiple Uncertain Receding Horizon Control Systems

5.1 Introduction

Scheduling of RHC computational and communication is very important for decentralized RHC control since it allows optimization of resources to achieve maximum performance in the presence of uncertainty, disturbances, and delays. The tasks addressed in this report related to the project entitled "Real-time Scheduling of Multiple Uncertain Receding Horizon Control Systems" are as follows:

Task 7: Design a baseline run-time scheduling algorithm that provides connections with constrained optimization performance.

Task 8: Demonstrate feasibility, performance through Matlab and via single and two processor computing.

Task 9: Document results, theory and practice.

For these tasks we designed a baseline run-time scheduling algorithm that provides connections with constrained optimization performance (task #7). We extended and improved the results of the CIS lab on scheduling of multiple RHC computation problems. In this work, static scheduling algorithms for a single processor that indirectly optimize robust RHC performance are introduced to achieve good robust performance. This is achieved through minimization of the difference between the nominal and actual models subject to scheduling constraints.

Feasibility and performance of the proposed method was demonstrated through Matlab and also by applying the method to some sets of 3DOF miniature under actuated hovercrafts. The latter was done first, by using two hovercrafts with both one and two processors and second by using four hovercrafts with 2 processors (task #8).

In order to be able to apply the RHC method to the miniature hovercrafts, and then apply scheduling algorithm on them, first a model of those hovercrafts should be discovered and the parameters of that model have to be identified. These tasks have been done and the results are shown in this report. The following sections are included in this report.

In section two, real-time scheduling of multiple uncertain RHC systems has been developed. In this section, a new scheduling approach is proposed that considers the effect of modeling uncertainty for multiple continuous time RHC systems. This is accomplished by combining a scheduling approach with results from continuous time nonlinear systems theory. Assuming the prediction horizon is a known constant and using a single computing resource, a new technique is proposed for determining the execution horizon for multiple RHC systems. The problem of determining the execution horizon for each subsystem while optimizing the performance is cast into a constrained optimization problem.
In section three, application to 3DOF under-actuated miniature hovercraft problem has been investigated. Since RHC approach is a model-based algorithm, modeling and identification of the apparatus has been done. A Receding Horizon Control Object Oriented Library (RHCOOL) has been developed in C++. This library has the benefit of applying different RHC approaches in a hard real-time environment to multi UAVs, hovercrafts, and etc. Finally, using the RHCOOL, the real-time scheduling of hovercraft has been investigated based on the designed scheduling method.

In section four, experimental results have been reported for miniature hovercrafts. The results are from implementing RHC approach to single hovercraft as well as scheduling results of one processor with two hovercrafts.

Conclusions and future work are presented in section five and references are in section six.

Section 2 and section 3.2 of this report are describing Task #7 and the other sections of the report are describing Task #8 of the first proposal.
5.2 Real-time Scheduling of Multiple Uncertain RHC Systems

This section describes the scheduling approach recently developed at the CIS lab [1]. Receding Horizon Control (RHC), also known as Model Predictive Control (MPC), was first introduced in the process control community. It has attracted the attention of many researchers due to its ability to handle constraints on the states and inputs in multivariable control problems [2]. RHC is essentially a repeated on-line solution to a finite-horizon open-loop optimal control problem. Based on the currently available state values, an optimal control problem is solved for a period of time called the prediction horizon. The first part of the computed optimal control input is applied to the plant in a period of time called the execution horizon until the next sample of the state becomes available, where again the same procedure is repeated. Therefore, the execution horizon can be considered as the closed loop sampling period\(^1\) for the RHC system and the two terms used interchangeably.

In the past, the computational cost of the repeated on-line optimization problems associated with RHC limited its applicability to relatively slow dynamic systems such as chemical processes. However, with recent advances in computing performance and distributed computation, RHC can now be applied to plants with fast dynamics including aerospace systems. In [5], an efficient direct method for solving optimal control problems has been proposed based on the properties of flat outputs. The method proposed in [5] was applied successfully to a vector thrust flight experiment in [6]. A number of methods have been proposed to provide closed-loop stability for RHC systems where a terminal cost or terminal constraint is introduced into the optimization problem. For a detailed survey the reader is referred to [3]. Methods to improve the performance of RHC in the presence of computational delays have also been recently developed [21].

Application of RHC to control problems with multiple subsystems such as multiple Unmanned Aerial Vehicle (UAV) systems can be addressed by applying RHC to the individual subsystems, which may contain more than a single CPU. This results in multiple RHC processes that must be scheduled in an appropriate manner to achieve optimal performance in the presence of computing resource limitations on-board each vehicle and across networked computing devices. Systematic methods for scheduling RHC systems are typically not discussed in the literature, despite the fact that 1) computational delays resulting from scheduling can dramatically affect stability and performance, and 2) significant decrease in computing time could potentially be achieved. The authors in [7] considered the scheduling of multiple discrete time decoupled linear RHC systems with a single computational resource. For this case a dynamic priority assignment policy is proposed that gives higher scheduling priority to RHC subsystems with larger current cost function values. Premature termination of the optimization processes is also employed to maximize nominal performance in the

---

\(^1\) Sometimes the execution horizon maybe considered bigger than one sampling period. For example in this report when two apparatus are scheduled using one computer, the sampling period is less than the execution horizon of each subsystem.
presence of computational delays. These results provide a new RHC scheduling approach for increased nominal performance of discrete time systems without explicitly accounting for uncertainty in the subsystems.

In this section, a new scheduling approach is proposed that considers the effect of modeling uncertainty for multiple continuous time RHC systems. This is accomplished by combining a scheduling approach with results from continuous time nonlinear systems theory. Assuming the prediction horizon is a known constant and using a single computing resource, a new technique is proposed for determining the execution horizon for multiple RHC systems. A rate monotonic priority assignment [8] is employed due to the fact that it is an optimal policy in the sense that the task set is not schedulable using any static priority assignment method if it is not schedulable using the rate monotonic method [9], [10]. The problem of determining the execution horizon for each subsystem while optimizing the performance is cast into a constrained optimization problem. The schedulability condition is represented by a constraint and the robust performance is formulated as the objective function. This section can be regarded as the first systematic approach for scheduling and execution horizon selection of multiple uncertain RHC systems subject to computing resource limitations. The new method is applied for a two subsystem example problem demonstrating the effectiveness of the approach.

5.2.1 Receding Horizon Control of Nonlinear Systems

The class of systems considered in this report is described by the set of equations

$$\dot{x} = f(x(t), u(t)) \quad x(0) = x_0$$  \hspace{1cm} (1)

where $x(t) \in \mathbb{R}^n$ is the state of the system and $u(t) \in \mathbb{R}^m$ is the input vector satisfying the constraints

$$u(t) \in U \quad \forall t \geq 0$$  \hspace{1cm} (2)

where $U$ is the allowable set of inputs. Furthermore, it is assumed that (A1-A3) in [11] are also satisfied; that is, $f$ is twice differentiable, $U$ is compact and convex, and system (1) has a unique solution for a given initial condition. Receding horizon control is the repeated solution of the following problem.

Problem 1: Find

\footnote{In applying RHC to a system in real-time, periodic function is defined and the period of that periodic function is equal to the execution horizon. In scheduling of multiple RHC systems, multiple periodic functions need to be defined. The important issue is to define the period of each function which is equal to the execution horizon of each system. After defining the execution horizon of each subsystem, the priority of each task is defined by using Rate Monotonic Priority Assignment.}
\[ J_r^* (x(t)) = \min_{u(.)} J(x(t), u(.), T) \] (3)

with
\[ J(x(t), u(.), T) = \int_t^{t+T} \left( \|x(\tau; x(t))\|_Q^2 + \|u(\tau)\|_R^2 \right) d\tau + \|x(t+T; x(t))\|_p^2 \] (4)

subject to
\[
\begin{align*}
\dot{x}(s) &= f(x(s), u(s)) \\
u(s) &\in U
\end{align*}
\]
\[ s \in [t, t+T] \] (5)

\( Q \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{m \times m} \) denote positive-definite, symmetric weighting matrices, \( T \) is a finite prediction horizon and \( x(t; x_0) \) denotes the trajectory of the system (1) driven by \( u(t) \) starting from the initial condition \( x_0 \). Furthermore, the weighted norms in (4) are defined as \( \|x\|_Q^2 = x^T Q x \).

Let \( \delta \) denote the RHC execution horizon, where \( \delta \) lies in the \((0, T]\) interval. The closed-loop system is described by
\[
\begin{align*}
\dot{x}(\tau) &= f(x(\tau), u^*(\tau)) \\
u^*(\tau) &= u^*(\tau; x(t_k)) \quad \tau \in [t_k, t_k + \delta), \quad 0 < \delta \leq T
\end{align*}
\] (6)

where \( u^*(\tau; x(t_k)) \), \( \tau \in [t_k, t_k + T] \) is the optimal control with initial condition \( x(t_k) \), \( t_k \) being the start time of the optimization process and the instant at which states are sampled. The subscript \( k \) in \( t_k \) denotes the \( k\)th sampling time and therefore \( t_{k+1} = t_k + \delta \).

The optimization problem described above can be solved numerically online using a number of techniques [6]. Details of the solution procedure for this section are described in section 2.3. Numerous methods have been suggested to guarantee the stability of the closed-loop system by requiring a terminal constraint or a special way to select the terminal cost [3], [11]. Note that the RHC method can be formulated in discrete time or continuous time as is the case for this report. Discretization is done by zero order hold sampling of the continuous time.

### 5.2.2 Real-time Scheduling of Multiple Uncertain RHC Systems

#### 5.2.2.1 Real-time Computation of RHC Systems
The open-loop RHC optimal control problem can be solved in a periodic manner with a period of $\delta$. The sampling instant is denoted by $t_k$ and the next sample time is given by $t_{k+1} = t_k + \delta$. A number of parameters, which are important for practical implementation of the RHC algorithm, are defined below (refer to Figure):

- **Computation start time**, $t_{sc}$: The time at which the optimization process is started.
- **Computation end time**, $t_{ec}$: The time at which the optimization process is finished.
- **Computation time**, $\delta_c$: The duration of the optimization. $\delta_c = t_{ec} - t_{sc}$.
- **Actuation time**, $t_a$: The time at which the generated control input is applied to the system. This input might be recently computed or generated in advance depending on the implementation method used.
- **Actuation latency**, $l_a$: The delay involved in the actuation of the plant after the sampling of the states.

![Diagram](image)

**Figure 1- Schematic diagram for RHC parameters**

In theoretical developments of RHC, the computation time is typically assumed to be zero [11], [12], i.e. $\delta_c = 0$. However, in practical real-time control systems this is not a valid assumption, especially for systems with fast dynamics. In such systems (e.g. see [6]), unlike slower traditional process control problems, a small execution horizon (sampling period) is needed for satisfactory performance of the system. This leads to the situation where the computation time is not negligible compared to the execution horizon, and a zero computation time assumption is invalid. There are two methods available to apply RHC to practical systems when the computation time is not negligible. These are referred to asRetarded Actuation and On-the-Fly Computation.

In the Retarded Actuation approach, for the control system to have sufficient time for generating the optimal trajectories, the optimization problem is solved one sampling time in advance ([6]). The control signal can also equivalently be actuated one sampling time later. The implicit assumption of the method is that the computation time is less than the sampling period $\delta$. The schematic diagram for this method is shown in Figure 2. There are two variations of this method:

(i) The control signal generation for the interval $[t_{k+1}, t_{k+2}]$ starts at $t_k$, $t_k$ being the $k^{th}$ sampling time and $t_{k+1} = t_k + \delta$. The open-loop optimal control problem is solved using $x(t_k)$ as the initial condition. The part of the optimal input $u^*$ corresponding to the time interval $[\delta, 2\delta]$ is applied to the system.
(ii) In this variation, instead of using $x(t_k), x(t_{k+1})$ is predicted using the nominal model. The predicted initial conditions are then used for solving the open-loop optimal control problem. Contrary to the previous method, the part of the optimal input $u^*$ corresponding to the time interval $[0, \delta]$ is applied to the system.

The following properties hold, in terms of the parameters defined earlier, for the two methods described above

\begin{align}
    t_{sc} &= t_k \\
    t_{ce} &= t_{k+1} \\
    t_o &= t_{k+1} \\
    \delta_c &= \delta \\
    l_o &= \delta
\end{align}

\[(7)\]

Figure 2- Schematic diagram showing the Retarded Actuation method. The implemented input is shown by a solid line. The subscript refers to the interval in which the input profile has been generated.

For the On-the-Fly Computation approach, there is no prediction or delay in the actuation of the input signal (i.e. $t_o=0$). After sampling the states, optimization starts and as soon as the solution is found the control signal is applied. While the optimization is running, the optimal control input from the previous solution is being implemented. Since the prediction horizon is normally much longer than the execution horizon, the method can continue implementing the previously computed control input until the new input is generated. Therefore, the actual implemented input profile is composed of two parts: The continuation of the optimal input available from the previous sampling and the newly generated optimal input. This is shown in the schematic diagram depicted in Figure 3.
The following properties hold for this method

\[ t_{sc} = t_k \]
\[ t_{ec} \leq t_{k+1} \]
\[ t_u < t_{k+1} \]
\[ \delta_e \leq \delta \]
\[ l_u = t_{ec} - t_k \]

This report employs the Retarded Actuation method since it allows more deterministic behaviour than the On-the-Fly Computation approach used in [7]. This is helpful when analyzing the effect of computational delays using nonlinear systems theory and combining the approach with existing scheduling theory. The On-the-Fly Computation approach potentially provides better nominal performance, but it is more difficult to analyze in a deterministic framework. Furthermore, new methods have been proposed by the authors recently to improve the performance of the Retarded Actuation method using neighboring extremal paths theory [21].

As discussed in [7], the delay introduced in actuating the plant due to the computation time can degrade the performance of the system considerably. For this reason it is desirable to schedule the computation to improve the performance of RHC systems.

### 5.2.2.2 Scheduling Approach for Multiple Uncertain RHC Systems

In this section a systematic scheduling approach is proposed to determine the execution horizon for each individual subsystem when the Retarded Actuation method (type ii,
section 2.2.1) and rate monotonic priority assignment are employed. It is assumed that the optimization associated with the RHC problems converges in a bounded computational time so that the computation can be scheduled in a hard real-time environment. It will be shown that in order to maximize the overall performance while the schedulability property holds, a constrained optimization problem must be solved. Schedulability implies a guarantee that the optimal trajectory generation for each subsystem using a single computer is finished before the deadline.

Trajectory generation for multiple systems using a single computing resource can be considered a resource allocation problem described in computer science literature. The following definitions from this area will thus be reviewed before addressing the main problem of this report [30].

**Definition 1.** The time required to complete a task (e.g. solving the optimization problem in our case) is called the *execution time* (see Figure 4).

**Remark 1.** The execution time should not be confused with the execution horizon defined for RHC systems. Execution time is the same as the computation time, $\delta_{c,i}$, defined in Section 5.2.2 when the trajectory generation problem is considered.

**Definition 2.** Consider a task $i$ that should be executed every $p_i$ seconds. This task is defined as a *periodic* task with a period of $p_i$ (see Figure 4).

The period can be fixed or time-varying. In this report only tasks with fixed periods are considered.

**Definition 3.** The CPU utilization factor, $\mu$, for a series of $n$ tasks is defined as follows

$$\mu = \sum_{i=1}^{n} \frac{\delta_{c,i}}{p_i} \leq 1$$

(9)

where $\delta_{c,i}$ and $p_i$ represent the execution time and period of task $i$. For a single computing resource $\mu$ must be less than one.

**Definition 4.** The execution of task $i$ should be finished before a certain pre-determined time. This pre-determined time is called the *deadline* of task $i$ (see Figure 4).

**Definition 5.** A series of tasks are called *schedulable* if all tasks can be executed while no deadline has been missed.

\[\text{The deadline is equal to the period for the periodic tasks. In addition, defining periodic tasks is a common way for real-time operation of control tasks [35].}\]
Definition 6. A task is called preemptive if its execution can be interrupted by the execution of a higher priority task.

Definition 7 (Rate Monotonic Priority Assignment) [8]. Given a set of preemptive tasks with static priorities, the higher priority is assigned to the task with the smaller period.

Remark 2. The following inequality is a sufficient condition to guarantee schedulability for a set of \( n \) tasks [8]

\[
\mu = \sum_{j=1}^{n} \frac{\delta_{n,j}}{p_j} \leq n(2^n - 1)
\]  

(10)

The above is a sufficient but not necessary condition. In other words, a task set that does not satisfy the above inequality can still meet all deadlines using Rate Monotonic Scheduling (RMS) [39]. Rate Monotonic Scheduling is optimal under the above condition (inequality). RMS has a nice advantage. Also, in many situations, up to 90% utilization is possible with RMS [39]. In order to get more information about the different schedulability conditions see [40] and [41].

The rate monotonic method will be employed in this report for static priority assignment in scheduling a set of tasks. This approach is selected, among numerous other methods, due to the fact that rate monotonic priority assignment is an optimal policy. The task set is not schedulable using any static priority assignment method if it is not schedulable using the rate monotonic method as explained in [9], [10].

The proposed scheduling algorithm can now be expressed in the following proposition.

Proposition 1. Consider the problem of controlling \( n \) decoupled uncertain nonlinear systems using the RHC scheme. The following equations serve as the nominal model for describing the decoupled subsystems

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1(t), u_1(t)) \\
\vdots \\
\dot{x}_n &= f_n(x_n(t), u_n(t))
\end{align*}
\]  

(11)
The actual subsystem are described by

\[
\begin{align*}
\dot{y}_1 &= f_1(y_1(t), u_1(t)) + g_1(t, y_1, u_1) \\
\vdots \\
\dot{y}_n &= f_n(y_n(t), u_n(t)) + g_n(t, y_n, u_n)
\end{align*}
\]  

(12)

In equation (12), \(g_i(t,y,u), i=1,2,...,n\) accounts for disturbances and modeling uncertainty and its norm is upper bounded by \(b_i\). The function \(f_i\) in equations (11) and (12) is Lipschitz continuous in the domain of operation of the system with a Lipschitz constant represented by \(L_i\).

It is useful to note that the application of proposed scheduling method to multiple UAVs, is to control some UAVs with limited computational resource; for example controlling 2 UAVs using only one computer. In this case the nominal model used in controller (to predict the states and inputs over the prediction horizon) can be considered as

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1(t), u_1(t)) \\
\dot{x}_2 &= f_2(x_2(t), u_2(t))
\end{align*}
\]  

(13)

while the actual UAVs have different models. The source of this difference between two models can be, for example, because of the friction or the other model uncertainty which may exist. Here the actual model is represented by

\[
\begin{align*}
\dot{y}_1 &= f_1(y_1(t), u_1(t)) + g_1(t, y_1, u_1) \\
\dot{y}_2 &= f_2(y_2(t), u_2(t)) + g_2(t, y_2, u_2)
\end{align*}
\]  

(14)

There are two differences between the actual and nominal models:

1- The state variables are different, because in nominal model they are predicted based on the nominal model and in reality they are affected by the real system. Here \(x\) represent the predicted states from nominal model and \(y\) represent the actual states.

2- The other difference is the difference between two models because of the uncertainty which discussed before. \(g\) represents the foresaid difference.

If there is only one computing resource available for this set of \(n\) subsystems, the execution horizon for each subsystem should be chosen so that the set of tasks remain schedulable. This should be carried out considering the fact that the level of uncertainty in each subsystem is different.

The following scheduling approach can be used to minimize the state prediction error of the uncertain subsystems. If the rate monotonic priority assignment method is used, the
solution to the following optimization problem minimizes the overall upper bound of the state prediction error on all subsystems, while the set of tasks remain schedulable.

\[
\text{minimize } \sum_{i=1}^{n} \alpha_i \frac{b_i}{L_i} (e^{t_i \delta_i} - 1) \\
\text{s.t. } \sum_{j} \frac{\delta_{ij}}{\delta_i} \leq n(2^n - 1) \\
0 < \delta_i \leq \delta_{\text{ub},i}
\]  

(15)

where \( \alpha_i \) and \( \delta_{k,i} \) represent the weighting parameter and computation time for task \( i \) respectively. \( \delta_{\text{ub},i} \) is the upper bound for the execution horizon which is usually some fraction of the prediction horizon. \( L_i \) is the Lipschitz constant of the function \( f_i \). In the proposed optimization problem the optimization parameters are the execution horizons for each subsystem, \( \delta_i, i=1,2,...,n \).

**Proof.** As described in Section 2.2.1 (Retarded Actuation method, type ii), the RHC implementation scheme involves prediction of the states at the next sampling time and using them as initial conditions to solve the open-loop optimal control problem in advance. The prediction error for subsystem \( i \) is described by \( \| y_i(t_{k,i} + \delta_i) - x_i(t_{k,i} + \delta_i) \| \).

The right hand side of the following inequality, which is a direct consequence of the Bellman-Gronwall Lemma, is an upper bound on the prediction error for each subsystem [13],[14]

\[
\| y_i(t_{k,i} + \delta_i) - x_i(t_{k,i} + \delta_i) \| \leq e^{t_{k,i} \delta_i} \| y_i(t_{k,i}) - x_i(t_{k,i}) \| + \frac{b_i}{L_i} (e^{t_{k,i} \delta_i} - 1) \quad i = 1,2,...,n
\]  

(16)

where \( t_{k,i} \) is the time at which sampling of the states for subsystem \( i \) has taken place. Evidently \( x(t_{k,i}) = y(t_{k,i}) \) for \( i = 1,2,...,n \) since \( t_{k,i} \) is the time at which sampling has taken place and there is no mismatch between the states of the nominal and actual system. Therefore (16) reduces to

\[
\| y_i(t_{k,i} + \delta_i) - x_i(t_{k,i} + \delta_i) \| \leq \frac{b_i}{L_i} (e^{t_{k,i} \delta_i} - 1) \quad i = 1,2,...,n
\]  

(17)

The right hand side of equation (17) justifies the chosen form of the objective function in (15). Furthermore, for a series of task to be schedulable equation (10) should hold. This together with an upper bound on the desired execution horizon for each subsystem constitutes the constraints of the optimization problem. □

**Remark 2.** In [15] the author discusses the fact that a larger error in the prediction of the initial conditions results in performance degradation and possibly instability. Therefore the mismatch should be minimized. If it is assumed that a larger prediction error results in
worse performance of the system then the objective function in equation (15) maximizes the overall performance of the system.

**Remark 3.** In Proposition 1, the weighting parameter $\alpha_i$ is a design parameter by which the prediction error in each subsystem can be controlled. A higher weight is equivalent to a lower desired prediction error for that subsystem.

### 5.2.2.3 Discussion

The optimization problem discussed in Proposition 1 is based on the Bellman-Grown Lemma. However, due to the conservative nature of this lemma in finding an upper bound on the state prediction error, the increase in robust performance may not be fully optimal. Use of more accurate less conservative approaches for bounding the state prediction error, such as differential inclusions [20], can potentially improve the method. The proposed approach, however, has a clear advantage over more sophisticated computationally expensive bounds. The cost function in (15) for Proposition 1 should be modified accordingly, depending on the specific method used for finding the state prediction error bound.

### 5.2.3 Example

In this section, the proposed method described in Section 5.2.2.2 is applied to RHC stabilization of two double-integrator systems using a single computer. The dynamic equations describing a differentially driven wheeled mobile robot, or a rotocraft-like UAV flying at constant altitude, can be transformed into two double integrators using feedback linearization [16], [17], [18]. Therefore, controlling a set of double integrators is potentially useful for autonomous formation guidance of multiple unmanned systems, where it is desired that each agent takes a predefined position [19].

The nominal system is described by the set of equations

\[
\begin{align*}
\dot{x}_{i,1} &= x_{i,2}, \\
\dot{x}_{i,2} &= u_i, \\
& i = 1, 2
\end{align*}
\]

(18)

where $x_{i,1}$, $x_{i,2}$ represent the states and $u_i$ represents the input to the $i$th system. In the simulations, it is assumed that the actual system is described by the following equations
\[
\begin{align*}
\dot{x}_{1,1} &= x_{1,2} \\
\dot{x}_{1,2} &= u_1 + 0.5 \sin(t x_{1,1}) \\
\dot{x}_{2,1} &= x_{2,2} \\
\dot{x}_{2,2} &= u_2 + 0.25 \sin(t x_{2,1})
\end{align*}
\] (19)

with initial conditions chosen to be \( x_0 = [9 - 4]^T \) for the first subsystem and \( x_0 = [4 1]^T \) for the second subsystem. Among the available RHC methods, the quasi-infinite RHC approach described in [11] is implemented. The prediction horizon is selected as 5 seconds and the weighting matrices \( Q \) and \( R \) are taken as identity matrices for both subsystems. The matrix \( P \) in (4) is found by solving the Lyapunov equation (9) in reference [11].

If the 2-norm is used, the parameters found in the optimization problem discussed in equation (15) will take the following values: \( b_1 = 2.23, \quad b_2 = 0.5 \) and \( L_1 = L_2 = 1 \). The weighting parameters, \( \alpha_i \), and the upper bound on the execution horizon are selected as 1 and 0.25 respectively, for both subsystems. It is assumed that a zero control signal is applied to the system before the onset of RHC initialization. The optimization problem described in Proposition 1 was solved using MATLAB and the execution horizons were found to be \( \delta_1 = 0.7965 \) and \( \delta_2 = 0.8996 \). Therefore, using a rate monotonic approach, the highest priority is assigned to the first subsystem. The controllers for the first and second subsystems start the sampling at times of \( t = 0.9465 \) and \( t = 0.8996 \) respectively. This implies that before this time the controllers were in the off mode and no input was applied to the system. To investigate the pre-emption of the second subsystem by the first one, a 0.15 second delay for the start time of the first subsystem controller was applied (see Figure 5). Numerical simulations indicated that \( \delta_{c,i} \leq 0.35 \).

![Figure 5 - Diagram showing the timing for each individual subsystem](image)

To solve the optimal control problem, the states and inputs were approximated by a set of piecewise polynomials of third order with second order continuity at the boundaries, which is an adaptation of the scheme described in [5]. In order to solve the resulting
optimization problem, the NAG C Library (Mark 7) was used on a 2.4 GHz Pentium 4 computer. The Venturcom RTX (version 5.1) real-time operating system was used for implementation. Numerical simulation was carried out using the C programming language.

Two main functions used from NAG are "e04ucc" [36] and "e04xze" [37].\(^4\)

The response of the closed-loop RHC system for the first and second subsystems is shown in Figure 6 and Figure 7 respectively. It is apparent that the states of both subsystems are stabilized around the origin despite the perturbations introduced to the system. It is also evident that the proposed scheduling approach achieves similar levels of performance for each subsystem even though subsystem 1 has significantly higher uncertainty than subsystem 2. This is a consequence of the higher priority allocated to subsystem 1 which improves its performance by reducing the computational delay compared to subsystem 2. The scheduling of the CPU time is shown in Figure 8. As shown in Figure 8, subsystem 2 starts the optimization process at \( t=0.8996 \) and is pre-empted by subsystem 1 at \( t=0.9465 \) due to the fact that subsystem 1 has a higher priority. Subsystem 2 is remained pre-empted until \( t=1.2818 \) and at this time the computation of subsystem 2 is started (from finishing computation of first subsystem until beginning computation of the second subsystem, the pre-emption overhead should be considered in timing). The computation of subsystem 2 is finished on \( t=1.5298 \). Therefore the computing time for subsystem 1 (with pre-emption overhead) is 0.3353 seconds and the total computing time for subsystem 2 (with pre-emption overhead) is 0.2948 seconds. The pre-emption process is repeated again between 6 and 8 seconds.

\[\text{Figure 6- Time history of the states for the first subsystem}\]

\(^4\) Since this work (with NAG) is going to be redone using RHCOOL and SNOPT [38], no more explanation is done in this report.
Figure 7- Time history of the states for the second subsystem

Figure 8- CPU time schedule (1=running, 0.5=Pre-empted, 0=Idle) for the first subsystem (top) and the second subsystem (bottom)

5.2.4 Discussion
In this section, a systematic approach is developed for scheduling computation and determination of the execution horizon for multiple uncertain RHC systems. It was shown that using a rate monotonic priority assignment method combined with analytical bounds on the prediction error, the problem of scheduling multiple uncertain plants can be cast into an appropriate constrained optimization problem. The constraints guarantee that the processes will be schedulable, and the optimization provides performance robustness to uncertainty. The proposed method was applied to a double integrator example problem demonstrating the validity of the approach.

In the next sections the proposed algorithm will be applied to a set of under actuated 3DOF miniature hovercraft. Experimental data ensures the performance of the proposed approach.
5.3 Application to 3DOF Miniature Hovercraft Problem

5.3.1 Modeling

The aim of this section and the next one is to identify the parameters of Miniature Hovercraft. Since RHC approach is Model Based, finding these parameters are critical for implementing the RHC approach to the miniature hovercraft. For obtaining the equations of motion of the miniature under actuated hovercraft, three coordinate frames are defined (Figure 9).

\{G\} is the Global coordinate frame (in Figure 9, the black axes X and Y denote for the Global coordinate frame.)

\{B\} is a rotating coordinate frame which the center of this frame is the center of \{G\} and the \( X_B \) axis is always in the same direction with the symmetric axis of hovercraft. (in Figure 9, the blue axes \( X_B \) and \( Y_B \) are illustrating the coordinate frame \{B\}).

\{M\} is a moving coordinate which is attached to the hovercraft. This is defined in order to make the definition of \{B\} easier. The axis of \{B\} and \{M\} are always in the same direction but the center of these two coordinate frames are different. (in Figure 9, the red axes \( X'_B \) and \( Y'_B \) are illustrating \{M\}).

The variables which are used in this part are as follows:\(^5\):

- \( M \) : The total mass of hovercraft
- \( J \) : The moment of inertia of hovercraft around Z axis
- \( b_1 \) : The coefficient of viscous friction in the forward movement
- \( b_2 \) : The coefficient of viscous friction in the side movement
- \( b_3 \) : The coefficient of viscous friction in rotation
- \( F_1 \) : Force caused by left side motor
- \( F_2 \) : Force caused by right side motor
- \( u \) : Velocity of hovercraft along \( X_B \) axis
- \( v \) : Velocity of hovercraft along \( Y_B \) axis
- \( r \) : Angular velocity of hovercraft around Z axis
- \( \ddot{v} \) : Total velocity vector (Velocity in \{G\})
- \( \ddot{a}_{H,G} \) : Total Acceleration Vector (Acceleration in \{G\})

\(^5\) As the variables are only used in this section and do not affect the whole report, they are not mentioned in the Nomenclature in the beginning of the report.
Distance between the centers of two propellers

\[ \vec{V} = u \hat{i}_B + v \hat{j}_B \]  

(20)

The velocity of hovercraft in the Global coordinate frame \( \{G\} \) can be defined as follows:

The acceleration can be defined by derivation of velocity vector as follows:

\[ \ddot{\vec{v}} = \ddot{u} \hat{i}_B + \ddot{v} \hat{j}_B \]  

(21)

Since the \( \{B\} \) coordinate is rotating with the rate of \( r \), the following equations can be used [26]:

\[ \dot{\hat{\jmath}}_B = \hat{r} \times \hat{i}_B = r \hat{j}_B \]  

\[ \dot{\hat{i}}_B = \hat{r} \times \hat{j}_B = -r \hat{i}_B \]  

(22)

Therefore the following equation can be derived from equations (20), (21), and (22)

\[ \ddot{a}_{H,B} = \ddot{u} \hat{i}_B + ur \dot{\hat{j}}_B + \dot{v} \hat{j}_B - vr \hat{i}_B = (\ddot{u} - vr) \hat{i}_B + (\dot{v} + ur) \hat{j}_B \]  

(23)
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If no friction exists, from Newton's Second Law:

\[
\begin{align*}
M(\ddot{u} - vr) &= F_1 + F_2 \\
M(\dot{v} + ur) &= 0 \\
J\ddot{r} &= \frac{1}{2} (F_2 - F_1)
\end{align*}
\]  

(24)

If viscous friction is considered we have the following equations:

\[
\begin{align*}
M(\ddot{u} - vr) &= F_1 + F_2 - b_1 u \\
M(\dot{v} + ur) &= -b_2 \dot{v} \\
J\ddot{r} &= \frac{1}{2} (F_2 - F_1) - b_3 r
\end{align*}
\]

(25)  
(26)  
(27)

where the \( b_1 \), \( b_2 \), and \( b_3 \) are the coefficients of viscous friction in \( X_\beta \), \( Y_\beta \), and rotation directions respectively.

Equations (25), (26), and (27) are the same as equations (2a), (2b), and (2c) in [22] respectively, except that in [22] the coefficients of viscous friction are considered to be the same for all directions.

As mentioned above, the aim of this section is to use the identified model in the RHC approach for performing the experimental verification. So the equations (25), (26), and (27) should be rearranged by performing some algebraic operations in order to:

- reduce the number of unknowns
- make the input signal (output of controller) compatible with the hardware

The first part is for simplicity in application of model identification and the second part is the main reason of model rearranging. In reality the controller output will be applied to the applied voltage of the motors of hovercraft. So it makes sense to use the applied voltages directly as the inputs. If the relation between the produced forces by propellers and the applied voltage to the motors can be considered linear\(^6\), the reformed equations of motion will be as follows:

\[
\begin{align*}
\ddot{u} - vr &= b'_1 u + a_1 u_1 + a_2 u_2 \\
\dot{v} + ur &= b'_2 \dot{v} \\
\ddot{r} &= b'_3 r + a_3 u_1 + a_4 u_2
\end{align*}
\]

(28)  
(29)  
(30)

\(^6\) A better estimation for relation between the applied voltage and the produced forces by propeller, have been discovered, and best results were obtained when produced force was related to the linear composition of voltage and square of voltage.
In the equations (28) to (30), \( u_1 \) and \( u_2 \) are the normalized input voltages to the left and right motors and vary from -1 to 1. \( b'_1, b'_2, \) and \( b'_3 \) are new forms of viscous friction coefficients and equal to \( -\frac{b'_1}{M'}, -\frac{b'_2}{M'}, \) and \( -\frac{b'_3}{M'} \) respectively.

### 5.3.2 System Identification

In this section the unknown parameters of the model described in equations (28), (29), and (30) will be defined. The parameters that must be defined are \( b'_1, b'_2, b'_3, a_1, a_2, a_3, \) and \( a_4. \)

In order to perform identification, the data from position and orientation of hovercraft are needed. The sensor that used for that purpose is PCIBird\(^7\) [23] which has the capability of measuring Position and Orientation in 3D space with respect to a Global Co-ordinate frame. Therefore the data from PCIBird need two modifications:

- Coordinate transformation
- Obtaining velocities and acceleration

#### Coordinate transformation

Since the equations of motion are expressed in \{B\} the coordinate transformation is necessary. It should be noted that the equations dealing with velocities can be transformed using a rotation matrix. Equations (31) and (32) describe the results.

\[
\begin{align*}
    u &= \dot{X}\cos\psi + \dot{Y}\sin\psi \quad (31) \\
    v &= -\dot{X}\sin\psi + \dot{Y}\cos\psi \quad (32)
\end{align*}
\]

But \( \dot{u} \) and \( \dot{v} \) can not be calculated using a rotation matrix. They must be derived by direct derivative of \( u \) and \( v \), respectively because of their physical meanings. The results are as follows by derivation of equations (31) and (32):

\[
\begin{align*}
    \dot{u} &= \ddot{X}\cos\psi - \dot{X}\sin\psi + \ddot{Y}\sin\psi + \dot{Y}\cos\psi \quad (33) \\
    \dot{v} &= -\ddot{X}\sin\psi - \dot{X}\cos\psi + \ddot{Y}\cos\psi - \dot{Y}\sin\psi \quad (34)
\end{align*}
\]

#### Obtaining velocities and acceleration

\(^7\) The identification can also be done using the combination of Vision system and InertiaCube. These sensors will be explained in section 4. The main reason of using PCIBird is that the data measured by this sensor is more accurate than vision system and also all of the data can be measured by one sensor.
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As briefly mentioned, the outputs of PCIBird [23] are only position and orientation, therefore velocity and acceleration should be calculated from the original position and orientation data. Since the hovercraft model is 2DOF only X, Y, and Yaw will be used. Velocity and acceleration should be calculated using the following "Finite Difference Method":

\[ \dot{X}_n = \frac{X_{n+1} - X_n}{t_{n+1} - t_n} \]  

(35)

where \( X_n \) and \( t_n \) denote for position (X axis) and time of the \( n^{th} \) sampling data. The same equation is used for other directions.

As a result of that, the noises in measurement can cause significant errors in calculated velocities and accelerations. To avoid the noise effect, the differentiation in equation (35) should be done in a larger time-step. So a revised form of equation (35) can be considered as follows:

\[ \dot{X}_n = \frac{X_{n+\text{filter}} - X_n}{t_{n+\text{filter}} - t_n} \]  

(36)

By selecting a proper \( \text{filter} \) value, the noise effect can be reduced and neglected. The following two steps are used in order to calculate \( u, v, r, \dot{u}, \dot{v}, \) and \( \dot{r} \):

**Step 1**

From equation (36) the \( \dot{X}, \dot{Y}, \) and \( r \) values are calculated from the measured data (X, Y, and Yaw (\( \psi \))). At this step \( \text{filter1} \) is used as the \( \text{filter} \) value. By using this data filtering, all of the data which are used in model identification must be updated. Therefore a new set of data will be produced in this step. Therefore parameters \( t \) and \( \psi \) will be updated using the following equation:

\[ Var_{n,\text{new}} = \frac{1}{2}(Var_{n+\text{filter}} + Var_n) \]  

(37)

where \( Var \) denotes for the parameter that have to be updated.

**Step 2**

From equation (36) the \( \dot{X}, \dot{Y}, \) and \( \dot{r} \) are calculated from the calculated data in the first step. At this step \( \text{filter2} \) is used as the \( \text{filter} \) value. Same as step 1, another set of data must be calculated. Therefore \( X, Y, r, t, \) and \( \psi \) will be calculated from their values in the Step 1, using equation (37).

**Step 3**

From equations (31) to (34) \( u, v, \dot{u}, \) and \( \dot{v} \) will be calculated.
5.3.2.1 Experimental results

In the following, the results of some different tests have been shown. In all of the following results the filter values were 100 and 70, respectively unless other specified.

5.3.2.1.1 Using input signal – Forward movement

In the following set of data, the same command is sent to the motors \((u_1 = u_2)\) so the movement was mainly in the \(X_B\) (X axis of \(\{B\}\)). Consequently, it is better to use these results only for equation (28).

In this part, the results of four data sets have been presented.

**Data1:**

In this case, the input signal was 0.5 \((u_1 = u_2 = 0.5)\) and the results were as follows:

\[
b_1' = -0.29 \\
a_1 = a_2 = 0.11
\]

The results are shown in Figure (10).

![Figure 10](image)

*Figure 10* - \(u\) (m/s), \(\dot{u}_{\text{original}}\) (m/s\(^2\)), and \(\dot{u}_{\text{fitted}}\) (m/s\(^2\)) are shown for Data1 of Part one

**Data4:**

In this case, the input signal was 0.7 \((u_1 = u_2 = 0.7)\) and the results were as follows:

\[
b_1' = -0.25 \\
a_1 = a_2 = 0.13
\]

The results are shown in Figure (11). This result was not correct and the friction coefficient was more than zero which is not reasonable.
Figure 11- \( u \) (m/s), \( \dot{u} \), and \( \ddot{u} \) (m/s^2) are shown for Data4 of Part one.

**Data7:**
In this case the input signal was 0.85 (\( u_1 = u_2 = 0.85 \)) and the results were as follows:

- \( b_1 = -0.14 \)
- \( a_1 = a_2 = 0.12 \)

The results are shown in Figure (12).

Figure 12- \( u \) (m/s), \( \dot{u} \), and \( \ddot{u} \) (m/s^2) are shown for Data7 of Part one.

**Data9:**
In this case the input signal was 1.0 \((u_1 = u_2 = 1.0)\) and the results were as follows:

\[ b_1' = -0.07 \]
\[ a_1 = a_2 = 0.10 \]

The results are shown in Figure (13).

![Graph](image)

Figure 13- \(u\) (m/s), \(\dot{u}_{\text{original}}\) (m/s\(^2\)), and \(\dot{u}_{\text{fitted}}\) (m/s\(^2\)) are shown for Data9 of Part one

### 5.3.2.1.2 Using input signal – Rotation

In this part the hovercraft was oscillating around zero angle. As a result, this data should be used only for equation (30). This oscillation was done by using a P controller (P=0.5) and only one set of data is shown.

Data2:

The results were as follows:

\[ b_3' = -0.05 \]
\[ a_3 = -1.2 \]
\[ a_4 = 1.2 \]

The results are shown in Figure (14).
5.3.2.1.3  No input signal

In this part, no signal applied to the motors and initial velocity was used, instead. The result of this test was used to identify the friction coefficients in the equations (28) and (29).

a) Calculating $b'_i$ from equation (28)
It was varying between -0.13 and -0.56. Some of the graphs are shown here:

Data5:
The results were as follows:

$b'_i = -0.25$
The results are shown in Figure (15).
Figure 15- \( u \text{ (m/s)}, \dot{u} \text{ original (m/s}^2\text{)}, \) and \( \dot{u} \text{ fitted (m/s}^2\text{)} \) are shown for Data5 of Part three

\textit{Data8:}

The results were as follows:
\[ b_1' = -0.15 \]

The results are shown in Figure (16).

Figure 16- \( u \text{ (m/s)}, \dot{u} \text{ original (m/s}^2\text{)}, \) and \( \dot{u} \text{ fitted (m/s}^2\text{)} \) are shown for Data8 of Part three

\textit{b) Calculating} \( b_1' \text{ from equation (29)} \)

It was varying between -0.12 and -0.02. One of the graphs is shown here:
Data2:

\[ b_2 = -0.02 \]

The results are shown in Figure (17).

Figure 17- \( v (m/s), \dot{v}_{\text{original}} (m/s^2), \text{and } \dot{v}_{\text{fitted}} (m/s^2) \) are shown for Data2 of Part three

5.3.2.2 Discussion

From the presented identification algorithm, the following values have been defined. Some of the results are in the report.

\[
\begin{array}{|c|}
\hline
b'_1 & -0.56, -0.30, -0.29, -0.25, -0.25, -0.24, -0.18, -0.15, -0.13, -0.07, 0.03, 0.03, \\
& \text{and 0.05. By reducing -0.56 and the positive values and averaging between the} \\
& \text{remaining data, } b'_1 = -0.20 \\
\hline
b'_2 & -0.12, -0.02. By averaging we have: } b'_2 = -0.07 \\
\hline
b'_3 & -0.18, -0.14, -0.05, 0.02, 0.08, 0.10, 0.13, 0.24, 0.24. By reducing the positive \\
& \text{values and making average between the remaining data we have: } b'_3 = -0.12 \\
\hline
a_1 & 0.07, 0.08, 0.10, 0.10, 0.11, 0.11, 0.12, 0.13, \text{ and 0.14. By averaging we have:} \\
& a_1 = 0.11 \\
\hline
a_2 & \text{same as } a_1. \text{ So } a_2 = 0.11 \\
\hline
\end{array}
\]
<table>
<thead>
<tr>
<th>( a_3 )</th>
<th>-0.10, -1.02, -1.08, -1.13, -1.20. By making average we have: ( a_3 = -1.1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_4 )</td>
<td>same as (-a_3). So ( a_4 = 1.1 )</td>
</tr>
</tbody>
</table>

5.3.3 RHC Object Oriented Library

In order to implement RHC to an experimental apparatus, you have to do different things like, Optimization and spline interpolation. In addition, to apply it to different apparatus and schedule them in one computer, it has to be object oriented. The RHC Object Oriented Library (RHCOOL) is developed in C++ and greatly simplifies the implementation of scheduled RHC hard real-time simulations and experimental implementations for multiple UAV systems. For implementing RHC to different apparatus by using the RHCOOL, only a few programming is required which are mainly for definition of model and constraints.

Following, first the library will be described and all of the parameters and functions which have been defined for implementation will be illustrated. After being familiar with the library, an example of 3DOF helicopter will be solved and described.

5.3.3.1 Description of the Library

The aim of this part is to describe the main functions and parameters of RHCOOL to a reader who wants to work with the library. We assumed that the reader is familiar with the basic specifications of RHC. In addition the user should be familiar with the basics of programming with C++.

There are six files in the library that the user should be familiar with. These files are `program.cpp` (program_heli_local.cpp), `RHC_user.cpp` (RHC_user_heli_local.cpp), `RHC.h`, `dVector.cpp`, `dMatrix.cpp`, and `dMatrix_array.cpp` which will be described in the following sections.

5.3.3.1.1 RHC.h

This file defines a class with name of `RHC` which all of the parameters and functions of the library are defined in it. RHC.h is available in the Appendix B. The public parameters of RHC class are as follows:

\( t0 \)

\( t0 \) is a double variable and denotes the initial time. It is the time that controller is started and usually is equal to zero. It does not change during the optimization.

**Remark:** Figure (18) illustrates the different “times” used in the library.
**t**

$t$ is a *double* variable and denotes the current time.

**tb**

$tb$ is a *double* variable and denotes the time that interpolation begins. The RHC optimizes the outputs for the prediction horizon ($T$) and applies the result to the execution horizon (delta). Therefore each optimization will start at time $tb$, and end at time $tb+T$.

**Remark:**

It is useful to describe the library more. Figure 19 illustrates two systems, one is the input calculated by controller and the other is the input applied to Actual system. At time $tb$, the sampled data are ready and controller starts to calculate the input over the period of $tb$ to $tb+T$. This calculation finished at time $tb + \delta_c^8$ and the calculated inputs are starting to be applied to the system at time $tb + T_p$. So the inputs applied to the system with a delay equal to the execution horizon ($\delta$ which is equal to the period ($T_p$) of the periodic task defined for the controller). One solution for this delay is using Retarded Actuation Technique, which is mentioned in section 2. In RHCOOL retarded actuation does not applied at this step for simplicity. So the calculated input in the period of $tb$ to $tb+T$ is should be applied to the system in the period of $tb+T$ to $tb+2T$ (the red lines in Figure 19 are the same). Another issue related to the RHCOOL is that the calculated inputs are applied to the system using First Order Hold approximation. So during the execution horizon, the input values do not change. It is not a big issue and is supposed only for simplicity and will be fixed in the next version of the library.

---

$^8 \delta_c$ is the computational time.
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Figure 19- Illustration of \(tb\), execution horizon \((\delta = T_p)\), and computation time \((\delta_c)\).

\*ti
\*ti is a dVector pointer and denotes the interpolation time. When the interpolation is going on, the time at break points (interpolation points) of the spline\(^9\) form the \(ti\) vector and each element of this vector refers to the time of each interpolation point. The elements of \(ti\) changing from 0 to \((Ni-1)dti=T\).

\*ts
\*ts is a dVector pointer and denotes the time at spline points. In addition to the statement about \(ti\), the time in the control points of spline form the \(ts\) vector. The components of \(ts\) varying from 0 to T.

dti
\(dtti\) is a double variable and denotes the interpolation time interval. It is equal to \(T/(Ni-1)\).

\(T\)
\(T\) is a double variable and denotes the RHC prediction horizon. During this time, the optimization is done.

delta (\(\delta\))
delta is a double variable and denotes the RHC execution horizon. The execution horizon is the time that calculated inputs from optimization are applied to the system.

\(N_x\)
\(N_x\) is an int variable and denotes the number of state variables.

\(^9\) See [29] for information about cubic splines. This document is available in the CD attached to the report (c3-3.pdf).
$Nu$
$Nu$ is an $int$ variable and denotes the number of inputs.

$Nz$
$Nz$ is an $int$ variable and denotes the number of flat outputs. See [5] for more information about flat outputs.

$Ny$
$Ny$ is an $int$ variable and denotes the number of outputs.

*$X0$
*$X0$ is a $dVector$ pointer and denotes the initial condition of state variables.

*$U0$
*$U0$ is a $dVector$ pointer and denotes the initial inputs.

*$X$
*$X$ is a $dVector$ pointer and denotes the current state (at time $t$). The number of components of this vector is equal to $Nx$.

*$U$
*$U$ is a $dVector$ pointer and denotes the current input. The number of components of this vector is equal to $Nu$.

*$Y$
*$Y$ is a $dVector$ pointer and denotes the current output. The number of components of this vector is equal to $Ny$.

*$Z$
*$Z$ is a $dVector$ pointer and denotes the current flat output. The number of components of this vector is equal to $Nz$.

*$Xd$
*$Xd$ is a $dVector$ pointer and denotes the current state derivatives.

$Ns$
$Ns$ is an $int$ variable and denotes the number of spline control points for each output. Number of control points is similar to the degree of polynomial. As discussed later, the varying control points are the parameters which will be find by optimization.

$Ni$
$Ni$ is an $int$ variable and denotes the number of spline interpolation points for each output. After finding the parameters of spline by optimization, the values of that spline will be recorded in the interpolation point. Therefore the interpolation points (sometimes called spline break points) change the continuous spline curve to discrete values (make a
tabulated table). Ni should be large enough to make interpolation points close enough to each other.

**Nc**

*Nc* is an *int* variable and denotes the number of varying control points. As mentioned above, all of the control points are in two main groups; one group is the fixed control points because of the constraint and the other group forms the varying control points. The second group will be defined by optimization.

**Nd**

*Nd* is an *int* variable and denotes the maximum number of output derivatives required. For calculating state variables and inputs from flat outputs, the derivatives of the flat outputs are required. Nd is the maximum derivative required from all of the flat outputs.

**Ks**

*Ks* is an *int* variable and denotes the order of bspline (must be at least Nd + 1). This is used when bspline used for interpolation.

**Cs**

*Cs* is a *dMatrix* pointer and denotes the spline control points. All of the spline control points form the matrix Cs. This matrix is in the form of Cs[q][j]. q is the related flat output and j is the related control point.

**Cv**

*Cv* is a *dVector* pointer and denotes the vector containing all varying control points. All of the varying control points from all of the flat outputs form the vector Cv. The definition of this vector (how the control points of different flat outs are placed) is defined by user in function *calc_J* of the RHC_user.cpp (RHC_user_heli_local.cpp).

**Xi**

*Xi* is a *dMatrix* pointer and denotes the state variables Xi[j][i] for each interpolation point i. As mentioned before, all of the values of state variables, inputs, outputs, and flat outputs are recorded in the interpolation points. So the matrix Xi is for all of the values of state variables which are the result of the last optimization over the prediction horizon.

**Ui**

*Ui* is a *dMatrix* pointer and denotes the input Ui[j][i] for each interpolation point i. The definition of Ui is similar to Xi, and represents all of the values of inputs which are the result of the last optimization over the prediction horizon.

**Yi**

*Yi* is a *dMatrix* pointer and denotes the output Yi[j][i] for each interpolation point i. The definition of Yi is similar to Xi, and represents all of the values of output variables which are the result of the last optimization over the prediction horizon.

**Zi**
Zi is a dMatrix_array pointer and denotes all of the flat outputs and their derivatives at each interpolation time (Zi[q][id][i]). q (1 to Nz), is for each flat outputs, id (0 to Nid) is for each derivative and i is for each interpolation time.

*Zi0
Zi0 is a dMatrix pointer and denotes flat output value at the beginning of the interpolation time tb (Zi0[q][id][i]). q (1 to Nz), is for each flat outputs and id (0 to Nid) is for each derivative.

*ZiT
dMatrix ZiT[q][id]
ZiT is a dMatrix pointer and denotes flat output values at the end of the interpolation time tb+T (ZiT[q][id][i]). q (1 to Nz), is for each flat outputs and id (0 to Nid) is for each derivative.

*Q, *R, and *P
These are cost function parameter matrices and are pointers in the form of dMatrix. Q is a Nx by Nx matrix, R is a Ny by Ny matrix, and P is a Nx by Nx matrix.

*Bs
Bs is dMatrix_array pointer and denotes the bspline basis functions. Bs[id][i][j] for derivative id (0 to Nid), interpolation time i (1 to Ni), and control point j (1 to Ns). This is used when the bspline is used in interpolation.

*C2
C2 is a dMatrix pointer and denotes the second derivative at control points. It is arranged in the form of C2[q][j] for flat output q and control point j. It is used in cubic spline interpolation method.

Imethod
Imethod is an int variable and denotes the interpolation method (1 = cubic spline, 2 = bspline, 3 = 4th order continuity cubic spline).

tout_final
tout_final is a double variable and denotes the final output time.

Nout
Nout is an int variable and denotes the number of output points.

Nsamp
Nsamp is an int variable and denotes the number of output samples

*Xout
Xout is a dMatrix pointer and denotes the state Xout[j][i] for each time tout[i]. The result of simulating state variables is stored in this matrix.
**Uout**

*Uout* is a dMatrix pointer and denotes the input *Uout[j][i]* for each time *tout[i]*. The input which is applied to the system (real or virtual model) is stored in this matrix.

**Yout**

*Yout* is a dMatrix pointer and denotes the output *Yout[j][i]* for each time *tout[i]*. The result of simulating outputs is stored in this matrix.

**Zout**

*Zout* is a dMatrix pointer and denotes the flat output *Zout[j][i]* for each time *tout[i]*. The result of simulating flat outputs is stored in this matrix.

**tout**

*tout* is a dVector pointer and denotes the output time with spacing at the interpolation points *dti*.

**constructor function**

RHC(double t0, double T, double delta, int Nx, int Nu, int Nz, int Ny, dVector &x0, dVector &u0, int Ns, int Ni, int Nc, int Nd, doubletout_final, int lmethod, int ks)

**func_powell**

This used in optimization with Powel's method.

**calc_J**

This function calculates the cost function for trajectory generation. It is described in 3.3.1.3 and 3.3.2.2.

**optimize_cost**

This function, optimizes the cost function and is described in 3.3.1.2 and 3.3.2.2.

**interpolate**

This function does the interpolation and it is done automatically be the library.

**calculate_XU**

This function calculates *Xi* and *Ui* based on the flat outputs *Zi*. It is described in section 3.3.1.3.

**calculate_U**

This function calculates the input at time *tc*. It is also described in section 3.3.1.3.

**simulate_interval(double tf, double dt)**

This function simulates the system from the current time *t* to the final time *tf* using the optimal input *Ui* and a time step *dt*. The results are stored in the output variables *Xout*, *Uout*, *Yout*, and *tout*.

**calculate_xd**
This function calculates the derivative of the state variables \(xd = f(x,u,t)\) of the actual system. It is used in simulation.

**calculate_outputs**
This function calculates the outputs from the state variables.

**save_data**
This function saves variables into a text file. It is described in section 3.3.1.2.

**save_flat_outputs**
This function saves flat output variables over the current interpolation interval into a text file.

### 5.3.3.1.2 program_heli_local.cpp$^{10}$

This file includes the “main” function and the following steps are done in it:

**a) Variable definition**
The variables which are used in RHC class definition are defined in this first stage. The basic variables can be classified in the following manner:

- Key dimensions: \(Nx, Nu, Nz, Ny,\) and \(Nd\)
- Design variables: \(Ns, Ni, T, delta, lmethod,\) and \(ks\)
- Number of free optimization parameters: \(Nc\)

**b) Declaring the RHC objects**
Using the variables defined in the first part, the RHC objects are defined. We can define one or more than one objects here.

**c) Setting Initial Conditions**
There are two ways to apply initial conditions.
- One way is to apply them before declaring the RHC objects. In this case the initial conditions should be applied to \(X0\).
- The other way is to apply them to \(X\), the current state vector, after declaring the RHC objects.

**d) Optimizing the cost function over one horizon**
The main purpose of this step is for debugging and understanding how good one optimization horizon is. This can be done by saving the data$^{11}$ and plotting the results in the Prediction Horizon \((T)\). Furthermore, this may be good for tuning the parameters as well as good for checking how the flat outputs describe the system.

---

$^{10}$ The code is available in appendix C.

$^{11}$ This is also done in the program and the result is saved in “f.dat”. The command line in the “program_heli_local.cpp” is: `rhcl.save_flat_outputs("f.dat");`
e) Simulating 3dof helicopter in local coordinates using RHC approach
For simulation two main functions will be executed:

- `rhcl.optimize_cost();`\(^{12}\)
- `rhcl.simulate_interval(t,rhcl.dti/1000);`

The first one is the main function which performs the optimization over the specified prediction horizon and the second one is used to do the simulation.

Before applying the controller to the real apparatus it is wise to test it on a virtual system and perform some basic tuning. This is done by using the second function. Therefore the second function is used instead of applying the controller to a real apparatus.

It must be noted that the optimization is done over each execution horizon (`delta`) therefore the simulation is also done for that time. Furthermore the user can specify the actual model that is used for the simulation in RHC_user (calculate_xd). This can be useful to test the robustness to uncertainty. The `dt` for the simulation is made smaller than `dti (T/(Ni-1))` to get a more accurate simulation using Euler's method (here `dt = dti/1000`).

f) Saving the simulation output
The function “`save_data("file_name")`” saves the output data at time intervals of `dti`\(^{13}\) to a file. The data is saved in the following pattern:

- time (first column)
- states (second column to column # 1+Nx)
- inputs (column # 2+Nx to # 1+Nx+Nu)
- flat outputs (column # 2+Nx+Nu to # 1+Nx+Nu+Nz)
- outputs (column # 2+Nx+Nu+Nz to # 1+Nx+Nu+Nz+Ny)

5.3.3.1.3 RHC_user_heli_local.cpp\(^{14}\)

All of the functions that need changing in future because of the application to different apparatus are in this file1. These functions will be explained in the following:

**calculate_U**
The input of this function is `Time` and calculates the input at that `Time`, based on the inputs which are calculated from the optimization. From optimization, the inputs on the spline interpolation points (spline break points) are known, so the inputs are known only in some points and it is not a continuous function.

---

\(^{12}\) This function is explained in section 3.3.2.2.

\(^{13}\) The data are saved at each interval times of `dti`, so there is not too much data.

\(^{14}\) The code is available in appendix D.
calculate_U perform a linear interpolation\(^\text{15}\) between the known values of inputs and the inputs will be continuous functions of time.

**calculate_xd**

This function is useful for simulation. Using *f_heli_3dof2* function, it calculates the derivatives of state variables. Note that by using a model in helicopter in *f_heli_3dof2* function, which is different from the model used in controller, the robustness of controller can be investigated.

**calculate_outputs**

This function calculates the outputs from the state variables.

**calculate_XU**

This function is one of the main functions in this file. It calculates Xi (state variables) and Ui (inputs) based on the Zi (flat outputs). Since, some of the state variables and inputs are calculated from equations of motions, the model (equations of motion) and the model parameters are included in this function and must be changed if the model or parameters change.

**calc_J**

This function is the most important function in this file. It calculates the cost function for trajectory generation. The model parameters, all of the constraint including the initial conditions, and the specifications of the desired trajectory must be defined here. The input of this function is a dVector containing all of the varying control points. The following steps are done in this function:

- Getting control points from optimization vector c (input) and forming the Cs vector for the first flat output.
- Applying initial conditions to the Cs vector, so the control points vector of the first flat output will be completely defined.
- Defining boundary conditions of the spline
  - Zi0: boundary condition derivatives (including zero derivative) at t=0
  - ZiT: boundary condition derivatives (including zero derivative) at t=T
- Performing the foresaid three steps to the other flat outputs
- Spline interpolation which is done by function “interpolate”. The RHCOOL will do interpolation itself and do not need any modifications.
- Calculating Xi and Ui based on Zi. This is done by function “calculate_XU” which described before.
- Integrating cost function by trapezoidal integration method. The cost function is defined here. Therefore if the result of controller is not satisfying one way is changing the cost function.

**f_heli_3dof2**

\(^{15}\) As the interpolation points are usually close to each other, the result of linear interpolation is acceptable. However, it is also possible to make spline interpolation but the results are usually the same while linear interpolation take less computation time.
This function has the 3DOF model of helicopter from [6] and computes the derivatives of
the state variables. This function is described completely in section 3.3.2.

5.3.3.1.4 dVector.cpp

This file defines a class with name “dVector”. dVector defines a one dimensional array
(vector) based on dynamic memory allocation. The basic format for defining a variable in
the form of dVector is:

dVector var(n1,n2)

which defines a variable with the name of var. var is a one dimensional array of double
variables. n1 and n2 are indicating the first and last elements of the array, respectively.
Furthermore var is initialized and all of its elements are zero.

For referring to the element #n the following command must be used:

var.e(n)

The benefits of using dVector are:

- It uses dynamic memory allocation without the common problems of using
  pointers.
- A basic one dimensional array in C++ starts from zero index, but with dVector it
  can be started from any integer, including positive and negative, numbers.
- The basic mathematical operations like adding, subtracting and multiplying are
  included in the function.

dMatrix.cpp

This file is similar to the dVector but instead of one dimensional array it defines a 2D
array (matrix). This file defines a class with name “dMatrix”. dMatrix defines a 2D array
based on dynamic memory allocation. The basic format for defining a variable in the
form of dMatrix is:

dMatrix var(n1,n2,m1,m2)

which defines a variable with the name of var. var is a two dimensional array of double
variables. n1 and n2 are indicating the first and last rows of the array, respectively and
m1 and m2 are indicating the first and last columns of the array. Furthermore var is
initialized and all of its elements are zero.

---

16 The code is available in appendix E.
17 The code is available in appendix F.
For referring to the element in row \( n \) and column \( m \) the following command must be used:

\[
\text{var.e}(n,m)
\]

The benefits of using \( d\text{Matrix} \) are the same as \( d\text{Vector} \).

\textbf{dMatrix\_array.cpp}\textsuperscript{18}

This file is similar to the \( d\text{Matrix} \) but instead of 2D array it defines a 3D array. This file defines a class with name "\( d\text{Matrix\_array} \). \( d\text{Matrix\_array} \) defines a 3D array based on dynamic memory allocation. The basic format for defining a variable in the form of \( d\text{Matrix\_array} \) is:

\[
d\text{Matrix\_array} \text{ var}(k1,k2,n1,n2,m1,m2)
\]

The other specifications are the same as \( d\text{Matrix} \).

\textbf{5.3.3.2 RHC approach of 3DOF miniature helicopter using RHCOOL}

In this section the 3DOF miniature helicopter is controlled using RHCOOL. First the equations of motion of the foresaid helicopter are described, and then the programs are explained.

\textbf{5.3.3.2.1 Equations of motion of 3DOF miniature helicopter}

The equations of motion of a 6DOF miniature helicopter are derived in \cite{6}. Figure (20) illustrates the forces and moments acting on the helicopter and the coordinate system used to present the equations of motion. For 3DOF, the equations are reduced from the original 6DOF and presented in the same body coordinate of figure (20):

\textsuperscript{18} The code is available in appendix G.
\begin{align*}
\dot{u} &= vr - \frac{1}{m} C_x u \sqrt{u^2 + v^2} - \frac{k_{my}}{m} T_{mr} \\
\dot{v} &= -ur - \frac{1}{m} C_y v \sqrt{u^2 + v^2} \\
\dot{\theta} &= -\frac{l_p}{I_{zz}} T_{mr} \\
\dot{\psi} &= r
\end{align*}
(38)

where:

\begin{align*}
C_y &= \frac{1}{2} \rho a S_{fus_y} \\
C_x &= \frac{1}{2} \rho a S_{fus_x}
\end{align*}
(39)

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure20.png}
\caption{Moments and forces acting on the 6DOF helicopter and the used body coordinate frame [6]}
\end{figure}

Since, in this example, path following is considered, a global coordinate system is also used. For simplicity, the coordinate systems used for 3DOF hovercraft in section (3.1) (Figure 9) are the same as coordinate systems defined for 3DOF helicopter. The extra equations used for global coordinate is as follows:

\begin{align*}
\dot{X_c} &= u \cos(\psi) - v \sin(\psi) \\
\dot{Y_c} &= u \sin(\psi) + v \cos(\psi)
\end{align*}
(40)

Based on the foresaid equations, the following assumptions are considered:

- \( u, v, r, \psi, X_c, \) and \( Y_c \) are considered as State Variables.
- \( C_y \) in equation (38) is supposed to be zero. This means that the friction in side direction considered to be zero for simplicity.
• Since the friction in side direction is equal to zero, \( u \) and \( \psi \) are considered to be Flat Outputs [5].

**Remark:** the above assumption \( (C_y = 0) \) has the benefit that only two flat outputs \( (u \text{ and } \psi) \) are enough to solve the problem. Because from equation (38), \( \dot{v} = -ur \), so the state variable \( v \) can be defined by integration and does not need to add another flat output to the system. If \( C_y \neq 0 \), the number of flat outputs will be \( 3 \) \( (u, v, \text{ and } \psi) \) which increase the computation time about 50 percent.

### 5.3.3.2.2 Example

In this section the know-how of using RHCOOL is described by implementing RHC to the 3DOF helicopter. The reader is encouraged to read the section 3.3.1 especially section 3.3.1.2. Also he/she should be familiar with the variable definition in section 3.3.1.1. The following steps are done in the main loop:

- **Step 1:** Calculating the inputs by optimizing cost function \( \text{optimize\_cost} \)
- **Step 2:** Simulating the results \( \text{simulate\_interval} \)
- **Step 3:** Saving the results \( \text{save\_data} \)

Each function (step) is described below:

#### Step 1: optimize\_cost

The RHC will be executed just by calling \( \text{"optimize\_cost"} \) in the main function. This function must be in a loop or in a periodic function. By executing this function two main tasks will be done:

- Calling \( \text{"calc\_J"} \) which is a function for calculating cost function and forming the optimization variables
- Performing optimization by using Powell’s method

Function \( \text{calc\_J} \) is a key point in the library and the following four basic steps are done for calculating the cost function \( J \)\(^{19}\):

**Step 1:** 
**defining Cs (control points matrix) from endpoint constraints and varying control points**

The user does this and then RHCOOL modifies the spline control points appropriately.

---

\(^{19}\) The user is encouraged to read \( \text{calc\_J} \) function in section 3.3.1.3
For all of the control points there is a matrix (Cs). Some of the elements of this matrix must be defined by constrains of the problem and the other elements are from the varying control point vector which is the input of calc_J.

One of the most important parts that the user has to do is making a vector of free control points! The parameters of this vector are the output of optimization. In this example, we have only two flat outputs, \( u \) and \( \psi \), so the varying control point vector will be only from these two variables. This vector is configured such that the first elements are from \( u \) and the second elements are from \( \psi \) \( (C = [u_{\text{free}}, \psi_{\text{free}}]) \).

The possible constraints that considered in this example are only for the end points. So for each flat output, the variable and its derivatives must be checked at the start point and end point of the spline. If any constraint exists, its control point is fixed, and if there is no constraint, its control point will be a varying control point. For clarity, in this example the first control point of \( u \) will be fixed (\( u \) at time \( t_0 \) has constraint) but the derivative of \( u \) does not have any constrain and its control point will be a varying one.

Step 2: spline interpolation
The library (RHCool) does this automatically. The user just call function “interpolate” after defining Cs.

Step 3: calculate the State variables (Xi) and Inputs (Ui) based on Flat outputs (Zi)
This part should be written by user for each RHC problem. This is done by calling function “calculate_XU”. As mentioned in section (3.3.1.3), calculate_XU calculates Xi (state variables) and Ui (inputs) based on the Zi (flat outputs). Since, some of the state variables and inputs are calculated from equations of motions, the model (equations of motion) and the model parameters are included in this function and must be changed if the model or parameters change. This function is straight forward and completely depends on the equations of motion.

Step 4: integration of cost function
The user writes this function to Integrate cost function by trapezoidal integration method20. The cost function is also defined here. Therefore if the result of controller is not satisfying one way is changing the cost function.

Remark: the properties of the reference trajectory also must be defined in the function calc_J. In this example an ellipse is considered as the reference trajectory.

Step 2: simulate interval
In this example, function “simulate_interval” is used to simulate the results the time equal to execution horizon21. Every parts of this function will be done by the library

---

20 The user can integrate the cost function by other methods that he/she prefer but in this example trapezoidal integration is used.

21 See section 3.3.1.2 for more information
except the modeling. The model and parameters which are used for simulation are in function \( \text{f_heli}_3\text{dof2} \). The equations of motion used in this function are equations (38) and (39). In addition, the parameters are the same as parameters defined in [6].

**Step 3: Save data**
The results are saved with the following manner: Time, states, inputs and flat outputs. Please see item f of section 3.3.1.2 for detailed information.

### 5.3.4 Real-time Scheduling of Hovercraft Problem

In this section, the proposed method described in Section 5.2.2.2 is applied to RHC stabilization of two hovercrafts using a single computer. Two models are considered in this section; one model deals with only rotation direction and the other has the 3DOF hovercraft.

**Rotation direction only**

In this case inputs to the motors of hovercraft are the same but in the opposite direction. Also from identification procedure the coefficients \( a_3 \) and \( a_4 \) of equations (30) was almost the same. Therefore the equations of motion for hovercraft \# i can be estimated as follows:

\[
\begin{align*}
\dot{r}_i &= b'_{i,3}r_i + 2a_{i,3}u_{i,1} \\
\psi_i &= r_i \\
\end{align*}
\]  
(41)

Among the available RHC methods, the quasi-infinite RHC approach described in [11] is implemented. The state variables are \( \psi_i \) and \( r_i \) and the flat outputs [5] are \( \psi_i \). The prediction horizon is selected as 1 seconds and the weighting matrices \( Q \) and \( R \) are taken as identity matrices for both subsystems. The matrix \( P \) in (4) is found by solving the Lyapunov equation (9) in reference [11]. The experimental results will be presented in section 4.

**Full 3DOF Hovercraft**

The equations of motion are from equations (28) to (30) and equations (40) for both apparatus. Therefore for subsystem \# i the following equations are obtained:

\[
\begin{align*}
u_i &= v_ir_i + b'_{i,1}u_{i,1} + a_{i,1}u_{i,1} + a_{i,2}u_{i,2} \\
\dot{v}_i &= -u_i + v_{i,2} \\
\dot{r}_i &= b'_{i,3}r_i + a_{i,3}u_{i,1} + a_{i,4}u_{i,2} \\
\end{align*}
\]  
(42)
\[
\dot{\psi}_i = r_i \\
\dot{X}_{c,i} = u_i \cos(\psi_i) - v_i \sin(\psi_i) \\
\dot{Y}_{c,i} = u_i \sin(\psi_i) + v_i \cos(\psi_i)
\]

The state variables are \( u_i, v_i, r_i, \psi_i, X_{c,i}, \) and \( Y_{c,i} \). Among the available RHC methods, the quasi-infinite RHC approach described in [11] is implemented. The prediction horizon is selected as 1 seconds and the weighting matrices \( Q \) and \( R \) are taken as identity matrices for both subsystems. The matrix \( P \) in (4) is found by solving the Lyapunov equation (9) in reference [11].

As discussed in section 3.3.2 the \( b'_{i,2} \) is considered to be zero. This assumption has this benefit that the number of flat outputs is reduced to two for each subsystem \( (u_i \) and \( \psi_i) \). By this assumption, \( \dot{v}_i = -u_i r_i \), so the state variable \( v_i \) is calculated by numerical integration\(^{22}\). If \( b'_{i,2} \) is not considered to be zero, another flat output \( (v_i) \) has to be added and the number of flat outputs will be increased to 3 which increase the computation time about 50 percent.

The experimental results will be presented in section 4.

\(^{22}\) In section 3.3.2 trapezoidal integration was used for 3DOF helicopter.
5.4 Experimental Verification

In this section the result of applying RHC to single and multiple hovercrafts is investigated. It should be mentioned that in the section 3.3.2, a 3DOF helicopter model is solved by using the library in order to explain library and to notify the reader that this library is applicable to different apparatus. One of the future applications of this library is to apply RHC to multiple 6DOF helicopters and the example of 3DOF helicopter in addition of explaining the library, notify the applicability of the library to helicopters.

Furthermore, the equations of motion for a 3DOF helicopter are similar to equations of motion of hovercraft. Let’s explain this similarity more. Equations (25) to (27) are for hovercraft and equations (38) are for 3DOF helicopter. In these equations there are two differences:

1- The friction terms are different which can be modified easily in the code and also in low velocities the differences are not so much.
2- The inputs to the system are different but with a transformation matrix they easily can be changed to each others as follows:

\[
\begin{bmatrix}
T_{mr} \\
T_{tr}
\end{bmatrix} = \begin{bmatrix}
-m & -m \\
M k_{wx} & M k_{wx} \\
1 I_{xx} & -1 I_{xx} \\
2 J L_{rr} & 2 J L_{rr}
\end{bmatrix} \begin{bmatrix}
F_1 \\
F_2
\end{bmatrix}
\]

But the state variables are the same. In addition, all of the tests done in this report are with low velocities, so for the considered model in the controller, the friction coefficients are considered to be zero.

In the following sections, first, the apparatus is described and every component is explained, after that the open loop response is presented. Then the results of RHC for a single hovercraft and multiple hovercrafts are presented.

5.4.1 Description of the Apparatus

Figure 21 shows a schematic diagram of the setup. The setup consists of the following parts:\(^ {23}\):

1- A set of cameras (C1 to C4) used to capture images and to forward to the Vision computers (V1 to V4). Each image consists of some colored squares and the

\(^{23}\) The experimental setup which is explained here, is the total setup prepared in the CIS Lab. However, some parts of the setup were used in each experiment.
computers calculate the centroid of each square (Figure 22). Each camera is connected to one computer in order to decrease the image processing time.

2- All of the centeroids calculated by the vision computers are transferred to the server via a Gigabyte Ethernet Switch. The server combines the centroid information and sends them to the main controller computers (M1 and M2) via another Gigabyte Ethernet Switch.

3- M1 and M2 receive the data from sensors. One sensor is the vision system and the data is sent from the server, and the other sensor is a wireless orientation sensor (Wireless InertiaCube3 [24]) and calculate the input. The input signals are transferred to the apparatus via data acquisition board and wireless transmitter24 (T1 and T2). In this setup each computer is connected to two apparatuses, at most.

Figure 21- Schematic layout of experimental setup

---

24 The wireless transmitter is “HiTec Laser 6 Channel 75MHz RC Controller Pkg” and is explained in [28] and [31].
The apparatus used in this investigation is a miniature hovercraft and is shown in Figure 22. This hovercraft is a modified version of the R/C hovercraft [32]. The motors are placed with more distance from each other to produce a larger torque. In addition, a voltage amplifier board with a potentiometer is added. The voltage amplifier board is from an R/C motor, model HS-700BB [33].

For controlling the apparatus, a wireless transmitter is attached to the computer using a data acquisition board and the receiver is attached to the apparatus. In order to connect the transmitter to the data acquisition board some modifications are done in the transmitter. The data acquisition board, transmitter and all of the modifications are described in [28]. Two batteries are used as follows:

1- One 9.6 V battery used for the main fan which cause flouting of hovercraft. This fan pushes air under the hovercraft and causes it to move on a film of air, therefore the friction of hovercraft in all directions (forward, side, and angular) is very small.

2- One 6 V battery used for both propellers. This battery is connected to the receiver and both propeller motors are connected to the receiver.

As mentioned above, in order to measure orientation and angular velocity of miniature hovercraft, a wireless sensor is used. This sensor is a Wireless InertiaCube3 from InterSence [24]. The position in X-Y coordinate is obtained using Vision System which is developed in the CIS Lab. Theses two sensors are illustrated in the following two sections.
InertiaCube3 Sensor

In order to have orientation and angular velocity of miniature Hovercraft and miniature Helicopter, Wireless InertiaCube3 from InterSense has been used. This section describes the sensor.

5.4.1.1.1 Principles of InertiaCube3

The InertiaCube3 is an inertial 3-DOF (Degree of Freedom) orientation tracking system. It obtains its motion sensing using a miniature solid-state inertial measurement unit, which senses angular rate of rotation, gravity, and earth magnetic field along three perpendicular axes. The angular rates are integrated to obtain the orientation (yaw, pitch, and roll) of the sensor. Gravitometer and compass measurements are used to prevent the accumulation of gyroscopic drift [25].

The InertiaCube3 is a monolithic part based on micro-electro-mechanical systems (MEMS) technology involving no spinning wheels that might generate noise, inertial forces, and mechanical failures. The InertiaCube simultaneously measures 9 physical properties, namely angular rates, linear accelerations, and magnetic field components along all 3 axes. Micro-miniature vibrating elements are employed to measure all the angular rate components and linear accelerations, with integral electronics and solid-state magnetometers. The magnetometers are included for optional yaw drift correction in the sourceless inertial orientation mode only. (See Figure 23) [25]

Figure 24 illustrates the basic physical principal underlying all Coriolis vibratory gyros. Suppose that the tines of the tuning fork are driven by an electrostatic, electromagnetic, or piezoelectric drive to oscillate in the plane of the fork. When the whole fork is rotated about its axis, the tines will experience a Coriolis force \( F = \vec{\omega} \times \vec{V} \) pushing them to vibrate perpendicular to the plane of the fork. The amplitude of this out-of-plane vibration is proportional to the input angular rate, and is sensed by capacitive, inductive, or piezoelectric means to measure the angular rate [25].
5.4.1.1.2 Experimental data

As mentioned above, the InertiaCube3 can get orientation and angular velocities in 3D and present the information in the form of Euler Angles (Yaw, Pitch, and Roll). For a 3DOF hovercraft, only information in Yaw direction will be used. To prevent drift problem, this sensor is used with full compass mode and in this case any metallic objects, magnetic or electric field can cause inconsistency in sensor readings if they are in the vicinity of the sensor.
In order to know, how this sensor is working in CIS Lab (the area which is prepared for
the vision system), some visual tests have been done and it was obvious that the sensor
reading was not reliable and was changing in an arbitrary manner. So, the following tests
have been done.

The sensor was moving along each line of B1 to B5 (Figure 25 and Figure 26) while was
being kept in one direction. When this sensor was so close to the floor, the changing was
more than having a higher level. So these tests were performed in three different levels.

Figure 25- Used layout for getting data in CIS Lab
Level 1

In this level, the sensor was attached to a wood beam and has 3.5 cm distances from the floor (see Figure 27). The data are shown in Figure 28.
In Figure 28, sensor was kept in one level (3.5 cm above the floor) and in the same direction and was following each lines of B1 to B5. If the area was perfect and without any magnetic field (except the Earth magnetic field), all of the data from sensor should be the same.

**Level 2**

In this level, the sensor was attached to a wood beam on top of a plastic box and has 65 cm distance from the floor (see Figure 29). The data are shown in Figure 30.
Figure 29- Attachment of the sensor to a wooden beam on top of the plastic box in level 2

Figure 30- changing in sensor reading of Yaw direction when was kept 65 cm above the floor

In Figure 30, sensor was kept in one level (65 cm above the floor) and in the same direction and was following each lines of B1 to B5. If the area was perfect and without any magnetic field (except the Earth magnetic field), all of the data from sensor should be the same.
Level 3

In this level, the sensor was attached to a wood beam on top of a plastic box and has 125.5 cm distance from the floor (see Figure 31). The data are shown in Figure 32.

![Figure 31- Attachment of the sensor to a wooden beam on top of the plastic box in level 3](image)

In this case that changing is not too much, and it is possible to find an area with acceptable performance. So the data in A2 to A5 direction were recorded as well. (Figure 33)
Figure 33- changing in sensor reading of Yaw direction when was kept 125.5 cm over the floor

5.4.1.1.3 Discussion

From Figure 32 and Figure 33 it can be shown that there exist some areas that this sensor can be used in. In the area 1 which is shown in Figure 34, the changes in sensor data are limited in 10 degrees. Also area2 in Figure 35 is a bigger area which changes are not more than 15 degrees.

Figure 34- area which changes in sensor data is less than 10 degrees
So one way of working with this sensor in CIS Lab with Full Compass Mode, is having a table made of non-metallic materials with the height of about 125 cm.

The other solution can be shielding the area or using a larger magnet in order to make a unidirectional magnetic field in the area of working.

The other solution is to use the sensor “without Compass” or “Partial Compass Mode” (see [25] for more information). In this case the drift problem in the reading values of Yaw should be corrected with another solution. Based on this solution, the combination of wireless InertiaCube3 and vision system25 is used in sections 4.3 and 4.4. So the angular velocity was measured by wireless InertiaCube3 and the angle was obtained from vision system.

Another thing which I should mention here is that the wireless InertiaCube3 is not sensitive to changing of the hovercraft batteries (The InertiaCube2 was sensitive to this matter and after changing the batteries it needed about half an hour being in the new situation to work properly).

5.4.1.2 Vision Array

In order to have the position (X-Y) of the hovercraft a vision array is built at a height of 3.5 meters in the test area of the CIS Lab. It produces a test area in the shape of a rectangle with dimensions of 4 by 5 meters. 4 webcams26 are connected to 4 computers.

---

25 See section 4.1.2 for more information.
26 Installing more webcams is also possible but with four webcams the working area is covered with a reasonable resolution.
and they send the data to a main computer which acts as a server. See Figure 21, and Figure 36 to Figure 38. Figure 36 shows an overview of the vision array. Figure 37 is a schematic drawing showing a connection point. Figure 38 shows a connection point and a webcam.

Each computer with a webcam connected to it can get the picture and process the image within less than 0.05 of a second. Therefore the data from the whole vision system is updated in less than 0.05 of a second.

Figure 36- An overview of the vision array
5.4.2 Open Loop Response

In this test the response of the hovercraft to some reference inputs is reported.
5.4.2.1 Forward Movement

In this case a same input signal applied to both motors \((u_1 = u_2\) in equation (28)). The results are shown in Figure 39 for different cases of the following input signals.

\[ u_1 = u_2 = 0.5, \ 0.7, \ 0.85, \ \text{and} \ 1.0 \]

![Graph showing forward velocity (u) of hovercraft caused by different input signal values.](image)

Figure 39- forward velocity \((u)\) of hovercraft caused by different input signal values

The data used in Figure 39 are filtered as described in section 3.2.

5.4.2.2 Rotation

In this case a same input signal but in reverse direction applied to both motors \((u_1 = -u_2\) in equation (30)). The results are shown in Figure 39 for different cases of the following input signals.

\[ u_1 = -u_2 = 0.5, \ 0.7, \ 0.85, \ \text{and} \ 1.0 \]
In Figure 40 Wireless InertiaCube3 is used to get data, so the data are not filtered and they are angular velocities measured by sensor.

5.4.3 RHC of a Single Hovercraft

In order to get the results of one hovercraft controlled by RHC approach, a setup used which is shown in Figure 41. The RHC method used in this report is based on the method presented in [6], the sensor is wireless InertiaCube3 and the control parameters are as follows:

| Nx = 2 | Number of states (ψ and ψ̇) |
| Nz = 1 | Number of flat outputs (ψ) |
| Nu = 1 | Number of inputs (u_i) |
| Ny = 2 | Number of outputs (ψ and ψ̇) |
| Nd = 2 | Maximum number of derivatives from flat outputs |
| Ns = 6 | Number of Spline control points |
| Ni = 51 | Number of Spline interpolation points |

27 See equation (41) for clarity. Note that only one hovercraft is used at this step.
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<table>
<thead>
<tr>
<th>$T = 3.0$ (sec)</th>
<th>Prediction Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{delta} = T_s = 0.05$ (sec)</td>
<td>Execution Horizon which is equal to the period of the periodic function ($T_s$) defined for real time execution</td>
</tr>
<tr>
<td>$N_c = N_s$</td>
<td>Number of varying control points</td>
</tr>
<tr>
<td>$I_{\text{method}} = 1$</td>
<td>It means that the cubic spline is used for interpolation</td>
</tr>
</tbody>
</table>

Figure 41- Schematic layout of experimental setup for one hovercraft and one camera

For single hovercraft two groups of tests are performed only in rotation direction; in the first one, the vision system does not used and all of the data were measured by Wireless InertiaCube3 with the \textit{partial compass mode}. The other is done were the combination of vision system and wireless InertiaCube3 was used.

5.4.3.1 \textbf{Rotation Direction with wireless InertiaCube3}  
In this case two tests have been done, Regulation and Tracking.

\textbf{Regulation with RHC}  
In this case, the hovercraft was started with a Yaw angle which was not equal to zero and with the RHC Regulating controller should go back to zero angle.  
The result is shown in Figure 42.

---

28 C1, V1, M1, T1, and H1 are described in the description of Figure 21.
Figure 42- regulating Yaw angle of the hovercraft with RHC controller

As shown in Figure 42, the angle of hovercraft is getting back to zero by the RHC regulator.

**Tracking with RHC**

In this case, the Yaw angle of hovercraft should follow a trajectory. The trajectory was sinusoidal with respect to time. The result is shown in Figure 43.

Figure 43- Yaw angle tracking of the hovercraft with RHC controller when only wireless Inertiacube3 is used
As shown in Figure 43, the angle of hovercraft (red line) is following the reference trajectory (blue line). As mentioned before the sensor is used in the partial compass mode, and it had drift, so it followed the trajectory but not very well in Figure 43. In addition, in reality the zero angle of hovercraft was changing because of the drift and it is not shown in the Figure.

In the next section the data from Vision System is added and the performance of the system is better.

5.4.3.2 Rotation Direction with wireless InertialCube3 and Vision System

In Figure 44 the angular velocity (ψ) is measured by wireless InertialCube3 and the angle is measured using the vision system and the hovercraft is able to follow that better. The green line shows the ψ angle measured by wireless InertialCube3 where the drift in the measurement is obvious.

![Figure 44: Yaw angle tracking of hovercraft with RHC controller, when ψ is measured by vision system and ψ̇ is measured by wireless InertialCube3 (the green line shows the ψ angle measurement by InertialCube3 where the drift in the measurement is obvious)](image)

In the next test only vision system is used. So the angle and angular velocity of hovercraft measured and calculated by data from vision system. By using vision system, only the angle of hovercraft can be measured, and the angular velocity was calculated by finite difference method, and filtering the data. Consider equation (36) with filter value equals to 5. So the measured data in 5 steps before the current state were used to calculate angular velocity of current state. This filter value was obtained by trial and error. In this case with the real model parameters, the system was not working and only when the $a_3$
value in equation (41) was selected 4 times greater than the actual value, the system was stable and worked. The data are shown in Figure 45 and Figure 46.

![Figure 45: Yaw angle tracking of the hovercraft with RHC controller, when \( \psi \) is measured by vision system and \( \dot{\psi} \) is calculated from the data of vision system.](attachment:image.png)

As shown in the Figure 45 the tracking is not very good because the model used in prediction of states (the model used in controller) was not accurate which explained before.

Next Figure shows the angular velocity measured by InertiaCube3 and the angular velocity calculated from vision data. It can be concluded from Figure 46 that the calculated data from vision, has about 0.2 seconds delay from the values measured by wireless InertiaCube3. It is noticeable because in this test, which vision system is involved, two periodic functions were defined to do two time consuming jobs (reading vision data and calculating the outputs (RHC)). The period of the first task (reading vision data) is 0.03 seconds and the period of the second task is 0.05 seconds. Since the data from 5 steps before (0.15 seconds before) are used as well as the data in the current time, some part of this delay is expectable.
Figure 46- $\psi'$ measured by wireless InertiaCube3 (blue line) and $\dot{\psi}$ calculated from vision data (red line). A delay in the red line can be concluded comparing to the blue line.

5.4.4 RHC of two Hovercrafts

In order to get the results of two hovercrafts controlled by RHC approach, the experimental setup illustrated in Figure 47 is used. For simplicity only one camera is used, and two hovercrafts are controlled by one computer. One of the hovercrafts uses both data from vision and wireless InertiaCube3 (subsystem #1), and the other one uses only data from vision (subsystem #2).

Three periodic tasks are defined in this experiment. One for reading vision data, one for controller #1, and the other for controller #2. For solving RHC problem for both subsystems, RHCOOL is used and the control parameters are the same as controller for one system (data presented for controller in the beginning of section 4.3). The only difference is the execution horizon (or the period of the periodic task). The second subsystem, which has more uncertainty because of using vision data for angular velocity calculation, has the execution horizon of 0.05 seconds while for the first subsystem the execution horizon is 0.10 seconds. Only one model is used for the controllers of both subsystems. As discussed before, the model parameter $a_3$ in equation (41) considered to be about four times greater than the actual value because of the problem in angular velocity calculated by vision data.
In order to illustrate that the performance does not decrease when one computer is used for both hovercrafts, the result of tracking with the same model parameter when one computer controls only one hovercraft, is also presented.

![Schematic layout of experimental setup for two hovercrafts, one camera, and one wireless InertiaCube3 sensor](image)

Figure 47- Schematic layout of experimental setup for two hovercrafts, one camera, and one wireless InertiaCube3 sensor

In Figure 47 the computer used for controlling two hovercrafts (M1) is a Pentium 4, with one CPU of 2.8 GHz speed. This is the same as computer used in Figure 41 for one hovercraft.

As two vehicles are controlled with a single computer, the scheduling approach described in section 3.4 is used. The equations of motion of two hovercrafts are equations (41) with the following parameters:

First hovercraft ($i=1$):

\[ b'_{1,3} = -0.15 \]
\[ a_{1,3} = -1.7 \]

And the second hovercraft ($i=2$):

\[ b'_{2,3} = -0.11 \]
\[ a_{2,3} = -2.1 \]

But the parameters used in controller are as follows:

\[ b'_{1,3} = b'_{2,3} = 0 \]
\[ a_{1,3} = a_{2,3} = -7.5 \]

---

29 C1, V1, M1, T1, H1, and H2 are described in the description of Figure 21.
As discussed above, the model parameters are changed because of the problem in calculated angular velocity of the second subsystem from vision data. Also only one model is used in the controller of both subsystems. The results are as follows:

Figure 48- Yaw angle tracking of the first and second hovercrafts (red and green lines respectively) and the reference path (blue line) (after scheduling)

Figure 49- Yaw angle tracking of the first hovercraft (red line) and the reference path (blue line) – only first hovercraft with the same computer and model parameters (before scheduling)
Figure 50- Yaw angle tracking of the second hovercraft (red line) and the reference path (blue line) – only second hovercraft with the same computer and model parameters (before scheduling)

Discussion

By comparison of Figures 48 to 50, the performance of the system when scheduling is performed does not change. Since the model parameters are not accurate, the performance of both subsystems is not very good even when they are controlled individually (only one hovercraft in one computer). However in Figure 44 the hovercraft was controlled very well, individually and followed the same path, perfectly. Because it was using wireless InertiaCube3 for measuring angular velocity and the model parameters were accurate. Since only one wireless InertiaCube3 was available, the scheduling of two hovercrafts was done in the foresaid manner (one with wireless InertiaCube3 and the other with vision data for angular velocities). Therefore the model parameters were changed (in order to be able to work with angular velocities calculated from vision data) and the tracking was not very good. Some videos are prepared showing the scheduling of two subsystems with one computer where following the defined path (only yaw angle is following). Video1, Video2, and Video3.

In all of the following clips, the reference path is a sinusoidal wave versus time with the amplitude of 45 degrees.

(reference path = $45 \times \sin(t \omega)$)

In different clips the frequency of this wave ($\omega$) was changed.
### Video 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = 0.3 )</td>
<td>The frequency of the reference path</td>
</tr>
<tr>
<td>( Ts1 = 0.15 )</td>
<td>The period of the first subsystem</td>
</tr>
<tr>
<td>( Ts2 = 0.05 )</td>
<td>The period of the second subsystem</td>
</tr>
<tr>
<td>( Ts3 = 0.03 )</td>
<td>The period of the reading data</td>
</tr>
</tbody>
</table>

### Video 2:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = 0.5 )</td>
<td>The frequency of the reference path</td>
</tr>
<tr>
<td>( Ts1 = 0.15 )</td>
<td>The period of the first subsystem</td>
</tr>
<tr>
<td>( Ts2 = 0.05 )</td>
<td>The period of the second subsystem</td>
</tr>
<tr>
<td>( Ts3 = 0.03 )</td>
<td>The period of the reading data</td>
</tr>
</tbody>
</table>

### Video 3:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = 0.7 )</td>
<td>The frequency of the reference path</td>
</tr>
<tr>
<td>( Ts1 = 0.15 )</td>
<td>The period of the first subsystem</td>
</tr>
<tr>
<td>( Ts2 = 0.05 )</td>
<td>The period of the second subsystem</td>
</tr>
<tr>
<td>( Ts3 = 0.03 )</td>
<td>The period of the reading data</td>
</tr>
</tbody>
</table>
5.5 Conclusions and Future Work

5.5.1 Conclusions

In this report, a systematic approach is developed for scheduling computation and determination of the execution horizon for multiple uncertain RHC systems. It was shown that using a rate monotonic priority assignment method combined with analytical bounds on the prediction error, the problem of scheduling multiple uncertain plants can be cast into an appropriate constrained optimization problem. The constraints guarantee that the processes will be schedulable, and the optimization provides performance robustness to uncertainty. The proposed method was first applied via Matlab to a double integrator example problem demonstrating the validity of the approach. Performance of the method was also demonstrated by applying it to some sets of under actuated miniature hovercrafts in a hard real time environment. The latter was done by developing a RHC Object Oriented Library (RHCOOL). This report was explaining Task #7 and Task #8 of the first proposal.

5.5.2 Future Work

1- Design a scalable, dynamic run-time scheduling algorithm for multiple RHC running on distributed digital processors (Task 11)

Dynamic scheduling of computational and communication resources for multiple RHC control problems is very important since scheduling requirements and resulting performance can vary dramatically as the system dynamically varies over time. This can be achieved by formulating the uncertainty bounds as a function of state, time, external inputs, and other factors that influence the local properties of these bounds. These time varying bounds can then be optimized on-line as the system is varying.

Finally, the optimization domain will be expanded to include a multi-cluster framework (see Figure 51) which will allow the number of processors, inter-processor communication, and UAV communication to be dynamically optimized. This will lead towards a new generalization of scheduling tradeoffs between performance and resources using control metrics. This could include dynamic varying and optimizing:

- The number of computing nodes per RHC subsystem
- Computational delays
- Communication delays
- The RHC horizons
- Additional RHC control design parameters
- Computation for centralized cooperative control schemes
- Computation and communication for low level control

2- RHC and scheduling algorithms on multi-rotorcraft experimental test-bed (Task 13)
computational partitioning for each UAV
(more nodes for UAV 2)

Figure 51- Multi-cluster framework for multi-UAV control systems at the CIS lab
(48 node example)
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5.7 APPENDIX A: Wireless Inertiacube3 troubleshooting

In order to start working with wireless Inertiacube3, the following steps should be done:

1. Attach the Receiver to the USB port of computer and install the driver and programs as described in [24].

2. Attach a 6 to 9 V battery to the sensor\textsuperscript{30} and run “Device Tool”. Click on the yellow bulb on top left of the screen of Device Tool. If it could not detect the sensor, from the “Wireless” menu, run “search for stations”. If it could not detect the sensor again, restart the sensor (just detach the battery and attach it again) and click on the yellow bulb. If the problem exists do the previous command (restarting the sensor and clicking on the yellow bulb) for 2 to 3 times. If the sensor does not work, consult with the manufacturer.

3. When the sensor was detected, run ISDemo (with dll compatible mode) to see how the sensor is working.

For trouble shooting refer to [25]. The most popular problems and probable ways to fix them are listed below:

<table>
<thead>
<tr>
<th>Problem</th>
<th>Reason/Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>The sensor interference or lack of accuracy</td>
<td>Check for the following if the sensor is in full or partial compass mode: 1) Placement directly on top of metal. You should place the wireless Inertiacube3 an inch or two away. If the Inertiacube3 must be mounted in a metallic environment, follow the steps in [25] (Section 4.7) to perform a magnetic calibration using the “Compass Calibration Tool”. 2) A varying magnetic field may exist in the area. Check the area with a compass to be sure about the existence of the varying magnetic field. In this case the best thing is changing the working area.</td>
</tr>
<tr>
<td>Orientation is drifting uncontrollably</td>
<td>1) Make sure that the sensor is properly plugged in. 2) Keep the sensor still for 10 seconds after connecting with ISDEMO or DLL. 3) Compass is turned off in ISDEMO.</td>
</tr>
</tbody>
</table>

The user is encouraged to see FAQ [34].

\textsuperscript{30} For specifications of battery see [24].
5.8 APPENDIX B: RHC.h

class RHC {
    // internal variables for Powell's optimization functions
    int ncom;
    double *pcm, *xicom;

    public:
    double t0; // initial time
    double t;  // current time
    double tb; // time that interpolation begins
    dVector *ti; // interpolation time
    dVector *ts; // time at spline points
    double dt; // interpolation time interval
    double T; // RHC optimization horizon
    double delta; // RHC execution horizon
    int Nx; // number of states
    int Nu; // number of inputs
    int Nz; // number of flat outputs
    int Ny; // number of outputs
    dVector *X0; // initial condition state
    dVector *U0; // initial input
    dVector *X; // current state (at time t)
    dVector *U; // current input
    dVector *Y; // current output
    dVector *Z; // current flat output
    dVector *X0; // current state derivative
    int Ns; // number of spline control points for each output
    int Ni; // number of spline interpolation points for each output
    int Nc; // number of varying control points
    int Nd; // maximum number of output derivatives required
    int ks; // order of bspline
    dMatrix *Cs; // spline control points Cs[q][j] for flat output q, control point j
    dVector *Cv; // vector containing all varying control points
    dMatrix *Xi; // state Xi[j][i] for each interpolation point i
    dMatrix *Uj; // input U[i][j][i] for each interpolation point i
    dMatrix *Yj; // output Y[i][j][i] for each interpolation point i
    // flat output q (1 to Nz) for each derivative id (0 to Nd)
    // at each interpolation time i
    dMatrix_array *Xi; // Xi[q][j][i]
    dMatrix *Z10; // Z10[q][id]
    dMatrix *Z1T; // Z1T[q][id]
    // cost function parameter matrices
    dMatrix *Q; // (Nx x Nx)
    dMatrix *R; // (Nu x Nu)
    dMatrix *P; // (Nx x Nx)
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// Bs - bspline basis functions, Bs(id)[i][j] for derivative id (0 to Nd),
// interpolation time i (1 to Nt), control point j (1 to Ns)
dMatrix *Bs; // Bs[id][i][j]

// second derivative at control points C2(q)[j] for flat output q,
// control point j for cubic spline interpolation method
dMatrix *C2;

dMatrix *v1;

// output variables
double tout_final; // final output time
int Nout; // number of output points
int Nsamp; // number of output samples
dMatrix *xout; // state xout[i][j] for each time tout[i]
dMatrix *uout; // input uout[i][j] for each time tout[i]
dMatrix *yout; // output yout[i][j] for each time tout[i]
dVector *zout; // flat output zout[j][i] for each time tout[i]
dVector *tout; // output time with spacing at the interpolation points dt;

int *method; // interpolation method [ 1 = cubic spline, 2 = bspline ]

// constructor function
RHC(double t0, double T, double delta, int Nx, int Nu, int Nz, int Ny,
    dVector& x0, dVector& u0, int Ns, int Ni, int Nc, int Nd,
    double tout_final, int *method, int k);

// destructor function
~RHC();

// function to optimize using Powell's method
double func_powell(dVector &c);

// cost function for trajectory generation
double calc_J(dVector &c);

// optimize the cost function
optimize_cost();

interpolate();

// calculate Xi and Ui based on the flat outputs Zi
calculate_XU();

// calculate the input at time tc
calculate_U(double tc);

// simulate the system from the current time t to the final time tf
// using the optimal input U1 and a time step dt
// the result is stored in the output variables xout, uout, yout, tout
simulate_interval(double tf, double dt);

// calculate the derivative vector xd = f(x, u, t) of the actual system
calculate_xd(dVector *x, dVector *u, double t, dVector *xd);

calculate_outputs(dVector *x, dVector *u, double t, dVector *y, dVector *z);

// save variables into a text file
save_data(char *file_name);

// save flat output variables over the current
// interpolation interval into a text file
save_flat_outputs(char *file_name);

RHC::compute_flat_ICs(dVector &x0, dVector &u0, dVector &y0);

u_compute_G4(double *t, double *x, double *xd, double *x2d, double *x3d, double *x4d, double *y, double *yd, double *y2d, double *y3d, double *y4d, double *x1, double *x2, double *x3, int ni);

// Powell's method optimization functions
void powell(dVector &c, double **vi, int n, double ftol, int &iter, double &fret);
void linmin(double p[], double x[], int n, double *fret);
void mnbrak(double *ax, double *bx, double *cx, double *fa, double *fb, double *fc);
    double brent(double ax, double bx, double cx, double tol, double *xmin);
    double fdim(double x);
};
5.9 APPENDIX C: Program_heli_local.cpp

```cpp
#include <cmath>  // math functions
#include <stdio>  // standard I/O functions
#include <string> // string manipulation functions
#include <iostream> // console stream I/O
#include <fstream> // file stream I/O
#include <sstream> // string stream I/O
#include <conio.h> // console I/O functions such as getch()

using namespace std;

#include "hrutil.h"
#include "recipes.h"
#include "cubic_spline.h"
#include "timer.h"

#include "dVector.h"
#include "dMatrix.h"
#include "dMatrix_array.h"

#include "RHC.h"

using namespace std;

void main()
{
    double t0, T, delta, tf, t;
    int Nw, Nu, Nz, Ny;
    int Ns, Nl, Nc, Nd;
    int imethod;
    int ks;

    t0 = 0.0;

    // setting key dimensions, refer to RHC.h
    Nw = 6;
    Nu = 2;
    Nz = 2;
    Ny = 3;
    Nd = 2;

    dVector x0(1, Nw), u0(1, Nu);

    Ns = 3+1;
    Nl = 50+1;
    T = 1.0;
    delta = 0.1;

    // number of free optimization parameters
    // *** this one needs to be carefully explained
    Nc = Nw*Ns + 1;

    tf = 2*3.14159;
    imethod = 1; // cubic spline interpolation method

    // bspline order
    ks = 6; // must be at least nd + 1

    // declare two RHC objects
    RHC nhcl(t0, T, delta, Nx, Nu, Nz, Ny, x0, u0, Ns, Ni, Nc, Nd, tf, imethod, ks);

    // set ICs
    nhcl.x->e(1) = 0.0; // u
```
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rhcl.X->e(2) = 0.0; // v
rhcl.X->e(3) = 0.0; // r
rhcl.X->e(4) = 0.0; // psi
rhcl.X->e(5) = 2.0; // xc
rhcl.X->e(6) = 0.0; // yc

// optimize the cost function over one horizon
rhcl.optimize_cost();

// save the flat outputs and related states for this horizon
// the main purpose of this is for debugging and
// understanding how good one optimization horizon is
// this may be good for tuning the parameters
// also good for checking your flat output
// description of your system
rhcl.save_flat_outputs("f.dat");

// the first two calls are not needed to simulate
// this RHC example

/*
// interpolation time
fprintf(fp,"\%le ",ti->e(j));

// interpolation states
for(j=1;j<Nx;j++) { // input Xi[j][i]
    fprintf(fp,"\%le ",Xi->e(j,i));
}

// inputs corresponding to flat outputs
for(j=1;j<Nu;j++) { // input Ui[j][i]
    fprintf(fp,"\%le ",Ui->e(j,i));
}

// flat outputs
for(j=1;j<Nz;j++) { // Z[i][q][id][i]
    for(id=0;id<Nd;id++) {
        fprintf(fp,"\%le ",Z[i][q][id][i]);
    }
}
*/

// simulate RHC controller for 3dof helicopter in local coordinates
t = delta; // delta = execution horizon (the sampling rate)
while(t < (t+delta)) {
    rhcl.optimize_cost(); // optimize RHC over T

    // simulate system until time t (t <= T)
    // in this case since we are incrementing t
    // by delta (the execution horizon),
    // so we simulate over the execution horizon
    // this approximates the behavior of a real RHC system
    // when we apply the input over the execution horizon.
    // the user can specify the actual model that is
    // used for the simulation in RHC_class (calculate_xd).
    // this can be useful to test the robustness to uncertainty
    // the dt for the simulation is made smaller than dti (T/(Nt-1))
    // to get a more accurate simulation using Euler's method
    rhcl.simulate_interval(t,rhcl.dtic/1000);
    t += delta;
}

// save the simulation output into a file
// this function saves the output data at time intervals
```
```c
// of dti so there isn't too much data
rhcl.save_data("a.dat");
/*
 for(i=1;i<Nsamp;i++) {
    fprintf(fp,"%le ",tout->e(i));
    for(j=1;j<Nx;++j) fprintf(fp,"%le ",Xout->e(j,i));
    for(j=1;j<Nu;++j) fprintf(fp,"%le ",Uout->e(j,i));
    for(j=1;j<Ny;++j) fprintf(fp,"%le ",Yout->e(j,i));
    fprintf(fp,"\n");
 }
 */

printf("\n\ndone.\n");
```
#include <cmath>     // math functions
#include <cstdlib>   // standard I/O functions
#include <cstring>   // string manipulation functions

#include <iostream>  // console stream I/O
#include <fstream>   // file stream I/O
#include <sstream>   // string stream I/O

#include <conio.h>   // console I/O functions such as getch()

using namespace std;

#include "nutil.h"
#include "recipes.h"
#include "cubic_spline.h"
#include "timer.h"

#include "dVector.h"
#include "dMatrix.h"
#include "dMatrix_array.h"

#include "RHC.h"

#include "heli_models.h"

RHC::calculate_U(double tc)
// calculate the input at time tc
{  
  int i, j, i2;
  double u1, u2, t1, u;
  const double TINY = 1.0e-7;

  // approximate method using linear interpolation
  // between interpolation points ti
  i = (int)(tc/dt1 + TINY) + 1;
  for(j=1;j<Nu;j++)
  {  
    u1 = U->e(j,i1);
    i2 = i + 1;
    if(i2 > Ni) i2 = Ni;
    u2 = U->e(j,i2);
    t1 = (i - 1)*dt1;
    u = u1 + (u2-u1)/dt1*(tc - t1);
    U->e(j) = u;
  }
}

RHC::calculate_xd(dVector *x, dVector *u, double t, dVector *xd)
{  
  // use local 3dof heli model
  f_heli_3dof2(x->A, u->A, xd->A);
}

RHC::calculate_outputs(dVector *x, dVector *u, double t, dVector *y, dVector *z)
{  
  // y = X[1]
  // v = X[2]
  // x = X[3]
  // psi = X[4]
  // xc = X[5]
  // yc = X[6]
  // y1 = x, y2 = yc, y3 = psi
  y->e(1) = x->e(5);
  y->e(2) = x->e(6);
  y->e(3) = x->e(4);
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// z1 = u, z2 = psi
z->e(1) = x->e(1);
z->e(2) = x->e(4);
}

const int NMAX = 5000;
double xcd[NMAX], ycd[NMAX], v[NMAX], vd[NMAX];

RHC::calculate Xu()
// calculate X and U based on the flat outputs z1
{
    int i, q;
    double *ti;
    double *u, *ud;
    double c_psi, s_psi, dt, V_inf;
    double S_fus_x, S_fus_y, m, lzz, i_tr, k_mr_x, rho_a, cx, cy;
    double sum1, sum2;

    // set the helicopter parameters with the values from the report
    S_fus_x = 0.1;
    S_fus_y = 0.22;
    m = 8.2;
    lzz = 0.28;
    i_tr = 0.91;
    k_mr_x = -0.3;
    rho_a = 1.0;
    cx = -0.5*rho_a*S_fus_x;
    cy = -0.5*rho_a*S_fus_y;
    cy = 0.0;

    // this part is not so profound
    // is because we have two names for ti
    // the one inside the RHC class is actually a dVector pointer
    // this "ti" is a 1D array of doubles
    ti = this->ti->A;

    q = 1;
    u = z1->M[q]->A[0];
    ud = z1->M[q]->A[1];
    q = 2;
    psi = z1->M[q]->A[0];
    psid = z1->M[q]->A[1];
    psidd = z1->M[q]->A[2];
    ul = U1->A[1];
    u2 = U1->A[2];

    // compute vd[i], assuming cy = 0
    for(i=1;i<N1;i++) {
        // vd = -u*r + cy * v * V_inf / m;
        vd[i] = -u[i]*psid[i];
    }

    // compute v[i] using trapozoidal integration
    i = 1;
    sum1 = v[i] = x->e(2, i) = x->e(2); // ICs
dt = T/(N1-1);
    for(i=2;i<N1;i++) {
        sum1 += 0.5*(vd[i-1]+vd[i])*dt;
        v[i] = x->e(2, i) = sum1;
    }

    // compute U
    for(i=1;i<N1;i++) {
        V_inf = sqrt(u[i]*u[i] + v[i]*v[i]);
        // ud = v*r - k_mr_x * Tmr / m + cx * u * V_inf / m;
    }
```
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\[ u[i] = \left( ud[i] - V[i] \cdot \text{psid}[i] - \text{cx} \cdot u[i] \cdot V_{\text{inf}} / m \right) / \left( -k_{\text{mr_x}} / m \right) \]

// rd = -T_{Tr} * l_{tr} / l_{zz};
\[ u2[i] = \text{psiddd}[i] / (-l_{tr} / l_{zz}); \]

// calculate Xi
for (i = 1; i <= N1; ++i) {
    X1 = e(1, i) = u[i]; // x = X[1]
    X1 = e(2, i) = v[i]; // v = X[2]
    X1 = e(3, i) = psid[i]; // r = X[3]
    X1 = e(4, i) = psi[i]; // psi = X[4]
}

// need to integrate u, v to get xc, yc
for (i = 1; i <= N1; ++i) {
    c_psi = cos(psi[i]); s_psi = sin(psi[i]);
    // express velocity v_\text{global} = [u,v] in global coord using Vg = R * vl
    xcd[i] = c_psi * u[i] - s_psi * v[i];
    ycd[i] = s_psi * u[i] + c_psi * v[i];
}

// trapezoidal integration
i = 1;
sum1 = X1 = e(5, i) = X->e(5); // ICs
sum2 = X1 = e(6, i) = X->e(6);
dt = T / (N1-1);
for (i = 2; i <= N1; ++i) {
    sum1 += 0.5 * (xcd[i-1] + xcd[i]) * dt;
    X1 = e(5, i) = sum1;
    sum2 += 0.5 * (ycd[i-1] + ycd[i]) * dt;
    X1 = e(6, i) = sum2;
}

double RHC::calc_\text{J} (dVector &c)
// cost function for trajectory generation
// c is very important -- all free control points
int i, j, q, id, ic;
double t0, tf, dt;
double s, sum;
double J, L;
double x1, x2, x3, x4, x5, x6, u1, u2;
double w, Ax, Ay, xr, yr, tr;

w = 1.0;
Ax = 2.0;
Ay = 1.0;

// the first control points are equal to the ICs
j = 1;
q = 1;
Cs->e(q, j) = X->e(1); // u
q = 2;
Cs->e(q, j) = X->e(4); // psi
ic = 0; // index for optimization vector c

// this following part can vary depending
// on how we want to arrange our free control points
// of our flat outputs into the vector c
// c = [u_free psi_free]
// flat output #1 (u)
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q = 1;

// get control points from optimization vector c
for(j=2;j<Ns;j++) {
    ic++;
    Cs->e(q,j) = c.e(ic);
}

// define boundary conditions of the spline
id = 1;
ic++;

// z10 - boundary condition derivatives (including zero derivative) at t=0
z10->e(q,id) = c.e(ic); // end point derivative is free
ic++;

// z1T - boundary condition derivatives (including zero derivative) at t=T
z1T->e(q,id) = c.e(ic); // end point derivative is free

// flat output #2 (psi)
q = 2;

// get control points from optimization vector c
for(j=2;j<Ns;j++) {
    ic++;
    Cs->e(q,j) = c.e(ic);
}

// define boundary conditions of the spline
id = 1;
// psi0 = z = X[3]
psi0->e(q,id) = X->e(3); // fixed by ic
ic++;
psi0->e(q,id) = c.e(ic); // end point derivative is free
ic++;

// printf("nic = %d",ic);

// spline interpolation
interpolate(); // RHCool does this

// calculate Xi,Ui based on z1
calculate_XU(); // you programed this in RHC_user.cpp

// integrate cost function

// initial and final time
t0 = t;
tf = t*T;

// calculate the cost function
// I = 1/2 * int (x1^2 + x2^2 + u^2)
// using trapezoidal integration
// I = dt/2 * (f(t0) + 2*f(t1) + ... + 2*f(tn-1) + f(tn))
dt = (tf-t0)/|Ni-1|;
sum = 0.0;
for(i=2;i<Ni;i++) {
    x1 = xi->e(1,i);
    x2 = xi->e(2,i);
    x3 = xi->e(3,i);
    x4 = xi->e(4,i);
    x5 = xi->e(5,i);
    x6 = xi->e(6,i);
    u1 = U->e(1,i);
    u2 = U->e(2,i);
    tr = tb + ti->e(1);
    xr = Ax*cos(tr);
    yr = Ay*sin(w*tr);
    //...
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// yr = xr^2;
L = 0*x1^2*x1 + 0*x2^2*x2 + 0*x3^3*x3 + 0*x4^4*x4 + (x5-xr)*(x5-xr)
    + (x6-yr)*(x6-yr) + 0.0*u1*u1 + 0.0*u2*u2;
    sum += 2.0*L;
}

// add the endpoints
i = 1;
x1 = Xi->e(1,i);
x2 = Xi->e(2,i);
x3 = Xi->e(3,i);
x4 = Xi->e(4,i);
x5 = Xi->e(5,i);
x6 = Xi->e(6,i);
u1 = Ui->e(1,i);
u2 = Ui->e(2,i);
tr = tb + ti->e(1);
xr = Ax*cos(tr);
yr = Ay*sin(w*tr);
// yr = tr;
// yr = xr^2;
L = 0*x1^2*x1 + 0*x2^2*x2 + 0*x3*x3 + 0*x4^4*x4 + (x5-xr)*(x5-xr)
    + (x6-yr)*(x6-yr) + 0.0*u1*u1 + 0.0*u2*u2;
    sum += L;

i = Ni;
x1 = Xi->e(1,i);
x2 = Xi->e(2,i);
x3 = Xi->e(3,i);
x4 = Xi->e(4,i);
x5 = Xi->e(5,i);
x6 = Xi->e(6,i);
u1 = Ui->e(1,i);
u2 = Ui->e(2,i);
tr = tb + ti->e(1);
xr = Ax*cos(tr);
yr = Ay*sin(w*tr);
// yr = tr;
// yr = xr^2;
L = 0*x1^2*x1 + 0*x2^2*x2 + 0*x3^3*x3 + 0*x4^4*x4 + (x5-xr)*(x5-xr)
    + (x6-yr)*(x6-yr) + 0.0*u1*u1 + 0.0*u2*u2;
    sum += L;

// calculate integral
sum = dt/2.0*sum;

// calculate cost function
J = 0.5*sum;

// printf("\n%d(debug) = %lf", J);
return J;
}

RHC::compute_flat_ICs(dVector &x0, dVector &u0, dVector &d0)
{
}

void f_heli_3dof2(double *X, double *U, double *Xd); // heli model in local coord with combined expressions

```
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// X[1] - u (velocity along body x axis)
// X[2] - v (velocity along body y axis)
// X[3] - r (angular velocity along body z axis)
// X[4] - psi (yaw euler angle - z axis)
// X[5] - xc (center of mass position in global coordinates)
// X[6] - yc (center of mass position in global coordinates)
{
double u,v,ud,vd;
double r,rd;
double psi,psid;
double xc,yc,xcd,ycd;

double c_psi; // cos of angles
double s_psi; // sin of angles

// inputs
double u_mr; // main rotor
double u_tr; // tail rotor

// parameters
double m,Izz;
double I_tr;
double k_mr_x; // gain from main rotor thrust to x thrust component
double S_fus_x,S_fus_y;
double rho_a; // air density

double Tmr; // main rotor thrust
double Ttr; // tail rotor thrust
double V_inf;
double cx,cy;

// set the helicopter parameters with the values from the report
S_fus_x = 0.1;
S_fus_y = 0.22;
m = 8.2;
Izz = 0.28;
I_tr = 0.91;
k_mr_x = -0.3;
rho_a = 1.0;
cx = -0.5*rho_a*S_fus_x;
cy = -0.5*rho_a*S_fus_y;
cy = 0.0;

// get state variables
u = X[1];
v = X[2];
r = X[3];
psi = X[4];
xc = X[5];
yc = X[6];

// get inputs
U = [u_mr, u_tr]
u_mr = U[1];
u_tr = U[2];

// assume the main rotor and tail rotor thrust are commanded by the inputs
Tmr = u_mr;
Ttr = u_tr;

V_inf = sqrt(u*u + v*v);

// flat outputs (z1,z2) = [u,psi]
ud = u*r - k_mr_x * Tmr / m + cx * u * V_inf / m;

// for this equation we can integrate it using Euler or RK
// however ODE integration is time consuming and not
// accurate compared to integration, so we assume cy = 0
vd = -u*r + v * V_inf / m;

5-90
rd = -Ttr'1_tr/zz;

// euler angle derivative
psid = r;

// calculate some trig functions
c_psi = cos(psi); s_psi = sin(psi);

// global position derivatives
// express velocity v1=\{u,v\} in global coord using Vg = R*v1
xcd = c_psi*u - s_psi*v;
ycd = s_psi*u + c_psi*v;

Xd[1] = ud;
Xd[2] = vd;
Xd[3] = rd;
Xd[4] = psid;
Xd[5] = xcd;
Xd[6] = ycd;
5.11 APPENDIX E: dVector.cpp

#include <cmath>    // math functions
#include <stdio>    // standard I/O functions
#include <string>   // string manipulation functions

// for real-time program remove some headers
#ifndef RTSS
#include <iostream> // console stream I/O
#include <fstream>  // file stream I/O
#include <sstream>  // string stream I/O
#include <conio.h>  // console I/O functions such as getch()
using namespace std;
#endif

#include "dVector.h"

dVector::dVector(int n1, int n2)
{
    int i;
    safe_reference = 0.0;
    // initialize the member variables n1 and n2
    N1 = n1;
    N2 = n2;
    // initialize dynamic array pointer
    allocate_vector(A,N1,N2);
    if(A==NULL) {
        #ifdef DEBUG
        cout << "\nallocate_vector error in vector::vector(int n1, int n2)";
        #endif
        return;
    }
    // initialize array elements
    for(i=0; i<N1; i++) A[i] = (double)0.0;
}
dVector::~dVector()
{
    free_vector(A,N1,N2);
}

int allocate_vector(double * &a, int n1, int n2)
{
    // check for invalid arguments
    if(n2 < n1) {
        #ifdef DEBUG
        cout << "\nnerror in allocate_vector: n2 < n1";
        #endif
        a = NULL;
        return 1;
    }
    // allocate a dynamic 1D array of doubles
    a = new double [ n2 - n1 + 1 ];
    if(a == NULL) {
        #ifdef DEBUG
        cout << "\nnmemory allocation error in allocate_vector";
        #endif
    }
#endif
    return 1;
}

a = a - nl;
return 0;
}

int free_vector(double *a, int n1, int n2)
{
    if(a == NULL) {
        #ifdef DEBUG
        cout << "NULL pointer in free_vector";
        #endif
        return 1;
    }
    a = a + nl;
    delete a;
    a = NULL;
    return 0;
}
5.12 APPENDIX F: dMatrix.cpp

```cpp
#include <math>    // math functions
#include <stdio>   // standard I/O functions
#include <string>  // string manipulation functions

// for real-time program remove some headers
#ifndef RTSS
#include <iostream>  // console stream I/O
#include <stream>    // file stream I/O
#include <sstream>   // string stream I/O
#include <conio.h>   // console I/O functions such as getch()

using namespace std;
#endif

#include "recipes.h"
#include "dVector.h"
#include "dMatrix.h"

dMatrix::dMatrix(int n1, int n2, int m1, int m2) 
{ 
    int i,j;
    safe_reference = 0.0;
    N1 = n1; N2 = n2; M1 = m1; M2 = m2;
    allocate_matrix(A,N1,N2,M1,M2);
    if(A==NULL) {
        #ifdef DEBUG
        cout << "\nallocate matrix error in dMatrix::dMatrix(int n1, int n2, int m1, int m2)";
        #endif
        return;
    }
    // initialize the array elements
    for(i=N1;i<=N2;i++) 
    { 
        for(j=M1;j<=M2;j++) 
        { 
            A[i][j] = (double)0.0;
        }
    }
}
dMatrix::~dMatrix()
{ 
    free_matrix(A,N1,N2,M1,M2);
}

int allocate_matrix(double **&a, int n1, int n2, int m1, int m2)
// allocate a dynamic 2D array
{ 
    int i,j;
    // check for invalid arguments
    if(n2 < n1) {
        #ifdef DEBUG
        cout << "\nerror in allocate_dMatrix: n2 < n1";
        #endif
        a = NULL;
    }
```
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return 1;
}

// check for invalid arguments
if(m2 < n1) {
    #ifdef DEBUG
    cout << "\nerror in allocate_dMatrix: m2 < n1";
    #endif
    a = NULL;
    return 1;
}

// allocate a dynamic array of pointers
a = new double *[n2-n1+1];

// check for memory allocation error
if(a==NULL) {
    #ifdef DEBUG
    cout << "\nmemory allocation error #1 in allocate_matrix";
    #endif
    return 1;
}

a = a - n1; // make the array go from n1 to n2

// initialize each pointer in the array a to a 1D array that stores each row
for(i=n1;i<n2;i++) {
    a[i] = new double [m2-m1+1]; // declare a 1D array for each row

    // if there is an allocation error we need to free memory and return NULL
    if(a[i] == NULL) {
        for(j=n1;j<i;j++) delete (a[j]+m1); // delete each row up to i-1
        delete (a+n1); // delete the array of pointers
        #ifdef DEBUG
        cout << "\nmemory allocation error #2 in allocate_dMatrix";
        #endif
        a = NULL;
        return 1;
    }

    a[i] = a[i] - m1; // adjust for the column offset m1
}

return 0;
}

int free_matrix(double **&a, int n1, int n2, int m1, int m2) {
// free a dynamic 2D array of doubles
int i;

// check if a is a NULL pointer
if(a==NULL) {
    #ifdef DEBUG
    cout << "\nerror: NULL pointer in free_matrix";
    #endif
    return 1; // error
}

for(i=n1;i<n2;i++) delete (a[i]+m1); // delete each row
delete (a+n1); // delete the array of pointers
a = NULL; // set the pointer equal to NULL
return 0; // OK
```
void add(dMatrix &A, dMatrix &B, dMatrix &C) // C = A + B
{
    int i, j;
    for(i=A.N1; i<=A.N2; i++) {
        for(j=A.N1; j<=A.N2; j++) {
            C.e(i,j) = A.e(i,j) + B.e(i,j);
        }
    }
}

void add(dVector &a, dVector &b, dVector &c) // c = a + b
{
    int i;
    for(i=a.N1; i<=a.N2; i++) c.e(i) = a.e(i) + b.e(i);
}

void sub(dMatrix &A, dMatrix &B, dMatrix &C) // C = A - B
{
    int i, j;
    for(i=A.N1; i<=A.N2; i++) {
        for(j=A.N1; j<=A.N2; j++) {
            C.e(i,j) = A.e(i,j) - B.e(i,j);
        }
    }
}

void sub(dVector &a, dVector &b, dVector &c) // c = a - b
{
    int i;
    for(i=a.N1; i<=a.N2; i++) c.e(i) = a.e(i) - b.e(i);
}

void mult(dMatrix &A, dMatrix &B, dMatrix &C) // multiply two matrices
// C = A * B
{
    int i, j, k;
    for(i=A.N1; i<=A.N2; i++) {
        for(j=B.N1; j<=B.N2; j++) {
            C.e(i,j) = (double)0.0;
            for(k=A.N1; k<=A.N2; k++) {
                C.e(i,j) += A.e(i,k) * B.e(k,j);
            }
        }
    }
}

void mult(dMatrix &A, dVector &b, dVector &c) // multiply a matrix times a vector
// c = A * b
{
    int i, j;
    for(i=A.N1; i<=A.N2; i++) {
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c.e(i) = (double)0.0;
for(j=A.M1; j<=A.M2; j++)
    c.e(i) += A.e(i,j) * b.e(j);
}

void cross(dVector &a, dVector &b, dVector &c)
// c = a x b
// all vectors are 1x3
{ c.x() = a.y() * b.z() - b.y() * a.z();
c.y() = b.x() * a.z() - a.x() * b.z();
c.z() = a.x() * b.y() - b.x() * a.y();
}

void matrix_cross(dVector &v, dMatrix &V)
// matrix representation of cross product
// v - input vector (1x3)
// V - matrix representation of cross product (3x3)
{ V.e(1,1) = (double)0.0;
  V.e(1,2) = -v.z();
  V.e(1,3) = v.y();
  V.e(2,1) = v.z();
  V.e(2,2) = (double)0.0;
  V.e(2,3) = -v.x();
  V.e(3,1) = -v.y();
  V.e(3,2) = v.x();
  V.e(3,3) = (double)0.0;
}

void transpose(dMatrix &A, dMatrix &B)
// B = A'
{ int i,j;
  for(i=A.M1; i<=A.M2; i++)
    for(j=A.M1; j<=A.M2; j++)
        B.e(i,j) = A.e(j,i);
}

void lu_dcmp(dMatrix &A, dMatrix &A_lud, int *indx)
// Calculate the LU decomposition of a nxn matrix a
// A_lud[1..n][1..n] - LU decomposition of matrix A
// indx[n+1] = - row permutation index
// It assumes 1 offset arrays.
{ int i,j;
  double *d,x;
  d = 4x;
  // A_lud = A
  for(i=1;i<=A.N2;i++)
    for(j=1;j<=A.N2;j++)
        A_lud[A[i][j]] = A.A[i][j];
  ludcmp(A_lud,A,A.N2, indx, d);
}
void lu_solve(dMatrix &A_lud, int *indx, dVector &b, dVector &x)  
  // Return the solution vector x of Ax=b using the  
  // LU decomposition of a matrix.  
  // It assumes 1 offset arrays.  
  int i;  
  // x = b  
  for(i=x.N; i<=x.N2; i++) x.A[i] = b.A[i];  
  lubksb(A_lud.A, A_lud.N2, indx, x.A);  

void sv_dcmp(dMatrix &a, dMatrix &u, dVector &w, dMatrix &v)  
  // Calculate the Singular Value Decomposition  
  // of a matrix A = U*W'.  
  // a - the mxn matrix A  
  // u - the mxm matrix U  
  // v - the nxn matrix V  
  // w - the n vector W  
  int i,j;  
  // u = a  
  for(i=1; i<=a.N2; i++)  
    for(j=1; j<=a.M2; j++) u.e(i,j) = a.e(i,j);  
  svdcmp(u.A, a.N2, a.M2, w.A, v.A);  

void sv_solve(dMatrix &a, dVector &b, dMatrix &u, dVector &w, dMatrix &v, dVector &x)  
  // Return the solution vector of Ax=b using the SV  
  // decomposition of a matrix.  
  // a - the mxn matrix A  
  // u - the mxm matrix U  
  // v - the nxn matrix V  
  // w - the n vector W  
  // x - the n solution vector  
  int i;  
  double tol=1.0e-5, wmax=0.0, thresh;  
  // threshold singular values  
  for(i=1; i<=a.M2; i++) if((w.e(i)>wmax) wmax = w.e(i));  
  thresh = tol*wmax;  
  for(i=1; i<=a.M2; i++) if((w.e(i)<thresh) w.e(i)=0.0);  

double cond(dMatrix &a)  
  // Find the condition number of a matrix using sv dcmp  
  {  
    int i, j;  
    double wmax, wmin;  
    dVector w(1,a.M2);  
    dMatrix u(1,a.N2,1,a.M2), v(1,a.M2,1,a.M2);  
    // u = a  
    for(i=1; i<=a.N2; i++)  
      for(j=1; j<=a.M2; j++) u.e(i,j) = a.e(i,j);  
    svdcmp(u.A, a.N2, a.M2, w.A, v.A);  
    wmax = wmax = w.e(1);  
    for(i=2;i<=a.M2;i++) if((w.e(i)>wmax) wmax = w.e(i));  
    for(i=2;i<=a.M2;i++) if((w.e(i)<wmin) wmin = w.e(i));  
    return (wmax/wmin);  
  }
5.13 G: dMatrix_array.cpp

```cpp
#include <cmath>    // math functions
#include <stdio>    // standard I/O functions
#include <string>   // string manipulation functions

// for real-time program remove some headers
#ifndef RTSS
#include <iostream>    // console stream I/O
#include <fstream>     // file stream I/O
#include <sstream>     // string stream I/O
#include <conio.h>     // console I/O functions such as getch()
using namespace std;
#endif

#include "recipes.h"
#include "dVector.h"
#include "dMatrix.h"
#include "dMatrix_array.h"

dMatrix safe_dmatrix0(int k1, int k2, int n1, int n2, int ml, int m2)
{
    int k;
    safe_dMatrix = &safe_dmatrix0;
    safe_reference = 0.0;
    K1 = k1; K2 = k2;
    N1 = n1; N2 = n2;
    Ml = ml; M2 = m2;
    M = new dMatrix *[k2 - k1 + 1];
    if(M == NULL) {
        #ifdef DEBUG
        cout << "\nmemory allocation error in dMatrix_array";        
        #endif
        return;
    }
    M = M - k1;
    for(k=K1;k<=K2;k++) M[k] = NULL;
    for(k=K1;k<=K2;k++) {
    M[k] = new dMatrix(n1,n2,ml,m2);
    if(M[k] == NULL) {
        #ifdef DEBUG
        cout << "\nmemory allocation error in dMatrix_array";
        #endif
        return;
    }
    }

dMatrix_array::~dMatrix_array()
{
    int k;
    if (M == NULL) return;
}```
for(k=K1;k<K2;k++) {
    if( M[k] != NULL ) delete M[k];
}
M = M + K1;
delete M;
5.14 Appendix H: Explanation of Attachments

In this chapter, the experimental results and the codes written for the materials of this report which are included in the attached CD is described. The data is classified based on the different chapters of this report.

Chapter 3

All of the data used for chapter 3 of the report are included in this folder. It includes different subfolders based on the report and the contents of each folder are described below.

Section 3.2

All of the supporting data for section 3.2 of the report is included in this folder. It has the following subfolders:

- **3.2.1:** The data used for the Figures 10 to 17 are collected in this folder with name “3.2.1”. This folder is consists of three parts with the following names:
  - **Part one:** The data used in section 3.2.1.1 of the report is in this folder. It consists of four folders named “data1”, “data4”, “data7”, and “data9”. Each of them has a C++ code for processing data to identify the model parameters of Hovercraft in the Forward Movement. By running this code the values $b_1$, $a_1$ and $a_2$ of equation (28) are calculated using Singular Value Decomposition (SVD). For plotting the results “plot_fig.m” should be run using MATLAB 6.5.\(^{31}\)
  - **Part Two:** The data used in section 3.2.1.2 of the report is in this folder. It consists of one folder named “data2” which has a C++ code for processing data to identify the model parameters of Hovercraft in the Rotation Direction. By running this code the values $b_3$, $a_3$ and $a_4$ of equation (30) is calculated using SVD. For plotting the results “plot_fig.m” should be run.
  - **Part Three:** The data used in section 3.2.1.3 of the report is in this folder. It contains two folders named “Forward Movement” and “Side Movement”.
    - **Forward Movement** has two folders “data5” and “data8”. Each of them has a C++ code for processing data to identify $b_1$ of equation (28) using SVD. For plotting the results “plot_fig.m” should be run.
    - **Side Movement** has one folder named “data2” which contains a C++ code for processing data to identify $b_2$ of equation (29) using SVD. For plotting the results “plot_fig.m” should be run.

- **3.2.2:** In this folder, all of the results used in the section 3.2.2 of the report are presented. It has the same folders as previous folder (3.2.1) but all of the data used

\(^{31}\) All of the *.m files in this report should be run by MATLAB 6.5.
to find the model parameters are included, so the main folders are the same as folder 3.2.1 but these folders include more data.

Section 3.3
For this folder "RHCOOL Version 2" is included. It solves the example of 3DOF helicopter and simulates it. The path followed by the 3DOF helicopter in this example is an ellipse.

Chapter 4
This folder includes some subfolders which are described below and each of the subfolders has one "readme.doc" file which describes how the data is stored in all of the data files of that subfolder. If somebody wants to do more process on the data file of that subfolder, he/she should refer to that readme.doc file.

Section 4.1
This folder includes one readme file described before and one folder named "4.1.1.2". The experimental data of Wireless InertiaCube3 explained in section 4.1.1.2 of the report, is included in that folder. It has all data files and by running "plot_all_data.m" Figure 28, Figure 30, Figure 32, and Figure 33 of the report will be regenerated.

Section 4.2
This folder includes one readme file described before and two folders named "4.2.1" and "4.2.2" as follows:

- **4.2.1**: By running "plot_f.m.m" the Figure 39 which is related to the Forward movement of hovercraft is produced. The original data were measured by PCIBird [23].
- **4.2.2**: By running "plot_rotation.m" the Figure 40 which is related to the Rotational movement of hovercraft is produced. The data in this part, measured by wireless InertiaCube3.

Section 4.3
This folder includes one readme file described before and two folders named "4.3.1" and "4.3.2" as follows:

- **4.3.1**: this folder includes two folders:
  - **Regulation with RHC**: the original data of Figure 42 of the report is in this folder. In addition by running "plot_data.m" Figure 42 can be regenerated.
  - **Tracking with RHC**: the original data of Figure 43 of the report and a Clip showing the hovercraft while tracking a sinusoidal path are in this folder. In addition by running "plot_data.m" Figure 43 can be regenerated.

- **4.3.2**: this folder includes two folders as bellow:
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- Vision Inertiacube3: this folder includes the original data of Figure 44. This results show the tracking of one hovercraft while the orientation of hovercraft ($\psi$) is measured by vision system and the angular velocity ($\dot{\psi}$) is measures by wireless InertiaCube3. Figure 44 can be regenerated by running “plot_data.m”.

- only_vision: the original data of Figures 45 and 46 are in this folder. In this case all of the data required for controller are measured by vision system. These two figures can be regenerated by running “plot_data.m”.

Section 4.4
This folder includes three folders as bellow:

- Scheduling_two_systems: this folder includes one readme file which describes how the data is stored in “data.txt”. By running “plot_data.m” the Figure 48 can be regenerated. This folder also includes another folder named “scheduling_video_clips” which contains three folders named “Video1”, “Video2”, and “Video3”. In each of them one video clip of scheduling two hovercrafts in one computer, with the data file and “plot_data.m” are exist.

- System_1: this folder includes one readme file which describes how the data is stored in “data.txt”. By running “plot_data.m” the Figure 49 can be regenerated.

- System_2: this folder includes one readme file which describes how the data is stored in “data.txt”. By running “plot_data.m” the Figure 50 can be regenerated.

Chapter 6
In this folder, some of the references are included for more convenience of the reader.
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Abstract

This report documents the work related to task #10 for the project entitled “Synthesis and Implementation of Single- and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”. Task#10 involves theoretical verification of the feasibility and stability of the decentralized receding horizon control (RHC) for multi vehicle systems. The stability and performance of decentralized RHC is often improved by modifying the cost function and constraints. However, variable communication presents an additional approach for further improvement. In this report, using variable communication a new decentralized RHC algorithm is developed. In spite of the other decentralized RHC methods that try to reduce the communication requirements, the proposed method allows utilizing the maximum available communication capacity for further improvement of the stability and performance. Through modification of stability conditions developed for time varying decentralized RHC, an investigation of the effect of 1- faster communication rates, 2- expanded communication radius, and 3- multi-hopping communication on decentralized RHC is performed. Then, the new results are used to find bounds on RIIC parameters such as prediction horizon and execution horizon. This provides a more systematic way for choosing decentralized RHC parameters so that stability is guaranteed. Also, since the communication induces a delay to the system, a new formulation of decentralized RHC is proposed which accounts for large communication delays. Two different case studies on the formation of mobile robots and formation flight of UAVs have been investigated to clarify the problem statement.
Chapter 6: A Variable Communication Approach for Decentralized Receding Horizon Control of Multi-Vehicle Systems

Nomenclature

$A, B$ : Linear system matrix  
$E$ : Set of edges (neighbour vehicles)  
$G$ : Graph topology  
$H$ : Hamiltonian equation  
$I_{zz}$ : Yawing Moment of inertia  
$J$ : Cost function  
$L_x, L_u$ : Lipchitz constant  
$l_{fr}$ : Tail rotor hub location behind c.g  
$N_v$ : Number of vehicles  
$P, Q, and R$ : Weight matrices of quadratic cost function  
$q$ : Costate Vector  
$R_c$ : Communication radius  
$R_s$ : Safety radius  
$r_y$ : Yawing Rate  
$S_{x, fus}$ : Frontal fuselage drag area  
$T$ : Prediction horizon (or finite horizon time)  
$u$ : vector of control inputs  
$V$ : Set of vehicles  
$x$ : Vector of states  
$\beta$ : Model uncertainty  
$\psi$ : Euler angle (Yaw angle)  
$\delta$ : Execution horizon (sampling time)  
$\mu$ : Uncertainty coefficient  
$\tau_d$ : Communication delay

Superscript

* = Optimal value of parameter

Subscript

$actual$ = Actual system  
$predicted$ = Predicted value of parameter
6.1 Introduction

This report addresses the following task related to the project “Synthesis and Implementation of Single and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques” and the following task:

Task 10: To validate theoretically the feasibility and existence of solutions, the stability, and the robustness of the RHC despite an adversarial and partially unknown environment.

Over the past few decades there has been significant interest in decentralized control of cooperative problems\cite{1,6}. The decentralized structure potentially results in increased autonomy of agents while providing some sort of cooperation among the agents to perform a common mission. In fact, the main idea with decentralized control is to break the centralized controller into the local control problems of smaller sizes in order to reduce the computation effort and communication requirements.

However, decentralization must provide and respect the primary objectives of cooperative control problem, these primary objectives are: 1- The total cost added due to cooperation must provide a greater increase in expected system effectiveness than the case of the non-cooperating vehicles. 2- Performance lower bound of a cooperative system as communication degrades should never be worse than the performance of the same vehicles without cooperation. Since these primary goals of the cooperative architectures are not achieved yet through decentralization, the researchers are motivated to investigate new potential ways for further improvements of the decentralized control architectures. For example, most recently with recent advances in distributed computation, there have been numerous attempts to use computational expensive optimization based control methods such as receding horizon control (RHC)\cite{7,8} for decentralizing the cooperative problems. Although RHC is computationally expensive, it has some prominent capabilities which motivate the researchers to develop the RHC based decentralized control architectures\cite{1,2,6,7,2}. For example, RHC readily handles
systems constraints and saturations while providing optimal control action. Also, since in RHC the control action is generated through minimization of a cost function it is easy to provide a coupling between neighbour vehicles in the cost function or constraints.

Another potential way, which is also one step ahead, is to use the communication based approaches for stability enhancement of the decentralized RHC architectures; this approach is the main focus of this report. Using the variable communication, it is desired to use the maximum available communication capacity to enhance the stability and performance of the decentralized RHC architecture. Although most of the research works in the field of decentralized RHC have focused on modifying the cost function and constraints, they lack utilizing communication methods efficiently for further enhancement of stability. It is also noticeable that since most of these research works persist on reducing the communication requirement they sacrifice the benefits of communication capabilities and don’t allow using advanced communication technologies. Hence, new decentralized RHC algorithms are required to utilize the maximum available communication capacity. Since in the literatures this mechanism is not thoroughly addressed, in this report, the role of the communication for improving the stability of the decentralized RHC algorithm is investigated. Also, an algorithm is proposed which enables vehicles to find the best combination of communication topology and RHC parameters while the stability is ensured.

In the decentralized RHC, a centralized RHC controller is broken into the local control problems of smaller sizes. To capture the nature of cooperation among vehicles, a coupling between neighbour vehicles is provided in the formulation either in the cost function \(^2\) or in the constraints \(^6\). However, control actions computed locally are not guaranteed to be globally feasible in general \(^1\) and to stabilize the team. In general, stability and feasibility of the decentralized RHC methods are difficult to prove and may yield poor performance \(^10\)–\(^12\).

As in classical RHC, most of the researchers have addressed the stability and feasibility of the decentralized RHC by modifying the cost function and constraints. For example, a sophisticated work is conducted by Keviczky et al. \(^1\), where a decentralized RHC is proposed for decoupled discrete time systems by breaking down a centralized RHC architecture into the distinct RHC controllers of smaller sizes. Each RHC controller
is associated to a different vehicle and computes the local control inputs based only on the states of itself and its neighbours. In this approach, the vehicles are coupled through a cost function and the necessary information from the neighbour vehicles is provided through non-delay communication or measurement. Each vehicle predicts its neighbours' behaviour from their dynamical model and based on this prediction plans the trajectory of itself and its neighbours, but executes its own trajectory and discards the trajectories of neighbours. It is proven that if the mismatch between the predicted and actual trajectories of all neighbours is smaller than some cost function related to the initial conditions then the global group stability is achieved. In another work, Dunbar et al. proposed a distributed RHC for multi vehicles with continuous time dynamically decoupled subsystems whose state vectors are coupled through the cost function of a RHC control problem. Each vehicle solves an optimization problem and generates its control action using an assumed control action of neighbour vehicles. The key requirement for stability is that each distributed optimal control not deviate too far from the previous one; this constraint restricts the optimization problem and doesn't allow very fast maneuvers. Also, the communication delay is not addressed.

As an example of constraint coupled decentralized RHC architecture one can refer to [6] and [10] where authors decentralized a previously developed robust safe but knowledgeable (RSBK) model predictive control algorithm [11] that uses the constraint tightening technique to achieve robustness and lower online computation burden. Using local knowledge of the group, it is ensured that each vehicle always has a solution guaranteeing robust feasibility of the entire fleet under the action of disturbances. The algorithm is extended in [12], to explicitly account for the communication and computation delays in the system in the presence of bounded disturbances.
Fig. 1: Communication radius and safety radius

Our analysis shows that combining the stability results with variable communication can lead to stability enhancement of the decentralized RHC approach for more realistic cases. To discuss the variable communication methods, some concepts regarding the communication such as communication radius and multi-hopping communication are introduced and investigated to exploit this mechanism. The communication radius (figure 1) defines a region around each vehicle where communication with vehicles which are inside this region is possible. Multi-hopping communication will be introduced later in section 5.1. In this report, it is studied how the following three techniques can enhance the stability of the decentralized RHC method: 1- faster communication rates 2- enlarging the communication radius, 3- multi-hopping communication. Based on these investigations a communication based algorithm is proposed for further stability enhancement of decentralized RHC. The main idea with the proposed method is to improve the communication topology and select the decentralized RHC parameters through using the maximum available communication capacity so that the overall stability and performance is guaranteed.

The main contributions of this report are presented as follows: first a new formulation of decentralized RHC is established for continuous-time dynamically decoupled systems. This new formulation accounts for communication delays larger than sampling time. Also, this formulation allows using a time varying graph topology along with a time varying cost function for representing a time varying coupling, cooperation and communication topology among vehicles. Secondly, a stability condition is derived for the new time varying decentralized RHC formulation; through driving the stability
condition a bound is found on the differentiation of the cost function which is treated as the Lyapanov function candidate. This bound allows defining a stability margin to have a measure of stability and performance. Also, this stability condition allows studying the variable communication. Then, based on the derived stability condition, the effect of faster communication rate, larger communication radius, and multi-hopping communication on the stability is investigated. Using the extension of the Bellman-Grownwall lemma along with the advantages of Hamiltonian equation, the acceptable region for the prediction horizon and execution horizon (communication rate) are determined that allows tuning RHC in a systematic way so that the stability is guaranteed. The results of these analyses finally lead to proposing a new decentralized RHC algorithm which allows choosing the optimum communication topology along with the sampling time and prediction horizon. This algorithm enables each vehicle to use the maximum available communication capacity for stability enhancement of decentralized RHC architecture. The last part involves two examples which clarify the connection between the proposed approach and realistic scenarios. The first example is the simulation of a group of 5 robots that verifies the effectiveness of proposed method for enhancement of the stability and performance by modifying the communication topology. And, the second example involves the simulation of a fleet of three rotorcraft UAVs; the selected scenario shows how in the real cases we need the variable communication to perform the missions. More precisely, in the selected scenarios the vehicles needs to change the communication topology in order to avoid obstacles or visiting the far targets. The contribution of this research work has been four conference papers so far 13-16.

6.2 Problem Formulation

6.2.1 Problem Statement

As it is mentioned previously, the main objective of this report is to develop a new algorithm so that the maximum available communication capacity can be used for stability enhancement of decentralized RHC architecture. More specifically, an algorithm is developed which optimizes the communication topology, communication rate and prediction horizon at each time step using variable communication. The reason for using
the variable communication is to cover a more general set of real scenarios; because in
the real scenarios a fixed communication topology can not be used most of the time. For
example, figure 2 shows a formation problem in which the UAVs leave the formation due
to visiting the far targets. When the vehicles flight in the formation they can
communicate with each other but when they leave the formation they may get beyond the
communication radius and won’t be able to communicate with each other. Hence, a
variable communication topology is needed in this case for mathematical representation
and studying of scenario.

![Diagram of formation problem]

**Fig. 2: Formation of a fleet of UAVs: a time varying communication topology due to
far targets**

The same scenario may happen where the obstacles and non-fly zones in the battle field
drive the vehicles to go far away of each other and change the graph topology. In this
report one example of such problems is discussed.

The following diagram shows how this report is organized to develop the new
algorithm and how the result of each section is related to other sections:
Fig. 3: Schematic representation of the proposed approach for stability enhancement

This diagram says that to enhance the stability a variable communication method is used. A variable communication requires that the communication topology, communication rate and decentralized RHC be time varying as well. The following explains how these variations interact and affect each other:

1- **Variable Communication Topology:** Variable communication topology is used whenever the stability and performance of the decentralized RHC are not satisfactory. Although the measurement of stability and performance is not the subject of this report, a stability margin is defined in this report to have a measure of stability. The measure of performance depends on the specification of each problem, requested mission and desired performance index. For example, in a path planning problem it is desired to visit some targets without colliding the obstacles; hence, the measure of performance comes from
the fact that how close the vehicle get to the target and how better they can respect the limitations.

Once the stability and performance of the decentralized RHC are not satisfactory a modification in the communication topology is sought through: 1- Changing the communication radius and 2- Using the multi-hopping communication. This variation in the communication topology imposes that the decentralized RHC architecture be time varying because the decentralized RHC is formed at each update based on the current communication topology.

2- **Variable Decentralized RHC**: A time varying flexible formulation of decentralized RHC is required for representation of time-varying parameters. This time varying formulation is discussed in section 3.2 and includes the time varying: 1- Cost function, 2- *Prediction horizon* and 3- *Execution horizon*. Since the *execution horizon* is equal to the communication sampling time, the time variation of *execution time* implies the time variation of the communication sampling time; hence, the communication rate must be also taken into account. The related algorithm for online implementation of this time-varying formulation is provided in section 3.3 and is extended in 3.4 to account for communication delay.

3- **Parameter Selection**: Once a topology is selected it is required to answer two major questions: 1- What is the best communication rate? 2- What is the best prediction horizon for decentralized RHC? These two questions are answered in section 5.2 and 5.3 for the case of model uncertainty and no model uncertainty. For each communication topology there exist an optimum value of communication rate and prediction horizon, these values must respect the stability condition of decentralized RHC and communication limitations. Hence a stability analysis is required for the variable decentralized RHC architecture so that it yields a suitable stability condition. After modification of the communication topology the results of this section will be used to select the corresponding optimum value of the sampling time and prediction horizon.
4- **Modified Algorithm for Decentralized RHC:** Based on the results from the variable communication and stability analysis of the decentralized RHC, a new algorithm is proposed for the online optimization of the communication topology so that the stability enhancement is achieved through using the maximum available communication capacity.

To address the mentioned issues, we follow the steps below:

1. Formulation of time varying communication topology and cost function.
2. Formulation of time varying decentralized RHC considering the case of communication delay.
3. Stability analysis of time varying decentralized RHC and providing a stability condition and stability margin to have a measure of stability.
4. Investigating the effect of expanding the communication radius on the stability margin.
5. Investigating the effect of multi-hopping communication on the stability margin.
6. Investigating the effect of prediction horizon on the stability margin.
7. Investigating the effect of faster communication rate (execution horizon) on the stability margin.
8. Proposing an algorithm for optimum selection of communication topology, communication rate and prediction horizon.
9. Proposing a modified decentralized RHC algorithm.

These steps are shown in the following diagram and the results of each step are mentioned in the right side of each box, the dotted arrows show the relations between the results of each step and how the results drive each other.
6.2.2 Decentralized RHC Formulation

6.2.2.1 Time varying communication topology:

A time varying graph topology is introduced to present the coupling and cooperation among the vehicles. Consider a set on $N_v$ vehicles cooperating to perform a common mission, the $i$-th vehicle is associated to the $i$-th node of the graph and if an edge $(i, j)$ connecting the $i$-th and $j$-th node is present, it means the $i$-th and $j$-th vehicle are neighbour. This leads to an interconnection graph as follows:

$$G(t) = \{V, E(t)\}$$  \hspace{1cm} (1)
Where, $V$ is the set of nodes (vehicles) and $E(t) \subseteq V \times V$ the set of time varying edges $(i, j)$, with $i, j \in V$. The interconnection graph is undirected i.e. $(i, j) \in E(t)$ implies $(j, i) \in E(t)$ even though it is not appear in $E(t)$. Also, the interconnection constraint between neighbour vehicles in the group (the $i$-th and the $j$-th vehicles) is presented as follows:

$$g_{xy}(x_i, x_j) \leq 0$$  \hspace{1cm} (2)$$

Different ways for defining the neighbour set and connectedness of graph topologies have been investigated in [17]. Here we assume that the time dependence of the set of edges is a function of the relative distance of the vehicles; hence, the set $E(t)$ is defined as follows:

$$E(t) = \{(i, j) \in V \times V \mid d_{ij} \leq R_c \}$$  \hspace{1cm} (3)$$

where, $d_{ij}$ denotes the distance between $i$-th and $j$-th vehicles, and $R_c$ is the communication radius of vehicles (figure 1). Furthermore, to ensure the collision avoidance it is required to:

$$d_{ij} \geq R_s$$  \hspace{1cm} (4)$$

where, $R_s$ is the safety radius around each vehicle and it is shown in figure 1. The safety radius defines a region around each vehicle that neighbours aren’t allowed to get inside this region otherwise the collision may occur. This constraint is added to the formulation of the decentralized RHC problem to prevent the vehicles from colliding each other. Defining the following set for each vehicle helps representing the coupling in the next section:

$$E'(t) = \{(i, j) \in V \times V \mid d_{ij} \leq R_c'(t) \}$$  \hspace{1cm} (5)$$

Where $R_c'(t)$ is the communication radius of $i$-th vehicle at time $t$. This time varying graph topology enables us to represent all time varying configurations of the subgroups.
6.2.2.2 Time varying cost function:

The vehicles may also be coupled in the cost function; then to cover a generic set of cooperative control problems, the following time varying cost function is proposed for the i-th vehicle:

\[ J_{T'(t)}'(\vec{x}'(t), \vec{u}'(\cdot)) = L_{T'(t)}'(x'(t), u'(\cdot)) + \sum_{j(i,j) \in \mathcal{E}(t)} L_{T'(t)}'(x'(t), u'(\cdot)) \]  \hspace{1cm} (6)

Where, \( T'(t) \) is the prediction horizon of i-th vehicle at time t and:

\[
\begin{align*}
\vec{x}'(t) &= \{ x'(t) \} \cup \{ x'(t) | (i,j) \in \mathcal{E}(t) \} \\
\vec{u}'(t) &= \{ u'(t) \} \cup \{ u'(t) | (i,j) \in \mathcal{E}(t) \}
\end{align*}
\]  \hspace{1cm} (7)

The first term in (6) is associated to the individual vehicle and the second term is associated to the neighbour vehicles and represents the coupling between the i-th vehicle and its neighbours i.e. it is defined on the set of neighbours of i-th vehicle. Since \( \mathcal{E}(t) \) is time varying then the cost function becomes also time varying. The cost function \( L_{T'(t)}' \) is defined over the prediction horizon time \( T'(t) \) for each vehicle.

**Remark:** In a centralized RHC problem the cost function is formed as the summation of all individual cost functions \( L_{T'(t)}' \) of all vehicles. In fact, the optimization problem is solved for all vehicles by a central agent and the planned trajectory for each vehicle is transmitted to it.

In our case the cost function for each vehicle is defined as following for the dynamically decoupled continuous time systems:

\[
L_{T'(t)}'(x'(t), u'(\cdot)) = \int_{t}^{t+T'(t)} \left( \| x'_i(\tau) \|^2_Q + \| u'_i(\tau) \|^2_R \right) d\tau = \| x'_i(T) \|^2_r + \| x'_i(T) \|^2_R
\]  \hspace{1cm} (8)

Where, \( x'_i(\tau) \) and \( u'_i(\tau) \) are the state vector and control vector of i-th vehicle respectively at time \( \tau \), calculated from the optimization problem started at time \( t \). Also, \( P, Q \) and \( R \) are positive definite and symmetric matrix penalties. This kind of cost function allows formulation of more generic set of problems and is used widely in the literatures 1-2.
Moreover, this it is possible to benefit from the unique properties of quadratic cost functions in the optimization problems\(^{18}\).

### 6.3 Variable Decentralized RHC:

In the RHC method a cost function is optimized over a finite time called prediction horizon, \(\tau\), and the first portion of the computed optimal input is applied to the plant during a period of time called the execution horizon, \(\delta\); repeating this procedure yields a closed loop solution, the reader is referred to [9] for a comprehensive review of RHC literatures. Suppose that the following represents the nonlinear decoupled dynamics of the i-th vehicles:

\[
\dot{x}^i(t) = f(x^i(t), u^i(t))
\]

We will define optimization problem \(P^i(t)\) for the i-th vehicle as follows:

**Variable Decentralized RHC Problem \(P^i(t)\):**

\[
\min_{\bar{u}^i(\cdot)} J^{i}\_{T^i(t)}(\bar{x}^i(t), \bar{u}^i(\cdot))
\]

Subject to:

\[
\begin{align*}
\dot{x}^i(t) &= f(x^i(t), u^i(t)) ; x^i \in X^i, u^i \in U^i \\
\dot{x}^i(t) &= f(x^i(t), u^i(t)) ; x^j \in X^i, u^j \in U^i, (i, j) \in E(t) \\
g^{i,j}(x^i(t), u^i(t), x^j(t), u^j(t)) &\leq 0, (i, j) \in E(t) \\
x^i(0) &\in X^i_0, u^i(0) \in U^i_0 \\
x^i(t) &\in X^i_0, u^i(0) \in U^i_0, (i, j) \in E(t) \\
x^i(T) &\in X^i_f, u^i(T) \in U^i_f; \\
x^i(T) &\in X^j_f, u^i(T) \in U^j_f, (i, j) \in E(t)
\end{align*}
\]

Where \(J^{i}\_{T^i(t)}(\cdot)\) is defined in (6), \(X^i\) and \(U^i\) denotes the set of acceptable states and inputs.
respectively for i-th vehicle, \( \mathcal{X}_0^i \) and \( \mathcal{X}_f^i \) are the set of acceptable initial and final states of i-th vehicle respectively.

Assumption: Without losing the generality, it is assumed that the equilibrium point of the system (vehicle's dynamics) is origin. This assumption is not restrictive because in the cases where the equilibrium point is not origin a change in the variables can be used to transfer the equilibrium point to the origin.

Assumption: It is assumed that \( \mathcal{X}_f^i \) is selected as small enough so that there exist a feedback control that drives \( x^i(t + T^i(t)) \) to the origin. If such a feedback control for \( T^i(t) \) exist the optimization problem \( P^i(t) \) is feasible.

The control action obtained from this optimization problem is implemented during the execution time \( \delta^i(t) \in [t, t + T^i(t)] \) till the next update. Repeating this procedure online yields a close loop solution.
6.3.1 Variable Decentralized RHC Algorithm

In order to solve the above optimization problem, each vehicle needs to know current states, model, constraints and terminal region of itself and of its neighbours. Based on such information each vehicle computes the optimal inputs of itself and of its neighbours. The input to the neighbours will only be used to predict their trajectories and then discarded, while the first portion of the i-th optimal input of problem $P'_{t_k}$ will be implemented to the i-th vehicle during $[t_k, t_{k+1}]$ where $t_{k+1} = t_k + \delta'_{k}(t_k)$, $k \in \mathbb{N}$ and $\delta'_{k}(t_k)$ denotes the RHC sampling period and also called execution horizon. The following algorithm is proposed for the on-line implementation of the above optimization problem. The algorithm is formulated for the i-th vehicle; in fact, all vehicles run this algorithm during performing the mission simultaneously:

**Variable Decentralized RHC Algorithm 1:**

1) Let $k=0$

2) Compute graph connection $E'(t_k)$ according to (5).

3) Sample $x_{actual}^i(t_k)$.

4) Communicate $x_{actual}^j(t_k)$ to neighbour vehicles and receive $x_{actual}^j(t_k)$ for $(i, j) \in E'(t_k)$.

5) Solve the decentralized optimization problem $P'_{t_k}$ and generate the control action for time interval $[t_k, t_k + T'(t_k)]$.

6) Execute the control action for individual vehicle over the time interval $[t_k, t_{k+1}]$.

$$u^i(t) = u_{t_k}^{*, i}(t); \ t \in [t_k, t_{k+1}] \quad (12)$$

7) $k=k+1$. Goto step 2.

This algorithm is repeated till $x^i(t) = 0$(assuming the origin is the equilibrium of the
system). The 6\textsuperscript{th} step of the algorithm allows the vehicles to share and update their information about the targets.

### 6.3.2 Variable Decentralized RHC Algorithm with Communication delay

Since in the decentralized RHC the neighbour vehicles are coupled through the cost function and constraints, each vehicle needs the updated information of its neighbours frequently at each sampling time ($t_k$) (execution time) to solve the optimization problem $P'(t_k)$ and to generate its trajectory.

On the other hand, in reality the communicated information is subject to delay; therefore, even in the case of availability of communication, the current information of neighbour vehicles is not available for all vehicles, e.g. the current states of the neighbours of i-th vehicle is not available for i-th vehicle. To account for the communication delay, prediction must be done based on the most recent received information from neighbours. In cases where the communication delay is smaller than execution horizon the prediction problem is straightforward by communicating the control action and predicting the state of neighbours from their mathematical model.

However, in some applications in the real world the communication delay is bigger than execution horizon (or even prediction horizon). The communication delay comes from different sources; for instance, the limited band width of the communication facilities can induce a delay in the communicated data. Also, the slow sensors and/or the process of send and receive can cause a bigger communication delay. For another example one can point to the case of submarines; in the water the communicated signals can not travel as fast as the communicated signals in the air; hence, the communication in the water involves a bigger delay than the air. In these cases a new algorithm of decentralized RHC is required to account for communication delay. Suppose that the communication delay between i-th and j-th vehicle is denoted by $τ^d$ and $t_{k−d} ≤ t_k − τ^d < t_{k−d+1}$, $d ∈ \mathbb{D}$; also, $τ^d ≤ \min\{T'(t_k), T'(t_{k−d})\}$. 

The following algorithm is proposed for the decentralized RHC algorithm. The algorithm is developed for the $i^{th}$ vehicle; in fact, all vehicles run this algorithm during performing the mission simultaneously:

**Variable Decentralized RHC Algorithm2:**

1) Let $k=0$.

2) Compute graph connection $E^i(t_k)$ according to (5).

3) Sample $x^i_{\text{actual}}(t_k)$.

4) Communicate $x^i_{\text{actual}}(t_k)$ to neighbour vehicles and receive $x^j_{\text{actual}}(t_{k-d})$ where $(i, j) \in E^i(t_k)$ and goto step 7.

5) Solve the decentralized optimization problem $P^i(t_k)$ and generate the control action for time interval $[t_k, t_k + T^i(t_k)]$.

6) Execute the control action for individual vehicle over the time interval $[t_k, t_{k+1}]$.

\[
    u^i(t) = u^i_{i,k}(t); \quad t \in [t_k, t_{k+1}] \tag{13}
\]

7) $k=k+1$. Goto step 2.

In step 5 of the above algorithm the state of neighbour vehicles at $t_k$ is needed to solve the optimization problem $p_i$ while this information is not available due to communication delay. The following procedure is proposed to predict $x^i_{./j}(t_k)$ where $x^i_{./j}(t)$ denotes the state of $j$-th vehicle at time step $t$, computed by $i$-th vehicle through solving the optimization problem $P^i(t_k)$:

At $t = t_k$ the following information from the neighbours are available:

- $x^i_{\text{actual}}(t_{k-d})$

- $u^i_{i,d}(s); \quad s \in [t_{k-d}, t_{k-d} + T^i(t_{k-d})]$

Hence, solving the following ordinary differential equation yields the solution:
\[ \dot{x}^j = f(x^j, u^j); \]
\[ \left\{ \begin{array}{l}
x^{j,i}(t_{k-d}) = x^{j,i}_{\text{actual}}(t_{k-d}) \\
u^{j,i}(s) = u^{j,i}_{\text{actual}}(s); s \in [t_{k-d}, t_k]
\end{array} \right. \] (14)

Remark: If \( r^j \leq \delta^i(t_{k-d}) \leq \delta^i(t_{k-d}) \) then \( u^{j,i}(s) = u^{j,i}(s) \); therefore, if there is no model uncertainty \( x^{j,i}(t_k) = x^{j,i}(t_k) \). Generally, if \( T^i(t_{k-d}) - \delta^i(t_{k-d}) \geq r^j \geq \delta^i(t_{k-d}) \) then \( u^{j,i}(s) \neq u^{j,i}(s) \) because \( i \)-th vehicle uses some portions of \( u^{j,i}(s); s \in [t_{k-d} + 1, t_{k-d} + T^i(t_{k-d})] \) from the previous optimization problem while \( j \)-th vehicle uses the updated control action. Therefore, even in the case of no model uncertainty it may lead to a mismatch between \( x^{j,i}(t_k) \) and \( x^{j,i}(t_k) \) which induces a mismatch between the trajectories that \( P^i(t_k) \) and \( P^j(t_k) \) generate for the \( j \)-th vehicle during \([t_k, t_k + T^i(t_k)]\), this may lead to infeasibility and instability of \( P^i(t_k) \). The following sections will address this issue and find a bound on the control action and mismatch to ensure the feasibility and stability of the decentralized RHC problem.

6.4 Stability condition of Decentralized RHC for continuous time systems

In the decentralized RHC formulated here, the vehicles use a model of the neighbour vehicles to predict their trajectory. The predicted neighbours' trajectories will be used to meet the sufficient condition for stability of the whole group. In addition, the information communicated between the vehicles is used after each sampling time to make the predicted solutions feasible. The following proposition gives the sufficient condition for the stability of the decentralized RHC problem \( P^i(t_k) \).

**Proposition 1:** Suppose that matrix penalties \( Q \) and \( R \) are symmetric, positive and full rank. Also, assume the sets of states and inputs contain the origin. Then, the following
inequality is the sufficient condition for the asymptotic stability of the decentralized RHC problem \( P^i(t_k) \) at the origin:

\[ \varepsilon^i(t_k) \leq \kappa^i(t_k) \]  

(15)

where \( \varepsilon^i \) is the summation of the prediction mismatches over the prediction horizon:

\[ \varepsilon^i(t_k) = \sum_{j \in E(t_k)} \left[ \int_{t_k}^{t_k+T(t_k)} \| x_{i,i}^{j,i}(t) - x_{i,i}^{j,i}(t) \|_Q^2 \, dt + \int_{t_k}^{t_k+T(t_k)} \| u_{i,i}^{j,i}(t) - u_{i,i}^{j,i}(t) \|_R^2 \, dt \right] \]

(16)

Also:

\[ \kappa^i(t_k) = \int_{t_k}^{t_k+S(t_k)} \left( \| x_{i,i}^{j,i}(t) \|_Q^2 + \| u_{i,i}^{j,i}(t) \|_R^2 \right) \, dt + \sum_{j \in E(t_k)} \left[ \int_{t_k}^{t_k+T(t_k)} \left( \| x_{i,i}^{j,i}(t) \|_Q^2 + \| u_{i,i}^{j,i}(t) \|_R^2 \right) \, dt \right] \]

(17)

Proof: Without losing the generality consider the case of two vehicles: \( i = 1, j = 2 \), then:

\[ J^*_{i,i} (\bar{x}^{1*} (t_{k+1}), \bar{u}^{1*} (-)) = \int_{t_k}^{t_k+T(t_k)} \left( \| x_{i,i}^{1,1}(t) \|_Q^2 + \| u_{i,i}^{1,1}(t) \|_R^2 \right) \, dt + \| x_{i,i}^{2,1}(t_{k+1}) + T \|_P^2 \]

(18)

Also:

\[ J^*_{i,i} (\bar{x}^{2*} (t_k), \bar{u}^{2*} (\cdot)) = \int_{t_k}^{t_k+T(t_k)} \left( \| x_{i,i}^{2,1}(t) \|_Q^2 + \| u_{i,i}^{2,1}(t) \|_R^2 \right) \, dt + \| x_{i,i}^{2,1}(t_k + T) \|_P^2 \]

(19)

Also consider the optimization problem \( P^i(t_k) \) with the following optimal solutions:

\[ u_{i,i}^{1,1*}(s) ; s \in [t_k, t_k + T^1(t_k)] \]

\[ u_{i,i}^{2,1*}(s) ; s \in [t_k, t_k + T^1(t_k)] \]

\[ u_{i,i}^{2,3}(t_{k+1}) \text{ and } u_{i,i}^{2,2}(t_{k+1}) \text{ are calculated from two different optimization problems } P^i(t_k) \text{ and } P^2(t_k) \text{ respectively; hence, they are not necessarily the same and it means the following shifted optimization solutions may not be feasible:} \]
\begin{align*}
    u_{i_{k+1}}^{1,1}(s) &= \begin{cases} 
    u_{i_{k+1}}^{1,1}(s); & s \in [t_{k+1}, t_{k+1} + T \delta^{1}(t_{k+1}) - \delta^{1}(t_{k+1})] \\
    0 & s \in [t_{k+1} + T - \delta^{1}(t_{k+1}), t_{k+1} + T \delta^{1}(t_{k+1})] 
    \end{cases} \\
    u_{i_{k+1}}^{2,1}(s) &= \begin{cases} 
    u_{i_{k+1}}^{2,1}(s); & s \in [t_{k+1}, t_{k+1} + T \delta^{1}(t_{k+1}) - \delta^{1}(t_{k+1})] \\
    0 & s \in [t_{k+1} + T \delta^{1}(t_{k+1}) - \delta^{1}(t_{k+1}), t_{k+1} + T \delta^{1}(t_{k+1})] 
    \end{cases}
\end{align*}

Hence, we construct the following feasible control trajectory:

\begin{align*}
    u_{i_{k+1}}^{1,1}(s) &= \begin{cases} 
    u_{i_{k+1}}^{1,1}(s); & s \in [t_{k+1}, t_{k+1} + T \delta^{1}(t_{k}) - \delta^{1}(t_{k})] \\
    0 & s \in [t_{k+1} + T \delta^{1}(t_{k}) - \delta^{1}(t_{k}), t_{k+1} + T \delta^{1}(t_{k})] 
    \end{cases} \\
    u_{i_{k+1}}^{2,1}(s) &= \begin{cases} 
    u_{i_{k+1}}^{2,1}(s); & s \in [t_{k+1}, t_{k+1} + T \delta^{2}(t_{k}) - \delta^{2}(t_{k})] \\
    0 & s \in [t_{k+1} + T \delta^{2}(t_{k}) - \delta^{2}(t_{k}), t_{k+1} + T \delta^{2}(t_{k})] 
    \end{cases}
\end{align*}

Since the dynamics of the vehicles are not coupled it is possible to construct this feasible solution. This feasible control trajectory will be used to calculate the cost function (23) which is not optimal necessarily:

\begin{align*}
    J^{*}_{\bar{x}^{1}(t_{k+1}), \bar{u}^{1}(\cdot)} &= \int_{t_{k+1}}^{t_{k+1} + T \delta^{1}(t_{k+1})} \left( \| \dot{x}_{i_{k+1}}^{1}(t) \|_{Q}^{2} + \| u_{i_{k+1}}^{1,1}(t) \|_{R}^{2} \right) dt + \| x_{i_{k+1}}^{1}(t_{k+1} + T \delta^{1}(t_{k+1})) \|_{Q}^{2} \\
    &+ \int_{t_{k+1}}^{t_{k+1} + T \delta^{2}(t_{k+1})} \left( \| \dot{x}_{i_{k+1}}^{2}(t) \|_{Q}^{2} + \| u_{i_{k+1}}^{2,1}(t) \|_{R}^{2} \right) dt + \| x_{i_{k+1}}^{2}(t_{k+1} + T \delta^{2}(t_{k+1})) \|_{Q}^{2}
\end{align*}

Also, since we assumed the dynamics are decoupled, \( u_{i_{k+1}}^{1,1} \) and \( u_{i_{k+1}}^{2,2} \) are feasible at time \( t = t_{k+1} \) for problem \( P^{i}(t_{k}) \). The figure below shows schematically the three cost function which will be used to prove the stability:
Fig. 5: Schematic representation of cost functions used to prove the stability

Hence, from the optimality property we have:

\[
\begin{align*}
J^*_{T^i(t_{i+1})} (\tilde{x}^* (t_{i+1}), \tilde{u}^* (t_{i+1})) & \leq J^*_{T^i(t_{i+1})} (\tilde{x}^* (t_{i+1}), \tilde{u}^* (t_{i+1})) \\
& = J^*_{T^i(t_{i+1})} (\tilde{x}^* (t_{i+1}), \tilde{u}^* (t_{i+1})) \\
& - \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{1,1}_i (t) \right\|_p^2 + \left\| u^{1,1}_i (t) \right\|_q^2 \right) dt - \left\| x^{1,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 \\
& - \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{2,1}_i (t) \right\|_p^2 + \left\| u^{2,1}_i (t) \right\|_q^2 \right) dt - \left\| x^{2,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 \\
& + \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{1,2}_i (t) \right\|_p^2 + \left\| u^{1,2}_i (t) \right\|_q^2 \right) dt - \left\| x^{1,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 \\
& + \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{2,2}_i (t) \right\|_p^2 + \left\| u^{2,2}_i (t) \right\|_q^2 \right) dt - \left\| x^{2,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 \\
& + \left\| x^{1,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 + \left\| x^{2,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 \\
& + \left\| x^{1,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 + \left\| x^{2,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2.
\end{align*}
\]

(24)

If matrix penalty \( P \) is calculated from the control Lyapunov function (CLF) of the linearized model of (9), then the final cost \( \left\| x(t_k + T^i) \right\|_p^2 \) is a bound on the finite optimal cost function\(^{19}\); in fact:

\[
\begin{align*}
\left\| x^{1,1}_i (t_k + T^i(t_k)) \right\|_p^2 + \left\| x^{2,1}_i (t_k + T^i(t_k)) \right\|_p^2 & \geq \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{1,1}_i (t) \right\|_q^2 + \left\| x^{2,1}_i (t) \right\|_q^2 \right) dt \\
\left\| x^{1,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 + \left\| x^{2,2}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 & \geq \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{1,2}_i (t) \right\|_q^2 + \left\| x^{2,2}_i (t) \right\|_q^2 \right) dt.
\end{align*}
\]

(25)

Hence:

\[
\begin{align*}
\left\| x^{1,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 + \left\| x^{2,1}_i (t_{i+1} + T^i(t_{i+1})) \right\|_p^2 & - \left\| x^{1,1}_i (t_k + T^i(t_k)) \right\|_p^2 - \left\| x^{2,1}_i (t_k + T^i(t_k)) \right\|_p^2 \\
& + \int_{t_{i+1}}^{t_{i+1}+T^i(t_{i+1})} \left( \left\| x^{1,1}_i (t) \right\|_q^2 + \left\| x^{2,1}_i (t) \right\|_q^2 \right) dt \leq 0
\end{align*}
\]

(26)

Using (26) in (24) and using triangle inequality for the weighted norms yields:
\[
J^i_{i_k} (\tilde{x}^i (t_k), \tilde{u}^i (t_k)) = J^i_{i_k} (\tilde{x}^i (t_k), \tilde{u}^i (t_k)) \leq \\
\int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,2} (t) - x^{i,3} (t) \|^2 dt + \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,2} (t) - u^{i,3} (t) \|^2 dt \\
- \int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,1} (t) \|^2 dt - \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,1} (t) \|^2 dt
\]  \hfill (27)

According to Lyapunov stability analysis for the stability of the decentralized RHC, the right hand side of inequality (27) must be negative which yields the following stability condition for the case of two vehicles:

\[
\int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,2} (t) - x^{i,3} (t) \|^2 dt + \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,2} (t) - u^{i,3} (t) \|^2 dt \\
\leq \int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,1} (t) \|^2 dt + \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,1} (t) \|^2 dt
\]  \hfill (28)

A same analysis for the general case with \( N \) number of neighbours for i-th vehicle yields the general stability condition (15). Stability condition (15) implies that if the prediction mismatch is bounded then the stability is ensured.

**Remark:** The right hand side of (27) can be used to define the stability margin for the i-th vehicle in general case as follows:

\[
\text{Stability Margin} = \\
\sum_{j \in \mathcal{E}^i (t_k)} \int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,j} (t) - x^{i,i} (t) \|^2 dt + \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,j} (t) - u^{i,i} (t) \|^2 dt \\
+ \int_{t_k}^{t_k + \tau^i (t_k)} \| x^{i,i} (t) \|^2 dt + \int_{t_k}^{t_k + \tau^i (t_k)} \| u^{i,i} (t) \|^2 dt
\]  \hfill (29)

The bigger stability margin the more stable system. This definition of stability margin will be used in the future sections to investigate the effectiveness of each method for enhancing the stability.
6.5 Improved algorithms for decentralized RHC

In this section the role of variable communication topology, variable prediction horizon and variable sampling time for stability enhancement is investigated, and finally an algorithm is proposed which uses the results of this section for further enhancement of stability of decentralized RHC.

Beforehand, it is important to find out how the communication can be performed to enhance the stability. According to (29), for a larger stability margin the integration of mismatch between the predicted and actual trajectories of the neighbours over the prediction horizon must be as small as possible. Hence, in order to enhance the stability of the system $\varepsilon'$ should be reduced as much as possible and the communication must be appropriately performed in this way. In fact, the communication should be used in such a way that the predicted trajectory of the neighbour vehicles don't deviate too far from the actual values. Therefore, in this section, the communication techniques are utilized in such a way to reduce the mismatch between the predicted and actual trajectories of neighbour vehicles.

6.5.1 Variable Communication topology

By the expression “variable communication topology” we mean that the number of the neighbours of each vehicle may change during performing the mission; in fact, the set of neighbour vehicles of each vehicle is time varying. The variation in the number of neighbour vehicles of each vehicle is carried out by two communication techniques: 1-changing the communication radius and 2- multi-hopping communication. These two techniques are introduced and discussed in this section.

6.5.1.1 Expanding the communication radius:

The communication radius defines a region around each individual vehicle where the individual vehicle is able to communicate with vehicles which are inside this region. Figure 1 shows this region for a vehicle by a circle, the dashed circles show the expanded communication radius and it shows that with a larger communication radius the vehicle is
able to communicate with more other vehicles. Hence, the larger communication radius allows more neighbours for each vehicle and this drives the local solutions of the decentralized RHC to be closer to the global centralized solution which is unique for all vehicles. This leads to smaller mismatch between predicted and actual trajectories of neighbours, and according to stability margin (29) this will increase the stability margin of the decentralized RHC. Therefore, generally speaking one can say that a larger communication radius can improve the stability of the decentralized RHC.

However, in the case of larger communication radius the communication delay may deteriorate the performance of the system. Also, for more number of neighbours, the scale of the decentralized RHC problem is larger and this leads to the higher computation burden. Hence, a trade-off between these issues provides an optimum communication radius.

6.5.1.2 Multi-hopping communication:

Another potential way for changing the number of vehicles is multi-hopping communication. From a communication point of view, each node (vehicle) on the graph is a hop that can receive the information from the neighbour nodes and transfer the information to them. The idea is to hop (transfer) the information from one node of the graph to another until the information arrives at the destination. In fact, the information is communicated between two nodes which are not necessarily neighbours.
Fig. 6: Multi-hopping communication and information flow between two non-neighbour vehicles

Multi-hopping communication enables each vehicle to communicate with more vehicles through its neighbours. It is true to say that the i-th vehicle has access to all vehicles which its neighbours have access to them. Figure 6 shows how two non-neighbouring vehicles can communicate through a common neighbour. The arrows show the flow of information between two non-neighbours vehicles communicating through a common neighbour.

Using multi-hopping communication, more vehicles are able to communicate with each other since they are all connected through multi-hopping. Hence, this will make the set of neighbours larger and consequently this allows the local solutions of the decentralized RHC to be closer to the global centralized solution which is unique for all vehicles. This leads to smaller mismatch between predicted and actual trajectories of neighbours and hence according to stability margin (29) this will increase the stability margin of the decentralized RHC. Therefore, theoretically, one can say that the multi-hopping can improve the stability of the decentralized RHC. However, practically multi-hopping induces delays and noise that will adversely affect the control algorithm. This delay is different for each neighbour and it is seen in the literatures that the effect of the varying delay is more deteriorative than the constant delay. Also, the effect of the higher computation effort must be considered like the case of larger communication radius.
6.5.2 Variable Prediction Horizon

The effect of the variable prediction horizon is investigated in this section. We will find some bounds on the prediction horizon so that the stability is achieved. Since each vehicle uses a model of the neighbor to predict the trajectory of neighbor vehicles, to investigate the effect of variable prediction horizon on the stability of decentralized RHC, two cases will be studied: 1) model of neighbor vehicle without uncertainty 2) model of neighbor vehicle with model uncertainty. Beforehand, we make the following assumption:

**Assumption**: we assume that the dynamics of vehicles is *Lipchitz continuous* with Lipchitz constants $L_u$ and $L_x$ as follows:

$$
\| f(x_1, u_1) - f(x_2, u_2) \| \leq L_x \| x_1 - x_2 \| + L_u \| u_1 - u_2 \|
$$

(30)

6.5.2.1 No uncertainty in the model of neighbour vehicle

Suppose that $\mu$ is the mismatch between the predicted and actual control action of neighbor $j$:

$$
\| u_{i,j}^{j,i}(t) - u_{i,j}^{j,i}(t) \| \leq \mu \quad ; t \in [t_k, t_k + T]
$$

(31)

Hence, from *Lipchitz continuous* assumption, the following hold:

$$
\| f(x_{i,j}^{j,i}(t), u_{i,j}^{j,i}(t)) - f(x_{i,j}^{j,i}(t), u_{i,j}^{j,i}(t)) \| \leq \mu L_u
$$

(32)

**Theorem 1**: Sufficient condition for stability of the decentralized RHC architecture is that every $i$-th vehicle satisfies the following inequality at each time step $t_k$:

$$
\sum_{j \in \mathcal{N}(i)} \left[ \frac{1}{L_x} \left( e^{L_x T(t_k)} - e^{L_x T(t_k)} \right) + \frac{1}{L_x} \left( e^{L_x T(t_k)} - e^{L_x T(t_k)} - (T(t_k) - \delta_T(t_k)) \right) \right] \lambda_{\max}(Q) \mu \delta(t_k) + N_i \mu \delta(t_k) \lambda_{\max}(R) \leq \kappa(t_k)
$$

(33)
where, $\mu$ is defined in (31), $L$ is lipchitz constant of vehicles dynamics, $\|\|$ denotes the induced weighted norm of matrix, $N^i_v$ is the number of neighbours of $i$-th vehicle and $\lambda_{\text{max}}$ denotes the maximum eigenvalue of matrix.

**Proof:** For simplicity, we first consider the case of two vehicles ($N_v=2$), hence:

$$
\mathcal{E}' = \int_{t_k}^{t_k + T(t_k)} \| x_{i,j}^j(t) - x_{i,j}^i(t) \|^2 dt + \int_{t_k}^{t_k + T(t_k)} \| u_{i,j}^j(t) - u_{i,j}^i(t) \|^2 dt
$$

(34)

Where, $j$ is the neighbour of $i$, and $(i=1, j=2)$. Also, from (31) we have:

$$
\int_{t_k}^{t_k + T(t_k)} \left\| u_{i,j}^j(t) - u_{i,j}^i(t) \right\| dt \leq \mu (T(t_k) - \delta(t_k))
$$

(35)

Using Bellman-Gronwall lemma for mismatch (32) and taking integration yields:

$$
\int_{t_k}^{t_k + T(t_k)} \| x_{i,j}^j(t) - x_{i,j}^i(t) \| dt \leq \int_{t_k}^{t_k + T(t_k)} \left\| x_{i,j}^j(t_k) - x_{i,j}^i(t_k) \right\| e^{L_{\text{sys}}(t_k-t_k)} + \frac{\mu L_{\text{sys}}}{L_x} (e^{L_{\text{sys}}(t_k-t_k)} - 1)\right\| dt
$$

(36)

Where, $L_x$ is the Lipchitz constant for system (9) with respect to $x$. Some mathematical operations yield:

$$
\int_{t_k}^{t_k + T(t_k)} \| x_{i,j}^j(t) - x_{i,j}^i(t) \| dt \leq \frac{\| x_{i,j}^j(t_k) - x_{i,j}^i(t_k) \|}{L_x} \left( e^{L_{\text{sys}}(t_k-t_k)} - e^{L_{\text{sys}}(t_k-t_k)} \right) + \frac{\mu L_{\text{sys}}}{L_x} \left( \frac{1}{L_x} (e^{L_{\text{sys}}(t_k-t_k)} - e^{L_{\text{sys}}(t_k-t_k)}) \right)
$$

(37)

Putting (35) and (37) into (34) yields to following bound on the $\mathcal{E}'$ and Using this bound in (15) yields:

$$
\mathcal{E}' \leq \left[ \frac{\| x_{i,j}^j(t_k) - x_{i,j}^i(t_k) \|}{L_x} \left( e^{L_{\text{sys}}(t_k-t_k)} - e^{L_{\text{sys}}(t_k-t_k)} \right) + \frac{\mu L_{\text{sys}}}{L_x} \left( \frac{1}{L_x} (e^{L_{\text{sys}}(t_k-t_k)} - e^{L_{\text{sys}}(t_k-t_k)}) \right) \right] \lambda_{\text{max}}(Q)
$$

(38)

$$
+ \mu (T(t_k) - \delta(t_k)) \lambda_{\text{max}}(R) \leq k
$$

The proof for the general case with $N_v$ vehicles follows along the lines of the case of two vehicles and yields the stability condition (33) that defines a bound on the prediction horizon $T$. Since the left hand side of (33) is a strictly increasing function of prediction horizon $T$.
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horizon \( T \), there is a unique solution for inequality (33). Evidently this solution comes from the communication limitation and hence is called \( T_{\text{Comu}} \).

### 6.5.2.2 Model of neighbour vehicle with model uncertainty

Assume that there is the following bound on the model uncertainty:

\[
\| f(x^i) - f_{\text{actual}}(x^i) \| \leq \beta
\]  

(39)

**Theorem 2:** Sufficient condition for stability of the decentralized RHC architecture is that every \( i \)-th vehicle satisfies the following inequality:

\[
\sum_{j \in \mathcal{N}(i)} \left[ \frac{\| x^{i,j}(t_k) - x^{i,j}(t_{k-1}) \|}{L_i} + \mu L_i + \beta \left( \frac{1}{L_i} (e^{L_i t_k} - e^{L_i t_{k-1}}) - (T(t_k) - \delta(t_k)) \right) \right] \lambda_{\max}(Q) 
+ N_i \mu (T(t_k) - \delta(t_k)) \lambda_{\max}(R) \leq \kappa(t_k)
\]  

(40)

Where, \( \mu \) is defined in (31), \( \beta \) is model uncertainty of neighbour vehicles, \( L \) is Lipchitz constant of vehicles dynamics, \( \| \| \) denotes the induced weighted norm of matrix, \( N_i \) is the number of neighbours of \( i \)-th vehicle and \( \lambda_{\max} \) denotes the maximum eigenvalue of matrix.

**Proof:** An analysis similar to theorem 1 provides the proof for this theorem.

The inequalities (33) and (40) suggest that for stability of the decentralized RHC the following must hold:

\[
T \leq T_{\text{Comu}}
\]  

(41)

In fact, the prediction horizon should be smaller than \( T_{\text{Comu}} \). However, we should consider that normally for RHC the prediction horizon should be selected as large as possible for better performance. Hence, selection of \( T \) is a trade off between stability and performance.
6.5.3 Variable Communication Rate

The communication sampling time is equal to the execution time of the RHC. Also, it is well known that for stability of RHC the execution time must be smaller than the prediction horizon \(^{19}\), hence, it is concluded that for stability the communication rate must be smaller than the prediction horizon coming from (33) and (40). On the other hand, it is required that each vehicle has enough time to transfer its updated information to its neighbours. In fact, the amount of communicated information mustn't exceed the bandwidth of the available communication facilities at each sampling time; hence, the following communication constraint must be respected:

\[
\sum K_{i}(t) \leq B \tag{42}
\]

where, \(\delta_{i}^{*}(t)\) is the sampling period of the i-th vehicle at time \(t\), \(K_{i}\) is the amount of i-th package (bits/sample) and \(B\) (bits/s) is the bandwidth of the available communication channel. This will impose a lower bound on the communication rate. Thus:

\[
\delta_{i}^{*}(t_{k}) \leq \delta_{i}^{*}(t_{k}) << T_{i}(t_{k}) \tag{43}
\]

The following theorem suggests that to reduce the deteriorative effects of communication delay on the stability, the communication should be performed with a faster rate. Without losing the generality, the analysis is carried out for linear systems while the results can be generalized to a wider class of systems (the nonlinear systems can be approximated by a linear system)

**Theorem 3:** Consider the optimization problem 1 with the following linear differential equation describing the dynamics of i-th vehicle:

\[
\dot{x}^{i}(t) = Ax^{i}(t) + Bu^{i}(t) \\
x^{i}(t_{0}) = x^{i}_{0} \in X_{0}^{i} \tag{44}
\]

And also suppose that the following provides the concatenated dynamics of all vehicles in the set of neighbours of i-th vehicle:
\[ \dot{\tilde{x}}^i(t) = \tilde{A}^i \tilde{x}^i(t) + \tilde{B}^i \tilde{u}^i(t) \]
\[ \tilde{x}^i(t_0) = \tilde{x}^i_0 \] (45)

Then, the following holds for each vehicle at each time step \( t_k \):
\[ \left\| x^{i,j}_k(t_k) - x^{j,i}_k(t_k) \right\| \leq \alpha \lambda e^{\lambda \delta(t_k)} \left\| x^{j,i}(t_{k-1}) \right\| \] (46)

Where \( \alpha \) and \( \lambda \) are positive numbers.

**Proof:** the Hamiltonian for the optimization problem 1 is written as follows:
\[ H = \left\| \tilde{x} \right\|_{Q_1}^2 + \left\| \tilde{u} \right\|_{H_1}^2 + q^T (\tilde{A}^i \tilde{x}^i + \tilde{B}^i \tilde{u}^i) \] (47)

Where \( q \) defines the vector of costae. Hence, the necessary condition for the optimality is:
\[ \nabla_z H = 0 \Rightarrow \tilde{u}(t) = - (\tilde{R} + \tilde{R}^T)^{-1} \tilde{B} \tilde{P} = \frac{1}{2} \tilde{R}^{-1} \tilde{B}^T \tilde{P} \] (48)

Also, we have:
\[ \dot{q} = - \nabla_z H \] (49)

Combining this with system dynamics yields:
\[ \begin{bmatrix} \dot{\tilde{x}}^i \\ \dot{\tilde{q}} \end{bmatrix} = \begin{bmatrix} \tilde{A}^i & -\frac{1}{2} \tilde{B} \tilde{R} \tilde{B}^T \\ -2 \tilde{Q} & -\tilde{A} \end{bmatrix} \begin{bmatrix} \tilde{x}^i \\ q \end{bmatrix} \] (50)

And for the boundary conditions we have:
\[ q(T^i(t_k)) = \nabla_x \left\| \tilde{x} \right\|_{P_1}^2 = \tilde{x}(T^i(t_k)) \] (51)

Solving the system of differential equations (50) yields the following solutions:
\[ \tilde{u}(t) = - \frac{1}{2} \tilde{R}(t_k)^{-1} \tilde{B}(t_k)^T \varphi^u(t)(t) \tilde{x}(t_k) ; t \in [t_k, t_k + T^i(t_k)] \] (52)
\[ \tilde{x}(t) = \varphi(t) \tilde{x}(t_k) ; t \in [t_k, t_k + T^i(t_k)] \]

Where,
\[ \varphi^u(t) = \varphi(I(t) + \varphi_2(t)) \] (53)

Where,
\[ S_{t_a} = -\frac{1}{2} \tilde{R}^{-1} \tilde{B}^T \left[ \varphi_4(T'(t_k)) - 2 \tilde{P} \varphi_2(T'(t_k)) \right]^{-1} \left[ 2 \tilde{P} \varphi_1(T'(t_k)) - \varphi_3(T'(t_k)) \right] \] (54)

And \( \varphi_1, \varphi_2, \varphi_3 \) and \( \varphi_4 \) are the components of the transition matrix of system (50):

\[
\varphi(t, t_0) = \begin{bmatrix} \varphi_1 \\ \varphi_2 \\ \varphi_3 \\ \varphi_4 \end{bmatrix}
\] (55)

In \([21]\) it is proven that the following bounds can be defined on the transition matrix components:

\[
\| \varphi_u(t) \| \leq \alpha_u e^{\lambda_u t}; \alpha_u, \lambda_u \geq 0
\]
\[
\| \varphi_s(t) \| \leq \alpha_s e^{\lambda_s t}; \alpha_s, \lambda_s \geq 0
\] (56)

If we separate the inputs and states evolution equation for the j-th vehicle and shift that in time by \( d \) steps, we will have:

\[
u_{t_k}^j = t_k - i (R_j^{-1}(B_j T'(t_k)) \varphi_{i,k-d}(t) x(t_{k-d}) \); t \in [t_{k-d}, t_{k-d} + T'(t_k)]
\]

\[
\tilde{x}_{t_k}^j = \varphi_{i,k-d}(t) \tilde{x}_{t_k}^{j,i} (t_{k-d}) \); t \in [t_{k-d}, t_{k-d} + T'(t_k)]
\] (57)

Since \( \varphi_{i,k-d}^x \) and \( \varphi_{i,k-d}^x \) obtained from the graph topology \( E_{i,k-d} \), the control action above is a function of graph topology. In the decentralized RHC the j-th vehicle transmit this control action to its neighbour vehicle in order to the neighbours use this control action for prediction of \( x_{t_k}^{i,j} \); in fact, the i-th vehicle uses this control action over the horizon \([t_{k-d}, t_k]\) while the j-th vehicle use this control action during \([t_{k-d}, t_{k-d+1}]\) and at the next time step the j-th vehicle uses the updated control trajectory \( u_{i,k-d}^j(t) \); hence, this mismatch between what j-th vehicle plans and what i-th vehicle assumes about that induces a delay induces a mismatch between \( x_{t_k}^{i,j} \) and \( x_{t_k}^{i,j} \). Therefore, since \( x_{t_k}^{i,j} \) and \( x_{t_k}^{i,j} \) are used to solve optimization problems \( P(t_k) \) and \( P(t_k) \) it is required to find the mismatch between \( x_{t_k}^{i,j} \) and \( x_{t_k}^{i,j} \) as follows:

\[
x_{t_k}^{i,j}(t_k) = \varphi_{i,k}^x(t_k) x_{t_k}^{i,j}(t_{k-1}) = \varphi_{i,k}^x(t_k) \varphi_{i,k}^x(t_{k-2}) x_{t_k}^{i,j}(t_{k-2}) = \varphi_{i,k}^x(t_k) \varphi_{i,k}^x(t_{k-2}) \ldots \varphi_{i,k}^x(t_{k-d+1}) x_{t_k}^{i,j}(t_{k-d})
\] (58)

Also:
\[ x_{i,a}^{i,j}(t_k) = \Phi_{i,a}^{i,j}(t_k) x_{k-d}^{i,j}(t_{k-d}) \]  

(59)

Since \( x_{i,d}^{i,j}(t_k) \) is transmitted to the \( i \)-th vehicle and it is received by the \( i \)-th vehicle at time \( t_k \), then \( x_{i,d}^{i,j}(t_{k-d}) = x_{i,d}^{i,j}(t_{k-d}) \). Subtraction (58) and (59), taking norm and using inequality (56) yield:

\[
\left\| x_{i,j}^{i,j}(t_k) - x_{i,j}^{i,j}(t_k) \right\| = \left\| \Phi_{i,j}^{i,j}(t_k) \Phi_{i,j}^{i,j}(t_{k-1}) \cdots \Phi_{i,j}^{i,j}(t_{k-d}) - x_{i,d}^{i,j}(t_k) \right\| \leq \alpha_i e^{\lambda_i d} \left\| x_{i,d}^{i,j}(t_{k-d}) \right\|
\]

(60)

Where \( \alpha_i \) and \( \lambda_i \) are positive numbers.

**Remark:** Inequality (60) says that a larger sampling time \( \delta_i(t_k) \), will increase the mismatch between \( x_{i,j}^{i,j}(t_k) \) and \( x_{i,j}^{i,j}(t_k) \) which are the initial condition of both \( P_i(t_k) \) and \( P_i(t_k) \), and this will lead to mismatch between the trajectories that \( P_i(t_k) \) and \( P_i(t_k) \) generate for \( j \)-th vehicle. Then, decreasing of the sampling time \( \delta_i(t_k) \) which means a faster communication rate will improve the feasibility and stability of the decentralized RHC.

### 6.5.4 Proposed Algorithm for communication topology optimization

In this section based on the results of the previous section a new improved algorithm for decentralized RHC is proposed. First a sub-algorithm is proposed which allows using the maximum available communication capacity for choosing the best combination of communication topology, communication rate and prediction horizon so that the stability enhancement of decentralized RHC is achieved. Then, this sub-algorithm is merged with the decentralized RHC algorithm. Once for any reason the performance and stability of decentralized RHC architecture is not reasonable, the new communication based approach can be used to enhance the stability. This approach consists of three main steps:

1- the communication topology is changed for enhancement of stability based on the results of section 5.1.
2- Based on the new communication topology the graph topology
(section 3) are updated. 3- The communication rate and prediction horizon are selected for the new problem so that the stability is guaranteed (section 5.2 & 5.3). The new sub-algorithm is proposed in figure 7:

**Fig. 7: Sub-algorithm for optimization of graph topology and decentralized RHC architecture**

Figure 7 shows an algorithm which optimizes the graph topology and decentralized RHC parameters in order to use maximum communication capacity for improving the stability and performance. More specifically the output of this algorithm is the optimum communication topology, communication rate (execution time) and prediction horizon. In this diagram $\nu$ is a positive small number; a bigger $\nu$ leads to a more conservative design
which doesn’t use maximum available communication topology. At each sampling time each vehicle uses this algorithm to find the best communication topology, execution horizon (sampling time) and prediction horizon. It is important to mention that this selection is restricted to available communication capability and the decentralized RHC stability requirements. We call this sub-algorithm as “Communication Topology Optimization Algorithm” (CTOA); we combine the CTOA with the decentralized RHC algorithm as follows:

**Modified Decentralized RHC Algorithm:**

8) Let \( k = 0 \).

9) **Compute optimized graph topology** \( E^i(t_k) \), **communication rate and prediction horizon** by “Communication Topology Optimization Algorithm” (CTOA).

10) Sample \( x^i_{\text{actual}}(t_k) \).

11) Communicate \( x^i_{\text{actual}}(t_k) \) to neighbour vehicles and receive \( x^j_{\text{actual}}(t_k - d_y^i \delta^i(t_k)) \) where \( (i, j) \in E^i(t_k) \).

12) Solve the decentralized optimization problem \( P_i(t_k) \) and generate the control action for time interval \( [t_k, t_{k+1}] \).

13) Execute the control action for individual vehicle over the time interval \( [t_k, t_{k+1}] \).

\[
U^i(t) = U^i_{\text{opt}}(t); \quad t \in [t_k, t_{k+1}]
\]  \hspace{1cm} (61)

14) \( k = k + 1 \). Goto step 2.

This modified decentralized RHC algorithm allows using the maximum available communication topology for stability and performance enhancement.
6.6 Example

6.6.1 Case Study I: Formation of a group of mobile robots

The simulation example involves the formation stabilization of a group of five differentially driven wheeled mobile robots, where it is desirable that each robot takes a predefined position and finally reaches an assigned target. Using feedback linearization the equations of a mobile robot can be transformed into a two dimensional double integrator \(^{26,27}\) as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= u_1 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= u_2
\end{align*}
\]

(62)

where, \((x_1, x_3)\) denotes the position vector, \((x_2, x_4)\) is the set of velocity components, \(u_1\) and \(u_2\) are the inputs to the robot. These dynamics can also serve as a description for a rotorcraft-like UAV flying at constant altitude. Random noise is added to the dynamics to investigate the effect of uncertainty. The following undirected graph topology is used to study the formation stabilization of a group of five robots:

\[
\begin{align*}
V &= \{1, 2, 3, 4, 5\} \\
E &= \{(1, 2), (2, 3), (3, 4), (3, 5)\}
\end{align*}
\]

(63)

All matrix penalties in the cost function are taken as the identity matrix except the components corresponding to the velocities are multiplied by 0.001. B-spline basis functions are used to generate the desired trajectories. Furthermore, the concept of flat outputs \(^8\) is utilized to reduce the dimension of the optimization problem and alleviate the online computation burden. The reader is referred to [11] for a comprehensive review on the trajectory generation of the optimization problems.

A "task allocator unit" is also developed that minimizes an overall cost to go for all vehicles and assigns one target to each vehicle. In fact, all the possible cases (permutations) of vehicles to targets are considered and a globally optimal permutation is chosen.

The performance is measured by calculating the final cost of entire group; obviously, it is desired to minimize the final cost for better performance. The optimization toolbox
of Matlab is used for solving the optimization problem. Form stability condition (40), $T_{com}$ for 5 robots is approximated correspondingly as follows 2.5, 2.5, 3.5, 2.5, 2.5 that implies for any prediction horizon smaller than these values the decentralized RHC problem must be stable. To verify that, simulation results for pair $(T, \delta) = (1, 0.2)$ (where $T < T_{com}$) (all time units are sec.) is depicted in figure 8, this figure shows the formation of a group of 5 robots aiming to visit their assigned targets marked by 5 stars on the right part of figure, the initial position of vehicles is shown by 5 circles on figure 8. As it is seen the robots reach their final position precisely; however, figure 9 shows that if we increase the prediction horizon and reduce the communication rate (or increase the execution time) to $(T, \delta) = (5, 0.3)$ (where $T > T_{com}$), the robots don’t reach their assigned target; hence, the feasibility is not achieved that verifies the results of theorem 2. However, the stability can be improved in this case by aiding the results of section IV.B (or IV-C) through changing the communication topology; in fact, the communication radius is enlarged to allow more neighbour for each robot, the new graph topology is presented as follows:

$$E = \{(1, 2), (2, 3), (2, 4), (3, 4), (3, 5), (4, 5)\} \quad (64)$$

Figure 10 shows the simulation results for this enhanced graph topology. As is it seen the performance of the entire group is improved by this new graph topology.

The codes related to the simulation of this case are stored in the folder "Decentralized_task10" and the results can be compared with the centralized case stored in folder "Centralized_task_10".
Fig. 8: Formation of a group of robots with \((T, \delta) = (1, 0.2)\)

![Diagram showing formation of robots with \((T, \delta) = (1, 0.2)\)]

Fig. 9: Formation of a group of robots with bigger prediction horizon and execution time: \((T, \delta) = (5, 0.3)\)

![Diagram showing formation of robots with \((T, \delta) = (5, 0.3)\)]

Fig. 10: Formation of a group of robots with larger communication radius and bigger prediction horizon and execution time: \((T, \delta) = (5, 0.3)\)
6.6.2 Case Study II: Formation of a Fleet of UAVs

In this case a flight formation of a fleet of rotorcraft UAVs with the following 3DOF dynamics is considered \([^9]\):

\[
\begin{align*}
\dot{u} &= vr + c_x u \sqrt{u^2 + v^2} - \frac{k_{nr}}{m} T_{mr} \\
\dot{v} &= -ur + c_y v \sqrt{u^2 + v^2} \\
\dot{r} &= -I_{nr}^{-1} T_{nr} \\
\dot{\psi} &= r \\
x_c &= u \cos(\psi) - v \sin(\psi) \\
y_c &= u \sin(\psi) + v \cos(\psi)
\end{align*}
\]  \(65\)

Where:

\[
\begin{align*}
c_x &= -\frac{1}{m} (0.5) \rho_a S_{fus} \\
c_y &= -\frac{1}{m} (0.5) \rho_a S_{fus}
\end{align*}
\]  \(66\)

Where:

\[
\begin{align*}
S_{fus} &= 0.1 \ m^2 \\
\rho_a &= 1.0 \ kg / m^3 \\
m &= 8.2 \ kg \\
k_{nr} &= -0.3 \\
I_{nr} &= 0.91 \\
I_{zz} &= 0.28 \ kg \times m^2
\end{align*}
\]  \(67\)
It is desired to investigate a case when the vehicles leave the formation due to obstacles (or far targets) (see figure 11), and consequently they need a variable communication topology. In fact, the following topologies will be used during performing the mission:

\[
V = \{1, 2, 3\} \\
E(t_0) = \{(1, 2), (1, 3), (2, 3)\} \\
E(t_1) = \{(2, 3)\} \\
E(t_f) = \{(1, 2), (1, 3), (2, 3)\} \\
\]

This variable graph topology shows that UAVs first fly in formation \((E(t_0))\); then they leave the formation to avoid obstacle \((E(t_1))\) and finally they again return to the formation \((E(t_f))\). This graph topology allows studying a time-varying communication topology.

Fig. 11: Formation of a fleet of UAVs: a time varying communication topology due to obstacle

The parameters of the problem are listed below:
\[
\begin{align*}
T &= 1.0 \text{ sec.} \\
\delta &= 0.05 \text{ sec.} \\
Rc &= 6 \text{ m} \\
Rs &= 2 \text{ m} \\
0 &\leq T_{mr} \leq 1000 \\
0 &\leq T_r \leq 20 \\
V_{max} &= 10 \text{ m/sec (Speed Constraint)} \\
Q &= \text{diag}(0.1, 0.1, 0.1, 0.1, 20, 20) \\
R &= \text{diag}(0.02, 0.02) \\
P &= \text{diag}(1, 1, 1, 1, 1)
\end{align*}
\] (69)

These values are used for all the vehicles. The forward velocity \(u\) and yaw angle \(\psi\) will be used as the flat outputs. These flat outputs are parameterized as a function of time by the means of cubic Spline functions \(^{30}\). RHCOOL library along with SNOPT optimization package \(^{31}\) will be used to solve this problem. The obstacle is modeled as a circle and the vehicles are not allowed to collide that. Mathematically, this restriction is implemented by the following constraint:

\[
x_c^2(t) + y_c^2(t) > R_{obs}^2 = 16
\] (70)

The trajectory of all vehicles must respect this constraint during performing the mission. The SNOPT optimization package allows non-convex optimization problem with nonlinear constraints; hence applying the above nonlinear constraint is possible by SNOPT. Figure (12) shows the trajectories of this scenario:
Fig. 12: flight formation of a fleet of UAVs: a time varying communication topology due to obstacle

As it is seen from the figure (12) the UAVs visit their assigned target and avoid the obstacle (non-fly zone) and collision. Figure (13) shows the distance of the vehicle at each time step:
Fig. 13: The distance between vehicles during performing the mission

As it is seen from the above figure the distance between UAV1 and the other two UAVs exceed the communication radius; hence, for some time interval the UAV1 is not the neighbour of the other two UAVs and change the graph topology. Also, as it is seen the UAVs keep the safe distance ($R_s$) and don’t contact each other.

The codes related to the simulation of this case are stored in the folder “RHCool_Decentralized_task10”.
6.7 Conclusion

The effect of variable communication on stability of decentralized RHC of multi-vehicle systems has been investigated. Since each vehicle uses a model of neighbours to predict their trajectory, the effect of model uncertainty on the stability of the entire group is investigated and bounds are found on the prediction horizon and communication rate that guarantee the stability. The analysis shows that faster communication rates and smaller prediction horizons can improve the stability of decentralized RHC. Furthermore, it is seen that expanding the communication radius and using the multi-hopping communication can improve the stability of decentralized RHC. A modified decentralized RHC algorithm is proposed which allows using the maximum available communication capacity for stability enhancement of decentralized RHC. Two different case studies have been investigated to clarify the problem statement. Future work includes solving some sophisticated case studies with varying communication topology and varying communication rates to verify the theoretical results of this report.
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Abstract
This report documents the work related to tasks #11 for the project entitled "Synthesis and Implementation of Single- and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques". This report describes the design of a real time scheduling algorithm for computation and communication scheduling of multiple uncertain receding horizon control systems, running on multiple distributed computers. In this work, execution horizon and communication period of all systems are determined such that directly optimize robust RHC performance of the whole network. This is achieved through minimization of the upper bound on the so-called overall closed-loop cost of the system, subject to scheduling constraints on both computation and communication. The performance of the method is demonstrated by simulating it in Visual C++ by using RHC Object Oriented Library (RHCool), which is adapted for Dynamic Scheduling of Decentralized RHC Systems.
7.1 Introduction

Scheduling of RHC computational and communication is very important for decentralized RHC control since it allows optimization of resources to achieve maximum performance in the presence of uncertainty, disturbances, and delays. The tasks addressed in this report related to the project entitled “Real-time Scheduling of Multiple Uncertain Receding Horizon Control Systems” is as follows:

Task 11: Design a scalable, dynamic run-time scheduling algorithm for multiple RHC running on distributed digital processors.

In this report, we consider the problem of controlling multiple uncertain nonlinear systems by means of concurrent RHC schemes. The systems considered in this report are dynamically decoupled. However, because of being in a network, the coupling term is appeared in the controller cost function. In addition, the proposed formulation is adapted for decentralized application, so the communication delay is also accounted for in this report.

A new scheduling approach is proposed by combining the results from continuous time nonlinear systems theory and the concept of Rate Monotonic Priority Assignment (RM) [3]. Assuming the prediction horizon is a known constant and using a single computing resource, the new technique determines the execution horizons of all RHC systems. The execution horizon determination of each subsystem while optimizing the performance is cast into a constrained optimization problem. The robust performance is formulated in the objective function and the schedulability condition is guaranteed using a constraint. Online solution of the foresaid optimization problem, using the updated optimization parameters, results in dynamically determining the execution horizons. This report can be regarded as the first systematic approach for dynamic scheduling of multiple RHC systems subject to computing and communicating resource limitations and model uncertainties.

The report is organized as follows:

Chapter 2 presents the dynamic scheduling of decoupled RHC systems using a single processor. It is supposed that the systems have no data exchanging and they are completely decoupled. In this chapter, after problem formulation and scheduling formulations, a discussion is presented for performance improvement by using a new upper bound instead of Gronwall-Bellman Lemma [4].

In Chapter 3, the systems are considered to be coupled in their controller cost functions. The scheduling algorithm presented in this section is applicable to the coupled systems on a single processor.

Chapter 4 is the general case, the communication delay is also added, and a new method for communication scheduling is presented. The scheduling algorithm proposed in this section is using the results of previous sections and is applicable for scheduling of multiple RHC systems on distributed processors. In this method, computation and communication scheduling is formulated by optimally determining the execution horizon.
and communication period of all systems in the network. Summary and future works are presented in Chapter 5 and the references are in Chapter 6.

7.2 Scheduling of Multiple RHC Systems without Coupling on a Single Processor

Receding horizon control (RHC) is a repeated online solution of a finite horizon open-loop optimal control problem [1]. Based on the currently available state values, the optimal control problem is solved and the resulting control input is applied to the plant in a period called the execution horizon. In real-time implementation of a RHC problem, the execution horizon is the closed-loop sampling period. It should be selected carefully to obtain a suitable trade-off between computational expense and controller performance.

Application of RHC to control problems with multiple subsystems such as multiple Unmanned Aerial Vehicle (UAV) systems can be addressed by applying RHC to the individual subsystems. This results in multiple RHC processes that must be scheduled in an appropriate manner to achieve optimal performance in the presence of computing resource limitations. Systematic methods for scheduling RHC systems are typically not discussed in the literature, despite the fact that computational delays resulting from scheduling can dramatically affect stability and performance. A dynamic scheduling approach for multiple discrete-time decoupled linear RHC systems has been previously developed [5]. This method assigns the priorities to different subsystems based on the value of a computational delay dependent cost index. Premature termination of the optimization process is employed. However, in [5], uncertainties in the subsystems are not explicitly accounted for. The authors in [6] considered the problem of optimal on-line assignment of sampling periods for a set of linear-quadratic (LQ) controllers. They used feedback from the plant states to distribute the computing resources optimally among the tasks.

In this chapter, we consider the problem of controlling \( n \) decoupled uncertain nonlinear systems by means of concurrent RHC schemes. A new scheduling approach is proposed by combining the results from continuous time nonlinear systems theory and the concept of Rate Monotonic Priority Assignment (RM) [3]. Assuming the prediction horizon is a known constant and using a single computing resource, the new technique determines the execution horizons of all RHC systems. The execution horizon determination of each subsystem while optimizing the performance is cast into a constrained optimization problem. The robust performance is formulated in the objective function and the schedulability condition is guarantied using a constraint. Online solution of the foresaid optimization problem, using the updated optimization parameters, results in dynamically determining the execution horizons.
7.2.1 Problem Statement

7.2.1.1 RHC formulation

Consider the following nominal equation:

\[ \dot{x} = f(x(t), u(t), t) \]  

which serves as a model for the actual system described by:

\[ \dot{x} = f(\hat{x}(t), u(t), t) + g(\hat{x}, u, t) \]  

where \( x(t) \in \mathbb{R}^n \) and \( \hat{x}(t) \in \mathbb{R}^k \) are the nominal and actual states of the system, respectively. The input vector \( u(t) \in \mathbb{R}^m \) satisfies the constraints \( u(t) \in U \ (\forall t \geq 0) \), where \( U \) is the allowable set of inputs. Furthermore, it is assumed that (A1-A3) in [2] are also satisfied; that is, \( f \) is twice differentiable, \( U \) is compact and convex, and system (1) has a unique solution for a given initial condition. The finite horizon cost (from initial state \( x(t) \)) is defined as follows [7]:

\[ J_T(x(t), u(\cdot)) = \int_0^T q(\dot{x}(\tau; x(t)), u(\tau)) \, d\tau + V(x(t + T; x(t))) \]  

where \( T \) is the optimization horizon of the RHC controller. The optimal cost is given by:

\[ J^*_T(x(t)) = \inf_{u(\cdot)} J_T(x(t), u(\cdot)) \]  

The optimized trajectory resulting from (4) is defined as \((x^*_T(\tau; x(t)), u^*_T(\tau; x(t)))\), \( \tau \in (t, t + T] \). In the closed loop RHC the calculated input \( u^*_T(\tau; x(t)) \) is applied to the actual system (2), and \( \tau \in (t, t + \delta] \), while \( \delta \) is called the Execution Horizon (\( \delta < T \)).

7.2.1.2 Real-time scheduling of multiple RHC systems

Consider the problem of controlling \( n \) decoupled uncertain nonlinear systems using the RHC scheme. The following equations serve as the nominal model for describing the decoupled plants

\[ \dot{x}_i = f_i(x_i(t), u_i(t), t), \quad i = 1, \ldots, n \]  

in addition, the actual plants are described by

\[ \dot{x}_i = f_i(\hat{x}_i(t), u_i(t), t) + g_i(\hat{x}_i, u_i, t), \quad i = 1, \ldots, n \]  
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For RHC control of a single apparatus using a single computer the calculated inputs are applied to the system for a period equal to the execution horizon of the system. Therefore, in real-time implementation, a common way is to define a real-time periodic task [3], with its period equal to the execution horizon of the system.

Suppose that the systems described in (5) and (6) are connected to a single computer for feedback control. From a computer control point of view, each control system can be handled as a periodic task in the real-time programming. The period of each periodic task is equal to the execution horizon of its related subsystem. Determining these periods (or execution horizons) is not trivial. In this report, a systematic approach is presented to calculate these periods.

For the proposed approach, the execution horizons of all subsystems should be defined such that the overall performance of the system is maximized. In order to evaluate the performance of the system, the following cost function is proposed as the cost of the closed loop system from time \( t \) to \( t + T_2 \), where \( T_2 \) is the period that calculated execution horizons would be applied to

\[
\hat{J}_{T_2} = \sum_{i=1}^{n} \left( \sum_{k=1}^{d_i} \left( \int_{\tau}^{\tau+\delta_i} q_i(\hat{x}_i(\tau), u_{T,i}(\tau, \dot{\hat{x}}_i(\tau))) d\tau \right) + \int_{\tau}^{\tau+\delta_i} q_i(\hat{x}_i(\tau), u_{T,i}(\tau, \dot{\hat{x}}_i(t + d, \delta_i))) d\tau \right)
\]

(7)

where \( d_i = \left[ T_2 / \delta_i \right] \), \( t_i' = t + (k-1)\delta_i \), and \( u_{T,i}(\tau, \dot{\hat{x}}_i(\tau)) \) is the optimal input applied to subsystem \( i \).

The idea is to find the execution horizon of each subsystem (\( \delta_i \)), such that \( \sum_{i=1}^{n} \hat{J}_{T_2}^i \) is minimum.

The scheduling algorithm that is presented in this report is based on the concept of Rate Monotonic Priority Assignment (RM) [3]. The system is schedulable using RM, for a set of \( n \) tasks, if the following inequality is valid [3]:

\[
\mu = \sum_{i=1}^{n} \frac{\delta_{c,i}}{P_i} \leq n(2^n - 1)
\]

(8)

where \( \mu \) is CPU Utilization factor, \( \delta_{c,i} \) is the computation time of subsystem \( i \), and \( P_i \) is the period of task \( i \), which is equal to the execution horizon of subsystem \( i \) (\( P_i = \delta_i \)).

Remark 1: In this report, we propose a dynamic scheduling algorithm, which updates the execution horizons for the period of time \( T_2 > \delta_i \); so we force the proposed scheduling method to be valid under the condition of (8) and it guarantees schedulability of the system.

\[32 \text{ Floor function of a real number } x, \text{ denoted } \left\lfloor x \right\rfloor, \text{ is the largest integer less than or equal to } x.\]
7.2.2 Model Based Dynamic Scheduling

Equation (7) needs the future states of the actual systems and the future optimized inputs (from time \( t \) to \( t + T_2 \)) for calculating \( \tilde{J}_{T_2} \) which are not available at current time \( t \). Therefore, instead of calculating \( \tilde{J}_{T_2} \), the following cost is proposed which is an estimation of the cost in (7):

\[
\tilde{J}_{T_2}(\hat{x}(t), u_{T_2}^*(\cdot)) = \sum_{i=1}^{n} \left( T_2 \int_{t}^{t+T_2} q_{i}(\hat{x}_i(\tau), u_{T_2,i}^*(\tau; \hat{x}_i(\tau))) d\tau \right)
\]

(9)

**Proposition 1:**

Suppose the following assumptions hold true:

1. \( q_{i} \) is quadratic, so: \( q_{i}(x_i, u_i) = x_i^T Q x_i + u_i^T R u_i \)
2. \( \bar{Q}(x_i) = x_i^T Q x_i \) is Lipschitz continuous with constant \( P_i \).
3. \( f_{i} \) in equation (5) is Lipschitz continuous with constant \( L_i \).
4. \( g_{i} \) in equation (6) is bounded and \( \|g_{i}(x_i, u_i)\| \leq b_i \).

Then the following inequality exists:

\[
\int_{t}^{t+T_2} q_{i}(\hat{x}_i(\tau), u_{T_2,i}^*(\tau; \hat{x}_i(\tau))) d\tau \leq \\
\int_{t}^{t+T_2} q_{i}(\hat{x}_i(\tau), u_{T_2,i}^*(\tau; \hat{x}_i(\tau))) d\tau + \frac{P_i}{L_i} \left( b_{i,s} (e^{T_2 s} - 1) + b_{i} \left( \frac{1}{L_i} (e^{L_2 s} - 1) - \delta_s \right) \right)
\]

(10)

where \( b_{s,i} \) is the bound on measurement errors caused by sensor noise.

**Proof:**

From assumption 1:

\[
\int_{t}^{t+T_2} q_{i}(\hat{x}_i(\tau), u_{T_2,i}^*(\tau; \hat{x}_i(\tau))) d\tau = \int_{t}^{t+T_2} \bar{Q}(\hat{x}_i(\tau)) d\tau + \int_{t}^{t+T_2} (u_{T_2,i}^*(\cdot))^T R_i u_{T_2,i}^*(\cdot) d\tau
\]

(11)

From Lipschitz continuity of \( \bar{Q} \):

\[
A = \int_{t}^{t+T_2} (\bar{Q}(\hat{x}_i(\tau)) - \bar{Q}(x_i(\tau))) d\tau \leq \int_{t}^{t+T_2} P_i \|\hat{x}_i(\tau) - x_i(\tau)\| d\tau
\]

(12)
Using the Gronwall-Bellman inequality [4]:

\[
A \leq P_i \int_{t}^{t+\delta} \left( e^{\lambda(t-\tau)} \| \hat{x}_i(t) - x_i(t) \| + \frac{b_i}{L_i} \left( e^{\lambda(t-\tau)} - 1 \right) \right) d\tau
\]  

(13)

The term \( \| \hat{x}_i(t) - x_i(t) \| \) denotes the error in state measurement. It is assumed that the measurement noise is the only error source with the bound \( b_{x,i} \) such that

\[
\| \hat{x}_i(t) - x_i(t) \| \leq b_{x,i}
\]  

(14)

Therefore, from (13) and (14):

\[
A \leq P_i \int_{t}^{t+\delta} \left( e^{\lambda(t-\tau)} b_{x,i} + \left( e^{\lambda(t-\tau)} - 1 \right) \right) d\tau = \frac{P_i}{L_i} \left( b_{x,i} \left( e^{\lambda \delta} - 1 \right) + b_i \left( \frac{1}{L_i} \left( e^{\lambda \delta} - 1 \right) - \delta_i \right) \right)
\]  

(15)

So, from (11), (12), and (15):

\[
\int_{t}^{t+\delta} q_i(\hat{x}_i(\tau); u_{\tau,i}(\tau; x_i(t))) d\tau 
\leq \int_{t}^{t+\delta} Q_i(x_i(\tau; x_i(t))) d\tau + \int_{t}^{t+\delta} \left( u_{\tau,i}(\tau; x_i(t)) \right)^T R_i u_{\tau,i}(\tau; x_i(t)) d\tau + \frac{P_i}{L_i} \left( b_{x,i} \left( e^{\lambda \delta} - 1 \right) + b_i \left( \frac{1}{L_i} \left( e^{\lambda \delta} - 1 \right) - \delta_i \right) \right)
\]  

(16)

In addition, \( u_{\tau,i}(\tau; x_i(t)) = u_{\tau,i}(\tau; x_i(t)) \) so:

\[
\int_{t}^{t+\delta} Q_i(x_i(\tau; x_i(t))) d\tau + \int_{t}^{t+\delta} \left( u_{\tau,i}(\tau; x_i(t)) \right)^T R_i u_{\tau,i}(\tau; x_i(t)) d\tau = \int_{t}^{t+\delta} q_i(\hat{x}_i(\tau; x_i(t)); u_{\tau,i}(\tau; x_i(t))) d\tau
\]  

(17)

which is a part of optimal open loop cost, calculated at time \( t \). Combination of (16) and (17) result in (10). \( \square \)

Proposition 2:

Consider \( n \) decoupled systems with equations presented in (5) and (6), controlled by RHC using only one computer. In addition, the assumptions of proposition 1 are valid. Since uncertainties in the subsystems are different and the measurements are performed with bounded sensor noise, show that the following equation can be used to optimally determine the execution horizons of all subsystems:
\[
\min_{\delta, \alpha} \sum_{i=1}^{n} \frac{\alpha_i}{\delta_i} \left( \int_{t}^{t+\delta_i} q_i(\mathbf{x}_{T,i}(\tau; \mathbf{x}_i(t), \mathbf{u}_T(\tau; \mathbf{x}_i(t)), t - \delta_{p,i}))) d\tau \right) \\
+ \frac{P_i}{L_i} \left( b_{s,i}(e^{L_i \delta_i} - 1) + b \left( \frac{1}{L_i} (e^{L_i \delta_i} - 1) - \delta_i \right) \right) \right)
\]
\[
\text{s.t.} \begin{cases}
\sum_{i=1}^{n} \frac{\delta_{c,l}}{\delta_i} \leq m(2^n - 1) \\
\delta_{b,i} < \delta_i \leq \delta_{ab,i}
\end{cases}
\]

where \( \delta_{ab,i} \) and \( \delta_{ab,i} \) are the maximum and minimum acceptable execution horizons for subsystem \( i \), respectively. \( \delta_{p,i} \) is the execution horizon of subsystem \( i \) before being updated.

**Proof:**

From (9) and result of proposition 1, the following inequality is valid:

\[
\bar{J}_T(\hat{\mathbf{x}}(t), \mathbf{u}_T(\cdot)) \leq \\
\sum_{i=1}^{n} \frac{T_i}{\delta_i} \left( \int_{t}^{t+\delta_i} q_i(\mathbf{x}_i(t; \mathbf{x}_i(t), \mathbf{u}_T(\cdot))) d\tau + \frac{P_i}{L_i} \left( b_{s,i}(e^{L_i \delta_i} - 1) + b \left( \frac{1}{L_i} (e^{L_i \delta_i} - 1) - \delta_i \right) \right) \right)
\]

where as explained in (9) the left hand side is the estimation of overall cost function presented in (7). Therefore, by minimizing the left hand side, the performance of the system improves. In addition, as explained in Remark 1, equation (8) must hold to guarantee schedulability of the system using RM method. Therefore, it is a straightforward to propose the following for scheduling algorithm, considering \( \alpha_i \) as weights applied in each subsystem:

\[
\min_{\delta, \alpha} \sum_{i=1}^{n} \frac{\alpha_i}{\delta_i} \left( \int_{t}^{t+\delta_i} q_i(\mathbf{x}_{T,i}(\tau; \mathbf{x}_i(t), \mathbf{u}_T(\tau; \mathbf{x}_i(t))) d\tau \right) \\
+ \frac{P_i}{L_i} \left( b_{s,i}(e^{L_i \delta_i} - 1) + b \left( \frac{1}{L_i} (e^{L_i \delta_i} - 1) - \delta_i \right) \right) \right)
\]
\[
\text{s.t.} \begin{cases}
\sum_{i=1}^{n} \frac{\delta_{c,l}}{\delta_i} \leq m(2^n - 1) \\
\delta_{b,i} < \delta_i \leq \delta_{ab,i}
\end{cases}
\]

(20)

However, the term \( \int_{t}^{t+\delta_i} q_i(\mathbf{x}_{T,i}(\tau; \mathbf{x}_i(t), \mathbf{u}_T(\tau; \mathbf{x}_i(t)))) d\tau \) cannot be calculated directly, since it needs the optimal inputs and states for time \( t \), but the execution horizons must be defined before time \( t \). So, the following term is proposed instead:
\[
\int_0^{\omega \delta} q_i \left( x_{T,j}^* \left( \tau; x_j \left( t - \delta_{p,j} \right) \right), u_{T,j}^* \left( \tau; x_j \left( t - \delta_{p,j} \right) \right) \right) d\tau
\]

(21)

that uses the optimal states and inputs from previous open-loop cost calculation. Combination of (20) and (21) completes the proof.  

7.2.3 Dynamic Scheduling Algorithm

In the previous section, a preliminary cost function was presented in (18) which can predict the execution horizons of all subsystems, based on the limited available computational resource. In this section, the updated form of cost function is presented which considers the delay because of computation time. Furthermore, an algorithm is presented to update the scheduling parameters.

Before proposing the algorithm, the delay caused by computation should be handled. Based on the method proposed in [9], for controlling one system by the RHC method, the computation is performed in the period of time \( t \) to \( t + \delta \), and the result is applied to the period of \( t + \delta \) to \( t + 2\delta \). For the dynamic scheduling of multiple systems, we propose the following method by considering the computational time of each subsystem. Consider Figure 1, which illustrates the method for two subsystems.

Let us consider time \( t \) as the time that the scheduler starts again. As shown in this figure, \( t_1^p \) is the time that first subsystem was started its last computation and is the same as the time that the last sampled data of subsystem 1 became available. Consequently, \( t_2^p \) is the similar time for subsystem 2. The computation of scheduler starts right after completing computation of both subsystems. Therefore, the scheduler can be considered as a periodic function with a fixed period \( T_2 \) and the lowest priority comparing to the periodic functions of all subsystems.

Remark 2. \( T_2 \) must be selected such that the execution horizons of all subsystems remain less than \( T_2 \), i.e. \( \delta_i < T_2; 1 \leq i \leq n \). In addition, the closed-loop cost in the interval of \( t \) to \( t + T_2 \) (equation (7)) has been estimated linearly with the interval \( t \) to \( t + \delta_i \) in equation (9). Therefore, \( T_2 \) should be selected such that not being far larger than \( \delta_i \).
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Figure 1 - Schematic diagram illustrating the dynamic scheduling procedure

If the computation of Scheduler optimization problem is considerable, the execution horizon of the last computed subsystem (before triggering scheduler) can be increased by $t_{c,s}$ while $t_{c,s}$ is the upper bound in computational time needed to solve scheduler optimization problem.

Based on the foresaid explanations the modified scheduling optimization problem can be expressed as follows:

$$ \min_{\delta_i} \sum_{i=1}^{n} \frac{\alpha_i}{\delta_i} \left( \int_{t_{c,s}}^{t_{c,s} + \delta_i} q_j \left( x_{T,j}^* (\tau; x, \{t_{c,s}^j\}), u_{T,j}^* (\tau; x, \{t_{c,s}^j\}) \right) d\tau \right) + \frac{P}{L_i} \left( b_j \left( e^{L_i \delta_i} - 1 \right) + b_i \left( 1 - e^{L_i \delta_i} - \delta_i \right) \right) $$

s.t. $\sum \frac{\delta_{c,i}}{\delta_i} \leq n(2^n - 1)$

$$ \delta_{b,j} < \delta_i \leq \delta_{ub,j} $$

Remark 3: This algorithm must be updated for every $T_2$ while the states must remain in a specified region (box) $|x_i - x_{c,j}| \leq R_j$, where $x_{c,j}$ defines the center and $R_j$ presents the dimensions of the box. It must be noted that the scheduling parameters, $P_j$, $b_j$, and $L_i$ are...
functions of states, so $P_i = P_i(x_{c,i})$, $b_i = b_i(x_{c,i})$, and $L_i = L_i(x_{c,i})$ for the predefined $R_i$.

The procedure for dynamic scheduling can be expressed as follows:

1. Based on the current states and predefined $R_i$, create a domain, in which the states will remain for the subsequent period $T_2$.
2. Calculate $P_i = P_i(x_{c,i})$, $b_i = b_i(x_{c,i})$ and $L_i = L_i(x_{c,i})$. See section (IV-B)
3. Estimate $\delta_{c,i}$ from previous computational time. See section (IV-A)
4. Solve equation (22) and calculate $\delta_i$ for all subsystems.
5. Update the next execution horizons by the calculated $\delta_i$ from step 4.
6. Wait for the next $T_2$ seconds and repeat the procedure from step 1.

**Computation time estimation**

Different methods can be used to estimate less conservative upper bound for computation time. Since, this issue is not the focus of this report, a simple method is used which uses the previous $\delta_{c,i}$ to estimate the new one. Based on this method, the maximum $\delta_{c,i}$ from time $t - T_3$ to $t$ is considered as the basis of upper bound calculation for $\delta_{c,i}$ from time $t$ to $t + T_2$. $T_3$ should be defined in the design process.

**7.2.4 Discussion on Performance**

In this section, the proposed dynamic scheduling algorithm is briefly reviewed and the validity and performance of the method is discussed. This method was originated from the following three main steps:

1. An execution horizon dependent cost function was proposed in (7). This cost function was estimated by another cost function and estimated in (9). The last cost was used as the main objective for minimization in the rest of the algorithm.
2. The upper bound of that cost index was found in Proposition 1.
3. For the dynamic scheduling algorithm, we minimized the upper bound and claimed that this minimization results in the minimization of the cost function presented in (9).

However, the claim made in the final step is valid if the proposed bound (step 2) is close enough to the actual value of (9). In other form, if the proposed upper bound is far away from the actual value of (9), then minimization of the bound does not affect the actual value of (9), i.e., it does not affect the performance.

In the proof of Proposition 1, the term $\|\hat{x}_i(t + \delta) - x_i(t + \delta)\|$ which is the state estimation error, was replaced by its upper bound presented in [4], which is a result of the Gronwall-
Bellman (GB) Lemma. For a specific problem with a distinct nonlinear nominal function and bounded unmodeled dynamics, finding a less conservative bound is possible. In this section, the foresaid bound is calculated for some systems and compared to the bound results from GB Lemma.

Later on, an algorithm is developed to estimate the upper bound as a function of $\delta_j$, offline. Afterwards, in online programming, the parameters of $f_h$ is updated based on the response of the system, and used for dynamic scheduling.

Before digging into the examples, the problem formulation is presented.

7.2.4.1 Problem formulation

Suppose that an identified model of the physical (actual) system is available. This model is called actual model (refer to equation (2)). This model can have bounded uncertainties in parameters. In addition, a simplified control oriented model, which we call it nominal model is also available (refer to equation (1)). The goal is to find $f_h$ as a function of $\delta$ (i.e., $f_h(\delta)$) such that

$$\|\hat{x}(t + \delta) - x(t + \delta)\| \leq f_h(\delta)$$

where $x(t)$ is available by measurement. Two cases are considered in this study:

1- If there is no error in measurement, then $\|\hat{x}(t) - x(t)\| = 0$

2- If bounded noise exists in measurement, then $\|\hat{x}(t) - x(t)\| \leq b_x(\hat{x})$, where $b_x$ is the bound on sensor noise and it can be dependent on the state of the system in general.

Note that $f_h$ is a function of $\delta$ and states (i.e., $f_h(\delta, x)$). First we suppose that $f_h$ is only a function of $\delta$ and we find $f_h(\delta)$ such that it is valid for the entire acceptable state space. After that, the parameters of that function are updated in online programming, using the measurement data. Therefore, finding $f_h$ casts into two problems:

**Problem 1:**

Finding the form of bound function ($f_h(\delta)$), i.e., to determine that if $f_h(\delta)$ is an exponential function or it is a second order polynomial or any other forms. This task is done offline. $f_h(\delta)$ can be found by

- numerical simulations
- analytically by solving the math problem, for every special system

In this report, the Van der Pol oscillator is simulated as an example and a polynomial is proposed instead of Gronwall-Bellman Lemma (GB).
Problem 2:
Updating the parameters of \( f_k(\delta) \), online. For example, if \( f_k(\delta) \) is the same as the bound presented by GB, then \( b \) and \( L \) should be found online and used in dynamic scheduling.

One way to find (update) the parameters of \( f_k(\delta) \), online, is using the previous data for estimation. \( f_k(\delta) \) is a function of \( \delta \) or time and it is an upper bound on \( \|\hat{x}(\delta) - x(\delta)\| \). Therefore, for estimating the parameters of \( f_k(\delta) \), the term \( \|\hat{x}(\delta) - x(\delta)\| \) should be known for different values of \( \delta \).

In this report, the example is solved by having an offline lookup table. In the examples that will be presented in the next report, the online estimation of parameters will be used.

7.2.4.2 Van Der Pol Oscillator example

For example, consider a Van der Pol Oscillator with the following equations:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= (1 - x_1^2)x_2 - x_1
\end{align*}
\]

\[2 \leq x_1 \leq 5, -2 \leq x_2 \leq 2 \tag{23}\]

\[
\begin{align*}
\dot{x}_1 &= \ddot{x}_2 \\
\dot{x}_2 &= (1 + a_1)(1 - \dot{x}_1^2)x_2 - (1 + a_2)\dot{x}_1
\end{align*}
\]

\[|a_1| \leq 0.1, |a_2| \leq 0.15 \tag{24}\]

This system is simulated using MATLAB and in every \( \delta \), the maximum value of \( \|\hat{x}(\delta) - x(\delta)\| \), called \( \|\hat{x}(\delta) - x(\delta)\|_{\text{max}} \), and the estimated bound by Gronwall-Bellman Lemma, is plotted in Figure 2. \( \|\hat{x}(\delta) - x(\delta)\|_{\text{max}} \) is obtained in every \( \delta \) by changing \( x(0) \) in all over the acceptable domain, expressed in (23), while \( x(0) = \hat{x}(0) \).
As shown in Figure 2, the difference between the actual bound and GB bound increases with larger estimation time. The example clearly illustrates the necessity for using other bounds in akin problems. In Figure 3 a linear upper bound is presented. Using polynomials of higher order, sometimes results in having a better estimation, while adding the complexity of the approach.
7.3 Scheduling of Multiple Systems with Coupling on a Single Processor

Definition 1. The set $A_i$ is called the neighbouring set of subsystem $i$, and consists of any subsystem in the network that has direct interconnection with the subsystem $i$.

Assumption 1. Let us consider the following inequality:

$$\left\| \dot{x}_i(t + \delta) - x_i(t + \delta, t) \right\| \leq B_i(\delta, x_i(t), \dot{x}_i(t))$$

This means that by knowing the actual and nominal states at time $t$ (i.e., $\dot{x}_i(t)$ and $x_i(t)$), the error in estimating the norm of state variables of subsystem $i$ is less than $B_i$ at time $t + \delta$.

Remark 4. As explained in Chapter 7.2, Section 7.2.4, $B_i$ in equation (25) is a function of $\delta$ with the state dependent parameters. These parameters are updated at the beginning of the scheduling algorithm and do not change during the operation of scheduling algorithm for finding new execution horizons (periods). Therefore, without loss of generality we consider $B_i$ as a function of $\delta$, i.e., $B_i(\delta)$ in the remaining parts of this report.

Problem Formulation

Consider a network of $n$ dynamically decoupled subsystems using the RHC approach in a decentralized manner. The cost function associated to each subsystem can be expressed as follows:

$$J_i(t, T, x_i, u_i, \dot{x}_i) = \int_{t}^{T} \left( q_i(x_i(\tau, t), u_i(\tau)) + \sum_{j \in A_i} g_k(x_i, x_j) \right) d\tau$$

where $q_i(x_i(\tau, t), u_i(\tau)) = x_i^T(\tau, t)Q_i x_i(\tau, t) + u_i^T(\tau)R_i u_i(\tau)$ and $\dot{x}_i$ is a vector containing the states of all neighbouring subsystems of the $i^{th}$ subsystem. $g_k$ is a function which defines the interaction between two nodes of the system (network) $x_i$ and $x_j$.

Remark 5. For simplicity of the proof, it supposed that the interaction function $g_k$ is just between two nodes of the system, i.e. $g_k = g_k(x_i, x_j)$. After that, the formulation is generalized for any combinations.
As an extension to the (9), the following equation is proposed as an estimation of the closed loop cost in the existence of coupling between subsystems.

$$J_{T_2} = \sum_{i=1}^{n} \left( \frac{T_2}{\delta_j} \int_{\tau}^{\tau + \delta_j} \left( q_i(\hat{x}_i(\tau), u_{i,\tau}^*(\tau; \hat{x}_i(\tau))) + \sum_{j \in A_i} g_k(\hat{x}_i(\tau), \hat{x}_j(\tau)) \right) d\tau \right)$$

(27)

**Lemma 1.** Consider the following assumptions:

1. If $x_i$ and $x_j$ are two $m \times 1$ column vectors, $x_{ij}$ is a $2m \times 1$ column vector such that $x_{ij} = [x_i^T, x_j^T]^T$.
2. Let $g_k(x_{ij})$ be Lipschitz continuous with constant $L_g$, and $g_k(x_{ij})$ be a positive scalar.
3. From **Assumption 1**, we can have: $\|\hat{x}_i(t + \delta) - x_i(t + \delta)\| \leq B_i(\delta)$ and $\|\hat{x}_j(t + \delta) - x_j(t + \delta)\| \leq B_j(\delta)$

Show that:

$$|g_k(\hat{x}_i(t + \delta), \hat{x}_j(t + \delta)) - g_k(x_i(t + \delta), x_j(t + \delta))| \leq L_g(B_i + B_j)$$

(28)

**Proof:**

**From Lipschitz continuity of $g_k$ we have:**

$$|g_k(\hat{x}_i(t + \delta)) - g_k(x_i(t + \delta))| \leq L_g \|\hat{x}_i(t + \delta) - x_i(t + \delta)\|$$

(29)

Furthermore (by omitting $(t + \delta)$ for simplicity):

$$\|\hat{x}_i - x_i\| = \left\| \begin{bmatrix} \hat{x}_i^T, \hat{x}_j^T \end{bmatrix} - \begin{bmatrix} x_i^T, x_j^T \end{bmatrix} \right\| = \left\| \begin{bmatrix} \hat{x}_i - x_i \end{bmatrix}, \begin{bmatrix} \hat{x}_j - x_j \end{bmatrix} \right\| = \left\| \begin{bmatrix} \hat{x}_i - x_i \end{bmatrix}, \begin{bmatrix} \hat{x}_j - x_j \end{bmatrix} \right\| = \left\| (\hat{x}_i - x_i) + (\hat{x}_j - x_j) \right\|$$

(30)

Using the third assumption of this Lemma, results in:

$$\|\hat{x}_i - x_i\| \leq B_i + B_j$$

(31)

Combination of (29) and (31) results in (28) which completes the proof.

**Corollary 1.** **Combination of Proposition 1 and Lemma 1,** results in the following inequality:
\[
\int_{t}^{t+\delta_i} \left( q_i(\hat{x}_i(t), u^{*}_{T,j}(\tau; \hat{x}_i(t))) + \sum_{j \in A_i} g_k(\hat{x}_i(t), \hat{x}_j(t)) \right) d\tau \leq \\
\int_{t}^{t+\delta_i} q_i(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t)), u^{*}_{T,j}(\tau; \hat{x}_i(t))) d\tau + \frac{P_i}{L_i} \left( b_{z,j} \left(e^{L_i \delta_i} - 1\right) + b_i \left(\frac{1}{L_i} \left(e^{L_i \delta_i} - 1\right) - \delta_i\right)\right) + \\
+ \int_{t}^{t+\delta_i} \left( \sum_{j \in A_i} \left[g_k(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t)), \hat{x}^{*}_{T,j}(\tau; \hat{x}_j(t)))+ L_g \left(B_i(\tau-t) + B_j(\tau-t)\right)\right] d\tau \right)
\]

Note that the result of corollary 1 is important since it can be used to propose an upper bound on the closed loop cost of (27).

In Proposition 2, the term \(q_i(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t)), u^{*}_{T,j}(\tau; \hat{x}_i(t)))\) was estimated by using the optimal states and inputs resulted from the last open-loop cost calculation and resulted in \(q_i(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t)), \hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t)))\). Similarly, the term \(g_k(\ldots)\) can be estimated using the most recent calculation done on \(x_i\) and \(x_j\). Therefore, the following optimization problem is proposed for scheduling of \(n\) dynamically decoupled subsystems in an interconnected network, on a single processor:

\[
\min_{\delta_i} \sum_{i=1}^{n} \left\{ \frac{\alpha_i}{\delta_i} \left( \int_{t}^{t+\delta_i} \left[q_i(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t), \hat{x}_j(t)), u^{*}_{T,j}(\tau; \hat{x}_i(t), \hat{x}_j(t))) + \frac{P_i}{L_i} \left(B_i(\tau-t)\right) d\tau \right) + \\
+ \int_{t}^{t+\delta_i} \left( \sum_{j \in A_i} \left[g_k(\hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t), \hat{x}_j(t)), \hat{x}^{*}_{T,j}(\tau; \hat{x}_i(t), \hat{x}_j(t)))+ L_g \left(B_i(\tau-t) + B_j(\tau-t)\right)\right] d\tau \right) \right\}
\]

\[
\text{s.t. } \sum_{i=1}^{n} \frac{\delta_i}{\delta_j} \leq n(2^n - 1), \quad \delta_{ib,j} < \delta_i \leq \delta_{ub,j}
\]

If B-G lemma is used for finding \(B_i\), and noise in measurement is considered (like Proposition 1), we would have:

\[
B_i(t) = b_{x,i} e^{L_i (t-t)} + \frac{b_i}{L_i} \left(e^{L_i (t-t)} - 1\right)
\]

Therefore, the scheduling optimization problem can be expressed as:
\[
\begin{align*}
\min \sum_{i=1}^{n} & \left( \frac{1}{\delta_i} \left( \int_{t}^{t+\delta_i} q_i \left( x_{T,i}^* (\tau; x_i (t-\delta_{p,i})) \right) u_{T,i}^* (\tau; x_i (t-\delta_{p,i})) d\tau \right) \\
+ \frac{1}{\delta_i} \sum_{j \in A_i} & \left( \int_{t}^{t+\delta_i} g_k \left( x_{T,i}^* (\tau; x_i (t-\delta_{p,i})) \right) x_{T,j}^* (\tau; x_j (t-\delta_{p,j})) d\tau \right) \\
& \right) \\
\text{s.t.} & \left\{ \begin{array}{l}
\sum_{i} \frac{1}{\delta_i} \leq n(2^n - 1) \\
\delta_{ih,i} < \delta_i \leq \delta_{ah,i} 
\end{array} \right. 
\end{align*}
\]

(35)

Remark 6. The formulation, which is presented here, is compatible for decentralized application, since each node has a special cost function. Extension of the present formulation is done in the next chapter, for the cases of having more than one processor, sharing the information via a communication network in the presence of communication delay.

Discussion

The extension of the proposed method can easily be done for having the general case of coupling between the nodes of the network. The key point in the presented method is the proof of Lemma 1, which has two specifications:

1- The Lipschitz continuity of \( g_k \); this specification is not depend on the number of nodes, i.e. for a function \( g_k \) which is depend on more than two nodes of the system, the Lipschitz continuity can be defined without any problem.

2- The second specification, which is used in the proof (equation (30)) is actually a general rule that the norm of a vector is not larger than the summation of norms of its sub-vectors. Therefore, this specification is valid for the general case of \( g_k \) as well.

Therefore, the proposed method is general enough for dynamic scheduling of multiple systems having interconnection in their controller cost function, on a single processor. For example, the formation of multiple vehicles using a single processor is one of the cases that this method can be applied.
In addition, the case that is studied in this chapter is important because as stated before, by generalization of this method, the case of multiple subsystems on multiple computers can be done. This case is studied in the next chapter.
7.4 Computation and Communication Scheduling of Multiple Systems on Multiple Distributed Processors

The problem under study is illustrated in Figure 4. For this case, we consider delay in communication and we determine execution horizon and communication period for each subsystem.

![Diagram of computation and communication scheduling](image)

Figure 4- Illustration of Computation and Communication Scheduling for the case of three processors and presented configuration.

7.4.1 Problem Statement

Suppose having two computers connected via a local network and these computers have $n_1$ and $n_2$ number of subsystems using RHC approach, respectively. The total number of systems is $n_v$. Therefore, we have: $n_v = n_1 + n_2$. The method is later generalized for more than two computers.

**Assumption 2:** Communication period should be $\zeta_i = z_i \delta_i$ where $\zeta_i$ is the communication period of system $i$, $\delta_i$ is the execution horizon, and $z_i$ is an integer.

**Remark 7:** Maximum communication delay of the data sent from node $i$ to node $j$, is equal to:

$$\tau_{ij} = \zeta_i + \xi_{ij}$$

where $\xi_{ij}$ is the delay because of senders and receivers and this can be considered as a fixed (known) delay if the hopping between nodes $i$ and $j$ does not change.
It is supposed that the data sent from subsystem $j$, has delay equal to $\tau_{ij}$, when it is received in subsystem $i$. Therefore, the open-loop cost of subsystem $i$, can be expressed as follows:

$$J_i(t, T, \mathbf{x}_i, \mathbf{u}_i, \bar{x}_i) = \int_{t}^{T} \left( q_i(x_i(\tau), u_i(\tau)) + \sum_{j \in A_i} g_j(x_i(\tau), x_j(\tau - \tau_{ij})) \right) d\tau \quad (36)$$

Like equation (9) in chapter 7.2, we propose the following cost as an estimation of the closed loop cost:

$$\tilde{J}_{R_2} = \sum_{i=1}^{n} \left( T_i \int_{0}^{T_i} \left( q_i(\bar{x}_i(\tau), \mathbf{u}_{R_2}(\tau; \bar{x}_i(t))) + \sum_{j \in A_i} g_j(\bar{x}_i(\tau), \mathbf{x}_j(\tau)) \right) d\tau \right) \quad (37)$$

Similar to what we have done in previous chapters, we are going to find an upper bound on equation 37. Before considering this, we present a Lemma which considers the effect of communication delay.

**Lemma 2.** Consider the following assumptions:

1- If $\mathbf{x}_i$ and $\mathbf{x}_j$ are two $m \times 1$ column vectors, $\mathbf{x}_{ij}$ is a $2m \times 1$ column vector such that $\mathbf{x}_{ij} = [\mathbf{x}_i^T, \mathbf{x}_j^T]^T$.

2- Let $y_k(\mathbf{x}_y) = g_k(x_i, x_j)$ be Lipschitz continuous with constant $L_{g_k}$, and $y_k(\mathbf{x}_y)$ be a positive scalar.

3- From Assumption 1 and Remark 4, we can have: $\|\bar{x}_i(t + \delta) - x_i(t + \delta, t)\| \leq B_i(\delta)$.

4- The data which is received in node $i$ from node $j$, has a delay of $\tau_{ij}$.

Show that:

$$g_k(\hat{x}_i(t + \delta), \hat{x}_j(t + \delta)) \leq g_k(x_i(t + \delta, t), x_j(t + \delta, t - \tau_{ij})) + L_{g_k}(B_i(\delta) + B_j(\delta + \tau_{ij})) \quad (38)$$

**Proof:**

From Lipschitz continuity of $y_k$, we have:

$$\left| y_k(\hat{x}_y(t + \delta)) - y_k(\left[ x_i(t + \delta, t)^T, x_j(t + \delta, t - \xi_{ij})^T \right]^T) \right| \leq L_{g} \left\| \hat{x}_y(t + \delta) - \left[ x_i(t + \delta, t)^T, x_j(t + \delta, t - \xi_{ij})^T \right]^T \right\| \quad (39)$$

As $x \leq |x|$, we can have:
\[
y_k \left( x_j(t + \delta) \right) \leq y_k \left[ x_j(t + \delta, t)^T, x_j(t + \delta, t - \zeta_{ij})^T \right]^T + L_g \left\| x_j(t + \delta) - x_j(t + \delta, t)^T, x_j(t + \delta, t - \zeta_{ij})^T \right\|
\]

(40)

Furthermore:

\[
\left\| \hat{x}_j(t + \delta) - x_j(t + \delta, t)^T, x_j(t + \delta, t - \zeta_{ij})^T \right\| \leq \\
\left\| \hat{x}_j(t + \delta) - x_j(t + \delta, t)^T \right\| + \left\| x_j(t + \delta, t - \zeta_{ij})^T \right\|
\]

(41)

Using the third assumption of this Lemma, results in:

\[
\left\| \hat{x}_j(t + \delta) - x_j(t + \delta, t - \zeta_{ij})^T \right\| \leq B_j(\delta + \zeta_{ij})
\]

(42)

Therefore, combination of (41) and (42) results in:

\[
\left\| \hat{x}_j(t + \delta) - x_j(t + \delta, t - \zeta_{ij})^T \right\| \leq B_j(\delta) + B_j(\delta + \zeta_{ij})
\]

(43)

Combination of (40) and (43) results in (38) which completes the proof. □

**Corollary 2.** Similar to what we expressed in Corollary 1, combination of Proposition 1 and Lemma 2, results in the following inequality in presence of communication delay:

\[
\int_{t}^{t+\delta} \left( g_1(\hat{x}_j(\tau), \hat{x}_{ij}(\tau; x_j(\tau))) + \sum_{j \in A_i} g_k(\hat{x}_i(\tau), \hat{x}_{ij}(\tau)) \right) d\tau \leq \\
\int_{t}^{t+\delta} \left( g_1(\hat{x}_{ij}(\tau; x_j(\tau))) + u_{ij}(\tau; x_j(\tau)) + P_j B_j(\tau - t) \right) d\tau \\
+ \int_{t}^{t+\delta} \sum_{j \in A_i} \left( g_k(\hat{x}_i(\tau; x_j(\tau))) + L_g(\hat{x}_j(\tau)) + B_j(\tau - t - \zeta_{ij}) \right) d\tau
\]

(44)

where, \( x_{ij}(\tau; x_j(t_p)) \) indicates the optimal trajectory of subsystem \( j \), resulted from sampling point \( t_p \) (See Appendix A to have better understanding about communication delay and \( t_p \)). In addition, we have two cases for \( \tau_{ij} \) (See Assumption 2, and Remark 7):

- \( \tau_{ij} = \delta_j \), if \( i \) and \( j \) are in the same computer
- \( \tau_{ij} = \zeta_{ij} + \delta_j \), if \( i \) and \( j \) are in different computers
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Remark 8: It should be noted that for decentralized application, this is valid for the case that we are using the produced trajectory by the neighbours, i.e., in order to find optimal inputs of subsystem \( i \), the optimal trajectories that have been estimated by the neighbours are considered [13].

Based on the result of Corollary 2, the following optimization problem is proposed for computation and communication scheduling of \( n_v \) subsystems on two computers, by having the assumption that \( \zeta_j = z_i \delta_i \) : (computation scheduling means finding the proper values for \( \delta_i \) and the communication scheduling means finding the proper communication rate (or period) for each subsystem. The combination of these two problems leads to finding \( \delta_i \) and \( z_i \).

\[
\begin{align*}
\min_{\delta_i, z_i} \left\{ \sum_{i=1}^{n_i} G_i \Rightarrow CPU 1 \right. \\
\left. \sum_{i=n_i+1}^{n_i+n_2} G_i \Rightarrow CPU 2 \right. \\
\text{s.t.} \left. \sum_{j=1}^{n_j} \frac{1}{\delta_i} \leq n_j (2^n_j - 1) (j=1,2) \right. \\
\left. \sum_{i=1}^{n_v} B_i \delta_i \leq BW \right. 
\end{align*}
\]

(45)

where \( B_i \) is the amount of Bytes to be sent in each communication of system \( i \), and \( BW \) is the part of network Bandwidth that we want to use. \( G_i \) is defined from the following (same as the previous scheduling cost):

\[
G_i = \left( \frac{\alpha_i}{\delta_i} \int_{\tau-t}^{\tau+\delta_i} \left( q_i \left( x^*_i (\tau; x_i(t)), u^*_i (\tau; x_i(t)) \right) + P_i B_i (\tau-t) \right) d\tau \right) \\
+ \frac{1}{\delta_i} \int_{\tau-t}^{\tau+\delta_i} \left( \sum_{j \in A_i} B_j \left( g_j \left( x^*_j (\tau; x_j(t)), x^*_i (\tau; x_i(t)) \right) + L_j B_j (\tau-t) + B_j (\tau-t+z_j \delta_j + \zeta_{ij}) \right) \right) d\tau
\]

(46)

If B-G lemma is used for finding \( B_i \), and noise in measurement is considered (like Proposition 1), we would have:

\[
B_i(t) = b_i e^{L_i t} + \frac{b_i}{L_i} (e^{L_i t} - 1)
\]

(47)
Combination of (46) and (47) by assuming no noise in measurement (i.e., $b_{i,j} = 0$), results in:

$$
G_i = \left\{ \begin{array} \frac{\alpha_i}{\delta_i} \left[ \int_{t_i}^{t_i+\delta_i} \left( q_i(x_{T,i}(\tau;x_i(t)), u_{T,j}(\tau;x_j(t))) + \frac{P_{i,j}}{L_i} \left( \frac{e^{L_i \delta_i}}{L_i} - 1 - \delta_i \right) \right) d\tau \right] \\
+ \frac{1}{\delta_i} \sum_{j \in \mathcal{A}_i} \beta_{i,j} \left[ \int_{t_i}^{t_i+\delta_i} g_k(x_{T,i}(\tau;x_i(t)), x_{T,j}(\tau;x_j(t))) d\tau \right] \\
+ \frac{L_{i,j} \beta_{i,j}}{L_i} \left( \frac{e^{L_i \delta_i}}{L_i} - 1 - \delta_i \right) + \frac{L_{i,j} \beta_{i,j}}{L_j} \left( \frac{e^{L_j \delta_i}}{L_j} - 1 \right) \right \} \right) ^{48}
$$

Remark 9: It should be noted that in the formulation of (45) it is supposed that any subsystem needs to communicate with other processor, i.e., it has a neighbour on that processor.

Remark 10: The term $BW$ is equation (45), is a part of the available bandwidth and we cannot use the whole bandwidth of the network. Similar to the criteria on the usage of CPU, when we use Rate Monotonic Priority, it is possible to find the criteria on communication. However, in the case of communication, we deal with non-preemptive tasks and some assumptions should be considered in the length of messages.

### 7.4.2 Extension to More than Two Processors

Generalization of the approach to the cases of having more than two processors is done in the following.

Extension of the algorithm is almost straightforward except the constraint on the communication bandwidth. See Figure (4) as an example of more than two processors. In this example, subsystems 1, 2, and 3 are in processor 1, subsystems 4 and 5 are in processor 2, and subsystems 6, 7, 8, and 9 are in processor 3. If the neighbours of subsystem 2 for example are 1, 7, and 8, then the information of subsystem 2 should be sent to processor 3 only. This example, help us in the following definition.

**Definition 2:** $C_i$ is the set of processors that have at least one neighbour of subsystem $i$.

Note that the processor having subsystem $i$ on it, is not considered in $C_i$.

Using the definition of $C_i$, the constraint on communication bandwidth can be defined as follows:

$$
\sum_{i=1}^{n} \sum_{j \in C_i} \frac{B_{i,j}}{\delta_i} \leq BW
$$

(49)
7.5 Application to Hovercraft Problem

In this Section, the simulation results of applying proposed scheduling method in Section 7.2, on multiple hovercraft systems is investigated.

For the hovercraft example, the upper bound presented by Gronwall-Bellman (GB), was close to the upper bound resulted from the actual system simulation. Therefore, the bound that is used in this example, is GB and for dynamic scheduling, the parameters in GB (b and L) should be updated.

7.5.1 Hovercraft Model

A complete discussion on the modeling of the RC hovercraft is presented in [9]. Since only viscous friction is considered in the nominal model, the model is similar to that presented in [10]. From the results of [9], it is straightforward to assume a linear relationship between the applied voltage and the thrust produced by the propellers. Therefore, based on Figure 5, the nominal model expressed in local coordinate is given as:

\[ \ddot{u} = \frac{1}{M} (a_r V_r + a_i V_i - b_i u) + \nu r \]
\[ \dot{v} = -\frac{1}{M} b_2 v - u r \]
\[ \dot{r} = \frac{l}{2J} (a_i V_i - a_r V_r) - \frac{1}{J} b_3 r \]  

(50)

where M is the mass, J is the moment of inertia about the Z-axis, and \(b_1, b_2\) and \(b_3\) are the coefficients of viscous friction in X, Y, and rotational directions, respectively. Also, \(V_r\) and \(V_i\) are the applied voltages to the right and left propeller DC motors, respectively.

Another model of the RC hovercraft with more details is considered as the actual model of the system and used in simulations. This model is as follows [9]:

...
\[
\begin{align*}
\omega_{p,r} &= \frac{1}{J_a} \left( \frac{k_{e2}}{R} \left( v_r - k_{e1} \omega_{p,r} (t) \right) - k_{a3} \omega_{p,r}^2 - k_{a4} \omega_{p,r} \left( u - \frac{l}{2} r \right) \right) \\
\omega_{p,l} &= \frac{1}{J_a} \left( \frac{k_{e2}}{R} \left( v_l - k_{e1} \omega_{p,l} (t) \right) - k_{a3} \omega_{p,l}^2 - k_{a4} \omega_{p,l} \left( u + \frac{l}{2} r \right) \right) \\
\dot{u} &= \frac{1}{M} \left( k_{a1} \omega_{p,r}^2 - k_{a2} \omega_{p,l} \left( u - \frac{l}{2} r \right) + k_{a1} \omega_{p,l}^2 - k_{a2} \omega_{p,r} \left( u + \frac{l}{2} r \right) - f_{f,u} \right) - g \sin(\theta) + vr \\
\dot{v} &= -\frac{f_{f,v}}{M} - g \sin(\phi) - ur \\
\dot{r} &= \frac{1}{2J} \left( \left( k_{a1} \omega_{p,r}^2 - k_{a2} \omega_{p,l} \left( u + \frac{l}{2} r \right) \right) - \left( k_{a1} \omega_{p,l}^2 - k_{a2} \omega_{p,r} \left( u - \frac{l}{2} r \right) \right) \right) - \frac{f_{f,r}}{J}
\end{align*}
\]

(51)

where \( J_a \) is the moment of inertia of propeller and rotating part of the DC motor, \( \omega_{p,r} \) and \( \omega_{p,l} \) are the angular speed of the right and left propellers, respectively. \( \theta \) and \( \phi \) are the pitch and roll angels of hovercraft indicating the ground slope. \( f_{f,u}, f_{f,v} \) and \( f_{f,r} \) are the friction functions presented in [9].

This model includes actuator dynamics, propeller dynamics, effect of hovercraft speed on the thrust produced by propeller, nonlinearities in friction applied in hovercraft, and the ground inclination. In addition, noises in measurements are applied in simulations.

![Figure 5- RC hovercraft model with produced thrusts by propellers and local (body) and global coordinate systems](image)

**7.5.2 Simulation Results**

The proposed scheduling algorithm in chapter 7.2 is applied in the following simulation. This is done by applying the method two hovercrafts. These hovercrafts are following...
similar circular paths, and have different levels of uncertainty. Subsystem 2 is the hovercraft with more uncertainty in its model. Two cases are considered: static scheduling which the execution horizons of two systems does not change during process, and dynamic scheduling using the proposed cost function and algorithm. The simulations are performed using an Intel Pentium IV processor with 2.66 GHz speed, Microsoft Visual C++ 6.0, Venturcom RTX 6.0.1, and the RHC Object Oriented Library (RHCool)\textsuperscript{33}.

For the RC hovercraft example with model parameters presented in [11], the Gronwall-Bellman bound is close to the system response [11]. Therefore, the cost function presented in (18) is used in this example. In addition, the scheduling parameters \((P_{i}, h, \text{ and } L)\) are found offline for different values of states. Since the state variables \(u, v, \text{ and } r\) are the only variables that have effects on the scheduling parameters, only these states are used to find the scheduling parameters. These parameters are stored in different tables and are used in on-line simulations.

The paths followed by two systems in static scheduling and dynamic scheduling cases are presented in Figure 6 and Figure 7, respectively. In the first case, the periods of two subsystems are selected based on the worst-case computation time and are 0.4 and 0.31 seconds for subsystem 1 and 2, respectively.

As illustrated in these two figures, in dynamic scheduling case, both hovercrafts were able to follow their trajectories better than the static scheduling case.

![Figure 6- Paths followed by two hovercrafts in static scheduling. Execution horizon of Subsystem 1 is 0.4 second and for Subsystem 2 is 0.31 seconds. The bolded lines are representing the position of the center of each hovercraft.](image)

\textsuperscript{33} This library was developed recently in the CIS Lab, Concordia University. For more information, see [12], Section 3.3.
In order to have better feeling about the performance of the presented cases, the position errors of both subsystems regarding their reference trajectories are demonstrated in Figure 8 and Figure 9.
Figure 9- Error in trajectory following for both subsystems in dynamic scheduling case

Figure 10 shows the changing in execution horizons of both subsystems in dynamic scheduling case. Since, $T_2$ was selected 1 second in this case; the execution horizons remain unchanged for about 1 second. In addition, the results are presented in shorter period for more clarity of the diagram.

Figure 10- Changing of execution horizon vs. time in dynamic scheduling case
7.6 Conclusion and Future Works

In this report, a new method was developed for dynamic scheduling of multiple RHC systems. The problems studied in this report, have nonlinear dynamics subject to uncertainties in the model and sensor noise. The formulation presented in this report was developed based on a bound from the Gronwall-Bellman Lemma. This lemma calculates a conservative bound in some nonlinear problems and should be replaced by less conservative bounds in highly nonlinear systems. The proposed algorithm was applied to multiple RC hovercrafts simulations to illustrate the new approach.

This report was explaining Task #11 of the first proposal.
7.7 References


7.8 Appendix A: A Discussion on CommunicationDelay

The delay term $\tau_{ij}$ which considered in (36) can vary from $\xi_{ij}$ to $\xi_{ij} + \zeta_i$, where $\xi_{ij}$ is the delay in sender and receiver, and $\zeta_i$ is the communication period of subsystem $i$. Since in the scheduling algorithm, we find an upper bound and optimize that bound, the maximum value of that delay is considered in the scheduling optimization problem (45). In the following, this varying delay is described.

Consider Figure 1. The data, which are receiving in subsystem $i$ from subsystem $j$, can arrive at any time and two ultimate cases are shown in Figure 1-b. Suppose having no computation delay.

Case 1) If the data arrives just a little before sampling time $t (t - \varepsilon)$, the updated data of $j$ will be used in calculation of subsystem $i$. Therefore, the data from $j$ have a delay equal to $\xi_{ij} + \varepsilon$. Therefore, when $\varepsilon$ goes to zero ($\varepsilon \to 0$), we have the least delay, i.e. $x_j(t; t - \xi_{ij})$ and it is the most lucky case.

Case 2) The second case is when the data is arrived just a little after sampling time $t (t + \varepsilon)$. In this case, last available data from $j$ will be used in $i$. Therefore, when $\varepsilon \to 0$ we have $x_j(t; t - \zeta_j - \xi_{ij})$ which is the worst case.

In summary, in the case that we have communication delay, but no computation delay we can express the trajectory of $x_j$ as $x_j(t; t - \tau_{ij})$ where:

$$\begin{align*}
\tau_{ij} &= \delta_{ij}, \text{ if } i \text{ and } j \text{ are in the same computer} \\
\tau_{ij} &= z_j \delta_{ij} + \xi_j, \text{ if } i \text{ and } j \text{ are in different computers}
\end{align*}$$

Remark 11:
The term $\zeta_j = z_j \delta_j$ is just the communication period and even if we are simulating on one computer, this term can occur, however in the case of having $j$ and $i$ on the same computer, $z_j = 1$. In addition, It is for the case that we are using the produced trajectory by the neighbours (i.e., subsystem $j$), while we are calculating the inputs and trajectories of system $i$. 
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Figure 1- part (a) schematically illustrates two subsystems with different execution horizons having communication. Part (b) indicates two ultimate cases, Lucky case \((t - \varepsilon)\) and worst case \((t + \varepsilon)\).
CHAPTER 8: REAL-TIME SCHEDULING OF MULTIPLE UNCERTAIN RECEDING HORIZON CONTROL SYSTEMS RUNNING ON DISTRIBUTED COMPUTERS

(Tasks #12, 13, and 14)

Ali Azimi
PhD Student &
Research Assistant

Yan Zhao
Msc Student &
Research Assistant

Brandon W. Gordon
Assistant Professor

Control and Information Systems (CIS) Laboratory
Department of Mechanical and Industrial Engineering
Concordia University
Montreal, Quebec, Canada H3G 1M8

March 2007
Abstract
This report documents the work related to tasks #12, #13, and #14 for the project entitled “Synthesis and Implementation of Single - and Multi-vehicle Systems Guidance Based on Nonlinear Control and Optimization Techniques”. This report briefly describes the design of a real time scheduling algorithm for computation and communication scheduling of multiple uncertain receding horizon control systems, running on multiple distributed computers. Verification of the proposed method has been performed using a set of 3DOF miniature rotorcrafts. This demonstrates the performance and feasibility of the proposed method. The performance of the method is also demonstrated by simulating it in Visual C++ by using RHC Object Oriented Library (RHCOOL), which is adapted for Dynamic Scheduling of Decentralized RHC Systems.
Introduction
Scheduling of RHC computational and communication is very important for
decentralized RHC control since it allows optimization of resources to achieve maximum
performance in the presence of uncertainty, disturbances, and delays. The tasks addressed
in this report related to the project entitled “Real-time Scheduling of Multiple Uncertain
Receding Horizon Control Systems” are as follows:

Task 12: Validate RHC performance via Matlab simulations, and distributed hard
real-time simulations running on a parallel cluster of digital processors.

Task 13: Test RHC and scheduling algorithms on multi-rotorcraft experimental test-
bed.

Task 14: Documentation and explanation of software and results

For these tasks, we designed a scalable, dynamic run-time scheduling algorithm for
multiple RHC running on distributed digital processors (task #11) that has been delivered
in the previous report. In this work, dynamic scheduling algorithms for both computation
and communication scheduling of multiple processors are developed that directly
optimize robust RHC performance of the whole network. This is achieved through
minimization of the upper bound on the so-called overall closed-loop cost of the system,
subject to scheduling constraints on both computation and communication.

Feasibility and performance of the proposed scheduling methods was demonstrated
through C++ real-time simulations running on a parallel cluster of digital processors. It
was done by having different sets of simulations and scenarios:
a) The performance of distributed RHC was demonstrated by using multiple
miniature helicopters in the formation with trajectory generation and obstacle
avoidance. Dynamic formation was also demonstrated briefly (task #12).
b) The proposed scheduling methods were examined with two sets of simulation;
first, by using two computers each one having two hovercrafts while maintaining
their formation; second by using four hovercrafts with four processors (task #12).
c) Distributed RHC simulations with varying communications and … (Hojjat)

In addition, the performance of the RHC method was demonstrated by applying it on the
miniature helicopters. Furthermore, theforesaid scheduling methods are applied on some
sets of 3DOF miniature under actuated rotorcrafts. These rotorcrafts are the modified
version of the miniature underactuated hovercrafts. It was done by using four hovercrafts
with four processors. In both tests, overhead vision system is used to obtain necessary
information for feedback (task #13).

Finally, all of the programs and main functions used to obtain theforesaid results, were
gathered together for easy accessing. All of the programs and results are stored on the
complementary CDs, and they are explained in the Appendix (Task #14).

The following chapters are included in this report:
In chapter two, a scalable, dynamic run-time scheduling algorithm for multiple RHC running on distributed digital processors that has been developed recently and explained in [2] is explained briefly. In this chapter, a new dynamic scheduling approach is proposed that considers the effect of modeling uncertainty for multiple continuous time RHC systems. This is accomplished by combining a scheduling approach with results from continuous time nonlinear systems theory. Assuming the prediction horizon and communication period are two variables, using a limited computing, and communicating resource, a new technique is proposed for determining the execution horizon and communication period for multiple distributed RHC systems. The problem of determining the execution horizon for each subsystem while optimizing the performance is cast into a constrained optimization problem.

In chapter three, application to 3DOF under-actuated miniature hovercraft problem has been investigated. Since RHC approach is a model-based algorithm, modeling and identification of the apparatus has been done, briefly. In addition, using the RHCOOL, the dynamic scheduling of multiple hovercrafts has been investigated based on the designed scheduling method. In this investigation, sets of two and four processors are being used to control four hovercrafts with RHC method, while the computation and communication is being scheduled using the proposed dynamic scheduling approach.

In chapter four, experimental results have been reported for miniature helicopter and hovercrafts. The results are from implementing RHC approach to single helicopter as well as scheduling results of multiple processors (two and four) with four hovercrafts.

Conclusions and future work are presented in chapter five and references are in chapter six.

Chapter 2 of this report is describing [2] in brief, chapter 3 is describing Task #12, and chapter 4 of the report is describing Task #13 of the first proposal. In addition, Appendix A is explaining the materials on the complementary CDs (Task #14).
8.1 Dynamic Scheduling Algorithm for Multiple RHC Running on Distributed Digital Processors

This chapter briefly describes the dynamic scheduling approach recently developed at the CIS lab. Part of the result was recently published on [1], while the whole chapter described in [2].

8.1.1 Scheduling of Multiple RHC Systems without Coupling on a Single Processor

Consider the problem of controlling n decoupled uncertain nonlinear systems using the RHC scheme. The following equations serve as the nominal model for describing the decoupled plants

\[ \dot{x}_i = f_i(x_i(t), u_i(t), t), \quad i = 1, \ldots, n \]  

(1)

in addition, the actual plants are described by

\[ \dot{x}_i = f_i(\hat{x}_i(t), u_i(t), t) + g_i(\hat{x}_i, u_i, t), \quad i = 1, \ldots, n \]  

(2)

For the proposed approach, the execution horizons of all subsystems should be defined such that the overall performance of the system is maximized. In order to evaluate the performance of the system, the following cost function is proposed as the cost of the closed loop system from time \( t \) to \( t + T_2 \), where \( T_2 \) is the period that calculated execution horizons would be applied to

\[ J_{T_2} = \sum_{i=1}^{n} \left( \sum_{k=1}^{d_i} \int_{t_k'}^{t_{k+1}'} q_i(\hat{x}_i(\tau), u_{T,i}(\tau; \hat{x}_i(t_k')) \right) d\tau + \int_{t_{d_i}}^{t_{d_i} + T_2} q_i(\hat{x}_i(\tau), u_{T,i}(\tau; t_{d_i}, \hat{x}_i(t_{d_i}))) d\tau \]

(3)

where \( d_i = \left\lfloor \frac{T_2}{\delta_i} \right\rfloor \), \( t_k' = t + (k - 1)\delta_i \), and \( u_{T,i}(\tau; \hat{x}_i(t_k')) \) is the optimal input applied to subsystem \( i \).

The idea is to find the execution horizon of each subsystem \( (\delta_i) \), such that \( \sum_{i=1}^{n} J_{T_i} \) is minimum. As explained in [2], instead of calculating \( J_{T_i} \), the following cost is proposed which is an estimation of the cost in (7):

\[ 34 \text{ Floor function of a real number } x, \text{ denoted } \lfloor x \rfloor, \text{ is the largest integer less than or equal to } x. \]
\[ \bar{J}_{T_i}(\hat{x}(t), u^*_i(t)) = \sum_{\tau = 1}^{n} \left( \frac{T_i}{\delta_i} \int_{\tau}^{\tau + \delta_i} q_i(\hat{x}_i(\tau), u^*_{T,i}(\tau; \hat{x}_i(t))) \, d\tau \right) \]  

(4)

Proposition 1:

Suppose the following assumptions hold true:

5. \( q_i \) is quadratic, so: \( q_i(x, u) = x^T Q x + u^T R u \)

6. \( \bar{Q}_i(x_i) = x_i^T \bar{Q} x_i \) is Lipschitz continuous with constant \( P_i \).

7. \( f_i \) in equation (5) is Lipschitz continuous with constant \( L_i \).

8. \( g_i \) in equation (6) is bounded and \( \|g_i(x, u)\| \leq b_i \).

then the following inequality exists:

\[ \int_{\tau}^{\tau + \delta_i} q_i(\hat{x}_i(\tau), u^*_{T,i}(\tau; x_i(t))) \, d\tau \leq \]

\[ \int_{\tau}^{\tau + \delta_i} q_i(x^*_{T,i}(\tau; x_i(t)), u^*_{T,i}(\tau; x_i(t))) \, d\tau + \frac{P_i}{L_i} \left( b_{s,i} e^L - 1 \right) + b_i \left( \frac{1}{L_i} \left( e^{L \delta} - 1 \right) - \delta_i \right) \]

(5)

where \( b_{s,i} \) is the bound on measurement errors caused by sensor noise.

**Proof:** See [2].

Proposition 2:

Consider \( n \) decoupled systems with equations presented in (5) and (6), controlled by RHC using only one computer. In addition, the assumptions of proposition 1 are valid. Since uncertainties in the subsystems are different and the measurements are performed with bounded sensor noise, show that the following equation can be used to optimally determine the execution horizons of all subsystems:

\[ \min_{\tau, \delta} \sum_{i=1}^{n} \alpha_i \left( \frac{1}{\delta_i} \int_{\tau}^{\tau + \delta_i} q_i(x^*_{T,i}(\tau; x_i(t - \delta_{p,i})), u^*_{T,i}(\tau; x_i(t - \delta_{p,i}))) \, d\tau \right) \]

\[ + \frac{P_i}{L_i} \left( b_{s,i} e^{L \delta} - 1 \right) + b_i \left( \frac{1}{L_i} \left( e^{L \delta} - 1 \right) - \delta_i \right) \]

(6)

s.t. \( \sum_{i=1}^{n} \frac{\delta_{c,i}}{\delta_i} \leq n(2^n - 1) \)

\( \delta_{R,i} < \delta_i \leq \delta_{W,i} \)
where $\delta_{\text{ub},i}$ and $\delta_{\text{lb},i}$ are the maximum and minimum acceptable execution horizons for subsystem $i$, respectively. $\delta_{\text{p},i}$ is the execution horizon of subsystem $i$ before being updated.

**Proof:** See [2]

### 8.1.2 Scheduling of Multiple Systems with Coupling Effect on a Single Processor

**Definition 1.** The set $A_i$ is called the neighboring set of subsystem $i$, and consists of any subsystem in the network that has direct interconnection with the subsystem $i$.

**Assumption 1.** Let us consider the following inequality:

$$
\|\hat{x}_i(t + \delta) - x_i(t + \delta, t)\| \leq B_i(\delta, x_i(t), \hat{x}_i(t))
$$

(7)

This means that by knowing the actual and nominal states at time $t$ (i.e., $\hat{x}_i(t)$ and $x_i(t)$), the error in estimating the norm of state variables of subsystem $i$ is less than $B_i$ at time $t + \delta$.

**Remark 1.** As explained in [2], $B_i$ in equation (25) is a function of $\delta$ with the state dependent parameters. These parameters are updated at the beginning of the scheduling algorithm and do not change during the operation of scheduling algorithm for finding new execution horizons (periods). Therefore, without loss of generality we consider $B_i$ as a function of $\delta$, i.e. $B_i(\delta)$ in the remaining parts of this section.

**Problem Formulation**

Consider a network of $n$ dynamically decoupled subsystems using the RHC approach in a decentralized manner. The cost function associated to each subsystem can be expressed as follows:

$$
J_i(t, T, x_i, u_i, \bar{x}_i) = \int_{t}^{T} \left( q_i(x_i(\tau, t), u_i(\tau)) + \sum_{j \in A_i} g_k(x_i, x_j) \right) d\tau
$$

(8)

where $q_i(x_i(\tau, t), u_i(\tau)) = x_i^T(\tau, t)Q x_i(\tau, t) + u_i^T(\tau)R u_i(\tau)$ and $\bar{x}_i$ is a vector containing the states of all neighboring subsystems of the $i^{th}$ subsystem. $g_k$ is a function which defines the interaction between two nodes of the system (network) $x_i$ and $x_j$. 
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Remark 1. For simplicity of the proof, it supposed that the interaction function \( g_k \) is just between two nodes of the system, i.e. \( g_k = g_k(x_i, x_j) \). After that, the formulation is generalized for any combinations.

As an extension to the (9), the following equation is proposed as an estimation of the closed loop cost in the existence of coupling between subsystems.

\[
\bar{J}_{T_2} = \sum_{j=1}^{n} \left( \frac{T}{\delta_j} \int_{0}^{\delta_j} \left( q_j(\dot{\mathbf{x}}_j(\tau), u^*_j(\tau; \dot{\mathbf{x}}_j(\tau))) + \sum_{j \in A_j} g_k(\dot{\mathbf{x}}_j(\tau), \dot{\mathbf{x}}_j(\tau)) \right) d\tau \right) 
\]

(9)

Lemma 1. Consider the following assumptions:

4- If \( x_i \) and \( x_j \) are two \( m \times 1 \) column vectors, \( x_{ij} \) is a \( 2m \times 1 \) column vector such that \( x_{ij} = [x_i^T, x_j^T]^T \).

5- Let \( g_k(x_{ij}) \) be Lipschitz continuous with constant \( L_g \), and \( g_k(x_{ij}) \) be a positive scalar.

6- From Assumption 1, we can have: \( \|\dot{\mathbf{x}}_i(t + \delta) - \dot{\mathbf{x}}_i(t + \delta')\| \leq B_i(\delta') \) and \( \|\dot{\mathbf{x}}_j(t + \delta) - \dot{\mathbf{x}}_j(t + \delta')\| \leq B_j(\delta') \)

Show that:

\[
|g_k(\dot{\mathbf{x}}_i(t + \delta), \dot{\mathbf{x}}_j(t + \delta)) - g_k(x_i(t + \delta), x_j(t + \delta))| \leq L_g(B_i + B_j) 
\]

(10)

Proof: See [2].

Corollary 1. Combination of Proposition 1 and Lemma 1, results in the following inequality:

\[
\int_{t}^{t + \delta} \left( q_i(\dot{\mathbf{x}}_i(\tau), u^*_i(\tau; \dot{\mathbf{x}}_i(\tau))) + \sum_{j \in A_i} g_k(\dot{\mathbf{x}}_i(\tau), \dot{\mathbf{x}}_j(\tau)) \right) d\tau \leq
\]

\[
\int_{t}^{t + \delta} q_i(\dot{\mathbf{x}}_{T_i}(\tau; x_i(\tau)), u^*_i(\tau; x_i(\tau))) d\tau + \frac{P}{L_i} \left( b_{s,i} \left( e^{L_i, \delta_i} - 1 \right) + b_i \left( \frac{1}{L_i} \left( e^{L_i, \delta_i} - 1 \right) - \delta_i \right) \right) 
\]

(11)

\[
+ \int_{t}^{t + \delta} \left( \sum_{j \in A_i} g_k(\dot{\mathbf{x}}_{T_i}(\tau; x_i(\tau)), \dot{\mathbf{x}}_{T_i}(\tau; x_j(\tau))) \right) d\tau 
\]

\[
+ L_g(B_i(t - \tau) + B_j(\tau - t)) \]
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The following optimization problem is proposed for scheduling of \( n \) dynamically decoupled subsystems in an interconnected network, on a single processor:

\[
\begin{aligned}
\min_{\delta_i} & \sum_{i=1}^{n} \left( \alpha_i \left( \int_{\tau}^{\tau+\delta_i} \left( q_i(\chi^*_T, (\tau, x, (\tau - \delta_{p,i})) u^*_T, (\tau, x, (\tau - \delta_{p,i})) \right) + P_i (\tau - t) \right) d\tau \right) + \frac{1}{\delta_i} \sum_{j \in \mathcal{A}_i} \beta_k \left( g_k(\chi^*_T, (\tau, x, (\tau - \delta_{p,j})) x^*_T, (\tau, x, (\tau - \delta_{p,j})) \right) \right) d\tau \\
\text{s.t.} & \sum \frac{\delta_{c,i,j}}{\delta_i} \leq n(2^n - 1) \\
& \delta_{lb,j} < \delta_i \leq \delta_{ub,i}
\end{aligned}
\]

(12)

If B-G lemma is used for finding \( B_i \), and noise in measurement is considered (like Proposition 1), we would have:

\[
B_i = b_{x,i} e^{L_i (\tau - t)} + b_{y,i} \left( e^{L_i (\tau - t)} - 1 \right)
\]

(13)

Therefore, the scheduling optimization problem can be expressed as:

\[
\begin{aligned}
\min \sum_{i=1}^{n} \left( \alpha_i \left( \int_{\tau}^{\tau+\delta_i} \left( q_i(\chi^*_T, (\tau, x, (\tau - \delta_{p,i})) u^*_T, (\tau, x, (\tau - \delta_{p,i})) \right) + P_i (\tau - t) \right) d\tau \right) + \frac{1}{\delta_i} \sum_{j \in \mathcal{A}_i} \beta_k \left( g_k(\chi^*_T, (\tau, x, (\tau - \delta_{p,j})) x^*_T, (\tau, x, (\tau - \delta_{p,j})) \right) \right) d\tau \\
\text{s.t.} & \sum \frac{\delta_{c,i,j}}{\delta_i} \leq n(2^n - 1) \\
& \delta_{lb,i} < \delta_i \leq \delta_{ub,i}
\end{aligned}
\]

(14)

Remark 1. The formulation, which is presented here, is compatible for decentralized application, since each node has a special cost function. Extension of the present formulation will be done for the cases of having more than one processor, sharing
the information via a communication network.

8.1.3 Computation and Communication Scheduling of Multiple Systems on Multiple Distributed Processors

The problem under study is illustrated in Figure 4. For this case, we consider delay in communication and we determine execution horizon and communication period for each subsystem.

Suppose having two computers connected via a local network and these computers have $n_1$ and $n_2$ number of subsystems using RHC approach, respectively. The total number of systems are $n_v$. Therefore, we have: $n_v = n_1 + n_2$. The method is later generalized for more than two computers.

**Remark 1:** Communication period should be $\zeta_i = z_i \delta_i$ where $\zeta_i$ is the communication period of system $i$, $\delta_i$ is the execution horizon, and $z_i$ is an integer.

**Remark 2:** Maximum communication delay of the data sent from node $i$ to node $j$, is equal to:

$$\tau_{ij} = \zeta_i + \xi_{ij}$$

where $\xi_{ij}$ is the delay because of senders and receivers and this can be considered as a fixed (known) delay.
When the data sent from subsystem \( j \), has delay equal to \( \tau_{ij} \), the open-loop cost of subsystem \( i \), can be expressed as follows:

\[
J_i(t, T, x_i, u_i, \tilde{x}_i) = \int_t^T \left( q_i(x_i(\tau; t), u_i(\tau)) + \sum_{j \in A_i} g_k(x_i(\tau; t), x_j(\tau; t - \tau_{ij})) \right) d\tau
\]  (15)

Like before (equation (9)), we propose the following cost as an estimation of the closed loop cost:

\[
\tilde{J}_{r_2} = \sum_{i=1}^{n} \left( \frac{T_2}{\delta_i} \int^{\delta_i} q_i(\dot{x}_i(\tau), u_{r_i}(\tau; \dot{x}_i(\tau))) + \sum_{j \in A_i} g_k(\dot{x}_i(\tau), \dot{x}_j(\tau)) \right) d\tau
\]  (16)

Based on the worst case analysis, for the open loop cost function, we have (note that we are using the produced trajectory of other subsystems instead of estimating the trajectory of other subsystems):

\[
\sum_{i=1}^{n} \left( \frac{T_2}{\delta_i} \int^{\delta_i} q_i(\dot{x}_i(\tau), u_{r_i}(\tau; \dot{x}_i(\tau))) + \sum_{j \in A_i} g_k(\dot{x}_i(\tau), \dot{x}_j(\tau; t - \tau_{ij})) \right) d\tau
\]  (17)

where we have two cases for \( \tau_{ij} \):

\[
\begin{cases} 
\tau_{ij} = \delta_i, & \text{if } i \text{ and } j \text{ are in the same computer} \\
\tau_{ij} = z_{ij} + \xi_{ij}, & \text{if } i \text{ and } j \text{ are in different computers}
\end{cases}
\]

**Remark:** It should be noted that this is valid for the case that we are using the produced trajectory by the neighbors.

The following optimization problem is proposed for computation and communication scheduling of \( n_c \) subsystems on two computers, by having the assumption that \( \xi_j = z, \delta_i \) : (computation scheduling means finding the proper values for \( \delta_i \) and the communication scheduling means finding the proper communication rate (or period) for each subsystem. The combination of these two problems leads to finding \( \delta_i \) and \( z, . \))
\[
\begin{align*}
\min_{\delta,T,z} & \begin{cases} 
\sum_{j=1}^{n_1} G_i \Rightarrow CPU1 \\
\sum_{j=n_1+1}^{n_1+n_2} G_i \Rightarrow CPU2
\end{cases} \\
\sum_{j=1}^{n_j} \frac{\delta_{ij}}{\delta_i} & \leq n_j \left(2^{n_i} - 1\right) \quad (j = 1,2) \\
\sum_{j=1}^{n_j} \frac{B_j}{z_j \delta_i} & \leq BW
\end{align*}
\]

where \( B_i \) is the amount of Bytes to be sent in each communication of system \( i \), and \( BW \) is the Bandwidth of the network. \( G_i \) is defined from the following (same as the previous scheduling cost):

\[
G_i = \left( \frac{\alpha_i}{\delta_i} \left( \int_{t}^{t+\delta_i} \left( q_i(x_{T,i}^*(\tau;x_i(t)),u_{T,i}^*(\tau;x_i(t))) + P B_i(\tau-t) \right) d\tau \right) + \frac{1}{\delta_i} \int_{t}^{t+\delta_i} \left( \sum_{j \in A_i} \beta_k \left( g_k(x_{T,j}^*(\tau;x_i(t)),x_{T,j}^*(\tau;x_i(t))) \right) \right) d\tau \right)
\]

If B-G lemma is used for finding \( B_i \), and noise in measurement is considered (like Proposition 1), we would have:

\[
B_i(t) = b_{s,i} e^{L_i t} + \frac{b_j}{L_i} \left( e^{L_i t} - 1 \right)
\]

Combination of (46) and (20) by assuming no noise in measurement (i.e., \( b_{s,i} = 0 \), results in:

\[
\begin{align*}
G_i = \left( \frac{\alpha_i}{\delta_i} \left( \int_{t}^{t+\delta_i} \left( q_i(x_{T,i}^*(\tau;x_i(t)),u_{T,i}^*(\tau;x_i(t))) + \frac{P b_i}{L_i} \left( e^{L_i \delta_i} - 1 - \delta_i \right) \right) d\tau \right) + \frac{1}{\delta_i} \sum_{j \in A_i} \beta_k \left( \int_{t}^{t+\delta_i} \left( g_k(x_{T,j}^*(\tau;x_i(t)),x_{T,j}^*(\tau;x_i(t))) \right) d\tau \right) \\
+ \frac{L_s b_i}{L_i} \left( e^{L_i \delta_i} - 1 - \delta_i \right) + \frac{L_s b_j}{L_j} \left( e^{L_j \delta_j} - 1 - \delta_j \right)
\end{align*}
\]
Generalization of the approach to the cases of having more than two processors is done in the following.

Extension of the presented approach is almost straightforward except the constraint on the communication bandwidth. The following definition helps us in this matter.

**Definition 2:** \( C_i \) is the set of processors that have at least one neighbor of subsystem \( i \). Note that the processor having subsystem \( i \) on it, is not considered in \( C_i \).

Using the definition of \( C_i \), the constraint on communication bandwidth can be defined as follows:

\[
\sum_{i=1}^{n_u} \sum_{j \in C_i} B_{ij} \leq BW
\]  

(22)

### 8.2 Distributed Real-time Simulations with Application to 3DOF Miniature Helicopter and Hovercraft Problem

In the following two chapters, first the distributed RHC performance is studied by applying the method to multiple miniature helicopter systems. Secondly, the proposed dynamic scheduling approach is applied to multiple hovercraft systems on distributed computers.

#### 8.2.1 Distributed RHC of Multi-Vehicle Systems

This chapter briefly describes the distributed Receding Horizon controllers of multi helicopter systems recently developed at the CIS lab [4].

In this section, distributed RHC with three vehicles are investigated. The problem is formation of three vehicles for some leader-follower examples. The examples are consists of real-time simulations with obstacle avoidance and dynamic formation.

A battlefield scenario is set up for the distributed receding horizon control of three helicopters chasing one target, avoiding one obstacle while keeping a triangular formation. Different cost functions are applied for each helicopter. Preliminary simulation results of dynamic formation control, dynamically adding and reducing helicopters and dynamically adding and reducing targets are also presented in this section.

#### 8.2.1.1 Problem Setup and Proposed Method of Solution

RHCool [3], Receding Horizon Control Object-Oriented Library, is used for this simulation. This library aims at precisely and conveniently simulating RHC control of a
model or models by declaring different parameters and cost functions for each model. Since in this application, the helicopters are assumed to be same in dynamics but different in their individual tasks, different cost functions are developed for each vehicle in the target following, obstacle avoidance and formation maintenance.

Three computers and a gigabit fast Ethernet switch are used for the distributed simulation. In addition, UDP protocol is applied for data transmission in order to guarantee the high-speed data exchange between those systems. However, the whole process is not in real time manner, but in a sequential manner to prevent any possible data lost. In this section, the simulations are run on both one computer and on three computers in a distributed manner, and the results are compared.

In [42], the concept of agent brigade is applied to robotic soccer team. This aspire us using a subsystem concept in the dynamic formation control simulation. A group of helicopters chasing one target is considered as one individual system. Each helicopter within this system is divided into subsystem performing its individual task. The simulation is run on one computer, on which each helicopter control process is operated sequentially in a non real time manner. Two targets are put into battlefield one after anther.

The task is divided into two major parts, a path planner, which chases the target and avoids the obstacle on the way, and two followers that catch up with the planner and keep a certain distance from each other.

In [40], a choice of cost function for the formation of multiple UAVs is introduced. Moreover, for the cost function of path planner in this simulation, which is responsible for tracking the target and doing the killing, is shown below.

\[
J_t(k) = J_{p}^{s}(x_t(k)) + J_{s}^{ma}(x_t(k)) + J_{s}^{slow}(x_t(k))
\]

where
\[
J_{p}^{s}(k) = \frac{1}{2}(y_d(k) - x_t(k))^TQ(y_d(k) - x_t(k))
\]

\[
J_{s}^{ma}(x_t(k)) \text{ is used for target tracking the target, } y_d(k) \text{ is the position data of the target at time } k, \text{ and } x_t(k) \text{ is the position data of the path planner at time } k
\]

In this chasing scenario, an obstacle will be on the way of the three helicopters formation and they need to avoid colliding with it. In [41], a potential function is introduced into the cost function of RHC controller for the obstacle avoidance task. \(J_{s}^{ma}(k)\) in the cost function is used for the obstacle avoidance,

\[
J_{s}^{ma}(k) = \frac{K}{(\sqrt{(x_t(k) - x_o)^2 + (y_t(k) - y_o)^2} - RR)^2}
\]
where \((x_i(k), y_i(k))\) designate the position data of the path planner at time \(k\), while \((x_o, y_o)\) is the coordinate data of the obstacle, and \(RR\) is the distance between the center of the obstacle and the path planner.

Even though the combination of \(J_i^u(x_i(k))\) and \(J_i^{max}(k)\) is enough for trajectory following, only this two part will not give us satisfying result of simulation. Because no matter how large the cost will be, RHC controller will give the leader a huge input to decrease the cost to zero, an input that is too huge to be implemented in reality and that is able to make the helicopter “jump” to the target at time \(k+I\) from where it is at time \(k\).

Therefore, another function \(J_i^{slow}(k)\) to slow down the leader is needed in the cost function.

\[
J_i^{slow}(k) = \beta_i (u_i(k)^2 + v_i(k)^2)
\]  (26)

\(J_i^{slow}(k)\) is a penalty is the cost function for the path planner, where \(u_i(k)\) and \(v_i(k)\) are the axial velocity and radial velocity of the path planner respectively. After adding this part to the cost function, the path of the leader becomes satisfying.
Figure 3 - with velocity penalty

For the followers in this system, there is another set of cost functions for each of them.

\[ J_i = J_{i}^{\text{mov}}(x(k)) + J_{i}^{\text{slow}}(x(k)) + J_{i}^{\text{moc}}(x(k)) \]  

(27)

\[ J_{i}^{\text{mov}} = \alpha \sum_{\{r|\mathbf{r} = r\}} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - R \]  

(28)

\[ J_{i}^{\text{mov}} \] is responsible for \( i \)-th follower to keep the formation, \((x_i, y_i)\) is the position data of the \( i \)-th vehicle, while \((x_j, y_j)\) is the data position of other \( j \) vehicles. \( R \) is used to keep the distance between each two helicopters.

\[ J_{i}^{\text{slow}} = \beta (u_i(k)^2 + v_i(k)^2) \]  

(29)

Same as the path planner, each \( i \)-th helicopter needs a penalty function to slow down the velocity of them.

For each \( i \)-th vehicle, there is another function to protect each helicopter would not crash into each other. Even though the \( J_{i}^{\text{mov}} \) function is responsible and doing a fairly good job on keeping formation, there is still high possibility for some of the vehicles crashing into each other when the path planner is moving too fast.
As in Figure 4, ideally, $R_1$ and $R_2$ should be equal with the length of the triangle formation $R$. However, the leader is set to follow the target and avoid obstacle only, which means formation is not in its consideration. Therefore, when leader is far away from the target, it tends to move faster since its cost function is large; on the other hand, the followers are not able to accelerate until their distance from the leader $R_1$ becomes larger. This delay will cause $J_{i}^{\text{foc}}(k)$ for the followers increase significantly and dominate the whole cost function, while $J_{i}^{\text{foc}}(k)$ has weaker influence, so the distance between the followers $R_2$ could not be maintained. The followers would only collide with each other, since $R_2$ is impossible to increase because of the optimization of the cost function.

Therefore another function $J_{i}^{\text{moc}}$ should be introduced into the cost function for the followers.

$$J_{i}^{\text{moc}} = \frac{K}{\left(\sqrt{(x_i(k) - x_j(k))^2 + (y_i(k) - y_j(k))^2} - r_{\text{safe}}\right)^2}$$  (30)

where $r_{\text{safe}}$ is the safe radius for the followers. $r_{\text{safe}}$ is a relatively small number, small enough for not interfering the formation function, but larger than the diameter of helicopter so that they would not collide. In this simulation, $r_{\text{safe}}$ is set to 5m. Even though in Figure 3 there is a crossing between these two helicopters, they actually avoid that collision, as shown in Figure 5, which reflects the distance between the two followers.
8.2.1.2 Distributed Target Following and Obstacle Avoidance Simulation

In Figure 6, the structure of distributed simulation is illustrated, and the procedure is followed after that.

1. Calculate inputs and next position of leader based on the target position data generated
2. Send leader’s position to each follower
3. Send follower II’s position
4. Calculate inputs and next position of follower I based on the data received from leader and follower II
5. Send follower I’s position
6. Calculate inputs and next position of follower II based on the data received from leader and follower I
7. Send positions of follower I and II to the leader
8. Go back to 1
The simulation is in sequential manner, which means one task will take place only if the task ahead of it is finished to make sure no or least data lost due to timing of data transfer in the network. However, in the section (3.2) the simulations are done using the proposed real-time scheduler for data communication.

In Figure 7, the scenario is that the target vehicle makes a turn, while the group of the three helicopters avoids the round obstacle when chasing it. In Figure 8, scenario is more complicated. The target is moving in a circle path, and the group of the helicopters avoids the round obstacle twice on its way of chasing the target.
8.2.1.3 Dynamic Formation

Subsystem concept is used in the dynamic formation control simulation. A group of helicopters chasing one target is considered as one individual system. Each helicopter within this system is divided into subsystem performing its individual task.

In this section, a group of six helicopters, first, forms a triangular formation and chases a target, which is moving far away. Then at time $t_1$, another target shows up in the scenario. The six helicopters will divide into two separate groups, three vehicles for each group, and chase the two targets separately.

Each group contains one path planner as the leader, and two followers to form a smaller triangular team. The cost functions for each leader and follower could be in the same way of the cost functions as discussed in part 2 of this paper, although some values of the parameters might need to be changed for better performance.

![Figure 9: dynamic formation simulation](image)

However, this dynamic formation simulation in Figure 9 is only a preliminary test for the feasibility of the concept of the subsystem concept. Therefore, there is no obstacle avoidance simulation at this point.

8.2.2 Real-Time Scheduling of Distributed RHC

All of the simulation presented in this chapter, considers the hovercraft model. Therefore, the miniature hovercraft model under study is presented.

8.2.2.1 Hovercraft Model

A complete discussion on the modeling of the RC hovercraft is presented in [37]. Since only viscous friction is considered in the nominal model, the model is similar to that
presented in [22]. From the results of [37], it is straightforward to assume a linear relationship between the applied voltage and the thrust produced by the propellers. Therefore, based on Figure 5, the nominal model expressed in local coordinate is given as:

$$\dot{u} = \frac{1}{M} (a_1 V_r + a_1 V_l - b_1 u) + vr$$
$$\dot{v} = -\frac{1}{M} b_2 v - u r$$  \hspace{1cm} (31)
$$\dot{r} = \frac{l}{2J} (a_1 V_l - a_1 V_r) - \frac{1}{J} b_3 r$$

where M is the mass, J is the moment of inertia about the Z-axis, and $b_1$, $b_2$, and $b_3$ are the coefficients of viscous friction in X, Y, and rotational directions, respectively. Also, $V_r$ and $V_l$ are the applied voltages to the right and left propeller DC motors, respectively.

Another model of the RC hovercraft with more details is considered as the actual model of the system and used in simulations. This model is as follows [37]:

$$\dot{\omega}_{p,r} = \frac{1}{J_a} \left( \frac{k_{e2}}{R} (V_r - k_{e1} \omega_{p,r}(t)) - k_{a3} \omega_{p,r}^2 - k_{a4} \omega_{p,r} (u - \frac{l}{2} r) \right)$$
$$\dot{\omega}_{p,l} = \frac{1}{J_a} \left( \frac{k_{e2}}{R} (V_l - k_{e1} \omega_{p,l}(t)) - k_{a3} \omega_{p,l}^2 - k_{a4} \omega_{p,l} (u + \frac{l}{2} r) \right)$$
$$\dot{u} = \frac{1}{M} \left( k_{a1} \omega_{p,r}^2 - k_{a2} \omega_{p,r} \left( u - \frac{l}{2} r \right) + k_{a3} \omega_{p,l}^2 - k_{a4} \omega_{p,l} \left( u + \frac{l}{2} r \right) - f_{f,u} \right) - g \sin(\theta) + vr$$  \hspace{1cm} (32)
$$\dot{v} = -\frac{f_{f,v}}{M} - g \sin(\phi) - ur$$
$$\dot{r} = \frac{l}{2J} \left( k_{a1} \omega_{p,r}^2 - k_{a2} \omega_{p,r} \left( u + \frac{l}{2} r \right) - k_{a3} \omega_{p,l}^2 + k_{a4} \omega_{p,l} \left( u - \frac{l}{2} r \right) \right) - f_{f,r}$$

where $J_a$ is the moment of inertia of propeller and rotating part of the DC motor, $\omega_{p,r}$ and $\omega_{p,l}$ are the angular speed of the right and left propellers, respectively. $\theta$ and $\phi$ are the pitch and roll angels of hovercraft indicating the ground slop. $f_{f,u}$, $f_{f,v}$, and $f_{f,r}$ are the friction functions presented in [37].

This model includes actuator dynamics, propeller dynamics, effect of hovercraft speed on the thrust produced by propeller, nonlinearities in friction applied in hovercraft, and the ground inclination. In addition, noises in measurements are applied in simulations.
Figure 10- RC hovercraft model with produced thrusts by propellers and local (body) and global coordinate systems

8.2.2.2 Scheduling Real-Time Simulation

Real-time simulations for scheduling of multiple hovercrafts on multiple processors are presented. These simulations are based on the proposed scheduling method presented in [2] and explained briefly in chapter 2. The problem is to determine the execution horizon and communication period of every vehicle, dynamically based on the overall performance of the system. The problem is illustrated for the case of three processors in Figure 4.

In this section, the vehicles are considered in the leader-follower case. The leader produces the trajectory while the followers maintain a formation with respect to each others and the leader. Two cases are studied:

Case 1: two processors, each one having two vehicles
Case 2: four processors, each one having a single vehicle

8.2.2.2.1 Scheduling Real-Time Simulation (Case 1)

Formation of four vehicles is considered in this example. Two computers (processors) are used and each one has two hovercrafts (Figure 11). Different communication delays and communication bandwidths are studied in this example.

Figure 11- Schematic diagram of case 1; two computers and four vehicles

The nominal model of hovercrafts is presented in (31). All of them have similar nominal model, expressed by the following parameters:

(Parameters of the nominal model for all hovercrafts)

The actual model of these hovercrafts is expressed by (32). (add g to equations)
It is supposed that hovercrafts 1, 2, and 4 have same levels of uncertainties and equal to \( b=0.1 \) (See Proposition 1 for definition of \( b \)), and hovercraft 3 has higher uncertainty \( b=3.0 \). Note that all units in this example are in SI Units.

The controller parameters are similar for all of the systems and are as follows:
(controller parameters in a table)

The cost function associated to each hovercraft can be expressed as:
Hovercraft 1 (leader)
(cost function)

Hovercrafts 2, 3, 4 (followers)
(cost function)

The communication delay between two computers is around 0.2 s. In the following figures, the results for the case of trajectory following is presented.

Figure 12- Trajectory, followed by the hovercrafts

Figure 13- Snapshots in different times to show the formation

Figure 14- Computation scheduling results for both CPUs (execution horizon vs. time)

Figure 15- Communication scheduling results (communication period vs. time)

In order to emphasize the effectiveness of the proposed dynamic scheduling algorithm, the similar situation is simulated with a static scheduling algorithm and the result of trajectory following is presented in the following figures.

Figure 16- Trajectory, followed by the hovercrafts

Figure 17- Snapshots in different times to show the formation

The differences in comparing figures (13) and (14) to figures (17) and (18), is only because of the scheduling method.

8.2.2.2 Scheduling Real-Time Simulation (Case II)
Formation of four vehicles is studied on the cluster of four computers. In this example, distributed RHC and Communication scheduling is focused. Since obstacle avoidance was simulated in section (8.2.1), it is not considered in this example, and the case of dynamic formation is added.

The hovercrafts used in this example were similar to the previous case. The distances of vehicles are changing while following their trajectory. The cost functions and controller
parameters were similar to the previous case. The results are presented in the following figures.

Figure 18- Trajectories, followed by the hovercrafts

Figure 19- Snapshots in different times to show the actual formation and the desired formation
8.3 Experimental Verification

In this chapter, the result of applying RHC to miniature helicopter and hovercraft is investigated. Dynamic scheduling algorithms explained in Chapter 2 for multiple systems on distributed computers were verified using real-time simulations in chapter 3. In this chapter, these methods are applied experimentally to multiple hovercrafts to verify the applicability of the method. In addition, the RHC method was applied for trajectory following of a miniature helicopter, and is presented here.

In the following chapters, first, the apparatus is described and every component is explained; after that, the results are presented for different cases.

8.3.1 Description of the Apparatus

Figure 21 shows a schematic diagram of the setup. The setup consists of the following parts:

4- A set of cameras (C1 to C9) used to capture images and to forward to the Vision computers (V1 to V9). Each image consists of some colored objects and the computers calculate the centroid of each object (Figure 21). Each camera is connected to one computer in order to decrease the image processing time.

5- All of the centeroids calculated by the vision computers are transferred to the server via a Gigabyte Ethernet Switch. The server combines the centroid information and sends them to the main controller computers (M1 to M4) via another Gigabyte Ethernet Switch.

6- M1 and M2 receive the data from sensors. One sensor is the vision system and the data is sent from the server, and the other sensor is a wireless orientation sensor (Wireless InertiaCube3 [24]) and calculate the input. The input signals are transferred to the apparatus via data acquisition board and wireless transmitter\(^ {35}\) (T1 and T2). In this setup each computer is connected to one apparatuses.

\(^ {35}\) The wireless transmitter is “HiTec Laser 6 Channel 75MHz RC Controller Pkg” and is explained in [28] and [31].
Figure 20- Schematic layout of experimental setup

Figure 21– The miniature hovercraft version H1.0
The apparatus used in this investigation is the miniature hovercraft shown in Figure 23. The previous versions of hovercrafts are also shown in figures 21 and 22. This hovercraft (Figure 23) is a modified version of the R/C hovercraft [32]. The thrusters are ducted fans [39] and they are more powerful than the previous fans.
To investigate the performance of RHC approach with trajectory tracking of helicopters, the miniature helicopter as shown in Figure 24, is used.

![Figure 24– The miniature helicopter that used for the results of this report.](image)

For controlling the apparatus, a wireless transmitter is attached to the computer using a data acquisition board and the receiver is attached to the apparatus. In order to connect the transmitter to the data acquisition board some modifications are done in the transmitter. The data acquisition board, transmitter and all of the modifications are described in [28]. Two batteries are used as follows:

3- One 9.6 V battery used for the main fan which cause flouting of hovercraft. This fan pushes air under the hovercraft and causes it to move on a film of air, therefore the friction of hovercraft in all directions (forward, side, and angular) is very small.

4- One 7.4 V battery used for all ducted fans. This battery is connected to the receiver and all fans are connected to the receiver.

As mentioned above, in order to measure orientation and angular velocity of miniature hovercraft, a wireless sensor is used. This sensor is a Wireless InertiaCube3 from InterSence [24]. This sensor is described and its benefits are explained in [3]. The position in X-Y coordinate is obtained using Vision System which is developed in the CIS Lab and is illustrated in the following. In addition, for performing these experiments a new surface without slope is prepared recently in CIS Lab.

8.3.1.1 Vision Array

In order to have the position (X-Y) of the hovercraft a vision array is built at a height of 3.5 meters in the test area of the CIS Lab. It produces a test area in the shape of a square with dimensions of 20 by 20 feet. 9 webcams\(^{36}\) are connected to 9 computers and they send the data to a main computer which acts as a server. See Figure 21, and Figure 36 to

---

\(^{36}\) Installing more webcams is also possible but with four webcams the working area is covered with a reasonable resolution.
Figure 38. Figure 36 shows an overview of the vision array. Figure 37 is a schematic drawing showing a connection point. Figure 38 shows a connection point and a webcam.

Each computer with a webcam connected to it can get the picture and process the image within less than 0.05 of a second. Therefore, the data from the whole vision system is updated in less than 0.05 of a second.
8.3.2 Formation of Four Hovercrafts

The experimental setup is shown in Figure 21. As illustrated in that figure, two miniature hovercrafts are used and two hovercrafts are being simulated. Nominal models of all vehicles are expressed with the following equations:

(Equations of motion for hovercraft H2.0)

where ... (explanation of parameters).
Using a similar identification algorithm explained in [3], the parameters of both hovercrafts are identified as follows:

(Parameters of hovercraft 1)

(Parameters of hovercraft 2)

For hovercrafts 3 and 4, the parameters are considered to be similar to system 1.

The RHC controller used in this experiment was adapted from [6] and RHCOOL [3] is used for implementation. Parameters of RHC controller for all of the subsystems are as follows:

<table>
<thead>
<tr>
<th>Hovercraft 1: (change the table)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nx = 6</td>
<td>Number of states ( (u, v, r, \psi, x_c, y_c) )</td>
</tr>
<tr>
<td>Nz = 2</td>
<td>Number of flat outputs ( (\psi, u) )</td>
</tr>
<tr>
<td>Nu = 2</td>
<td>Number of inputs ( (u_1, u_2) )</td>
</tr>
<tr>
<td>Ny = 2</td>
<td>Number of outputs</td>
</tr>
<tr>
<td>Nd = 2</td>
<td>Maximum number of derivatives from flat outputs</td>
</tr>
<tr>
<td>Ns = 4</td>
<td>Number of Spline control points</td>
</tr>
<tr>
<td>Ni = 101</td>
<td>Number of Spline interpolation points</td>
</tr>
<tr>
<td>T = 4.0 (sec)</td>
<td>Prediction Horizon</td>
</tr>
<tr>
<td>Nc = Ns</td>
<td>Number of varying control points</td>
</tr>
<tr>
<td>Imethod = 1</td>
<td>It means that the cubic spline is used for interpolation</td>
</tr>
<tr>
<td>Q</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td></td>
</tr>
</tbody>
</table>

Hovercraft 2:
(Add the table)

Hovercrafts 3 and 4: similar to hovercraft 1

In Figure 21 the computers used for controlling the hovercrafts (M1 to M4) are all Pentium 4, with one CPU of 2.8 GHz speed.

This example is a leader follower with a fixed formation. Hovercraft 1 is the leader and the others are followers. Dynamic scheduler defines the communication rate for each vehicle. In the following figures, trajectory, inputs, and communication period of all systems are presented.

Figure 28- Followed trajectories of all vehicles and the reference trajectory.
8.3.3 Trajectory Tracking of Miniature Helicopter Using RHC

The miniature helicopter shown in Figure 24 is used in this test. The vision array is used to obtain necessary information. The experimental setup in this test is presented schematically in Figure 33.

Figure 33: Experimental setup for miniature helicopter

The model used in the controller is as follows:

(Nominal model for miniature helicopter)

The parameters of this helicopter were identified using a similar approach explained in [3] and are as follows:

(Parameters of miniature helicopter)

As mentioned before, the RHC approach is used and RHCOOL [3] version 4.0 is used for real-time implementation. The parameters of controller are as follows:

(Controller parameters)

The following figure, presents the result.

Figure 34: Trajectory of the miniature helicopter and the reference trajectory
8.4 Conclusions

In this report, a systematic approach is developed for dynamic scheduling of computation and communication to determine the execution horizon and communication rate for multiple uncertain RHC systems on distributed processors. It was shown that using the scheduling methods combined with analytical bounds on the prediction error, the problem of scheduling multiple uncertain plants can be cast into an appropriate constrained optimization problem. The constraints guarantee that the processes will be schedulable, both computation and communication, and the optimization provides performance robustness to uncertainty. The proposed method was first applied via C++ simulations to a set of hovercrafts in formation (leader-follower) on distributed digital processors and it demonstrated the validity of the approach. Performance and applicability of the method was also demonstrated by applying it experimentally, to some sets of under actuated miniature hovercrafts in a hard real time environment for a leader-follower example. Both of the simulation and experiment were done by developing an RHC Object Oriented Library (RHCool) in C++. This report was explaining Task #12, Task #13, and Task #14 of the first proposal.
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8.6 Appendix H: Explanation of Attachments

In this chapter, the experimental results and the codes written for the materials of this report, which are included in the attached CD, is described. The data is classified based on the different chapters of this report.

Chapter 3

All of the data used for chapter 3 of the report are included in this folder. It includes different subfolders based on the report and the contents of each folder are described bellow.

Section 3.2
All of the supporting data for section 3.2 of the report is included in this folder. It has the following subfolders:

Chapter 6

In this folder, some of the references are included for more convenience of the reader.